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Foreword: Happiness or GDP?

Since World War II, happiness has moved into the social sciences. Nearly all of the
prior literature is in the humanities, going all the way back to Aristotle, though
psychology, as in Abraham Maslow’s “hierarchy of needs,” has its foot in the door.
This work typically takes off from preconceived ideas about what should make
people happy—what makes for “the Good Life.” On this, there are almost as many
judgments as judges. Although there is much thought-provoking wisdom in this
literature, there is no real evidence about how happy people really are and what does
make them happy, which is what the social scientist seeks to know. We now have
well-tested data on people’s happiness that provide the basis for scholarly research,
as exemplified by the work in this book.

I cannot do justice to the depth and breadth of the many fine contributions here.
Let me simply say that I am humbled, honored, and grateful to each of the authors. I
owe special thanks to Mariano Rojas whose time-consuming efforts brought the
volume into existence.

In these brief remarks I would like to address an issue of growing urgency as
measures of happiness gain increasing attention among policy-makers: Which is a
better measure of society’s well-being and guide to public policy – Happiness or
GDP?

My answer is Happiness. Here is why.
First and foremost, happiness is a much more comprehensive measure than GDP.

As a measure of well-being, GDP, in per capita terms, at best approximates the
average change in people’s real incomes, that is, in the quantity of goods and
services produced and, for the most part, consumed by society. Happiness, in
contrast, registers the effect on well-being not only of income, but also of develop-
ments in other aspects of people’s lives, most importantly, health and family
circumstances. GDP is about the economic side of life, focusing solely on output
and income; happiness summarizes the degree to which the many concerns of
everyday existence are satisfied.

China’s experience transitioning from socialism to capitalism provides an acid
test of the merits of GDP versus happiness as a summary measure of well-being,
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because GDP and happiness move in opposite directions. In the period since 1990
GDP goes up at perhaps the highest rate ever observed, while happiness goes down.
Which measure, GDP or happiness, better captures what is happening to people’s
lives, to their well-being?
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The answer is easily happiness. China’s policy of “economic restructuring,”
though it raised markedly the growth rate of GDP, involved major collateral damage
– massive unemployment and dissolution of the social safety net. The result, for
those still employed as well as the unemployed, was new and pressing worries about
jobs and income security, family life, and health. These concerns, which are central
to people’s feelings of well-being, are not reflected in GDP, but they are in self-
reported happiness. No wonder that social policy expert Gerard Lemos concludes in
a 2012 book titled The End of the Chinese Dream: Why the Chinese People Fear the
Future, that “the Chinese people are deeply insecure about themselves and their
future” (p. 3). In promoting the expansion of output, what was happening to people’s
lives as a whole was being neglected.

There is a curious contradiction in economics. There is recognition that many
activities like loss of a job and migration have not only pecuniary effects like gain or
loss of income but also nonpecuniary consequences, particularly psychological
effects such as increased anxiety or stress. Yet, when it comes to evaluating society’s
overall well-being, the principal criterion is GDP per capita, which totally omits
nonpecuniary effects. If the focus is exclusively on output, then the fact that the same
policies that produce more output result simultaneously in serious side effects is
totally overlooked. How can one justify ignoring the far-reaching psychological
consequences for people’s lives of massive unemployment and destruction of the
social safety net?

In addition to its greater scope, there are other reasons for preferring happiness to
GDP. For one thing, happiness is a measure with which people can personally
identify. The man in the street reads the headline, “GDP Up by 5 Per Cent,”
yawns, and quickly turns to the sports pages. But when the headline proclaims,
“Happiness Up by 5 Per Cent,” he reads on. People can understand happiness; in
contrast, GDP is to most persons a remote and meaningless concept. When I ask my
class “What does GDP measure?” I am met with mute silence – and this is a group of
advanced undergraduates majoring in economics.

Another reason for preferring happiness is that the judgment of well-being is
made by the individuals whose well-being is being assessed, not by outsiders. In the
case of GDP, the determination of people’s well-being is made by so-called experts,
the statisticians who put the numbers together. Some economists like to think of
GDP as a “hard” statistic like the output of iron ore, in contrast to supposedly “soft”
survey data expressing people’s views and feelings. This distinction is a hangover
from the twentieth-century behaviorist era of economics when it was an article of
faith that what people said was not to be trusted.

In fact, there is no single “hard” figure for GDP. In measuring it, numerous
judgments are required about what to include, as Simon Kuznets, the pioneer in GDP
measurement, repeatedly pointed out. Should unpaid homemakers’ services like
childcare, preparing meals, and housecleaning be included in GDP? (They are not,



but the same services, if performed by hired employees are included.) How about the
production of food produced by farm families for their own consumption?
(In) Gambling, alcoholic beverages, narcotics, and prostitution – in or out? (Depends
chiefly on legal status, which differs among and within countries, and changes over
time.) What about defense spending – are Americans better off by the amount of
their country’s huge military outlays (which are included in GDP) than Costa Ricans
who do not even have a standing army? Questions like these on what to include must
be faced in constructing an estimate of GDP. They illustrate that GDP is not a “hard,”
objective, measure and that its scope is determined by subjective judgments made by
persons other than those whose well-being is being evaluated. In contrast, happiness
is what people themselves tell us about their well-being.
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Some scholars object to the idea of happiness as an official metric of well-being
claiming that people might then falsify their reported happiness. Others complain
that the measure gives too little importance to systemic considerations like political
and civil rights. These are reasonable concerns, but their proponents offer no
alternative summary measure of well-being, leaving us where we are now, with
GDP. Happiness may not be the last word in the measurement of well-being, but it is
better than GDP.

Others criticize happiness measures because they have an upper bound, while
GDP does not. This is a curious complaint. It implies that society’s goal should be
unattainable – in particular, that we can never have enough output – and that it would
be unfortunate if we were ever to reach an upper bound. By contrast, one might argue
that a society where each person reports for their happiness the maximum value of
10 is precisely what we would like to achieve – everyone completely happy. For
those worried about reaching utopia anywhere in the near future, let me note that we
are still considerably short everywhere of the upper limit – according to the World
Happiness Reportwhere 10 is the top score, the highest countries average around 7.5
and the lowest, 3.0.

It is encouraging to see that both the United Nations and OECD are now
advocating for happiness as a policy objective. Their proposals, however, are not
that GDP should be abandoned, but that happiness should be considered as a
supplement to GDP. Indeed, some analysts even propose a “dashboard” of measures,
perhaps 10 or more. Such proposals are a step in the right direction, because they
lessen the importance of GDP. But having two or more criteria of well-being runs
into the problem of how much importance should be attached to each item? What if
some metrics move in one direction and others, the opposite way, as did GDP and
happiness in the recent experience of China? How does one decide what has
happened to well-being? Which measure(s) is the better guide to policy? Clearly
there is need for a primary measure that resolves such conflicts. I believe that
measure is Happiness.

For over half a century, real GDP per capita has reigned as the principal gauge of
societal well-being. If happiness were to supplant GDP, public policy would be
moved in a direction more meaningful to people’s lives. Whereas output has
heretofore been the primary focus, jobs and job security would move center stage.
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I have noted how China’s experience demonstrates the serious human costs of
sacrificing jobs for output. Even as I write, ongoing developments in the United
States provide yet another example. A 35-day partial shutdown of the United States
government starting in December 2018 led to the layoff of hundreds of thousands of
federal government employees and federal contract workers. Commenting on reports
of the stress and suffering being felt by these workers, Secretary of Commerce
Wilbur Ross said:

Put it in perspective. You’re talking about 800,000 workers. And while I feel sorry for the
individuals that have hardship cases, even if all those workers were never paid again, you’re
talking about a third of a per cent of our GDP, so it’s not like it’s a gigantic number overall.

Here we have GDP weighed directly against the lives of thousands of workers,
and GDP wins out – a striking illustration of how preoccupation with GDP leads to
minimizing the human side of economic activity. In contrast, happiness would put
the workers and their experience first.

This is not to say that we should throw GDP away, but its role becomes
secondary. If one wants to know specifically about the economy’s output, GDP is
a useful tool. Similarly, if one wants a summary measure of health, life expectancy is
appropriate. A dashboard of measures can be informative about the various condi-
tions impacting people. But if one wants a summary measure of people’s overall
well-being and a clear-cut guide to policy, then happiness is the answer, because
happiness measures what really matters in people’s lives. It reports directly on the
circumstances of ordinary people everywhere in the world.

University Professor Emeritus of
Economics
University of Southern California
Los Angeles, CA, USA

Richard A. Easterlin
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Chapter 1
The Relevance of Richard A. Easterlin’s
Groundbreaking Work. A Historical
Perspective

Mariano Rojas

Abstract The Easterlin Paradox emerged within a particular historical context;
economics moved from an early interest in happiness during the eighteenth and
nineteenth centuries to its complete neglect during the first decades of the twentieth
century. Due to this neglect economics faced serious limitations to address well-
being issues and to contribute to happiness in societies. The chapter presents the
evolution of economics in order to show why Richard A. Easterlin’s pioneer work in
happiness and economics is groundbreaking; in fact, it constitutes the foundation of
a new area in economics: Happiness economics. The chapter analyzes the emergence
of happiness economics as well as its consequences and contributions to economics.

It has been more than 40 years since Richard A. Easterlin published his ground-
breaking work on happiness and economics. His contribution entitled Does Eco-
nomic Growth Improve the Human Lot? Some Empirical Evidence was published in
1974 and constitutes the first empirical study on the relationship between economic
growth and happiness. This contribution introduced what is now widely known as
the Easterlin Paradox: In the long run economic growth does not increase people’s
happiness, even when there is a positive association between the two variables in
cross-section studies. As time went on the paradox attracted the attention of econ-
omists and triggered a vast research agenda which nowadays constitutes the foun-
dation of the economics of happiness.

It is necessary to recognize that the interest in the study of happiness was not new
in economics; as a matter of fact, early economists considered that the study of
happiness was central to economics. For example, in his An Essay on the Principle of
Population (1798) Robert Malthus expressed: “The professed object of Dr. Adam
Smith’s inquiry is the nature and causes of the wealth of nations. There is another
inquiry, however, perhaps still more interesting, which he occasionally mixes with it,
I mean an inquiry into the causes which affect the happiness of nations”. As a matter
of fact, Malthus was referring to the main theme addressed by Adam Smith in his
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book entitled The Wealth of Nations; however, it is worth to recognize that Smith
was always very attentive to the study of happiness, as it is shown by some
references to the subject in The Wealth of Nations and, primarily, by his many
reflections on the topic in his previous work entitled The Theory of Moral Senti-
ments. It is important to remark that Smith, like many other economists afterwards,
was also highly skeptical about the capacity of economic growth to generate
happiness.
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It was during the first decades of the twentieth century that economics abandoned
its interest in happiness in order to focus on the study of choice. The emphasis on
economic goods – those that must be purchased – led to the centrality of the budget
constraint in economics and, with some disregard for the study of people’s well-
being, the raise income emerged as the main area of study in economics. Economic
growth models acquired greater relevance during the following decades. By
neglecting the study of happiness, economists were basing their policy recommen-
dations on a major presumption: that people’s well-being increases with the expan-
sion of the consumption possibilities; unfortunately, there was no interest in
corroborating this presumption. It was really astonishing for a discipline so proud
of adopting the scientific method to be so weak in scientifically addressing one of its
foundational premises: Is it really true that happiness increases with the expansion of
income?

Richard Easterlin’s 1974 work addressed a central but neglected issue in eco-
nomics. What is the relationship between economic growth and happiness? The
question was frequently asked in the past; however, rather than relying on pre-
sumptions or on ethical and moral considerations, Easterlin followed the scientific
method to come out with an answer. His contribution shifted economics away from
the path of uncorroborated presumptions as well as from relying on ethical and
doctrinal considerations to address well-being issues. It also provided a simple but
clever methodology to deal with Jeremy Bentham’s main concern: the measurement
of people’s happiness. The method followed by Easterlin recognizes that happiness
is an experience people have and not a construct to be defined by experts; in
consequence, it also recognizes that every person is the authority to judge her life.
The incorporation of subjectivity in the study of happiness moves economics from
its focus on the realm of objects to that on the realm of people, and it allows for better
understanding of people’s lives. It also provides insight to reconsider the unfruitful
path of expanding consumption possibilities without knowing what its well-being
impact is.

Richard A. Easterlin’s groundbreaking work is clearly the foundation of happi-
ness economics, which nowadays is a vibrant branch within economics. Ground-
breaking work necessarily questions basic postulates of its academic field, and it also
opens new paths for its development; hence, to fully understand the significance of
Easterlin’s work it becomes necessary to review the historical context within which
this work emerged.
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1.1 The Historical Context

1.1.1 Early Economists Were Interested in Happiness

Adam Smith, considered by many as the father of economics, was as concerned
about happiness as he was about material wealth. Being a professor of moral
philosophy, Smith borrowed from ethical and moral doctrines to address the rela-
tionship between material wealth and happiness. In fact, in his Theory of Moral
Sentiments (1759) Smith articulates his doubts about the role that material wealth
plays in generating happiness; for example, he states that “wealth and greatness are
mere trinkets of frivolous utility, no more adapted for procuring ease of body or
tranquillity of mind than the tweezer-cases of the lover of toys”. Thus, he affirms that
“in what constitutes the real happiness of human life, they are in no respect inferior to
those who would seem so much above them. In ease of body and peace of mind, all
the different ranks of life are nearly upon a level, and the beggar, who suns himself
by the side of the highway, possesses that security which kings are fighting for.” The
primacy that Smith gives to happiness is evident when he sustains that “All consti-
tutions of government, however, are valued only in proportion as they tend to
promote the happiness of those who live under them. This is their sole use and end.”

Smith’s view on happiness was clearly influenced by his background in moral
philosophy, and his disdain for material wealth borrows from a long-standing
tradition in philosophy that associates happiness to tranquility and virtue in life.
Indeed, Smith believed that the pursuit of happiness through the accumulation of
material wealth could be a trap leading to hard-working but not happier people. In
his Theory of Moral Sentiments Smith states that “We are then charmed with the
beauty of that accommodation which reigns in the palaces and economy of the great;
and admire how everything is adapted to promote their ease, to prevent their wants,
to gratify their wishes, and to amuse and entertain their most frivolous desires. If we
consider the real satisfaction which all these things are capable of affording, by itself
and separated from the beauty of that arrangement which is fitted to promote it, it will
always appear in the highest degree contemptible and trifling”; he then ads that “It is
this deception which rouses and keeps in continual motion the industry of mankind”.
Smith and many of his contemporary scholars believed that material wealth was an
important topic for economists to study, but they were careful enough not to
associate the raise in material wealth with greater happiness. Unfortunately, during
the following centuries – and especially during the twentieth century – many
economists made the mistake of associating the wealth of nations with the happiness
in nations.

It is necessary to remark that most of the early economists had a background in
ethics and moral philosophy which inclined them to be interested in people’s
happiness; however, this same background distanced them from following the
scientific method in the study of happiness.
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1.1.2 Early Economists Followed the Ethical Tradition When
Addressing Happiness

For centuries the study of happiness was the exclusive playground of philosophers
and moralists. How a person ought to live her life and what principles should
regulate it were fundamental questions in ethics and morality. Not surprisingly,
criteria provided by philosophers and moralists constituted the basis for judging
goodness and badness in a person’s life, while no authority was recognized to people
in judging their life. Thus, happiness – or the good life – ended up being assessed by
a third person on the basis of criteria provided by experts.

The ethical tradition relied on the method of discernment; this is: intellectual
reasoning was used to identify the relevant criteria. The criteria to judge a person’s
happiness was usually presented as a list of attributes which a person’s life ought to
satisfy and which had to be observed by a third-party; some threshold levels were
proposed. Persuasive rhetoric was used by scholars to justify their view due to the
lack of research-based evidence supporting the main arguments and the proposed
criteria. There were no hypotheses to be tested but assertions to be accepted. There
was no interest in studying what people were experiencing and what they thought
about their life. People’s own assessments were usually demeaned on the basis of
arguments such as people having incomplete or incorrect information or lacking the
appropriate knowledge to make a good judgment. It was common for scholars
working within this ethical tradition to assume that people were not in a good
position to judge their life.

Within the ethical tradition happiness became an academic construct which ended
up being delineated by scholars and where people’s own experience of being well
was irrelevant.

1.1.3 Jeremy Bentham and Happiness as an Experience
People Have

Jeremy Bentham’s ideas were influenced by the Enlightenment as well as by
important political changes that took place at the end of the eighteenth century and
the beginning of the nineteenth century, such as: the American Revolution, the
French Revolution, the decline of absolutist monarchies and of the Catholic
Church’s power, and the rise and fall of Napoleon. Bentham lived in an age where
the political power of some ordinary citizens was increasing while that of the
traditional monarchic and religious groups was declining; and he was interested in
social reforms and public actions that contributed to citizens’ well-being. Bentham
was not so much interested in the promotion of particular policies but in the
development of a method to determine which policies contributed the most to the
human lot. He believed that happiness as it is experienced by people – rather than
abstract and morally-inspired definitions of the good life – should guide public
policy and social reform.
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Bentham approached happiness as an experience that happens to people and not
as a theoretical construct to be defined by philosophers and moralists. In this way
Bentham shifted the substrate of information to judge people’s lives as good or bad
from the realm of objects to the realm of experiences, and he shifted the authority to
make this judgment from experts to people themselves. Rather than entertaining
himself in theoretical speculations and doctrinal postulates, Bentham believed that it
was necessary to rely on people’s experience of being well in order to find whether
some policies were doing goodness or not. Bentham knew that a measurement of
happiness was needed, but he did not go as far as asking people about their
experience of being well; instead, he proposed the felicific calculus, which aimed
at measuring happiness on the basis of a sophisticated computation of pleasurable
and painful experiences, and which also took different attributes of these experiences
into consideration.

In Bentham’s conception, happiness was an experience that happens to people
and, consequently, the role of experts was not to define it but to study it. He was
uneasy with experts’ inclination of superimposing their own values and judgements
to those of people.

The shift in the focus of attention from academic discussions on constructs of the
good life to people’s experience of being well was conceptually revolutionary; but
the computation proposed by Bentham was highly complex, partial, and unpractical.
Bentham believed that the experience of happiness could be compared across human
beings and that it constituted a good framework to guide public police; however, his
proposed computation was very difficult to perform.

It is also important to remark that in Bentham’s view happiness was not only an
experience that happens to people, it was also an important source of motivation:
people aim for happiness. Hence, Bentham combined the study of happiness with the
study of human behavior. The search for greater happiness is intrinsically good; in
addition, it motivates – and explains – human action.

1.1.4 Utilitarianism Gets into Economics

The ideas of Bentham were incorporated into economics, mostly through the work
carried out during the second half of the nineteenth century by economists such as
Stanley Jevons, Carl Menger, and Leon Walras. These economists set the founda-
tions for the Theory of Utility and for the Subjective Theory of Value. They wanted
to explain the determination of prices of commodities, but their theory laid on the
idea that people’s happiness is the factor that, in the end, explains prices and supports
all economic decisions.

Alfred Marshall was the central figure in the development of the analytical tools
used by microeconomic theory in the twentieth century; with this analytical toolbox
economics focused on the study of markets, supply and demand, and equilibrium
prices and quantities. However, the agent who is behind these markets and whose
behavior is crucial in determining the equilibrium prices in the Marshallian analyses



continued to be an agent who experienced happiness and whose actions aimed for
happiness. In his Principles of Economics (1890) Marshall makes several references
to happiness; for example: “the spirit of the age induces a closer attention to the
question whether our increasing wealth may not be made to go further than it does in
promoting the general wellbeing; and this again compels us to examine how far the
exchange value of any element of wealth, whether in collective or individual use,
represents accurately the addition which it makes to happiness and wellbeing”.
Marshall goes as far as to recognize that the association between material wealth and
happiness may be weak; he states that “Not only does a person’s happiness often
depend more on his own physical, mental and moral health than on his external
conditions: but even among these conditions many that are of chief importance for
his real happiness are apt to be omitted from an inventory of his wealth”.
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Thus, when the economists of the late nineteenth and early twentieth century
embarked on the study of prices, quantities, and markets they knew that, in the end,
they were addressing a deeper and more relevant issue: human happiness.

1.1.5 Economics Focuses on Explaining Choice While
Marginalizing People’s Happiness

The complicated and clearly unpractical method proposed by Bentham to compute
happiness persuaded many scholars that it was a futile aim to look for a measure of
people’s experience of being well. During the last decade of the nineteenth century
Irving Fisher expressed his skepticism on the practical possibility of measuring
utility; it is important to remark that Fisher was not objecting to the existence of a
utility which had well-being substance, but he considered its measurement to be
impracticable. As a matter of fact, Fisher stated that “the ‘utility standard’ [for
measuring the change in the value of money] is. . .impracticable, even if the theory of
such a standard were tenable”. Fisher argued that happiness – as cardinal utility –

was not necessary to address exchange considerations and that it sufficed to work
with an ordinal ranking of options. In consequence, he concentrated his effort in the
study of prices, under the assumption that they provided information on people’s
well-being. It is needless to state that the prices of goods are easily observable and
measurable.

Wilfredo Pareto showed that the ordinal ranking of commodity bundles suffices
to deal with issues of choice; hence, in a discipline that was bending towards the
explanation of choice it became evident that happiness had no instrumental value; it
was possible to explain choice without making use of happiness. Like Fisher, Pareto
did not rule out the validity of Bentham’s utility proposal; he was not rejecting the
existence of people’s experience of being well nor the role it plays in motivating
people. However, Pareto argued that the conception of a utility function with
happiness substance was not necessary to develop a framework explaining choice;
it was sufficient to assume a utility function that allowed for the ordering of options.



In consequence, the meaning of utility as an indicator of people’s happiness ceased
to be relevant, and the notion of utility lost its happiness foundation to become no
more than a simple device to order options, which are usually expressed in the realm
of objects. Pareto made of utility just a plain number that had no happiness substance
at all.
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The new theory of utility abandoned its original conception based on the expe-
rience of happiness people have in order to focus on the explanation of consumer
decisions. The first half of the twentieth century saw enormous progress – made by
economists such as J.R. Hicks, R.G.D Allen, and Paul Samuelson – in the develop-
ment of ordinal utility theory, preference theory, and the theory of value. Economists
who were trained in the first half of the twentieth century learned almost nothing
about people’s happiness; instead, they mastered a highly sophisticated framework
to study people’s decisions and to explain market-equilibrium quantities and prices.

Welfare economics relied on Pareto-optimality concepts, and on the basis of
welfare theorems economists promoted competitive markets and rejected interven-
tions that could distort prices. On the basis of their theoretical framework economists
assumed that the promotion of competitive markets suffices to reach optimality;
however, they could say nothing about what was happening to people’s experience
of being well. In strict sense, economics could not even confirm that people are
happier with greater income or with lower inflation rates. The well-being founda-
tions of economics were weak and the discipline could not provide an answer to
some simple questions which ordinary people are interest in, such as: How much
additional happiness is obtained from a 10% increase in income? How unhappy are
low-income people? How much unhappiness does unemployment generate? Does
migration increase happiness?

Due to the lack of research on people’s well-being economists were forced to rely
on uncorroborated assumptions to provide public-policy advice. Economists of the
mid-twentieth century had no choice but to assume – without any proof – that
people’s happiness is strongly associated with the consumption of commodities
and that by producing more everyone will be better off. The emphasis that econom-
ics placed on the study of choice could only lead to one major recommendation:
expand the space of choice.

1.1.6 The Emphasis on Consumption. The Realm of Objects

The adoption of ordinal utility and of preference theory also provoked a shift in the
focus of attention of economists: from people to the realm of objects. Utility was
defined in a space of commodities rather than in the realm of people’s experiences of
being well.

Two major trends influenced economics during the late years of the nineteenth
century and the first decades of the twentieth century: Formalization and objectiv-
ism. Scholars with a philosophical background – such as Adam Smith, Jeremy
Bentham, and Karl Marx – who were predominant in the original stages of the



economics were slowly replaced by those with backgrounds in physics, mathemat-
ics, and engineering. It suffices to state that Pareto had formal training in mathemat-
ics and physics and worked as a civil engineer for many years before getting
involved in the study of sociology and economics. Irving Fisher wrote his disserta-
tion under the advice of the mathematician and prominent thermodynamic engineer
Willard Gibbs, who also was the thesis advisor of the renowned mathematician
Edwin Wilson. Wilson himself was the advisor of Paul Samuelson’s PhD disserta-
tion; in fact, Samuelson borrows from Gibbs’ thermodynamics models to develop
his economic-system ones.

10 M. Rojas

The inspiration that economics got from physics and engineering was also
accompanied by the interest economists had in following the methods of the
so-called hard sciences; a scientific approach was introduced into economics and
economists started thinking in terms of theories, hypotheses and corroborations.
However, physics and engineering are disciplines that focus on the study of objects
rather than persons, and their methodology relies on using indicators of objects – the
so-called objective indicators – rather than on indicators of the experiences people
have – which are considered as subjective. It comes as no surprise that economists in
the twentieth century were inclined to marginalize the subjective conception of
utility in order to concentrate in the study of objective variables, such as bundles
of commodities, income, prices, and observed decisions. For example, revealed-
preference theory advocates that economics should study what people do rather than
what they experience or report.

The introduction of objectivism into the social sciences generated some debate;
for example, during the first half of the twentieth century the philosopher Edmund
Husserl argued in his book entitled The Crisis of the European Sciences that science
– in particular social sciences – had forgotten the world of life (lebenswelt) and its
inherent subjectivity. Husserl stated that by focusing too much on objects – and
indicators of objects – science had become insensitive to the sense of being, this is: to
the experiences that human beings have.

1.1.7 Progress as Economic Growth. The Increasing
Relevance of GDP

Economics as a science of choice focused on explaining consumption and produc-
tion decisions. However, rather than explaining how preferences were formed,
economists concentrated in the study of ways and policies to expand the space of
choice. In consequence, the variable occupying the site of honor in the discipline was
income and, in particular, its rate of growth. Greater income was associated to more
options to choose from and, thus, to a greater utility – in its ordinal sense. Some
economists argued that by having more income people could satisfy more needs and,
it was assumed, this converted into greater well-being. There was no direct obser-
vation of people’s experience of being well, but it was assumed that more income
was always better.



1 The Relevance of Richard A. Easterlin’s Groundbreaking Work. A. . . 11

The national accounting system was developed during the first half of the
twentieth century, and the Gross Domestic Product (GDP) acquired relevance. The
effort to develop a measure of the aggregate income in societies was headed by
Simon Kuznets in the 1930s; this effort led to the creation of the GDP indicator.
After World War II the United Nations Statistical Office adopted and further
developed the standard methodology of national production and income accounts.
This methodology was adopted by the majority of the member countries of the
United Nations Organization and, with this, GDP gained enormous importance as an
aggregate indicator of production and availability of goods and services.

In the post Second World War period and the beginning of the Cold War one the
United States had geopolitical motivations to implement a technical assistance
program reaching many countries in the world. It is within this particular context
that the concepts of development and underdevelopment were introduced in a speech
made by the President of the United States Harry S. Truman in the late 1940s. GDP
per capita became a major indicator to assess the degree of development, and its rate
of growth became an indicator of progress. In 1960 W.W. Rostow published his
book entitled The Stages of Economic Growth; the book inspired the highly influ-
ential development-aid programs promoted by western countries, and it clearly
defined the route that underdeveloped countries ought to follow in order to become
developed. The last stage proposed by Rostow – that which defined the final
aspiration which agencies of international development should pursue for all coun-
tries benefiting from foreign aid – was called the age of high mass consumption. For
Rostow, as well as for the many agencies and international organizations promoting
development, the uncorroborated assumption that people’s well-being was strongly
associated to their capacity to purchase more commodities seemed obvious.

In the mid years of the twentieth century economists also became interested in
constructing theoretical models to understand and explain differences in GDP across
countries and over time. As time went on, models of economic growth evolved from
the simple Harrod-Domar and Solow-Swan models to the highly sophisticated models
of the present. New capital concepts were also introduced; terms such as human and
social capital were incorporated into the old models that relied on physical and natural
capital. The importance that income acquired also reflected in related concepts, such as
poverty – which ended up being associated to low income- and social classes – which
were mostly defined in terms of income and ownership of assets.

1.1.8 Does Economic Growth Improve the Human Lot? Some
Doubts Existed

Economic growth and other income-related concepts came to be the major preoc-
cupation of international organizations, development agencies, national govern-
ments and most economists; however, it is important to recognize that doubts
about its capacity to generate well-being were always present. For example, John



Maynard Keynes believed that income was just a necessity but not something of
major value. For Keynes, the value of income does not go as far as having the
material means to survive; once the economic problem is solved human beings will
have more important issues to focus on. In his preface to Essays in Persuasion –

written in 1931- Keynes stated that “the day is not far off when the Economic
Problem will take the back seat where it belongs, and that the arena of the heart and
head will be occupied, or re-occupied, by our real problems—the problems of life
and of human relations . . .”
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In 1934, while he was leading the effort to construct the income and production
accounting system, Simon Kuznets manifested that “The welfare of a nation can
scarcely be inferred from a measurement of national income”. Moses Abramovitz
also expressed his doubts in 1959 by stating that “we must be highly skeptical of the
view that long-term changes in the rate of growth of welfare can be gauged even
roughly from changes in the rate of growth of output”.

The speech delivered by Senator Robert F. Kennedy at the University of Kansas
in 1968 is well known: “But even if we act to erase material poverty, there is another
greater task, it is to confront the poverty of satisfaction – purpose and dignity – that
afflicts us all. Too much and for too long, we seemed to have surrendered personal
excellence and community values in the mere accumulation of material things. Our
Gross National Product. . . . counts air pollution and cigarette advertising, and
ambulances to clear our highways of carnage. It counts special locks for our doors
and the jails for the people who break them. It counts the destruction of the redwood
and the loss of our natural wonder in chaotic sprawl. It counts napalm and counts
nuclear warheads and armored cars for the police to fight the riots in our cities. It
counts Whitman’s rifle and Speck’s knife, and the television programs which glorify
violence in order to sell toys to our children. Yet the gross national product does not
allow for the health of our children, the quality of their education or the joy of their
play. It does not include the beauty of our poetry or the strength of our marriages, the
intelligence of our public debate or the integrity of our public officials. It measures
neither our wit nor our courage, neither our wisdom nor our learning, neither our
compassion nor our devotion to our country, it measures everything in short, except
that which makes life worthwhile.”

Doubts about the capacity of GDP to measure progress in societies were not rare
in the twentieth century; of course, these doubts extended to the capacity of income
to generate well-being. However, economic theory was not in a position to address
these doubts because the discipline had abandoned its original interest of measuring
and studying people’s happiness. Economic-growth models could explain, with
limited degree of accuracy, which were the main factors leading to rapid growth
and how they worked; however, they could say nothing on whether economic
growth could increase the human lot.
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1.2 Groundbreaking Work by Richard A. Easterlin

It will take a revolutionary approach to shake the foundations of economics in order
to provide an empirical answer to the existing doubts. In 1974 Richard A. Easterlin
published his work entitled Does Economic Growth Improve the Human Lot? Some
Empirical Evidence. Easterlin followed a scientific approach to address the question
he posed in the title of his contribution. Before getting into the study of Easterlin’s
contribution it is important to know a little bit more about the person who is behind
this groundbreaking work.

1.2.1 Richard A. Easterlin: Pioneer in Happiness Research

After receiving an undergraduate degree in mechanical engineering Richard
A. Easterlin had a fairly orthodox economic education at the University of Pennsyl-
vania in the late 1940s and early 1950s. As a student he was exposed mainly to
Keynesian theory and to the epistemological foundations of economics. As he
describes in his book entitled The Reluctant Economist, during his PhD studies in
economics he learned the beliefs and culture of the profession: he learned that
economics is the queen of the social sciences, that this status comes from its
inclination to use formal theoretical models, that people’s tastes and preferences
are static and exogenous, that economists do research on the basis of so-called hard
data, that neither the report from the person nor the information that comes from
opinion surveys is admitted, that reading articles published in inter and extra-
disciplinary journals is of little utility, and that measurement without theory is
irrelevant. Easterlin states that it took him several years to question some of the
beliefs that were instilled in him during his doctorate studies.

As the title of his book clearly reveals, Easterlin is an economist, but he is a
reluctant one. He belongs to a small group of scholars who are humble enough to
recognize the limitations of their discipline and to be open to new ideas and
approaches as long as scientific rigor is not sacrificed. The circumstances allowed
him to channel his interests in a creative and productive way. At the end of his
doctoral studies, Easterlin was invited to join a research project headed by his thesis
supervisor, the economist Simon Kuznets – the same one who led the construction of
the income and production accounting system – and by the demographer Dorothy
Thomas. Easterlin learned in this research project that knowledge of history and
demography is crucial to understand long-term economic trends. Kuznets’ work
made him recognize the value that empirical research has in the generation of
knowledge as well as the important knowledge that can be obtained by taking
advantage of all sources of information. Easterlin also understood the limitations
of a discipline that relied too much on the construction of theoretical models while



neglecting the value of available information. The circumstances inclined Easterlin
to do empirical research with a long-run perspective; in the long-run preferences are
no longer given and frames of reference are expected to change; hence, the tradi-
tional assumptions of economic theory do not sustain.
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It is not surprising then that Easterlin showed great curiosity and a lot of courage
to risk doing research with data reported by people (the so-called subjective data) He
used the scarce information available in the 1970s to conduct research on the
relationship between income and happiness. The report from his research was
published in the chapter entitled Does Economic Growth Improve the Human Lot?
Some Empirical Evidence; this work was groundbreaking, and it had consequences
for economic theory that went beyond the particular findings which are reported. A
previous work by Easterlin entitled Does Money Buy Happiness? and based on the
same research was published in The Public Interest in 1973.

1.2.2 The Empirical Evidence: The Easterlin Paradox

In the early 1970s Richard Easterlin was invited by economists Paul David and
Melvin Reder (Easterlin’s former professor of microeconomics at the University of
Pennsylvania) to make a contribution to a book in honor of Moses Abramovitz. The
book was addressing economic-growth issues.

It was during his stay at the Center for Advanced Studies in Behavioral Sciences
of Stanford University that Easterlin became aware of the existence of some data-
bases containing information on people’s happiness and life evaluation. This infor-
mation came from questions made directly to people thanks to the pioneering public-
opinion work conducted by Hadley Cantril and by the Gallup Company during the
period from 1946 to 1966; the information comprised a total of 29 surveys applied in
19 countries. Although very limited, the information allowed Easterlin to have a
historical perspective on what was happening in several countries which had very
different socio-economic conditions. With great curiosity, great confidence in the
value of empirical work, and against the predominant dogma in the economics
discipline – which recommended ‘paying attention to what people do and not to
what they say’- Easterlin decided to use these databases to provide an empirical
answer to the recurrent question: Does economic growth improve the human lot? His
main finding is widely known as the Easterlin Paradox. Easterlin found that at a
given moment in time and in a particular country, high-income people tend to report
higher levels of happiness than low-income people. A similar result is obtained when
working with country averages at a given moment in time: Those countries with
higher per capita income tend to report higher average levels of happiness. However,
when he followed a historical time-series perspective Easterlin found that there are
no significant changes in people’s happiness when income grows over time. Simi-
larly, average happiness in countries did not increase over time as economic growth



took place. Easterlin concluded that in the long run there is no relationship between
income and happiness; although at a given moment in time people with higher
income report higher levels of happiness. In consequence, the answer to the question
posed in the title of his contribution was that economic growth does not improve the
human lot; this was an unexpected finding which also seemed paradoxical to many
economists trained in a discipline inclined to magnify the importance of income and
the necessity of economic growth.
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1.2.3 Immediate Impact of Easterlin’s Research

In one way or another some major economists and social thinkers quickly echo
Easterlin’s findings; such is the case of Tibor Scitovsky’s The Joyless Economy, Fred
Hirsch’s Social Limits to Growth, Robert Heilbroner’s The False Promise of
Growth, and even Erich Fromm’s To have or to Be. However, these scholars did
not produce original research in the subject. The vast majority of economists of the
1970s were trained in a discipline that assumed that income was enormously
important for people’s well-being, that their relationship was plain and straightfor-
ward, and that this was so evident that there was no need of corroboration. These
economists were also immersed in a paradigm of progress as economic growth; the
paradigm assumed that the promotion of economic growth was one of the main
duties of international organizations, foreign aid agencies, and national govern-
ments. It should come as no surprise that many researchers simply clung to their
theoretical models while pointing to the subjective nature of the information used by
Easterlin. These economists went on doing what they had been doing for decades:
building more sophisticated models to explain economic growth, developing new
concepts of capital to better explain income differences across countries, working on
more accurate measures of income, and making policy recommendations to generate
rapid economic growth.

It took almost two decades for some economists to realize the importance of
Richard A. Easterlin’s groundbreaking work and to develop research agendas on
happiness and economics; many of these early researchers are contributors to the
present book. Since then, research on happiness and economics has grown expo-
nentially. Some researchers have directly addressed the existence of the paradox and
have provided different explanations, but most of the researchers have used happi-
ness data to deal with many other issues in economics. Researchers are benefiting
nowadays from the easy availability of information on people’s happiness. This
shows that the contribution made by Richard A. Easterlin to economics goes far
beyond the specific finding on the relationship between economic growth and
happiness. The pioneer work by Easterlin opened a new area of research by provided
the method to scientifically study people’s happiness.
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1.3 The Economics of Happiness

When Richard A. Easterlin decided in the early 1970s to use some available
databases containing information on reported well-being to explore the long-run
relationship between happiness and economic growth he did not only shake the
foundations of economics but he also initiated a new field in economics.

1.3.1 Happiness Is Back into Economics

Economics used to be an academic discipline interested in the study of people’s
happiness. Early economists such as Adam Smith and Thomas Malthus were as
concerned about people’s happiness as they were about material wealth. Bentham
made it clear that social and economic reform should be guided by the principle of
increasing people’s happiness. Jevons, Walras, and Menger recognized that the
(subjective) experience of being well was both a final aim and a central motivation
which explained people’s behavior. Even Alfred Marshall was clear about the
importance for economics of studying happiness.

Unfortunately, during the first decades of the twentieth century economics opted
to concentrate in the study of choice while marginalizing the study of happiness. The
consequence was a shift of focus from people’s happiness to the expansion of the
space of choice; economists placed their attention in the realm of objects while
neglecting the realm of experiences of being well people have. The expansion of the
production and consumption of commodities became the main concern of many
economists.

The return of the study of happiness increases the potential of economics to
contribute to the well-being in societies. It is now possible for economists to test their
assumptions regarding the nature and strength of the relationship between income
and happiness, as well as to do research on the importance of other variables, such as
inflation and unemployment. Happiness research has provided a lot of evidence on
the nature of the relationship between economic variables and people’s well-being;
for example, it has shown that the plain and straightforward relationship between
income and well-being that many economists implicitly assumed was not correct; it
has also shown that unemployment has substantial non-pecuniary costs.

1.3.2 People’s Reports Provide Useful Information Not
Available Everywhere

Easterlin took a bold decision in the 1970s when he used reports to well-being
questions to study the relationship between economic growth and people’s happi-
ness. He decided to rely on people’s own assessments regarding their happiness; in



fact, he worked with the following two questions: a happiness one (“In general, how
happy would you say that you are – very happy, fairly happy, or not very happy?”)
and a life-evaluation (the well-known Cantril ladder question) This decision was
taken at a time when the vast majority of economists believed that their field should
focus only on what people do and not on what they say.
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By neglecting people’s own assessments economists were missing important
information which could not be obtained from other sources. Variables of objects
do not provide information on feelings, frustrations, achievements, joy, pain, plea-
sure and other experiences of being well people have; and any association which
economists make between these variables and people’s well-being requires strong
and unrealistic assumptions. Reported well-being also incorporates information on
the values, beliefs and life trajectories that intervene in how people understand their
context and their place in it. Well-being is not really about a set of objects in the
space of choice but about how people make sense of them. So called hard-data can
provide a lot of information but cannot provide information on how people experi-
ence their world and make sense of them given their particular situation.

Nowadays subjective well-being questions are frequent in national and global
surveys, and many national statistical offices and international organizations gather
information on people’s satisfaction with life, emotions, life evaluations, and so
on. This information has forced economists to focus on the realm of experiences –
where happiness takes place – rather than on the realm of objects.

1.3.3 The Importance of Subjectivity

Well-being is inherently subjective because the experience of being well cannot take
place without the presence of concrete persons – of flesh and blood and who are in
their specific life circumstance. It would possible to conceive a world full of objects
and with no persons; it would be impossible to conceive the existence of well-being
in this kind of world because persons are necessary for the experience of being well
to exist. Objects (merchandize, commodities, assets) may trigger experiences of
being well in persons, but these experiences do not exist in the realm of objects. It
requires real persons for happiness to take place, and these persons live within a
specific culture and have their own values, beliefs, life trajectory, nurturing condi-
tions, aspirations and so on. Subjectivity – the specific life situation of a real person –
is inherent to happiness; hence, it is not correct to talk about objective happiness or
about objective well-being.

Practically all economists recognize that utility is subjective, this is: that person-
specific values and standards play an important role in utility. However, the adoption
of objectivism shifted the focus of attention in economics from concrete human
beings to objects and commodities. Economists became accustomed to work with
so-called objective variables, and some of them went as far as to defend the existence
of an objective well-being which is defined in terms of lists of objective variables.
Rather than recognizing the theoretical and methodological limitations which are



faced when a set of objective variables are used to attempt measuring something that
is inherently subjective many economists preferred to reject people’s reports and to
cling to the situation portrayed by the objective income data when the Easterlin
Paradox was presented.
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By working with happiness reports Easterlin introduced subjectivism back into
economics. Subjectivism also allows for the incorporation of cultural diversity as
well as differences across persons in values, beliefs, standards of evaluation and so
on. Happiness economics recognizes that well-being is inherently subjective and it is
well positioned to address well-being issues in a multicultural world.

1.3.4 The Person as Authority to Judge Her Life

In times when the political power seemed to be moving from monarchs to citizens
Jeremy Bentham cautioned about the ipsedixitists; as Collard states “Bentham
insisted that the measurement of well-being should be firmly based on the concerns
and subjective valuations of those directly concerned. Those who wished to super-
impose other judgements were dismissed as ‘ipsedixitists’”. Collard concludes his
work with the following recommendation: “Beware of the ipsedixitists: don’t allow a
few people (even important people) to dictate what is to be included or excluded.”
Unfortunately, for decades no voice was given to people, and indicators of well-
being were based merely on criteria proposed by scholars, experts, and politicians.
Public policy and development strategies were designed on the basis of criteria
where the experience of being well of those directly concerned played little role and
where the values and judgments of experts and organizations prevailed.

When Richard A. Easterlin decided to use happiness reports to proxy the human
lot he was also recovering and putting into practice a basic principle in economics:
the authority to judge a person’s life rests exclusively on the person herself.
Economists of the twentieth century stressed this principle when talking about
consumer sovereignty but neglected it when designing well-being indicators on
the basis of income, possession of durable goods, financial assets and other observ-
able variables. The work of Easterlin made it clear that the using of external criteria
proposed by experts should never supplant people’s own evaluation of their life, and
that the role of the expert is not to judge a person’s life but to understand
it. Happiness economics transfers the authority in evaluating life from ipsedixitists
to people, and this clearly empowers them.

1.3.5 Working with Concrete Human Beings

Economists got used to work with highly simplified agents, such as consumers and
producers. These simplified agents had specific functions, such as purchasing goods
or allocating resources to the production process; they did also have specific



behavioral routines which made it easy to formalize their conduct. It is widely
recognized that models are simplified versions of reality, but most economists
defended their usefulness and many of them accepted the conclusions obtained
from these theoretical models. Discipline-based well-being concepts emerged in
economics – as well as in other social sciences; for example, it became common to
talk about consumer well-being, which was immediately and straightforwardly
associated to people’s purchasing power or to the possession of durable goods.
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By working with simplified agents economists got a partial and incomplete view
of the well-being situation of concrete human beings. Economic agents, such as the
consumer, do not reproduce the richness of concrete human beings, and this reflects
in very limited conceptions of well-being economists work with. Richard
A. Easterlin decided to work with reports made by human beings; these reports
were not made by simplified consumers or by producers but by persons of flesh and
blood. By doing this Easterlin forced economists to work again with concrete human
beings and to understand them in their particular life situation which goes, by far,
beyond their economic situation.

Happiness research has shown that the so-called consumer well-being is a very
limited concept which cannot proxy the human well-being one. It has also shown
that economic theories – which are mostly designed to address issues of consumers
and which tend to magnify the importance of income – are very limited to address
well-being issues of concrete persons. It has become clear that there is more to life
than income and that for many persons there are more important aspects in life. It is
also clear that Robert F. Kennedy had a point when he argued that many things that
make life worthwhile are not associated to income.

1.3.6 New Directions in Welfare Economics

There is not much about well-being in welfare economics; in fact, it is mostly about
choice. Ordinal utility and preference theory were used to explain human behavior,
but the formation of preferences remained terra incognita in economics. In fact,
economists are trained to consider preferences as a primitive notion – in its mathe-
matical understanding; preferences are used to explain choice but they are seldom
explained. Economists were not interested in studying preferences but in using them
to explain behavior; hence, they assumed that preferences were given, exogenous,
and stable. George Stigler and Gary Becker argued that de gustibus non est
disputandum, and Milton Friedman argued that the realism of assumptions was not
a relevant issue to be discussed. However, without a clear understanding of how
preferences emerge, of the factors that shape them, and of how preferences change
over time people’s behavior cannot be fully understood. Happiness research does not
question people’s tastes and preferences but it allows for a better understanding of
human behavior by recognizing that people prefer what they expect to make them
happier and that the pursuing of happiness is a main motivation for human action.
Economics has a greater potential of understanding people’s behavior by studying



their happiness. The work of Easterlin makes economics recover what Bentham and
other early economists knew: that it is essential to combine the study of human
behavior with that of happiness.
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Welfare economics was very weak in addressing well-being issues; for example,
it could not tackle basic well-being questions such as what is the happiness benefit
from an increase in income or the happiness cost of unemployment. For decades
economics measured the value of things in monetary terms while dodging the
fundamental question of what is the worth of money. Happiness research allows
for finding the value of money as well as for studying how and why this value
changes along people, across cultures, and over time.

It is important to recognize that some economists were disappointment with
welfare economics due to its limitations to address fundamental well-being ques-
tions. However, many disappointed economists opted to bring back ethical consid-
erations into economics; unfortunately, the ethical tradition places the authority in
judging goodness in a person’s life in the hands of experts, and it has limited capacity
to address well-being issues in a multicultural world where values, aspirations and
norms of evaluation change across cultures and even along persons. Richard
A. Easterlin’s groundbreaking work shifts away from a willingness-to-pay under-
standing of value while still recognizes that people have the authority to judge their
life, it also shifts away from the ethical understandings of value that places the
authority in an external agent.

1.3.7 On the Notion of Progress

Progress as economic growth was the mantra of the twentieth century; in an opposite
way to what Keynes imagined in the 1930s, it was postulated that societies should
aspire to an age of high mass consumption. Within the progress as economic growth
paradigm the increasing of productivity was a main social objective and working
hard and harder was postulated as a virtue. The concept of human capital equated
human beings to machines, and the concept of social capital made of human relations
a mere instrument in the procurement of economic growth. Leisure was considered
as unproductive and work as an inherently unsatisfactory activity whose only
purpose was to obtain the income which would allow purchasing the commodities
that – it was claimed – would generate well-being. The planet was no more than
natural capital whose role was to provide the raw materials used to produce the
affluence of commodities to be massively consumed. The Easterlin Paradox directly
addressed the foundations of the progress as economic growth mantra and it showed
that social progress must not be equated to economic growth.

Nowadays, in the beginning of the twenty-first century, there are several social
and academic movements asking for a reconsideration of what progress is and what
societies should aim for; local and regional initiatives proliferate calling for new
measures of progress in societies, going beyond GDP, and even calling for
de-growth. In 2012 the United Nations General Assembly approved a resolution



entitled “Happiness: towards a holistic approach to development” which explicitly
stated that “the pursuit of happiness was a fundamental human goal, (and) recog-
nized that the gross domestic product (GDP) indicator was not designed to and did
not adequately reflect the happiness and well-being of people”.
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A new conception of progress as happiness is emerging. It is expected for this
new understanding of progress to foster the development of a new national account-
ing system based on people’s experiences of being well. A reconsideration of public
policy and development strategies is also expected to take place once the final aim
shifts from economic growth to people’s happiness.

1.3.8 Doing Research on Happiness

Happiness economics is not about introducing a new dogma, relying on
uncorroborated assumptions, and replacing current ipsedixitists by new ones. It is
about doing scientific research to understand people’s happiness in order to design
better policies and development strategies. Richard Easterlin’s 1974 paper addressed
a fundamental question:Does economic growth improve the human lot? Besides this
question, the title of his contribution also included the phrase Some empirical
evidence. This expression is crucial because it showed that the study of happiness
should not be dominated by doctrines, ideologies, grand theories, and dogmas but by
scientific research. Theories should lead to hypotheses to be tested, rigorous meth-
odologies must be implemented, sound data is required, and theories must be
reviewed on the light of findings. Debate and dialogue is necessary and peer review
of research reports is valuable. Nowadays there are thousands of papers in academic
journals reporting happiness research; the number of published papers has been
growing exponentially during the past two decades. There are many academic
journals focused on happiness research as well as academic societies and organiza-
tions that make of happiness research their central topic. As Richard A. Easterlin
showed, this is the way of enriching knowledge and increasing the possibilities for
economics of making a positive contribution to the happiness in societies.

1.4 The Following Chapters

The 19 chapters that follow illustrate the richness of happiness economics and the
fruitfulness of Richard A. Easterlin’s pioneer work. The book is organized in five
sections: Income and Happiness, Happiness in Welfare Economics, Applications of
Happiness in Economics, Happiness in Development, and Happiness along the Life
Course and the Social Context. Of course, these five sections do not exhaust all areas
where Easterlin’s work has had an influence in economics.

Many of the chapters were written by early happiness economists who started
doing happiness research in the 1990s. Some chapters are written by young scholars



and others by young scholars in collaboration with early happiness economists. The
participation of young scholars shows that one can expect a fertile and prolific future
for happiness research.

22 M. Rojas

Acknowledgements I would like to acknowledge the assistance of Humberto Charles Leija in
reviewing and editing all chapters in the book.

General References

Abramovitz, M. (1959). The welfare interpretation of secular trends in national income and product.
In The allocation of economic resources: Essays in honor of Bernard Francis Haley (pp. 1–22).
Stanford: Stanford University Press.

Allen, R. G. D. (1933). On the marginal utility of money and its application. Economica, 40(May),
186–209.

Allen, R. G. D. (1935). A note on the determinateness of the utility function. Review of Economic
Studies, 2, 155–158.

Aristotle. (2009). The Nichomachean ethics. Oxford: Oxford University Press.
Bentham, J. (1780). An introduction to the principles of morals and legislation. Mineola: Dover

Publications.
Bharadwaj, K. (1972). Marshall on Pigou’s wealth and welfare. Economica, 39(153), 32–46.
Bruni, L. (2006). Civil happiness, economics and human flourishing in historical perspective.

London: Routledge.
Bruni, L., & Guala, F. (2001). Vilfredo Pareto and the epistemological foundations of choice theory.

History of Political Economy, 33, 21–49.
Collard, D. (2003). Research on well-being: Some advice from Jeremy Bentham (WeD Working

paper 02). University of Bath, United Kingdom.
Coyle, D. (2015). GDP. A brief but affectionate history. Princeton: Princeton University Press.
Easterlin, R. A. (1973). Does money buy happiness? The Public Interest, 30, 3–10.
Easterlin, R. (1974). Does economic growth improve the human lot? Some empirical evidence. In

P. A. David & M. W. Reder (Eds.), Nations and households in economic growth (pp. 89–125).
New York: Academic.

Easterlin, R. (2001). Income and happiness: Towards a unified theory. Economic Journal, 111
(473), 465.484.

Easterlin, R. (2004). The reluctant economist: Perspectives on economics, economic history, and
demography. New York: Cambridge University Press.

Easterlin, R. (2010). Happiness, growth, and the life cycle. New York: Oxford University Press.
Edgeworth, F. Y. (1881).Mathematical psychics: An essay on the application of mathematics to the

moral sciences. London: C. Kegan Paul & Co.
Edwards, J. M. (2009). Joyful economists: Remarks on the history of economics and psychology

from the happiness studies perspective. Journal of the History of Economic Thought, 32(4),
611–613.

Fisher, I. (1892). Mathematical investigations in the theory of value and prices. Transaction of the
Connecticut Academy, 9, 1–124.

Fisher, I. (1911). The purchasing power of money: Its determination and relation to credit interest
and crises. New York: MacMillan Co.

Friedman, M. (1953). The methodology of positive economics. In Essays in positive economics.
Chicago: University of Chicago Press.

Fromm, E. (1976). To have or to be. New York: Harper & Row.
Heilbroner, R. L. (1977, March 3). The false promise of growth. New York review of books.



1 The Relevance of Richard A. Easterlin’s Groundbreaking Work. A. . . 23

Hicks, J. R. (1939). The foundations of welfare economics. The Economic Journal, 49(196),
696–712.

Hicks, J. R., & Allen, R. G. D. (1934). A reconsideration of the theory of value. Parts I &
II. Economica, 1, 52–76; 2: 196–219.

Hirsch, F. (1976). Social limits to growth. Cambridge: Harvard University Press.
Hobson, J. A. (1929). Wealth and life: A study in values. London: Macmillan.
Jevons, W. S. (1871). The theory of political economy. London: Macmillan.
Kaldor, N. (1939). Welfare propositions of economics and inter-personal comparisons of utility.

Economic Journal, 49(195), 549–552.
Keynes, J. M. (1931). Essays in persuasion. London: Macmillan.
Knight, F. H. (1944). Realism and relevance in the theory of demand. Journal of Political Economy,

52, 289–318.
Kuznets, S. (1948). National income: A new version. The Review of Economics and Statistics, 30

(3), 151–179.
Lange, O. (1934). The determinateness of the utility function. Review of Economic Studies, 1,

218–225.
Malthus, T. (1798). An essay on the principle of population. London: J. Johnson.
McMahon, D. (2006). Happiness: A history. New York: Grove Press.
Pareto, V. [1909] (1971). Manual of political economy. New York: Kelley.
Pasinetti, L. (2005). Paradoxes of happiness in economics. In L. Bruni & P. L. Porta (Eds.),

Economics & happiness: Framing the analysis (pp. 336–343). Oxford: Oxford University Press.
Pigou, A. C. (1912). Wealth and welfare. London: MacMillan & Co.
Pigou, A. C. (1920). The economics of welfare. London: MacMillan and Co.
Robbins, L. (1932). An essay on the nature and significance of economic science. London:

MacMillan & Co.
Rojas, M. (2017). The subjective object of well-being studies. In G. Brulé & F. Maggino (Eds.),

Metrics of subjective well-being: Limits and improvements (pp. 43–62). Cham: Springer.
Rojas, M., & Veenhoven, R. (2013). Contentment and affect in the estimation of happiness. Social

Indicators Research, 110(2), 415–431.
Samuelson, P. A. (1937). A note on measurement of utility. Review of Economic Studies, 4,

155–161.
Samuelson, P. A. (1938a). The empirical implications of utility analysis. Econometrica, 6,

344–356.
Samuelson, P. A. (1938b). The numerical representation of ordered classifications and the concept

of utility. Review of Economic Studies, 6, 65–70.
Samuelson, P. A. (1947). Foundations of economic analysis. Cambridge, MA: Harvard University

Press.
Samuelson, P. A. (1950). Probability and the attempts to measure utility. Economic Review, 1,

167–173.
Schmidt, T., & Weber, C. E. (2008). On the origins of ordinal utility: Andreas Heinrich Voigt and

the mathematicians. History of Political Economy, 40, 481–510.
Scitovsky, T. (1976). The joyless economy: An inquiry into human satisfaction and consumer

dissatisfaction. London: Oxford University Press.
Sim, B., & Diener, E. (2018). Accounts of psychological and emotional well-being for policy

purposes. In E. Diener, S. Oishi, & L. Tay (Eds.), Handbook of well-being. Salt Lake City: DEF
Publishers.

Smith, A. [1759] (1767). The theory of moral sentiments. Edinburgh: A. Miller/A. Kincaid/J. Bell.
Smith, A. [1776] (1937). An inquiry into the nature and causes of the wealth of Nations. New York:

Modern Library.
Stigler, G. (1950). The development of utility theory I. The Journal of Political Economy, 58(4),

307–327.
Stigler, G. J., & Becker, G. S. (1977). De Gustibus non est Disputandum. The American Economic

Review, 67(2), 76–90.



24 M. Rojas

van Praag, B. M. S., & Frijters, P. (1999). The measurement of welfare and well-being; the Leyden
approach. In D. Kahneman, E. Diener, & N. Schwarz (Eds.), Foundations of hedonic psychol-
ogy: Scientific perspectives on enjoyment and suffering (pp. 413–433). New York: Russell Sage
Foundation.

Viner, J. (1925). The utility concept in value theory and its critics. The Journal of Political
Economy, 33(6), 638–659.

Voigt, A. [1893] (2008). Number and measure in economics. In T. Schmidt, & C. E. Weber (Eds.),
On the origins of ordinal utility: Andreas Heinrich Voigt and the Mathematicians, History of
Political Economy, 40, 502–504.

Walsh, C. M. (1901). The measurement of general exchange-value. New York: MacMillan Co.
Wolfe, A. (1931). On the content of welfare. American Economic Review, 21(2), 207–221.
Zeuthen, F. (1937). On the determinateness of the utility function. Review of Economic Studies, 4,

236–239.



Part II
Income and Happiness



Chapter 2
Different Versions of the Easterlin Paradox:
New Evidence for European Countries

Caspar F. Kaiser and Maarten C. M. Vendrik

Abstract According to the Easterlin Paradox, richer people are happier than poorer
people, but when a country becomes richer over time, its people do not become
happier. There is debate on whether this paradox holds. To shed light on this
controversy, we distinguish between five different versions of the paradox. They
apply to either groups of countries or individual countries, and to either the long or
the medium term. We argue that the long term is most appropriate for testing the
paradox, and that tests of the paradox should control for an autonomous time trend.
We conduct such tests by estimating country-panel equations for mean life satisfac-
tion in 27 European countries that include trend and cyclical components of per
capita GDP as regressors. Concerning groups of countries, we find a robust confir-
mation of the long- and medium-term versions of the paradox for a group of nine
Western and Northern European countries. Moreover, we obtain a non-robust
rejection of the medium-term variant of the paradox for a set of 11 Eastern European
countries. Regarding individual countries, the medium-term variant of the paradox
holds for the nine Western and Northern European countries, but is rejected for
Greece, Ireland, Italy, Spain, Bulgaria, Lithuania, and Poland.
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2.1 Introduction

It has been more than 40 years since Easterlin published his path-breaking study
“Does economic growth improve the human lot: Some empirical evidence” (1974).
In that and later papers (Easterlin 1995, 2005, 2017), he showed that while at a point
in time individual happiness is positively correlated with individual income in the
USA and other countries, over time average happiness in these countries does not
trend upward as average income continues to grow. This seemingly contradictory
pair of findings has become famous as the “Easterlin Paradox”. Although these
paradoxical findings have been confirmed for several other developed countries by
other happiness researchers (e.g., Layard et al. 2010; Clark et al. 2014), there are also
happiness scientists (e.g., Stevenson and Wolfers 2008; Sacks et al. 2012, 2013;
Veenhoven and Hagerty 2006; Veenhoven 2011; Veenhoven and Vergunst 2014;
Diener et al. 2013a) who have presented counterevidence to the Easterlin Paradox.
Although Easterlin (2017) has convincingly pointed out several shortcomings in the
contestants’ studies, this still raises the question as to who is right.

In this study we investigate this issue both on a conceptual level and by
conducting our own estimations on country panel models that are similar to those
of Layard et al. (2010) and Sacks et al. (2013), using updated life satisfaction data
from the Eurobarometer surveys. On a conceptual level we show that in the debate
on the Easterlin Paradox at least two distinct versions of this paradox are discussed.
The first version refers to individual countries and has been formulated above. The
second version of the paradox extends the first part of the paradox to the positive
correlation between average happiness and GDP per capita across countries (see, e.
g., Deaton 2008, Easterlin 2017) and contrasts it with a zero cross-country correla-
tion between (annual) rates of change in average happiness and GDP per capita over
time. This seems like a mere cross-sectional reformulation of the paradox for groups
of countries. However, there is an essential difference compared to time-series
regressions that test whether individual countries with a positive rate of economic
growth also experienced a positive time trend in happiness. In the cross-country
regression, average annual rates of change in SWB are not only regressed on average
annual rates of economic growth, but also on a constant (see, e.g., Easterlin 2017,
Table 1). This constant picks up drivers of (linear) trends in SWB other than
economic growth that are common to all countries (e.g., trends in marriage and
divorce rates, social capital, trust, aging, and income inequality; see Angeles 2011;
Bartolini and Sarracino 2014; Bartolini et al. 2013a, b; Gruen and Klasen 2013).

On the level of individual countries, this suggests that when a time-series
regression of SWB of a specific country with positive economic growth reveals a
significant positive time trend in SWB, this trend could be driven by trends in other
determinants of SWB than economic growth (see also Clark 2011, p. 259). In such a
case the positive time trend in a country’s SWB does not imply a non-spurious
positive correlation between SWB and long-term economic growth in that country.
Therefore, a reliable test of the paradox should in our view at least control for
possible spuriousness arising from time trends in other determinants of SWB. Hence,



to reliably test the Easterlin Paradox for individual countries, one should regress
SWB in a country on the long-term economic growth trend while controlling for a
country-specific autonomous time trend. Unfortunately, this is not possible due to
perfect collinearity of such a time trend with the time-linear long-term economic
growth trend. Thus, reliable tests of the Easterlin Paradox for separate individual
countries do not seem possible.
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However, there are two partial ways out of this problem. First, instead of
controlling for a country-specific autonomous time trend, one may control for
specific other determinants of SWB. But such an approach raises the thorny question
which other determinants of SWB are predetermined with respect to per capita GDP,
and hence should be controlled for (“good” controls in the terminology of Angrist
and Pischke 2009), and which determinants are mediating the effect of per capita
GDP on SWB, and hence should not be included when wishing to estimate the total
correlation of per capita GDP and SWB over time (“bad” controls). Moreover, the
selected good control variables may not capture all autonomous determinants of
SWB that vary in a linear-trend-like fashion. To circumvent these problems, one
may adopt a country-panel approach to testing the Easterlin Paradox as introduced
by Layard et al. (2010) and also used by Sacks et al. (2013). In this approach, which
we follow in the present study, real GDP per capita (GDPpc) data are corrected for
short-term business cycle effects1 by means of a Hodrick-Prescott (HP) filter
(Hodrick and Prescott 1997), and the resulting GDPpc trend and cyclical compo-
nents are used as regressors in panel regressions for the average SWB in countries. In
this study we use two variants of the HP filter: The first one sets the parameter λ of
the HP filter to its conventional value 6.25 for annual data (see Ravn and Uhlig
2002), which is also used by Sacks et al. (2013).2 This filters out fluctuations in
GDPpc due to business cycles of up to about 8 years of length (as defined by Burns
and Mitchell 1946; see, for example, Fig. 2.1 (left) for the Netherlands).3 In our
second HP filter, we set λ ¼ 1. This filter is equivalent to the least-squares fit of a
linear trend model for GDPpc with a slope coefficient given by the average growth
rate of GDPpc over the whole estimation period (see Fig. 2.1 (right)). This filter also
corresponds to the average growth rate used as regressor in the SWB regressions of
Easterlin (2017) and Veenhoven and Vergunst (2014) and filters out all cyclical
fluctuations within the estimation period. In particular, in the case of the transition of
ex-communist countries from communism to capitalism, the linear trend filter filters
out contraction-expansion cycles, which may take up to 20 years, and hence last

1See Easterlin’s (2017 Sect. 2) distinction between short-term fluctuations and long-term trends in
GDPpc.
2Layard et al. (2010) adopt a value of 9.5 for λ, but mention in their note of Table 6.5 that setting
λ 6.25 produces similar results.¼
3Hamilton (2017) criticizes the HP filter for introducing spurious dynamic relations in the cyclical
component that have no basis in the underlying data-generating process. However, for our purposes
of regressing SWB on primarily an appropriate GDPpc trend measure, the HP filter seems more
suitable than the alternative filter that is presented by Hamilton (2017). Moreover, this alternative
filter generates similar results. See Kaiser and Vendrik (2018) for further discussion of this.



Fig. 2.1 Time paths for the Netherlands of: (left) lnGDPpc vs. trend lnGDPpc for λ ¼ 6.25, and
(right) trend lnGDPpc for λ ¼ ¼ 1

much longer than the usual business cycles. Easterlin (2017) makes the point that for
allowing the average growth rate GDPpc to filter out such transition cycles, the
estimation period should be long enough, i.e. at least roughly 20 years for transition
countries. Generally, in order to test for a long-term correlation between SWB and
GDPpc in countries over time, the most appropriate filter of GDPpc is one that
corrects for all cyclical fluctuations - no matter their duration. Such a filter is the
linear trend filter of GDPpc with λ ¼ 1, which thus seems more suitable for this
purpose than HP filters of GDPpc with lower values of λ as used by Layard et al.
(2010) and Sacks et al. (2013).
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6.25 vs. trend lnGDPpc for λ

We distinguish between tests of the paradox that apply to groups of countries and
tests that apply to individual countries. Unfortunately, the linear time trend filter can
only be used for testing the Easterlin Paradox for groups of countries. In the case of
tests for individual countries, one cannot control for an autonomous time trend when
using such a filter due to perfect collinearity of the time trend with the filtered GDPpc
series. However, a HP filter of GDPpc with λ ¼ 6.25 can be used since it is not
perfectly collinear with a linear time trend. Because a HP filter of GDPpc with
λ ¼ 6.25 only corrects for business cycle fluctuations up to about 8 years of length,
we refer to estimations with such a filter as tests of a medium-term version of the
paradox. Thus, we conceptually distinguish between long-term and medium-term
variants of the paradox.

Therefore, combining all the distinctions made above, we can distinguish the
following five variants of the Easterlin Paradox:

EPgl: Whereas at a point in time happiness varies positively with income both
among and within countries, over time countries with a higher long-term rate of
economic growth in a certain group of countries do not exhibit a more positive
change in average happiness when controlling for a common time trend (Easterlin
2017, p. 316; Veenhoven and Vergunst 2014).

EPgm: Whereas at a point in time happiness varies positively with income both
among and within countries, over time countries with a higher medium-term rate
of economic growth in a certain group of countries do not exhibit a more positive
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change in average happiness when controlling for a common time trend (Layard
et al. 2010; Sacks et al. 2013).

EPi0: Whereas at a point in time happiness varies positively with income within
countries, over time average happiness in a particular individual country does not
trend upward as average income trends upward (Easterlin 1974).4

EPil (not testable!): Whereas at a point in time happiness varies positively with
income within countries, over time a higher long-term rate of economic growth in
a particular individual country is not associated with a more positive change in
average happiness when controlling for a country-specific time trend.

EPim: Whereas at a point in time happiness varies positively with income within
countries, over time a higher medium-term rate of economic growth in a partic-
ular individual country is not associated with a more positive change in average
happiness when controlling for a country-specific time trend.

We test these different versions of the Easterlin Paradox except the non-testable
EPil for European countries by estimating country-panel equations for mean life
satisfaction that include long- or medium-term trend and cyclical components of
GDPpc and country dummies as regressors. Throughout, we take the first parts of the
paradox’ variants (i.e. correlations of happiness and income within and among
countries) for granted because their validity has been confirmed in numerous
empirical studies (e.g., Deaton 2008; Sacks et al. 2012, 2013). To account for
heterogeneity in the correlations of mean life satisfaction and trend GDPpc between
different country groups, we partition our total sample of 27 countries into sub-
samples consisting of Western and Northern European, Southern European, and
Eastern European countries.

Our main results are as follows. Concerning groups of countries, we find a clear
and robust confirmation of the paradox for the long as well as medium term for a
group of nine Western and Northern European countries. Moreover, we obtain a
non-robust rejection of the paradox for the medium term for a set of 11 Eastern
European countries. Concerning individual countries, the medium-term version of
the paradox (EPim) clearly holds for the nine Western and Northern European
countries, but is significantly rejected for Greece, Ireland, Italy, and Spain. Thus,
in the latter four as opposed to the former nine countries, economic growth was
positively associated with changes in life satisfaction in the medium term. Regarding
the individual Eastern European countries, this also holds for Bulgaria, Lithuania,
and Poland, but for the other EE countries results are unreliable, partially due to the
limited length of the time series (11 years).

The remainder of this paper is organized as follows. Section 2.2 reviews the state
of the debate on the Easterlin Paradox in the literature. In Sect. 2.3 the estimation
equations for the tests of the different versions of the paradox are explained. Section

4We do not follow Easterlin (2017, p. 312) in extending the formulation of variant EPi0 to also
include the variation of happiness with income across countries. This is because EPi0 only concerns
the variation of happiness with income within countries. The same holds for the individual-country
variants EPil and EPim.



2.4 presents the data and descriptive statistics. Then, Sect. 2.5 discusses the estima-
tion results for groups of countries and individual countries, respectively. Finally,
Sect. 2.6 draws some general conclusions.
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2.2 State of the Debate

Variant EPi0 (non-positive time trend in average happiness) of the Easterlin Paradox
has been tested and confirmed by Easterlin (1974, 1995, 2017) for the USA, by
Easterlin (1995, 2005) and other happiness researchers (e.g., Layard et al. 2010, and
Clark et al. 2014) for many other developed countries, and by Easterlin (2009) for
several transition countries. On the other hand, Veenhoven (2011) has estimated
trends in mean life satisfaction for 15 developed countries over the period 1970–
2010 and has found significant positive trends for seven of these countries. As
GDPpc trended upwards in the period considered in all the 15 countries,
Veenhoven’s results imply a rejection of EPi0 for the seven developed countries
with significant positive trends in life satisfaction. Similarly, Sacks et al. (2012)
report that six out of nine European countries in the period 1973–1989 show a
significantly positive regression relationship between average life satisfaction and ln
(GDPpc) (see their Fig. 6). Because GDPpc trended upward in all the nine countries,
these regressions may be interpreted as tests of EPi0, with the important limitation
that these tests do not correct for business-cycle fluctuations in GDPpc. However, as
argued above, EPi0 is not an appropriate version of the Easterlin Paradox and should
be replaced with the country-specific medium-term variant EPim of the paradox, as
this controls for an autonomous time trend, and hence for possible spuriousness
driven by trends in other determinants of happiness.

Most tests of the Easterlin Paradox in the literature are tests of EPgl and EPgm on
the level of groups of countries. The long-term version EPgl has been tested using
cross-country regressions of average rates of change in SWB on average growth
rates of GDPpc by Easterlin, Veenhoven, and their co-workers. On the one hand,
Easterlin and colleagues (see, e.g., Easterlin et al. 2010; Easterlin and Sawangfa
2010; Easterlin 2015, 2017) consistently find confirmations of EPgl for groups of
developed countries, developing countries, transition countries, and all countries
taken together. On the other hand, Veenhoven and Vergunst (2014) find a rejection
of EPgl for a large combined data set of countries and attribute the differences of
their results with those of Easterlin et al. (2010) to the comparatively much larger
size of their data set. Furthermore, they find that the correlation between happiness
and economic growth is quite strong in the 20 lower-income nations in their data set
and relatively small in the high-income nations (Table 4b). However, Veenhoven
and Vergunst’s approach is extensively criticized by Easterlin (2017).

Layard et al. (2010) and Sacks et al. (2013) also test the Easterlin Paradox on the
level of groups of countries using country-panel regressions. However, they test the
time-series correlation of SWB with (less appropriate) medium-term rather than
long-term trends in GDPpc because they use HP filters with λ ¼ 9.5 and 6.25,
respectively. Employing Eurobarometer data for average life satisfaction in a group



of 16 mainly Western European countries over the period 1973–2007, Layard et al.
(2010) find insignificant coefficients of medium-term trend GDPpc in panel regres-
sions of average life satisfaction while controlling for country-fixed effects, a time
trend or year dummies, the cyclical GDPpc component, the unemployment rate, and
the inflation rate. In our terminology, they thus test for and confirm EPgm for this
group of Western European countries. However, the control for the unemployment
rate may cause underestimation of the total effect of medium-term trend GDPpc, as
parts of that effect may run via induced medium-term changes in the unemployment
rate. Contrariwise, Sacks et al. (2013), using several data sets for average SWB in
groups of countries all over the world and estimating country-panel regressions of
average SWB on medium-term trend GDPpc similar to those of Layard et al., find
significant positive correlations of SWB and trend GDPpc in most of their data sets
for the world as a whole. Moreover, when using Eurobarometer data for average life
satisfaction (in a group of 30 European countries over the period 1973–2009), they
find a significant positive correlation of SWB and trend GDPpc as well. However,
they do not find significant correlations for their Gallup World Poll data set for a
“ladder-of-life” version of SWB in a world-wide group of 141 countries in the period
2005–2011 and for Latinobarometro data for average life satisfaction in 18 Latin
American countries in the period 2001–2010.
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An interesting study by Proto and Rustichini (2013) moves the analysis forward
by analysing the relation between GDPpc and life satisfaction without imposing a
functional form on the term for GDPpc. They specify the variation of GDPpc in
terms of quantiles and run micro-macro-panel regressions of life satisfaction data
from the World Values Survey and Eurobarometer on the GDPpc quantiles while
controlling for country- and year-fixed effects, individual employment status, and
personal income. These regressions reveal a non-monotonic relation between
GDPpc and life satisfaction which is significantly positive for poorer countries and
regions, but becomes insignificant for richer countries/regions, and even turns
significantly negative for the richest countries/regions. This suggests a rejection of
the medium-term variant EPgm of the Easterlin Paradox for poorer countries and
regions, but not necessarily of the more appropriate, long term variant EPgl because
the time series for the poorer countries and regions are too short for that. Another
limitation of these tests is that the use of controls for individual employment status
and personal income may either lead to an overestimation of the medium-term
effects of GDPpc since effects of country-specific business cycles other than on
individual employment status and personal income are not controlled for, or lead to
an underestimation of the total medium-term effects of GDPpc since parts of that
effect may run via induced medium-term changes in individual employment status
and personal income. This ambiguity makes the use of these controls problematic.5

5Beja (2014) and Opfinger (2016) also test for the Easterlin Paradox, but in our view the dynamic
model of Beja is mis-specified (missing levels of lnGDPpc), and Opfinger only uses the last two
waves of the WVS, which implies an estimation period of 5–7 years that is much too short to test the
Easterlin Paradox in a reliable way. Furthermore, there is no control for cyclical fluctuations in
GDPpc.
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2.3 Estimation Strategy

In this paper we focus on estimations that use the long-term HP filter (with λ ¼ 1)
for groups of countries and the medium-term HP filter (with λ ¼ 6.25) for individual
countries as these most closely correspond to the two most appropriate testable
versions of the paradox (EPgl and EPim; see Sect. 2.1). See Kaiser and Vendrik
(2018) for extensive discussion of our estimation strategy and results when using the
medium-term filter for groups of countries (corresponding to EPgm) and the long-
term filter for individual countries (corresponding to EPi0).

2.3.1 Estimation Equations for Testing the Country-Group
Variants of the Easterlin Paradox

We begin with our approach to testing the long-term group variant EPgl of the
Easterlin Paradox. The baseline equation has the form

LSct ¼ β trend lnGDPpcct þ γ cyclical lnGDPpcct þ
X

t0
δt0dt0

þ
X

c0
αc0dc0 þ εct, ð2:1Þ

where LSct is mean life satisfaction in country c in year t, trend ln GDPpcct and
cyclical ln GDPpcct are the long-term (λ ¼ 1) trend and cyclical components of
ln GDPpcct, dt0 and dc0 represent year and country dummies, and εct is the error term.
The year and country dummies account for, respectively, year-specific country-
invariant determinants like differences in survey design across waves and common
time trends and shocks, and country-specific time-invariant determinants like insti-
tutions and cultural differences in SWB scale use. The error term is clustered over
countries to account for heteroscedasticity and serial correlation, which both occur in
our estimations (Angrist and Pischke 2009, Ch. 8).

To test for EPgl6 we then conduct two-tailed t tests of a null hypothesis of equality
to zero of the parameter β of trend ln GDPpcct against the alternative hypothesis of
non-equality of β to zero. If such tests fail to reject the null hypothesis or if the sign
of β is negative, EPgl is confirmed. If the null hypothesis is rejected and the sign of β
is positive, EPgl is rejected. Alternatively, we conduct one-tailed tests of the null
hypothesis β ≤ 0 against the alternative hypothesis β > 0. If such tests fail to reject
the null hypothesis, EPgl is confirmed, whereas a rejection of the null hypothesis
implies a rejection of EPgl. As p values in one-tailed tests are half of those in the

6When using an HP filter with λ ¼1 for an estimation period of much less than 20 years (see Sect.
2.1), the following applies to the medium-term version EPgm.



two-tailed tests, EPgl will more easily be rejected at conventional significance levels
by the one-tailed tests than by the two-tailed tests.
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The estimate of β is only driven by cross-country variation in the trend GDPpc
growth rates, since trend GDPpc growth rates in individual countries are constant
over time (see Fig. 2.1 (right)). These trend GDPpc growth rates correspond to the
average long-term GDPpc growth rates that are used as regressor in regressions of
average annual SWB changes in the methodology of Easterlin et al. and Veenhoven
and Vergunst (2014). However, a difference with our approach is that Easterlin et al.
and Veenhoven and Vergunst follow a two-step procedure in which they first
estimate long-term average rates of changes in mean SWB and GDPpc (in percent-
ages) and then regress these average rates of change on each other, whereas we
directly regress mean SWB levels in the countries on long-term trend lnGDPpc over
time. A disadvantage of Easterlin’s and Veenhoven and Vergunst’s procedure is that
the estimated average rates of change in mean SWB tend to be unstable (i.e. sensitive
to adding or dropping observations) in samples with few observations per country (e.
g. the WVS). According to a conventional rule of thumb in econometrics, stable
estimates of regression coefficients require an amount of observations which is at
least ten times the number of explanatory variables in the regression. Although the
resulting measurement error in SWB trends may be random in large country
samples, it may raise standard errors in the regression coefficients of the long-term
GDPpc growth rate and therefore decrease the chances of rejecting EPgl. In the
country-panel approach of Layard et al. (2010) and Sacks et al. (2013) that we
follow, this complication is avoided by directly regressing SWB levels in countries
on trend lnGDPpc over time with enough panel observations to get stable, and hence
reliable, estimates of coefficient β of trend ln GDPpcct in Eq. 2.1.

A concern in our country-panel approach is that with a clustered error term, the
asymptotic standard errors of the regression coefficients need to be corrected for the
low number of clusters, i.e. countries, in the sample and subsamples that we use
(from 4 to 27; about 50 is the minimal required number of clusters, see Cameron and
Miller 2015, Section VI). Therefore, we employ the command regress y x, vce
(cluster) in Stata, which includes a finite-sample adjustment of the cluster-robust
standard errors and uses a T distribution with G-1 degrees of freedom instead of a
standard normal distribution for t-tests based on these standard errors (G denotes the
number of clusters). However, even with both adjustments, Wald tests tend to over-
reject (op. cit.). For us, the remaining downward bias in the cluster-robust standard
errors will lead to too high a likelihood of rejection of the null hypothesis (either h0:
β ¼ 0 or h0: β ≤ 0) of trend ln GDPpcct in Eq. 2.1, and hence rejection of the
paradox. Therefore, we need a more reliable test, which we obtain by correcting for
the first-order serial correlation over time more directly than by clustering standard
errors over countries. Such correlation signals the joint effect on life satisfaction of
lags of trend and cyclical lnGDPpc and lags of and serial correlation in time-varying
omitted variables (see Vendrik 2013, and Angrist and Pischke 2009, Sect. 8.2.2),
which implies that Eq. 2.1 represents a dynamically incomplete model. The serial
correlation, and hence the resulting downward bias in the standard errors of the
parameter estimates, can be largely reduced by making Eq. 2.1 dynamically more



–

complete with the addition of one-year lagged mean life satisfaction to the right-hand
side of Eq. 2.1.7 This yields
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LSct ¼ β trend lnGDPpcct þ γ cyclical lnGDPpcct þ
X

t0
δt0dt0

þ φLSct–1 þ
X

c0
αc0dc0 þ εct: ð2:2Þ

The lagged life satisfaction term picks up the joint effect of lags of trend and
cyclical lnGDPpc and lags of and serial correlation in time-varying omitted vari-
ables. As the estimate of parameter φ turns out to be significantly positive in our
estimations, the initial effect8 β Δtrend ln GDPpcct of a change in trend ln GDPpcct
in year t on life satisfaction is reinforced in year t + 1 by φβ Δtrend ln GDPpcct, in
year t + 2 by φ2β Δtrend ln GDPpcct etc. In the end, this reinforcement process will
converge to a total long-run effect β

1–φ Δtrend lnGDPpcct of the change in

trend ln GDPpcct in year t on life satisfaction (see Vendrik (2013) for more complete
dynamics9). In this case, EPgl is tested via a null-hypothesis of equality to zero or
non-negativity of the long-run effect β

1 φ of trend ln GDPpcct.

The dynamic-model concept of a long-run effect should be distinguished sharply
from the concept of a long-term effect in the macro-economic time series context of
the analysis of the Easterlin Paradox. Whereas 90% convergence to a long-run life
satisfaction equilibrium usually takes place within a range of 1–11 years10, the
expression “long term” refers to time periods of at least 20 years or so. In the
presence of country-fixed effects our estimate of φ in Eq. 2.2 will suffer from a
downward Nickell bias. To correct for this Nickell bias, we apply a bias-corrected
least squares dummy variables (BCLSDV) estimator in Stata to correct for the
Nickell bias in the coefficient of lagged life satisfaction (see Bruno 2005a), for the
underlying econometrics). The command for this estimator calculates bootstrap
standard errors of the parameter estimates of Eq. 2.2, which are sufficiently reliable

7Because our regressors are likely not strictly exogenous, eliminating the serial correlation by a
Prais-Winston or Cochrane-Orcutt transformation of the error term would not lead to consistent and
efficient standard errors of the parameter estimates (Wooldridge 2003, Sects. 12.3 and 12.5).
8We here use the term “effect” rather than “correlation” because a dynamic model like Eq. 2.2
usually presupposes causality from the right-hand-side variables to the left-hand-side variable of the
equation. Although testing of the Easterlin Paradox only involves correlations, dynamic-model
concepts like short and long-run effects are more generally applicable to correlations as well.
9In that analysis adaptation of individual life satisfaction to income changes is modelled. In the
simplified dynamics in the present paper such adaptation is implicitly and partially incorporated in
the contemporaneous effects of the trend and cyclical lnGDPpc variables. See, however, the end of
the next section for an extension that explicitly models adaptation of life satisfaction to medium-
term changes in lnGDPpc.
10The number of years τ within which convergence for 90% takes place can be calculated as φτ ¼
1–0.9 ¼ 0.1 or τ ln φ ¼ ln0.1 or τ ¼ ln0.1/lnφ. For estimates of φ between 0.1 and 0.8 this yields
1.0 < τ < 10.3 (cf. Vendrik, 2013).



when the remaining serial correlation of the error term of Eq. 2.2 turns out to be
weak.

2 Different Versions of the Easterlin Paradox: New Evidence for. . . 37

In line with Easterlin (2017), we apply two criteria for including countries in our
tests of the Easterlin Paradox. First, to obtain a less heterogeneous sample in terms of
population size, countries must have more than one million inhabitants. Second, the
available surveys for average life satisfaction in a country should minimally span
10 years and at least one complete cycle of GDPpc.

2.3.2 Estimation Equations for Testing the Individual-
Country Variants of the Easterlin Paradox

Apart from our above argument that variant EPi0 of the Easterlin Paradox is not an
appropriate version of this paradox, a limitation in the estimation of time trends in
average happiness in individual countries as conducted in the literature (see Sect.
2.2), is that these estimations do not control for differences in survey design across
waves. It is not possible to obtain reliable estimates of time trends of average
happiness in individual countries from separate regressions while controlling for
wave or time-fixed effects because such fixed effects then pick up part of the time
trend. A partial solution to this problem is offered by Easterlin (2017, p. 319). He
estimates time trends of average happiness in individual countries by adding inter-
actions between country dummies and year to a country-panel regression of average
happiness on year while controlling for country-fixed effects as well as two dummies
for specific changes in survey design.

To test medium-term variant EPim11 of the Easterlin Paradox for individual
countries separately, we extend this approach in several directions. Firstly, we
replace in Eq. 2.1 the main effects of trend ln GDPpcct and cyclical ln GDPpcct,
for λ ¼ 6.25 by their interactions with country dummies, and add interactions of a
time trend with the country dummies. Secondly, we drop the year-fixed effects as
they would otherwise pick up part of the time trend for the reference country of the
country dummies. Thirdly, since standard errors of the interaction coefficients based
on clustered error terms implode as the effective number of clusters for each country-
specific coefficient estimate is only one, the serial correlation in the error terms is
now controlled for by adding interactions of one-year lagged life satisfaction (cf. Eq.
2.2) with the country dummies to Eq. 2.1. Fourthly, to control for different preceding
questions affecting responses to the life satisfaction equation, we select waves such
that the number of distinct preceding questions across time is minimised. We then
include dummies for the remaining different preceding questions in our estimation
equations. Because the number of these dummies is still large (ten), insignificant
dummies are dropped from the regressions (see footnote 26 for more details).

11See Kaiser and Vendrik (2018) for our similar approach to testing EPi0.
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Implementing all these modifications results in an estimation equation of the form

LSct ¼
X

c0
βc0dc0 trend lnGDPpcc0t þ γc0dc0 cyclical lnGDPpcc0t þ δc0dc0 year½

× þφc0dc0LSc0t–1 þ αc0dc0 ] þ
X

p
δpdp þ εct,

ð2:3Þ

where dp represents dummies for different preceding questions. The interaction
coefficients indicate country-specific correlations of mean life satisfaction with
trend ln GDPpcc't, cyclical ln GDPpcc0t, year, and lagged mean life satisfaction,
respectively. Analogously to Eq. 2.2, country-specific long-run correlations of mean
life satisfaction with trend ln GDPpcc't, cyclical ln GDPpcc't, and year are given by
βc0/(1 – φc0), γc0/(1 – φc0), and δc0/(1 – φc0), respectively. Here we have no
downward Nickell bias in the country-specific estimates of φc0 as these estimates
are only driven by the single cluster of observations for the specific country and
Nickell bias only occurs with more than one cluster. Given the implosion of
clustered standard errors, merely heteroscedasticity-robust or bootstrap standard
errors can be used when serial correlation is small. We give preference to the type
of standard errors which tend to be larger, as these seem to suffer less from finite-
sample bias. For the bootstrap estimation of standard errors we chose to draw
samples independently for each country, as this seems to be the appropriate method
for the interaction coefficient estimates and since sampling across all countries broke
down.

Because the number of country-specific observations may be too low for a
number of countries, in some robustness regressions we replace the country-specific
interactions of cyclical ln GDPpcc't and/or LSc0t–1 with their main effects. To correct
for the Nickell bias in the non-country-specific coefficient of LSc0t–1 we again apply
the BCLSDV estimator of Bruno (2005a, b). However, now we do not use the
bootstrap standard errors of the other coefficient estimates of Eq. 2.3 from this
estimator, but calculate bootstrap-with-strata standard errors in a regression of Eq.
2.3 where the coefficient of LSc0t–1 has been fixated on the bias-corrected BCLSDV
estimate. We follow this procedure because the required strata option for the
interaction coefficient estimates (see above) is not available in the calculation of
the bootstrap standard errors of the BCLSDV estimator. This specification is also our
baseline for the Eastern European countries, where we only have 12 available
observations per country. We then further run a robustness regression in which the
interaction term for year has been replaced by its main effect. However, the latter
regression is not very reliable as a test of the Easterlin Paradox for individual
countries because country-specific correlations of mean life satisfaction with trend
GDPpc are then only controlled for by a common time trend. Because of this
concern, the much shorter time series, and the different levels and development of
GDPpc of East as compared with Western European countries, we estimate the
various variants of Eq. 2.3 for subgroups of Western and Eastern European countries
separately.



– –

2 Different Versions of the Easterlin Paradox: New Evidence for. . . 39

A final concern is that country-specific estimates of φc0 and standard errors of all
coefficient estimates are still biased for countries for which, after the addition of the
interactions of one-year lagged life satisfaction, significant serial correlation in the
error term continues to exist. In robustness checks and to diminish this serial
correlation, we add country-specific interactions of one-year lagged
trend lnGDPpcc0t–1 to the above variants of Eq. 3.3 for the Western European
countries. For countries for which the estimate of the interaction coefficient βc0 of
trend ln GDPpcc't is significant and positive and the estimate of the interaction
coefficient β–1c0 of trend lnGDPpcc0t–1 is significant and negative, the latter
coefficient estimate can be interpreted as modelling adaptation of life satisfaction
to medium-term changes in GDPpc. For all countries, long-run correlations of mean
life satisfaction with trend ln GDPpcc't are given by (βc0 + β 1c0)/(1 φc0).

12

2.4 Data and Descriptive Statistics

We use data from the nationally representative Eurobarometer surveys, ranging from
1973 to 2015. To elicit responses on life satisfaction, respondents are typically asked
the following question: “On the whole, are you very satisfied, fairly satisfied, not
very satisfied or not at all satisfied with the life you lead?” with response options:
“Very satisfied (1), fairly satisfied (2), not very satisfied (3), not at all satisfied (4)”.
In most years more than one EB survey took place. In order to obtain country-year
averages of life satisfaction, we take the mean of all responses in a given year and
country.

For our estimations concerning groups of countries to test EPgl, we include all
waves apart from those in which the set of response options or question format
deviate from the format given above. We exclude these waves because such framing
effects can have substantial effects on response patterns (Diener et al. 2013b).
Henceforth, we will refer to this set of waves as “EB Standard”. Since we cannot
use year-fixed effects in our country-specific estimations that test EPim (see Sect.
2.3.2), it is even more crucial for our purposes that country-year means of life
satisfaction remain comparable over time. However, questions that immediately
precede the life satisfaction question may impact answers to the life satisfaction
question (see, e.g., Easterlin 2017). For our estimations in Sect. 2.5.2, we therefore
select waves such that the number of distinct preceding questions across time is
minimised, while continuing to have at least one EB wave available per year. This
allows us to use dummies for preceding questions without them being collinear with
the time trend of the reference country. We will call this set of waves “EB
Restricted”. In total, “EB Standard” and “EB Restricted” cover 35 countries for
the years 1973 to 2015. Of these we exclude Cyprus, Luxembourg, and Malta

12This expression follows from noting that in the long-run equilibrium current and past values of all
variables are equal to each other.



because their populations do not exceed our threshold of one million inhabitants. We
additionally exclude Albania, Iceland, Macedonia, Montenegro, Norway, and Serbia
because they are observed for fewer than 10 years (see Sect. 2.3.1). This leaves us
with 27 countries in total.
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We use real and PPP-adjusted data on GDP per capita (GDPpc) for all estimations
(in constant 2010 international $). We primarily rely on data from the OECD (2017).
Since not all European countries and years are covered by this data set, we supple-
ment it with various other sources. We thus mainly use constant GDPpc data from
the World Bank (2017) for Bulgaria, Croatia, and Romania. We also use this data for
Ireland in 2015 because the OECD data for Ireland shows an implausible growth rate
of 22% in that year.13 The OECD does not provide data on GDPpc for West and East
Germany separately. For all years prior to 1991, we therefore use UNCTAD (2017)
data for West Germany and data from Henske (2009) for East Germany. For years
since 1991 we use data from Destatis (2017a). In cases where the OECD data does
not extend far enough into the past, we use data from Penn World Tables (expen-
diture-side real GDP) (Feenstra et al. 2015). Finally, to minimize end-point problems
in the estimation of the Hodrick-Prescott filter with λ ¼ 6.25, we use GDPpc
projections by the IMF (2016) for the years 2016–2021. As this series is expressed
in current prices, we convert this series into constant prices using the inflation
projections from the IMF for these years. For some robustness tests we include the
unemployment and the inflation rate to our estimations. We source this data from the
OECD and secondarily the World Bank. We additionally use data from the German
Bundesagentur für Arbeit (2017) and DeStatis (2017b) to have distinct series for
West and East Germany.

In our analyses we distinguish between Eastern and Western European countries
because of their very different levels of GDPpc, the fact that most Eastern European
countries went through an economic transition from communism to capitalism, and
the much different observation windows we have available for each group.14 Mean
levels of life satisfaction and GDPpc in the period 2004–2015 are clearly higher
amongst Western than amongst Eastern European countries (3.07 vs. 2.68 and
$38,017 vs. $21,762, respectively). However, the subset of Southern European
countries (Spain, Greece, Italy, Portugal) falls short of that tendency and has a
mean LS (¼ 2.61) and a mean GDPpc (¼ $30,386) closer to the Eastern European
countries.

13This extreme growth was largely driven by an accounting trick of a number of multinational
companies (Inman, 2016). Therefore, this change in GDPpc is unlikely to have had an impact on
living standards. The World Bank data set records a growth of only 7%.
14Mean T is 35 for the Western European countries and 13 for the Eastern European countries.
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2.5 Results

2.5.1 Results for Groups of Countries

In this section we present the results for groups of countries15 when using the HP
filter with λ ¼ 1, which is suitable for testing the long-term version EPgl of the
paradox. However, the estimation period is too short for the Eastern European
countries to actually allow for tests of the long-term version of the paradox. When
we present results for this group alone, we therefore label these results as results
about the medium-term variant EPgm of the paradox.16

We begin with presenting the estimation results for Eq. 2.1. First, we estimate this
equation for the group of all 27 European countries selected in Sect. 2.4. Figure 2.2
(left) presents a scatterplot for this country group in which residuals from regressing
Eq. 2.1 without trend lnGDPpc are plotted against residuals from regressing
trend ln GDPpcct on the country and year dummies. The linear regression fit of
this cloud of data points is rising, but only slightly and the slope as given by the
coefficient estimate 0.10 of trend lnGDPpc in column (1) of Table 2.1, turns out to be
strongly insignificant. However, a striking feature in the scatter diagram in Fig. 2.2
(left) is that the data points for Ireland (as indicated by red dots) are outliers with
extremely low and high values of the residual of trend lnGDPpc (which represents
the double difference of trend lnGDPpc with respect to its time and country means).
This raises the question on the impact of these outliers, which becomes visible in
Fig. 2.2 (right) where we drop Ireland. This leads to a remarkably strong rise in the
slope of the regression line, which is reflected in a marginally (p¼ 0.10) significant17

and much larger coefficient estimate of 0.62 for trend lnGDPpc in column (2) of
Table 2.1. The result of column (1) was hence largely driven by the outlier Ireland.
Therefore, we drop Ireland from the subsequent regressions in this section.

Thus, for our sample of 26 European countries without Ireland the long-term
variant of the Easterlin Paradox is marginally rejected. However, Proto and
Rustichini (2013) found a non-monotonic relation between GDPpc and life satisfac-
tion, which is significantly positive for poorer countries/regions, but insignificant or
significantly negative for richer countries/regions. This suggests that our rejection of
the paradox may be driven by the subgroup of the 13 less developed Eastern
European countries with their lower mean GDPpc. Therefore, in column (3) we
drop these countries from the regression, leaving us with 13 mainly Western

15Here we use “EB-Standard” data.
16In Kaiser and Vendrik (2018) we extensively discuss the results of our tests when setting λ¼ 6.25
which more closely corresponds to tests of EPgm. These results are very similar to those for λ¼1,
the main difference being slightly more reliably significant coefficients for sets of Eastern European
countries.
17In this study we call an estimate (strongly) significant when its p-value in a two-tailed t test is
below 0.05 (0.01), and marginally significant when its p value in a two- or one-tailed t test is higher
than 0.05, but lower than 0.10. In the latter case we mention the p value in parentheses, which refers
to a two-tailed t test unless it is explicitly stated that it refers to a one-tailed t test.



Fig. 2.2 Scatterplots of residuals of regression of Eq. 2.1 for the long termwithout trend lnGDPpcct
against residuals of regression of trend ln GDPpcct on year and country dummies for all countries
with Ireland marked in red (left) and when omitting Ireland (right)

European countries without Ireland (EU-13). For this EU-13 the coefficient estimate
is insignificant, but surprisingly it is even larger in size than for the total group of 26
European countries without Ireland (0.78 vs. 0.62). The large standard error (0.76) of
this estimate may be due to strong heterogeneity in the effects of differences in long-
term economic growth on life satisfaction across different (groups of) EU-13
countries. Given the strong sensitiveness of mean life satisfaction in the Southern
European (SE) countries Greece, Italy, Spain, and Portugal to the recent Euro crisis
and their lower mean GDPpc, the large size of the coefficient for the EU-13 may be
driven by this group of four SE countries. This is also suggested by the scatter
diagram for the EU-13 in Fig. 2.3 (left) in which the data points for the four SE
countries are indicated by red dots. Dropping these data points from the regression,
we obtain Fig. 2.3 (right) with a slope that is virtually flat. This is reflected by the
strongly insignificant and very small coefficient 0.01 of trend lnGDPpc in the
regression for the nine remaining Western and Northern European countries in
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Table 2.1 Baseline Results for Eq. 2.1 for the Long Term

(1) (2) (3) (4) (5) (6)

All All, no IE EU-13 EU-9 SE EE

Trend LnGDPpc 0.095 0.616* 0.783 0.014 1.425 0.477*

(0.125) (0.356) (0.762) (0.556) (1.250) (0.228)

Cyclical LnGDPpc 0.765*** 0.782*** 0.872*** 0.159 0.527 0.832**

(0.137) (0.150) (0.176) (0.324) (0.413) (0.275)

R-squared 0.943 0.945 0.931 0.934 0.885 0.938

Number of Countries 27 26 13 9 4 13

Number of Observations 666 624 454 315 139 170

Note: Estimated with Stata’s ‘regress’ command. Country and year dummies included. Country-
clustered standard errors in parentheses. Significance levels: for two-tailed t test: +: p < 0.20, *:
p < 0.10, **: p < 0.05, ***: p < 0.01; for one-tailed t test: +: p < 0.10, *: p < 0.05, **: p < 0.025, ***:
p < 0.005



Fig. 2.3 Scatterplots of residuals of regression of Eq. 2.1 for the long term without trend
ln GDPpcct against residuals of regression of trend ln GDPpcct on year and country dummies for
the group of EU-13 countries with Southern European countries marked in red (left) and when
omitting Southern European countries (right)

column (4) of Table 2.1. Thus, in this subgroup of highly developed countries (EU-
9) a higher long-term growth of GDP per capita was not associated with a more
positive change in average life satisfaction. So, the group of these nine Western and
Northern European countries clearly satisfies the long-term-variant EPgl of the
Easterlin Paradox.18
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Figure 2.3 also suggests that when we restrict the regression to the four Southern
European countries, the coefficient of trend lnGDPpc will be significant, positive,
and large. However, column (5) of Table 2.1 shows that although this coefficient is
indeed large and positive, it is not statistically significant (p ¼ 0.34). The large
standard error that drives this (1.25) seems to be due to the coefficient of trend
lnGDPpc being identified by only three19 differences in country-specific observa-
tions for the average growth rate of GDPpc. Finally, column (6) shows that for the
group of 13 Eastern European (EE) countries the coefficient of trend lnGDPpc is
marginally (p¼ 0.06) significant, positive, and large. Thus, in this group of countries
(with their short estimation period) a higher medium-term growth of GDP per capita
was associated with a more positive change in average life satisfaction. This implies
a marginal rejection of the medium-term-variant EPgm of the Easterlin Paradox for
this group of countries. Because these countries had a lower mean GDP per capita
than the Western and Northern European countries, this is in line with the signifi-
cantly positive relation between GDPpc and life satisfaction for poorer countries and
European regions as found by Proto and Rustichini (2013).

However, especially the last result may be biased due to the small number (13) of
country clusters. Clustered standard errors of the parameter estimates then tend to be

18The coefficient of cyclical lnGDPpc is insignificant for this group of countries as well, so even
cyclical fluctuations in GDPpc were not associated with changes in average life satisfaction in these
countries.
19Given this extremely low number of effective observations, we also run a robustness regression of
Eq. 2.1 for this group of countries without cyclical lnGDPpc. This yields a coefficient of 1.66 with a
standard error of 1.11 (p ¼ 0.23), which is close to marginally significant in a one-tailed t test.



underestimated (see Sect. 2.3.1). In our case this downward bias in the standard
errors is likely to be especially strong as tests for first and second-order serial
correlation of the error term (see Wooldridge 2003, pp. 399–402) in Eq. 2.1 show
strong positive first-order serial correlation (in the order of 0.50–0.70).20 We there-
fore reduce this first-order serial correlation by adding one-year lagged mean life
satisfaction to Eq. 2.1, yielding Eq. 2.2. Table 2.2 presents estimation results for Eq.
2.2 for the same groups of countries as those distinguished in Table 2.1 for Eq. 2.1.
Now, the long-run effects of trend lnGDPpc and cyclical lnGDPpc are the relevant
estimates that can be compared with the coefficient estimates in Table 2.1.21
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For the total sample of all 27 European countries, column (1) of Table 2.2 shows a
strongly significant and large bias-corrected coefficient of 0.81 for lagged life
satisfaction, which implies a strong persistence of mean life satisfaction. This
persistence does not only reflect a possible direct effect of lagged life satisfaction
on current life satisfaction, but also reinforcement of the effects of trend and cyclical
GDPpc, and those of omitted variables (e.g., health)22 on life satisfaction. A serial
correlation test for Eq. 2.2 shows that, as a result of the addition of the lagged life
satisfaction term, all first-order and second-order serial correlation is eliminated (i.e.
becomes insignificant) except for marginally (p ¼ 0.08) significant, negative, and
small (–0.05) first-order serial correlation for the EU-13 countries. Hence, the
bootstrap standard errors of the parameter estimates calculated by the BCLSDV
estimator in Stata (see Sect. 2.3.1) are more reliable than those obtained from the
estimation of Eq. 2.1. The coefficient estimates for trend lnGDPpc and cyclical
lnGDPpc in column (1) of Table 2.2 can be interpreted as short-run effects of these
variables (see footnote 8 in Sect. 2.3.1), which is insignificant for trend lnGDPpc but
significant for cyclical lnGDPpc. The reinforcement of these effects results in much
larger long-run (LR) effects, which are nevertheless insignificant for trend lnGDPpc,
but significant for cyclical lnGDPpc. The size and standard error of the long-run
effect of trend lnGDPpc in Table 2.2 are both about twice as large as their equiva-
lents in Table 2.1. In general, the much larger standard errors of the long-run effects
in Table 2.2 not only reflect the downward bias of the standard errors estimates in
Table 2.1 due to the low number of clusters (13), but also the partial control for
serially correlated and time-varying omitted variables via the added lagged life
satisfaction term. Therefore, the estimates for Eq. 2.2 in Table 2.2 seem more reliable
than those for Eq. 2.1 in Table 2.1.

For the sample of 26 European countries without Ireland, column (2) of Table 2.2
shows a long-run effect of trend lnGDPpc, which is again somewhat larger than the

20The second-order serial correlation is significant for most groups, but relatively small (at most
0.16). We do not explicitly correct for that in the following.
21In time-series analysis a static equation like Eq. 2.1 is interpreted as the long-run-equilibrium
equation that corresponds to a dynamic equation like Eq. 2.2 (cf. Vendrik, 2013).
22In Eq. 2.2 such omitted variables work via changes in the error term which in the next year are
reinforced via the lagged life satisfaction term. This reinforcement also picks up the effects of
positive serial correlation in time-varying omitted variables. See Vendrik (2013) for a deeper
dynamic analysis.



– –

2 Different Versions of the Easterlin Paradox: New Evidence for. . . 45

T
ab

le
2.
2

B
as
el
in
e
R
es
ul
ts
fo
r
E
q.

2.
2
fo
r
th
e
L
on

g
T
er
m

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

A
ll

A
ll,

no
IE

E
U
-1
3

E
U
-9

S
E

E
E

E
E
-1
1

L
.L
if
e
S
at
is
fa
ct
io
n

0.
80

5*
**

0.
80

6*
**

0.
85

0*
**

0.
71

6*
**

0.
79

5*
**

0.
66

8*
**

0.
52

7*
**

(0
.0
33

)
(0
.0
35

)
(0
.0
37

)
(0
.0
49

)
(0
.0
91

)
(0
.0
80

)
(0
.1
02

)

T
re
nd

L
nG

D
P
pc

0.
03

9
0.
17

0+
0.
25

0+
0.
09

2
0.
48

4
0.
09

7
0.
22

5+

(0
.0
45

)
(0
.1
11

)
(0
.1
84

)
(0
.1
73

)
(0
.5
11

)
(0
.1
71

)
(0
.1
62

)

C
yc
lic
al
L
nG

D
P
pc

0.
14

6*
*

0.
17

0*
*

0.
07

9
0.
05

3
0.
04

9
0.
59

5*
*

0.
61

4*
*

(0
.0
60

)
(0
.0
68

)
(0
.0
98

)
(0
.1
11

)
(0
.2
05

)
(0
.2
11

)
(0
.2
16

)

L
R
ef
fe
ct
of

T
re
nd

L
nG

D
P
pc

0.
19

8
0.
87

7+
1.
66

5+
0.
32

3
2.
36

3
0.
29

1
0.
47

6+

(0
.2
35

)
(0
.5
68

)
(1
.1
99

)
(0
.6
18

)
(2
.3
44

)
(0
.5
04

)
(0
.3
19

)

L
R
ef
fe
ct
of

C
yc
lic
al
L
nG

D
P
pc

0.
74

8*
*

0.
87

5*
*

0.
52

8
0.
18

8
0.
23

8
1.
79

0*
*

1.
29

7*
*

(0
.3
10

)
(0
.3
64

)
(0
.6
59

)
(0
.3
86

)
(1
.0
12

)
(0
.8
02

)
(0
.5
56

)

N
um

be
r
of

C
ou

nt
ri
es

27
26

13
9

4
13

11

N
um

be
r
of

O
bs
er
va
tio

ns
63

1
59

1
43

4
30

0
13

4
15

7
12

1

N
ot
e:

E
st
im

at
ed

w
ith

‘x
tls
dv

c’
co
m
m
an
d,

w
ri
tte
n
by

B
ru
no

(2
00

5b
).
C
ou

nt
ry

an
d
ye
ar

du
m
m
ie
s
in
cl
ud

ed
.B

oo
ts
tr
ap
pe
d
(4
00

re
pl
ic
at
io
ns
)
st
an
da
rd

er
ro
rs

in
pa
re
nt
he
se
s.
S
ig
ni
fi
ca
nc
e
le
ve
ls
:
fo
r
tw
o-
ta
ile
d
t
te
st
:
+
:
p
<
0.
20

,
*:

p
<
0.
10

,
**

:
p
<
0.
05

,
**

*:
p
<
0.
01

;
fo
r
on

e-
ta
ile
d
t
te
st
:
+
:
p
<
0.
10

,
*:

p
<
0.
05

,
**

:
p
<
0.
02

5,
**

*:
p
<
0.
00

5.
R
-s
qu

ar
ed
s
ar
e
no

tr
ep
or
te
d
by

th
e
‘x
tls
dv

c’
co
m
m
an
d



coefficient in column (2) of Table 2.1, but which is now only marginally (p ¼ 0.06)
significant in a one-tailed test. Hence, the marginal rejection of the Easterlin Paradox
for this group of countries in Table 2.1 is now ambiguous in Table 2.2. We also find
such weak evidence for a rejection of EPgl for the group of 13 mainly Western
European countries without Ireland (EU-13) in column (3) of Table 2.2 (one-tailed
p ¼ 0.08), which is in contrast with the insignificant result in Table 2.1 and which is
due to the much larger size of the long-run effect of trend lnGDPpc. However, when
we drop the four Southern European countries in column (4) of Table 2.2, the long-
run effect of trend lnGDPpc is again strongly insignificant and even negative,
implying a clear confirmation of the long-term variant EPgl of the Easterlin Paradox
for this group of nine highly-developed Western and Northern-European countries
(EU-9).
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For the group of four Southern European countries column (5) of Table 2.2 shows
an insignificant long-run effect of trend lnGDPpc as well, which is consistent with
the result in column (5) of Table 2.1. However, for the group of 13 Eastern European
countries the strongly insignificant long-run effect of trend lnGDPpc in column (6) is
inconsistent with the marginally significant effect of trend lnGDPpc in column (6) of
Table 2.1. This is due to a much lower size as well as much larger standard error of
the estimate in Table 2.2. Especially the much smaller size of the latter estimate is
puzzling and may be driven by one or more outlier countries. Such outliers may be
Turkey because it is not an ex-communist country like the other EE countries, and
East Germany because it has been integrated with highly developed West Germany
since 1990 and has a much longer time series for life satisfaction in our dataset than
the other EE countries (since 1990 vs. 2004). When we drop these two countries
from the group of EE countries, the long-run effect of trend lnGDPpc as shown in
column (7) of Table 2.2 becomes much larger and marginally significant in a one-
tailed t test (p ¼ 0.07). In addition, an estimation of Eq. 2.1 for the remaining
subgroup of 11 EE countries yields a significant coefficient of trend lnGDPpc (with
size 0.568). We thus obtain weak evidence of a rejection of the medium-term variant
EPgm of the Easterlin Paradox for this group of 11 Eastern European countries (EE-
11).

We performed a number of checks to assess how robust these results are to
dropping or adding relevant control variables (particularly the unemployment and
inflation rate) and to restricting the estimation period. See Kaiser and Vendrik (2018)
for an extended discussion. Our estimates are qualitatively robust to most of these
checks. However, the weak rejection of the paradox for the group of EE-11 countries
turns out to be driven by an associated decline in the inflation rate and its positive
effect. Since long-term changes in the inflation rate should be considered a good
control in the sense of Angrist and Pischke (2009),23 the rejection of the Easterlin
paradox in our baseline regressions for this set of countries should be viewed as
possibly spurious.

23For example, economic reforms in a country and globalization may lead to both higher long-term
economic growth and lower inflation.
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In sum, for the group of Northern and Western European countries (EU-9) we
have obtained a clear and unambiguous affirmation of the long-term version of the
Easterlin Paradox. Moreover, we have obtained weak and non-robust evidence for a
rejection of EPgm for the set of Eastern European countries without Turkey and East
Germany. As explained earlier, the estimation period for the 11 Eastern European
countries is only 11 years (2004–2015), which includes short-term, but not medium-
term cycles of GDPpc that tend to last between roughly 15 and 30 years (see Sect.
2.1). Hence in the case of the EE-11 countries, the HP filter with λ ¼ 1 may only
provide us with tests of the medium-term version of the paradox.24 For a genuine test
of the more appropriate long-term variant EPgl for this country group longer time
series are needed.

2.5.2 Results for Individual Countries

In this section we present the results of testing the medium-term variant EPim25 of
the Easterlin Paradox for individual countries. Here we use “EB-restricted” data. Our
discussion starts with the groups of Western European countries and then moves on
to the group of Eastern European countries.

We estimate Eq. 2.326 for the group of 14 WE countries plus East Germany
(WE+).27 Column (1) of Table 2.3 presents the long-run effects of trend lnGDPpc
and cyclical lnGDPpc for all individual WE+ countries. The long-run effect of trend
lnGDPpc is (marginally) significant and positive for Greece (1.14), Ireland (0.26;
p ¼ 0.07), Italy (1.49), and Spain (0.86) in a two-tailed t test, and marginally
significant and positive for Portugal (0.58) only in a one-tailed t test (p ¼ 0.10).

24When using an HP filter with λ ¼ 6.25 we obtain somewhat larger and slightly more significant
estimates for this group of countries. Our rejection of EPgm is nevertheless non-robust in this case,
too. See Kaiser and Vendrik (2018) for an extended discussion.
25In Kaiser and Vendrik (2018) we also present tests of EPi0 (non-positive long-term time trend in
happiness) for Western European countries (plus East Germany). There we show that EPi0 is
robustly confirmed for Austria, Belgium, Greece, the Netherlands, Portugal, and West Germany,
but robustly violated for Denmark, Finland, France, Great Britain, Italy, and Sweden. For the other
countries the results are not robust. In the case of the Eastern European countries the limited
observation period does not allow for reliable tests of a long-term non-positive time trend in
happiness. Among these countries, we obtain (marginally) significant and positive medium-term
time trends for Bulgaria, Hungary, Lithuania, Latvia, Poland, and Romania.
26These regressions include only two significant dummies for the preceding questions. The first
dummy controls for a question on which political party the respondent supports (1979 and 1983
waves). The second dummy concerns a question on the share of friends appreciating talk about
politics (1998 wave). These dummies have long-run effects averaged across countries of –0.06
and 0.07, respectively.–
27We include East Germany here because East Germany has an estimation period that is much
closer to the Western European country group. See Kaiser and Vendrik (2018) for more
explanation.



Table 2.3 Baseline Results for Eq. 2.3 for WE+ Countries and the Medium Term

(1) (2) (3)

Standard
Main effect of
Cyclical LnGDPpc

Main effects of
Cycl. LnGDPpc and
L.Cycl. LnGDPpc,
interactions of
L.Trend LnGDPpc

Effect SE Effect SE Effect SE

Austria LR effect of
Trend
LnGDPpc

–1.362*** (0.490) –1.427*** (0.468) –1.450*** (0.515)

(T ¼ 20) LR effect of
Year

0.013** (0.006) 0.014** (0.006) 0.015+ (0.009)

Belgium LR effect of
Trend
LnGDPpc

0.442 (1.339) –0.016 (1.029) –0.146 (1.307)

(T ¼ 40) LR effect of
Year

–0.007 (0.022) 0.000 (0.016) 0.003 (0.024)

Denmark LR effect of
Trend
LnGDPpc

–0.120 (0.211) 0.174– (0.196) –0.240+ (0.175)

(T ¼ 40) LR effect of
Year

0.006* (0.003) 0.007** (0.003) 0.009*** (0.002)

East
Germany

LR effect of
Trend
LnGDPpc

–2.373** (1.062) –2.475*** (0.951) –2.357** (1.108)

(T ¼ 25) LR effect of
Year

0.057*** (0.020) 0.058*** (0.019) 0.056*** (0.021)

Finland LR effect of
Trend
LnGDPpc

0.403 (0.378) 0.311 (0.325) 0.285 (0.348)

(T ¼ 20) LR effect of
Year

0.001 (0.004) 0.003 (0.004) 0.000– (0.011)

France LR effect of
Trend
LnGDPpc

–0.154 (0.396) –0.153 (0.364) –0.264 (0.368)

(T ¼ 40) LR effect of
Year

0.008+ (0.005) 0.008+ (0.005) 0.011* (0.006)

Great
Britain

LR effect of
Trend
LnGDPpc

–0.585*** (0.157) –0.580*** (0.154) –0.547*** (0.156)

(T ¼ 40) LR effect of
Year

0.016*** (0.003) 0.015*** (0.003) 0.015*** (0.003)

Greece LR effect of
Trend
LnGDPpc

1.141*** (0.349) 1.154*** (0.351) 0.853*** (0.221)

(T ¼ 34) LR effect of
Year

–0.030*** (0.006) –0.030*** (0.006) –0.023*** (0.003)

(continued)
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Table 2.3 (continued)

(1) (2) (3)

Main effects of
Cycl. LnGDPpc and
L.Cycl. LnGDPpc,
interactions of
L.Trend LnGDPpc

Effect SE Effect SE Effect SE

Ireland LR effect of
Trend
LnGDPpc

0.255* (0.139) 0.310** (0.152) 0.269+ (0.166)

(T ¼ 40) LR effect of
year

–0.007+ (0.005) –0.010+ (0.006) –0.008 (0.006)

Italy LR effect of
Trend
LnGDPpc

1.490*** (0.141) 1.479*** (0.133) 1.455*** (0.171)

(T ¼ 40) LR effect of
Year

–0.018*** (0.002) –0.018*** (0.002) –0.017*** (0.004)

Netherlands LR effect of
Trend
lnGDPpc

–0.445+ (0.338) –0.351 (0.367) –0.302 (0.383)

(T ¼ 40) LR effect of
year

0.009+ (0.006) 0.007 (0.006) 0.007 (0.007)

Portugal LR effect of
Trend
LnGDPpc

0.577+ (0.449) 0.556 (0.512) 0.727+ (0.499)

(T ¼ 29) LR effect of
Year

–0.023** (0.009) –0.023** (0.010) –0.011 (0.025)

Spain LR effect of
Trend
LnGDPpc

0.863** (0.420) 0.996** (0.428) 0.805** (0.379)

(T ¼ 29) LR effect of
Year

–0.015* (0.007) –0.018** (0.008) –0.006 (0.008)

Sweden LR effect of
Trend
LnGDPpc

0.189 (0.439) 0.137 (0.383) 0.065 (0.373)

(T ¼ 20) LR effect of
Year

0.004 (0.006) 0.005 (0.005) 0.004 (0.004)

West
Germany

LR effect of
Trend
LnGDPpc

–0.861 (0.932) –0.851 (0.901) –0.438 (0.697)

(T ¼ 40) LR effect of
year

0.014 (0.013) 0.014 (0.013) 0.011 (0.010)

Number of Observations: 497 497 497

Note: Estimated with Stata’s ‘regress’ command, controlling for country-specific or main effects of
cyclical lnGDPpc, PQDs, and country dummies. T now indicates the number of effective observa-
tions that identifies the interaction coefficient for a particular country. Strata bootstrapped (400
replications) standard errors in parentheses. Significance levels: for two-tailed t test: +: p < 0.20, *:
p < 0.10, **: p < 0.05, ***: p < 0.01; for one-tailed t test: +: p < 0.10, *: p < 0.05, **: p < 0.025, ***:
p < 0.005



Interestingly, these are precisely the countries that suffered most from the recent
Eurocrisis. Thus, for these countries the medium-term variant EPim of the Easterlin
Paradox for individual countries is violated. Note that the positive long-run effects of
trend lnGDPpc for these countries go together with (marginally) significant negative
time trends. For the other countries the long-run effect of trend lnGDPpc is either
insignificant or (marginally) significantly negative (for Austria, East Germany, Great
Britain, the Netherlands, one-tailed p ¼ 0.09). Thus, for these individual countries
the medium-term variant EPim of the Easterlin Paradox is confirmed.
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For countries with less than 40 observations (Austria, East Germany, Finland,
Greece, Portugal, Spain, and Sweden) the number of observations may be too low to
lead to stable, and hence reliable, estimates of the four interaction terms for each
country in Eq. 2.3 (see Sect. 2.3.2). In column (2) of Table 2.3 we therefore replace
the interaction terms for cyclical lnGDPpc with its main effect. This yields qualita-
tively robust results except for insignificant effects of trend lnGDPpc for Portugal
and the Netherlands.

We observe (marginally) significant first-order serial correlation in the error terms
of the regressions in columns (1) (Greece, Spain, West Germany) and (2) (addition-
ally Denmark and Ireland). As explained above, this may result in a downward bias
to our standard errors. To reduce this serial correlation, we add country-specific
interaction terms for one-year-lagged trend ln GDPpcct-1 and a main effect of one-
year-lagged cyclical ln GDPpcct-1 to the regression in column (2). This yields the
estimates in column (3) of Table 2.3. These estimates are similar to those in column
(2), with again a rejection of the Easterlin paradox for Greece, Ireland, Italy, and
Spain, but now also marginally for Portugal. We further observe (marginally)
significant partial adaptation to medium-term changes in GDPpc for Greece, Ireland,
Portugal, and Spain, as well as full adaptation for West Germany.

The estimates of column (3) may again not be robust due to too few observations
for some countries.28 We therefore conducted a robustness test in which we used the
main effect of lagged life satisfaction instead of country-specific interactions. Our
results are robust to this test, except that we no longer find a significant rejection for
Ireland (this is likely driven by Ireland’s strong deviation from the uniform coeffi-
cient of lagged life satisfaction). We also tried dropping the interactions of lagged
trend ln GDPpcct-1 and the main effect of cyclical ln GDPpcct-1 from the previous
regression, which showed no qualitative change in the estimates. Finally, we also
checked for robustness against the impact of the recent Great Recession by
restricting the estimation period to the period before 2008, which again yielded
rejections of EPim for the same set of countries.

Overall, we conclude that the medium-term variant EPim of the Easterlin Paradox
is robustly violated for Greece, Ireland, Italy, and Spain, but robustly confirmed for
the nine Western and Northern European countries (EU-9). The latter confirmation is
consistent with the confirmation of EPgl for the EU-9 as a group of countries.

We now turn to Eastern Europe. For these countries, column (1) of Table 2.4
shows the long-run effects of trend lnGDPpc and year from a regression of Eq. 2.3,

28See Kaiser and Vendrik (2018) for a more extensive discussion of these robustness results.
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Table 2.4 Baseline Results for Eq. 2.3 for Eastern European Countries and the Medium Term

(1) (2)

Standard Main effect of Year

Effect SE Effect SE

Bulgaria LR effect of Trend LnGDPpc 1.516 (2.155) 0.957** (0.412)

(T ¼ 11) LR effect of Year –0.018 (0.051) –0.003 (0.006)

Croatia LR effect of Trend LnGDPpc 1.011 (2.108) 1.335 (1.708)

(T ¼ 11) LR effect of Year 0.004 (0.012) –0.003 (0.006)

Czech Republic LR effect of Trend LnGDPpc –1.253 (4.130) 0.421 (0.993)

(T ¼ 11) LR effect of Year 0.020 (0.035) –0.003 (0.006)

Estonia LR effect of Trend LnGDPpc 1.787 (1.740) 0.828 (0.684)

(T ¼ 11) LR effect of Year –0.018 (0.029) –0.003 (0.006)

Hungary LR effect of Trend LnGDPpc 3.527 (3.997) 3.530 (2.853)

(T ¼ 11) LR effect of Year 0.000 (0.027) 0.003 (0.006)

Latvia LR effect of Trend LnGDPpc 0.855 (1.531) 1.045* (0.582)

(T 11) LR effect of Year 0.042+ (0.032) 0.003 (0.006)

Lithuania LR effect of Trend LnGDPpc 1.540 (1.931) 0.895*** (0.324)

(T 11) LR effect of Year 0.024 (0.063) 0.003 (0.006)

Poland LR effect of Trend LnGDPpc 1.037 (2.987) 0.434* (0.244)

(T 11) LR effect of Year 0.024 (0.101) 0.003 (0.006)

Romania LR effect of Trend LnGDPpc 0.246 (3.138) 0.922+ (0.691)

(T 11) LR effect of Year 0.019 (0.080) 0.003 (0.006)

Slovakia LR effect of Trend LnGDPpc 1.124 (4.495) 0.220 (0.315)

(T 11) LR effect of Year 0.033 (0.116) 0.003 (0.006)

Slovenia LR effect of Trend LnGDPpc 0.170 (1.194) 0.483 (0.979)

(T 11) LR effect of Year 0.009+ (0.006) 0.003 (0.006)

Turkey LR effect of Trend LnGDPpc 2.823 (7.908) 0.595 (0.760)

(T 11) LR effect of Year 0.086 (0.201) 0.003 (0.006)

Number of Observations: 132 132

Note: Estimated with Stata’s ‘regress’ and Bruno’s ‘xtlsdvc’ command, controlling for main effect
of cyclical lnGDPpc and country dummies. T now indicates the number of effective observations
that identifies the interaction coefficient for a particular country. Strata bootstrapped (400 replica-
tions) standard errors in parentheses. Significance levels: for two-tailed t test: +: p < 0.20, *:
p < 0.10, **: p < 0.05, ***: p < 0.01; for one-tailed t test: +: p < 0.10, *: p < 0.05, **: p < 0.025, ***:
p < 0.005
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using main effects instead of interactions for both cyclical lnGDPpc and lagged life
satisfaction. In this regression all dummies for different preceding questions have
been dropped because they were jointly insignificant. Strikingly, the long-run effects
of trend lnGDPpc are (strongly) insignificant for all EE countries. This is unexpected
in view of the marginally significant long-run effect of trend lnGDPpc for the group
of EE countries without East Germany and Turkey in column (7) of Table 2.2. Our
result may be due to too little variation in medium-term economic growth rates of the
EE countries over the short estimation period of 11 years. Therefore, column (2)
shows the long-run effects of trend lnGDPpc while controlling for a common time
trend instead of country-specific time trends. Now for five out of 12 countries these



long-run effects are (marginally) significant and positive, namely for Bulgaria,
Lithuania, Latvia (p ¼ 0.08), Poland (p ¼ 0.06), and Romania (one-tailed
p ¼ 0.09). However, the control for a common instead of country-specific time
trends makes the results of this test dubious for Latvia and Romania as the margin-
ally significant and positive long-run effects of trend lnGDPpc for these countries in
column (2) of Table 2.4 apparently pick up the positive country-specific long-run
time trends found in column (1) (see also the discussion in Sect. 2.1). For the other
three countries, i.e. Bulgaria, Lithuania, and Poland, the country-specific long-run
time trends in column (1) are more negative than the common long-run time trend,
and hence cannot account for the (marginally) significantly positive long-run effects
of (mainly positive) changes in trend lnGDPpc in column (2). Thus, we conclude
that the medium-term variant EPim of the Easterlin Paradox for individual EE
countries is only rejected for Bulgaria, Lithuania, and Poland. For a reliable test of
whether this variant of the Easterlin Paradox is also rejected for other EE countries,
longer time series than those currently available are needed.
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2.6 Conclusions

Our starting point was the argument that reliable tests of the Easterlin Paradox
should control for the possibility of spuriousness of the correlation between average
happiness and long-term economic growth by means of common or country-specific
time trends. This led to a distinction between five variants of the paradox along the
two dimensions of groups of countries versus individual countries and the long
versusmedium-term. We further argued that the long-term version of the paradox for
groups of countries and the medium-term version for individual countries are the
most appropriate testable versions of the paradox. We found a clear and robust
confirmation of the long-term version (as well as the medium-term version) of the
paradox for a group of nine Western and Northern European countries. Moreover,
we obtained a non-robust rejection of the medium-term variant of the paradox for a
set of 11 Eastern European countries. On the level of individual countries, the
Easterlin Paradox for the medium term turned out to clearly hold for the nine
Western and Northern European countries, but to be consistently rejected for
Spain, Greece, Ireland, and Italy. Thus, in the latter four as opposed to the former
nine countries, economic growth was positively associated with the development of
life satisfaction in the medium term. In the case of the individual Eastern European
countries, this was also found to hold for Bulgaria, Lithuania, and Poland, but for the
other EE countries the test results are unreliable, partially due to the limited length of
the time series (only 11 years).29 Note that our results for individual European

29Note that this limitation also holds for other international data sets for life satisfaction and
happiness. Examples are the World Values Survey (up to six observations) and the Gallup World
Poll (13 observations for 2005–2017).



countries in the medium term are largely consistent with our findings for the groups
of countries to which the individual countries belong.
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We thus give a nuanced picture of the empirical validity of the Easterlin Paradox.
On the one hand, we show that the paradox is confirmed for Western and Northern
European countries, both as a group and individually. On the other hand, our results
imply a rejection of the medium-term version of the paradox for three individual
Southern European countries and Ireland, and at least suggest a rejection of the
paradox for Eastern European countries in the medium term. Because the Western
and Northern European countries have a high per capita GDP as compared to that of
Southern and Eastern European countries and (initially) Ireland, our results are in
line with those of Proto and Rustichini (2013), who find a non-monotonic relation
between per capita GDP and life satisfaction over time. Thus, on the one hand and in
line with Proto and Rustichini and Veenhoven and Vergunst (2014), but contrary to
Easterlin (2017), we have obtained evidence that suggests that, at least in the (less
appropriate) medium term, the Easterlin Paradox does not hold for lower-income
European countries. On the other hand, and in line with Proto and Rustichini and
Easterlin (2017), but contrary to Sacks et al. (2013) and Veenhoven and Vergunst
(2014), we have found evidence that strongly suggests that, over the last 40 years,
economic growth did not raise average life satisfaction in the long and medium term
in higher-income European countries. Thus, in response to the title of Easterlin’s
2016 paper: although the “blissful paradise” of universal validity of the paradox may
have been lost, the paradox itself is not!
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Chapter 3
Lottery Wins and Satisfaction: Overturning
Brickman in Modern Longitudinal Data on
Germany

Andrew J. Oswald and Rainer Winkelmann

Abstract Paradoxically, the published literature on the psychological consequences
of lottery wins has found almost no evidence that winners become happier. This
famous puzzle was originally documented by the psychologist Philip Brickman and
colleagues. Using new German panel data, we offer results that are more in accord
with common sense and economic theory. We have been particularly influenced by
the pioneering work of Richard Easterlin: in this paper we explicitly consider the
idea of ‘domain’ satisfaction levels. First, our estimates show that lottery wins raise
people’s satisfaction with their overall income. Second, lottery wins’ increase
people’s satisfaction with life. The effects documented here are, as might be
expected, especially pronounced for big wins. One of the advantages of our data
set is that it allows access to a greater number of large winners than has typically
been possible in the published literature.

3.1 Introduction

This paper reconsiders the evidence on the effect of winning the lottery on individual
income satisfaction and happiness. It thereby ties in to several key contributions of
Richard Easterlin’s work: that material means and happiness are not necessarily the
same thing; that it is possible to measure happiness (and therefore perhaps also utility
as used by economists); that the study of domain satisfaction (for example, Easterlin
and Swafanga (2009)) in addition to overall happiness can provide fruitful insights;
and that empirical facts and data rather than normative judgments can be used to
answer questions about the determinants of individual happiness.
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Specifically, Easterlin (1973, 1974) pointed out that despite of a positive cross-
sectional correlation between income and happiness at the individual level, no such
correlation shows up in aggregate data on national income and happiness over time
or across countries: raising the income of all seems not to increase the happiness of
all. The co-existence of a positive relationship between income and happiness at the
individual level and no such relationship at the aggregate level is referred to as the
Easterlin paradox.

Quite soon after Easterlin’s pioneering work, Brickman et al. (1978) questioned
the evidence on the first part of the paradox, the nature of the cross-sectional
relationship itself, by studying lottery winners. In principle, a positive association
between individual income and happiness could result from confounders (such as
health) or reversed causality (happier people are more productive and have therefore
higher incomes) and hence not be truly causal. Winning in the lottery might provide
exogenous variation in income, and therefore allow identifying the effect of material
means on happiness.

Other papers have followed (e.g., Kuhn et al. 2011), and this literature has
produced another kind of paradox, as it has failed to provide persuasive evidence
that winners become happier. This could mean that the typical cross-sectional result
of a positive effect of income changes on happiness is biased upward, due to omitted
variables, such as prestige and status associated with higher income, to give one
example. Or else, the entire idea of using income shocks from lottery events may not
be useful for identifying the effect of other income, in particular earned income,
since the psychological consequences may differ by source of income.

Yet another possibility, and the one we focus on in our paper, is that the absence
of clear evidence for a positive effect of lottery wins on happiness, rather than
indicating “evidence of absence”, is related to data limitations of previous studies,
in particular low power due to a shortage of observations of people with large wins.
Our contribution is therefore twofold. First, we provide a detailed review of the
aforementioned literature that studies lottery winnings to estimate the effect of
exogenous income shocks on wellbeing. Second, using new German panel data,
we reinvestigate the link between lottery winnings and life satisfaction, offering
results that are more in accord with common sense and economic theory. We obtain
statistically significant effects that are especially pronounced for large winners.

3.2 Summary of the Main Lottery Literature

The modern empirical literature begins with a famous paper by Brickman and
colleagues in 1978. Brickman et al.’s (1978) investigation consists of two parts
centered on testing the claims of the adaptation level theory using interviews.
Adaptation-level theory states that, because of two effects (so-called ‘contrast’ and
‘habituation’), individuals with very positive life events should not feel a lot happier.
Essentially, when there is a major positive event in one’s level, ‘contrast’ kicks in by
reducing the pleasure from ordinary events, since the individual contrasts the



ordinary event with the major positive event. Hence, the individual is not stimulated
by mundane pleasures in the way he or she was before the win. Moreover, ‘habit-
uation’ erodes the pleasure from the major event that occurred, since the thrill of
winning the lottery erodes gradually over time. Thus, the individual’s level of
happiness does not change significantly from before the win. Similarly, these
adaptation effects hold in the downward direction for individuals who face a
traumatic experience.
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The Brickman et al. results, first, supported the hypothesis that the people with
major positive events were not happier than others; their pleasure from ordinary
events was significantly lower compared to the others. Second, the authors argued
that these results were not due to pre-existing personality types or the interview
setting. Third, their study indicated a contrast effect in people with a traumatic life
experience (accident disability) which idealized the past rather than enhanced their
present pleasures.

The first study within the Brickman paper interviews three samples of people: a
sample of paralyzed accident victims, a sample of lottery winners, and a control
sample who were neither winners nor victims. The sampled numbers were small at
29, 22, and 22, respectively. The accident victims were interviewed as part of an
earlier study with a response rate of 85%. They were all personally interviewed, face-
to-face, by a female graduate student. The winners were selected with preference to
larger amounts won and proximity to other winners to reduce travel-time for
interviewers. The response rate was 52%. The names of the control sample were
shortlisted from 88 people living approximately in the same areas as the lottery
winners. Out of 58 attempted contacts, the response rate was 41%. The winner and
control sample were interviewed by 11 two-person teams. Three teams consisted of 2
males, three consisted of a male and a female, and five consisted of 2 females. Each
team interviewed 2 winners and 2 control respondents. Four of the controls and 6 of
the winners were interviewed face-to-face, and the rest in each category were
interviewed over the phone. The authors (Brickman et al. 1978) suggest that a
breakdown of their data found no differences between the two methods of
interviewing. The participation letter sent to each of the respondents before the
interview differed between winners and controls, since, for controls, the letter did
not state that the interview was about lottery research.

All respondents were asked their age, occupation, race, religion, and level of
schooling. Winners were asked whether their life had changed since they won and, if
so, how it had changed. Winners and victims were asked if they thought they
deserved what happened, and also whether they ask themselves ‘why me?’. They
were asked to divide 100% across 4 potentially causal factors: themselves, others,
the environment, and chance; and also asked to rate their win and accident, respec-
tively, on a scale anchored by the best and worst things that happened in their
lifetime. All respondents were required to rate how happy they felt at this stage of
their life and how happy they expected to be 2 years further on. Also, for winners/
victims, they were asked how happy they were before the win/accident, and, for
controls, how happy they were 6 months ago. Respondents were asked to rate how
pleasant they found each of seven activities or events: talking with a friend, watching



television, eating breakfast, hearing a funny joke, getting a compliment, reading a
magazine, and buying clothes, on a scale which ranged from 0 (lowest pleasure) to 5
(highest). The victims were not asked the last item on the list.
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As for the background information, the victims were significantly younger than
the other two groups with a p-value ≤ 0.001; otherwise, the samples were not
different statistically. On a scale of 0–5 with 2.5 as the ‘natural’ neutral point,
winners rated their win at 3.78 and victims their accidents at 1.78, p-value ≤ 0.001,
distributed symmetrically around the mean. Winners found ordinary pleasures
significantly less enjoyable than control groups with a p-value ¼ 0.011. The authors
suggested that victims also found ordinary pleasures less enjoyable although this
was not significant at the 5%. This might be because of missing data points and a
comparison category for the victims. Lottery winners and controls were not signif-
icantly different in their ratings of how happy they were now, before winning (or, for
controls, 6 months ago), and as expected in a couple of years. The victims experi-
enced a nostalgia effect where the past happiness was significantly higher than the
controls, p-value ≤ 0.001. The current happiness of victims was significantly lower
than the control group, p-value ≤ 0.01. Although the authors suggest that future
happiness exhibited no significant differences, this may be due to age variation in the
sample size. Younger respondents probably had better hope for the future than older
ones; this can be supported by the fact that the paraplegics’ current happiness,
despite what happened to them, was still higher than the midpoint.

In the second study within the Brickman et al. (1978) paper, the authors argued
that the results in the first part were not due to pre-existing personality differences
between interviewees or interviewers. Given the fact that gamblers (lottery ticket
buyers) are more optimistic and confident than non-buyers, one purpose of the
second study was to ensure that the results in the first study were not because of
such personality differences. Also, the emphasis on the lottery winners’ win in study
1 might cause them to use their win as reference for comparison to ordinary pleasures
when asked about it. As a result, a further aim of study 2 was to assess the effects on
respondents’ self-ratings of mentioning the lottery in the interview.

Out of a sample of 156 people who were approached, 86 responded. Randomly,
44 were assigned to the lottery scenario and 42 to the everyday-life scenario.
Interviewers were teams of two, one male and one female, with interviews held
over the phone. Each team interviewed an equal number of participants from each
scenario. Questions were identical to those in study 1, except that respondents were
asked to indicate if and how frequently they bought lottery tickets, when their most
recent purchase had been, and how much money they won.

In the sample, 59 of the 86 bought a lottery ticket – indicating that the majority of
the control group who were also drawn from the same population were mostly
buyers. The authors (Brickman et al. 1978) suggest this as a reason to suppose
initially that there are no personality differences across the controls and the winners.
There were no significant differences across groups based on background measures.
Also, buyers and non-buyers’ differences in happiness (before, now and in the
future) were not significant. Moreover, there was no significant relationship between
ticket buying and type of cover story for any dependent measure and so is the case



when using number of tickets bought (more or less than once a month) and how
recent was the last purchase. The authors also showed that it was difficult for the
differences in cover stories to alter the results in the first study.
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In explaining the implications of their results, Brickman et al. (1978) advocate
adaptation-level theory, as described above, with a slight modification. Instead of the
accident victims gaining more happiness from ordinary pleasures as a result of
contrast, the victims lose happiness due to a ‘nostalgia’ effect, by which they idealize
their past. The authors acknowledge the very restricted size of their sample and that
no serious attempt was made to control for background information. This study
should, as a result, be viewed with caution.

Brickman and colleagues argue that past research has suggested that winning the
lottery can strain relationships and be stressful. However, they say that lottery
winners described winning as one of the best things that could happen and on top
they did not like any non-social activity (e.g. reading a book) over a social one
(talking to a friend). Another possibility is that lottery winners reported less pleasure
to appear modest. However, lottery winners would have then mentioned the nega-
tives of winning the lottery rather than reporting lower pleasurableness in ordinary
day-to-day events. A third possibility is that the lottery win provided an extreme
endpoint that changed the winners’ pleasure ratings rather than the actual experience
of winning. This seems doubtful because neither victims nor winners rated the
accident/win as the worst/best thing that could happen to them. Thus, the authors
conclude that what happens is not an alteration of the subjective scale but rather the
contrast with previous experience.

To sum up, Brickman et al. (1978) advocated an adaptation-level interpretation of
pleasure and happiness ratings by subjects who faced a major positive/negative event
in their life. Although their sample size is too small to allow definitive conclusions,
the study is suggestive. It has garnered a huge ensuing literature.

Gardner and Oswald (2007) analyse the effect of a monetary stimulus on the
mental wellbeing of a typical individual. They use longitudinal data on a random
sample of Britons who receive medium-sized lottery wins (as exogenous income
shocks) of between 1000 and 120,000 pounds. Their results suggest that when
compared to two control groups, one with no wins and the other with small wins,
the winning individuals eventually exhibit significantly better psychological health.
After 2 years, the average measured improvement in mental wellbeing is 1.4 GHQ
points.

The authors use the British Household Panel Survey (BHPS), a nationally
representative sample of more than 5000 British households, with more than
10,000 adults (above 16), interviewed yearly from 1991. The BHPS contains an
internationally used indicator by researchers called the General Health Questionnaire
(Likert scale which ranges between 0 and 36 with 0 as highest well-being and 36 as
clinical depression). Medical opinion holds that healthy individuals normally score
10–13. Data on lottery winnings were also available. After adjusting for inflation
using the consumer price index, and converting monetary amounts into 1998
pounds, the authors have data on lottery winnings and GHQ-scores between 1996
and 2003. To allow for lags, they use wellbeing data over 1998–2001.
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Of 33,605 person-years observations, they divide their sample into people who
have no wins (26,646 observations), small-size wins (4822 observations), and
medium-size wins (137 observations). Comparing people on their levels of GHQ,
they (Gardner and Oswald 2007) find that individuals who have no wins have a
higher mean GHQ distress score of 11.23 when compared to those with small wins,
who in turn have a worse GHQ score of 10.94, compared to those people with
medium-sized wins, who have a GHQ score of 10.73. However, they suggest that it
is more natural to compare on changes, rather than levels, to difference out individ-
ual fixed effects.

Given the small number of medium-size lottery win observations (137), and that
there is some random fluctuation in GHQ scores, Gardner and Oswald suggest that it
is not sensible to put a lot of weight on a complex statistical structure. Hence they
start by examining the longitudinal changes graphically. First, and although the
standard errors are large, when comparing medium-size winners’ change in happi-
ness (year before lottery win to year of lottery win) to small-size winners and non-
winners, the authors find that mental stress is initially about 0.5 GHQ points greater
in medium-size winners. Second, when comparing by using the change of GHQ
score between the year before and the year after the lottery win, they conclude that
individuals with medium-size wins have a decrease in their mental stress, while the
other two groups are indistinguishable from each other. Third, when comparing
using the change of GHQ score between 2 years before and after the lottery win, the
authors show that people with no wins have a significant increase of 0.19 GHQ
points, interpreted as an underlying rise in stress in Great Britain. The authors also
find that people with small wins have an average change of 0.18, thus indistinguish-
able from non-winners. The key Gardner-Oswald finding is that people with
medium-size wins have an average wellbeing improvement of 1.22 GHQ points.
This holds in approximately the same way for both sexes.

This paper’s result is thus in contrast with adaptation-level theory. Gardner and
Oswald suggest that the time delay might be explained by the fact that what matters
is spending the money (not saving it) and that most people save an income shock.
Another interpretation is that, at the start of the income shock, individuals find it
harder to concentrate on whatever they are doing – which is one of the criteria within
the GHQ questions – because they are thinking of their win. As time passes, the
individual becomes more focused on what they do, since they are not thinking of
their win.

The authors (Gardner and Oswald 2007) then proceed to use regression analysis.
They draw the conclusion that, after the addition of controls (gender, age, race,
family status, employment and educational status and regional dummies) and using a
balanced sample size of 25,902 observations, the reduction in mental stress after
winning the lottery is still a significant 1.4 points approximately, using 2-years-
before and 2-years-after the lottery win. They estimate another regression with the
level of GHQ three periods ago as an extra regressor to control for habituation effects
and with a smaller sample size of 18,104 observations. On doing so, the effect-size
rises slightly to 1.8 GHQ points. Although the sample size is smaller, the t-statistic is
above 3. Moreover, on dividing the sample size into two groups, the authors find the



same effect manifesting itself, and hence the effect appears not to be a random
occurrence in a small data set. The authors highlight one limitation of the dataset – a
lack of information on how often people participate in the lottery – although they
also argue that the similar results between the small-wins group and no-wins group
indicate that there is perhaps little difference in the unobservable characteristics
across participants and non-participants.
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To conclude, Gardner and Oswald (2007) suggest that, in contrast to adaptation-
level theory, individuals with medium-sized lottery wins’ experience reduced mental
stress as compared to people with small or no wins. They accept that their effective
sample size is small (137 observations), but wish to argue that the effect is robust to
controls and to different sub-samples. Hence, Gardner and Oswald conclude that
income has positive consequences for the wellbeing of individuals. The authors do
not attempt to estimate the income-shock effect on the different components of the
GHQ questions.

Apouey and Clark’s (2015) study has the aim of singling out the general self-
assessed, mental and physical health effects of income. In doing so, the authors point
to the puzzling nature of the possible causality between income and health. They
discuss two issues with cross-sectional regression analysis in this context. First, they
point out that there is a problem of reverse causality. Poorer health directly causes
lower income through less working time, for example. Second, they argue that there
might be a problem of endogeneity of income where variables such as the genetic
endowment of an individual affects both that individual’s income and health in a
simultaneous way. Apouey and Clark propose a solution to this issue. Lottery
winnings, which are exogenous positive income shocks, are used by the authors to
investigate the income effect on self-assessed mental and physical health, as well as
the effect of lottery winnings on risky behaviours, including smoking and social
drinking.

The Apouey and Clark paper concludes that positive income shocks cause a
significant mental-health improvement but a rise in risky behaviours – whereas no
significant impact is seen on general self-assessed health. This suggests that the
studies which showed higher income lead to better health likely suffer from
endogeneity. Also, the results constitute a puzzle in that self-assessed general health
is likely to be a function of both physical and mental health. The authors suggest that
positive income increases from lottery winnings lead to an increase in people’s
smoking and social drinking, and this in turn has negative consequences for physical
health. Thus, the net effect on health is insignificant.

Apouey and Clark (2015) use a British household panel survey, BHPS, which has
approximately 16,000 individuals in recent waves. Households can enter and exit the
survey, thus leading to an unbalanced data set. The authors use health data in waves
6–18 (1996–2008) and lottery data in waves 7–18 (1997–2008). BHPS includes
information about individual and household demographics, mental and physical
health, labour-force status, employment, and values. Using this information, the
authors construct a set of measures that include the following.

First, BHPS has a number of health variables which facilitate the estimation of the
effects of income on general, mental, physical health and health behaviours. The four



main measures, used in the analysis, are: (a) a dummy taking the value 1 if individual
reports that he is in ‘excellent’ general health, over the last 12-months when
compared to people in the same age group, from a set of possible responses including
‘excellent’, ‘good’, ‘fair’, ‘poor’, and ‘very poor’; (b) a measure of mental health
given by a reversed Likert GHQ score where higher scores indicate higher levels of
wellbeing on a scale of 0–36; (c) a dummy variable taking the value 1 when
individual reports a specific physical health problem; and d) physical health behav-
iour is measured using three variables, the first is a binary variable taking the value 1
if individual is a current smoker, the second states the number of cigarettes smoked
per day and the third is an ordinal variable describing the frequency with which
individual drinks at a pub or a club.
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Second, the lottery data appear, as noted earlier, in waves 7–18. Having adjusted
for inflation via the consumer price index, and reported lottery winnings in 2005
pounds, the three measures used, by the authors, for lottery winnings are: (a) a dummy
variable taking the value 1 if the individual achieved any lottery win since the previous
year; (b) a dummy variable taking the value 1 if the individual achieved a lottery win
over 500 since the previous year; and (c) demeaned logarithm of lottery prize.

The authors (Apouey and Clark 2015) suggest that although the use of BHPS
lottery winnings data in studying effect of positive income shocks on health mea-
sures is advantageous due to the latter’s considerable exogeneity, BHPS provides no
direct information to distinguish between non-players and unsuccessful players,
along with lacking the amount that was gambled by winners and playing non-
winners. Such information is crucial in ensuring the statistical exogeneity of lottery
winnings. That is because the underlying assumption is that players and non-players
(and winners and non- winners) have the same characteristics. This assumption is
potentially unrealistic since non-players are likely more risk-averse than players, or
perhaps come from a particular religious’ background. In both cases, these
unobservable characteristics could influence health, and thus lead to endogeneity.

Third, and conforming to the existing literature, the authors use age, education,
labour-market and marital status, logarithm of household income, regions and waves
variables as controls in their regression models.

Three econometric strategies were employed by the authors to estimate the effect
of lottery wins on health variables. Given the access to a panel dataset, all of the
strategies included individual fixed effects to address the endogeneity of lottery
winnings due to the lack of information on player participation. This controls for
time-invariant sample heterogeneity.

The first regression type compared winning against non-winning observations after
controlling for time-invariant sample heterogeneity and other individual characteris-
tics. The regression took the format:Hit¼ α + βAnyWini, t– k, t+ γXi, t– k, t+ vi+ eitwith
k≥ 0, whereH

it
is the health outcome at time t, AnyWini, t – k, t is a dummy for winning

any prize between t – k and t, Xi, t – k, t are the control variables measured before the
win and vi are individual fixed effects. The second regression compared larger
winnings against smaller ones by including an extra dummy, BigWini, t – k, t. The
coefficient on this dummy is thus the effect of a win above £500 over and above the
effect of a win. The author’s suggested that given the average wins are very small to



impact health, if β persists in having a significant effect then this would mean that
there are time variant sample heterogeneity which are not controlled for in the model.
The third regression omitted the term in the former specification and included an
interaction term, AnyWini, t – k, t ×log(prize)i, t – k, t. In all the specifications, the
author’s regressed health outcomes at t on the sum of prizes received between t – k
and t. The models were estimated for k ¼ 0 to capture the immediate effect on health
and for k ¼ 1, 2 to allow time for the health investments to manifest. The number of
observations in regressions of general, mental and physical health range between 80 K
and 107 K approximately depending on the value of k used, however, the regressions
which use risky behaviours including smoking and social drinking fall down to 18 K
and 26 K approximately observations depending on the value of k used.
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Across the different specifications and values of k, the effect of lottery wins on
self-assessed general health was found to be insignificant and, in most cases,
negative. This result was robust to alternative definitions of the dependent variable.
The authors appeal to Ruhm’s (2000) argument that self- assessed general health
likely consists of physical and mental elements that can sometimes work in opposite
direction to produce a net insignificant effect. Thus, they estimate the impact of
lottery wins on mental and physical health as well as on risky behaviour.

The effect of the logarithm of the prize on the reversed Likert GHQ is shown to be
positive. In other words, there is a benefit from winning. Moreover, for k¼ 2, greater
wins have a statistically significant impact on individuals’ mental wellbeing. This
result is consistent with Gardner and Oswald (2007), and shows the robustness of the
latter’s results to number of waves, different specifications, and more control vari-
ables. Having decomposed the Likert GHQ into its separate indices, Apouey and
Clark find that the impact in particular is more positive when the question relates to
happiness. There is some evidence that there is a positive effect on sleep quality and
absence of pressure when k ¼ 1, 2 and ability to concentrate when k ¼ 0, 1. Another
overall life satisfaction score was used to check for robustness; the logarithm of the
lottery winnings showed a significant effect between the logarithm of lottery win-
nings and overall life satisfaction. Contemporaneously, a one percentage point
change in the prize winnings led to an approximately 0.02-point increase on a
scale of 0–7.

The authors (Apouey and Clark 2015) find no significant effect on physical
health, which may be because it is hard for money to change a long term disability
or illness. With that in mind, the authors suggest that lottery wins can affect lifestyle
choices, including participating in risky behaviour such as smoking and social
drinking. Although their empirical results seem to suggest that lottery winnings do
in fact increase smoking and social drinking, since the coefficients are positive and
significant, they find a number of coefficients on AnyWini,t-k,t to be significant.

To sum up, Apouey and Clark (2015), by building partially on the work of Ruhm
(2000), perhaps demonstrate that health should not be aggregated into one index,
since health outcomes are many and sometimes opposing. It finds empirically that
self-assessed general health and physical health are not influenced by income
shocks, whereas mental health is affected by income shocks. It argues that an
explanation for the apparent paradox of the positive impact on mental health and



no impact on self-assessed health is due to an increased participation rate in risky
behaviours.
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In a creative research paper, Kuhn et al. (2011) exploit a natural experiment in the
Netherlands. The Dutch Postcode lottery (PCL) uses random selection of a weekly
postal code, and distributes cash and a new BMW to participants in the winning
postcode. In this way, the authors study the causal consequences of an income shock
upon winners’ and their neighbours’ behaviour. Economic theory offers predictions
concerning the effects of such shocks on household behaviour. First, the permanent
income hypothesis suggests that agents should save most of their windfall income.
Second, classical theory predicts that households who receive in-kind transfers (like
motor cars) should treat them as cash. Third, one interpretation of the Easterlin
hypothesis suggests that positive shocks to neighbours’ incomes should reduce one’s
happiness. Lastly, Veblen effects suggests that shocks to neighbour’s incomes
should affect one’s own consumption. Traditionally, these theories have typically
been tested without access to natural experimental designs.

The Kuhn et al. results suggest that, consistent with the life-cycle hypothesis, the
effect on winners’ consumption is largely confined to cars and other durables. Also,
consistent with the theory of in-kind transfers, the vast majority of BMW winners
liquidate their BMWs. Lastly, PCL nonparticipants who have winning neighbours
have significantly higher levels of car consumption than other non- participants.

The approach of Kuhn et al. (2011) in effect uses the PCL as an exogenous income
shock to scrutinize the predictions of these theories. The authors argue that participants
in non-winning postcodes are a valid counterfactual to participants in winning codes.
Given that assumption, this allows them to test for the effect of temporary income
shocks on winners’ consumption and happiness. Similarly, non-participants in non-
winning postcodes are then a valid counterfactual to non-participants in winning
postcodes, which allows the authors to test for ‘social’ effects (what might be called
relativity or envy effects) of income shocks on non-participating households’ con-
sumption and happiness. However, this approach implicitly assumes that participants
and non-participants do not chose their postcodes on the basis of neighbours in the
area. With this assumption, they suggest that their study of social effects has a partial-
population design as opposed to a group-changing intervention which is contaminated
by possible causal consequences of mobility.

The authors’ study uses the weekly street prize, which is one of the prizes
awarded by the PCL. Once a postcode is selected, a net-tax amount of Euro 9375
is awarded to the winner. Out of the winners, one is randomly selected to win a
BMW. The number of tickets bought does not affect the probability of winning the
monetary amount. However, the probability of winning a BMW is influenced by the
number of tickets bought. The data were collected from September 2003 to July
2006 through surveys sent to all addresses of winning postcodes 6 months after
winning and selected one or more neighbouring control postcodes who were asked
to fill the same survey. 419 postcodes were surveyed with an average of 19
households per postcode. The survey contained questions on household composi-
tion, demographic variables, education, labour supply, happiness, car ownership,
large expenditures, income and lottery participation. For some of the questions,



households provided information on their behaviour before and after winning the
prize. Participants were not told that the study is on post-PCL behaviour, but rather
were told that it was a general expenditure and income study on Dutch households.
Households were offered 7.5 euros to complete the survey. The response rate was
32.7%, and thus the final sample contains 2011 household observations. Of these,
510 were completed via telephone.
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The data of the authors (Kuhn et al. 2011) do not make it possible to identify the
average treatment effect for participants exactly, since it is impossible to observe a
winner’s potential consumption in the winning postcode area if there is no treatment
(lottery win). Thus, the authors assume that potential consumption in the case of a
winning postcode with no treatment is the same as in losing participant households.
They rely on a similar assumption for the indirect treatment effect in the case of non-
participant households. Since the survey is hosted 6 months after the win, the authors
examined the Cadastre and Public Register Agency data on house sales to ensure that
there are no significant differences in the number of home sales after the PCL prize
draw between winning and non-winning addresses. To distinguish between winners
and non-winners, the authors accessed more data from the PCL administration to
identify non-respondent winners. In finding social effects, they identify neighbours
using postcode units and other proximity measures (in meters) using the spatial (x, y)
coordinates.

After ensuring the random selection of winning postcodes, and absence of
response or recall bias using preliminary analysis and linear probability models,
the authors find, with regards to participant households, significantly higher levels of
awareness of winners in winning postcodes than in non- winning postcodes of
winners – thus implying some social effects. Consistent with liquidity-constrained
versions of the life-cycle consumption model, the authors (Kuhn et al. 2011) find that
participants in winning codes are 4.5 times more likely to initiate major exterior
home renovations and spent over 500 euros more on non-car durables than partic-
ipants in non-winning codes. Also, the main cars of winning codes’ participants are
13 months newer than non-winning participants. This is surprising since the average
main difference is more than 6 months (the time of winning the lottery) implying that
the difference between winning and non-winning is not the only factor which
determines the age of the main car.

Although the authors (Kuhn et al. 2011) suggest that statistically-speaking BMW
ownership is not different between the two groups, implying that BMW prizes were
sold after the win, and thus treated it as cash, which is consistent with the theory of
in-kind transfers, there is no data on whether non-winning participants had more
BMWs than winning participants ex ante. In fact, lower car expenditure amongst the
non-winning participants after the lottery as compared to the winning participants
might even imply that they do not need to spend as much on a car. Also, although
this behaviour of selling the BMWs that were won might reflect the theory of in-kind
transfers, it might be a manifestation of a preference for other cars over BMWs
across the Dutch public.

The authors (Kuhn et al. 2011) also document the fact that nonparticipant
winners’ neighbours acquired significantly more cars than other nonparticipants,



own more cars, and have more total car-efficiency units. Also, after addressing
endogeneity bias in the living-in-very-close-proximity to winners, they find that
car-efficiency units are higher in houses within two doors from a winner as compared
to more than two doors from a winner (though only at the 10% level).
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Kuhnet al.’s (2011) regressionanalysis uses the equation ci+α+βWinneri+ γWinners
proximity + eiwith included code-group fixed effects and other household characteristics
differences. Beta is thus the own effect of consumption and Gamma is the social effect of
consumption (including the winners). The average treatment effect is a linear combina-
tion of gamma and beta. Also, the effect of the neighbours (an indirect income effect) is
proportional to gamma. This framework allows for the testing of simple theoretical
hypotheses.

The regression results reveal that the average treatment effect of winning 10,000
Euros in the PCL postcode lottery reduces the average age of a household’s main car
by 0.4 years and also raises expenditure on non-car durables. Intriguingly, the
authors find that winning the PCL has no effect on a household’s reported happiness
6 months after the event. This therefore appears to match ideas of adaptation-level
theory and the empirical conclusions of Brickman et al. (1978). Nonetheless empir-
ically, it is not compatible with Gardner and Oswald (2007). This might be explained
by either the cultural differences between the Dutch and the Britons, or that Gardner
and Oswald’s BHPS data surveyed a longer time-frames than this study.

Perhaps the most surprising result in Kuhn et al. is that living in a winning
postcode has no effect on household happiness. In particular, relative income
differences do not have large effects on happiness. Similarly, and consistent with
indirect treatment effects’ results, regression estimates suggest that the social effects
are in the two most visible areas of consumption to the neighbour: exterior home
renovations and car consumption.

To conclude, Kuhn and colleagues (2011) used PCL data to find the own and
social effects of a lottery income shock – one equal to 8 months of household income
– on households’ behaviour and self-assessed happiness in a natural-experiment
setting. Their results seem to support the life-cycle income hypothesis in that people
adjust the time of buying durables to smooth their consumption – and that BMW
winners sell their BMWs according to the theory of in-kind transfers. They find
positive robust social effects (what might be called Keeping up with the Joneses
effects) on the car consumption of winners’ neighbours. Lottery winning does not
affect winners’ happiness, nor does it affect their neighbours’ happiness. The
approach’s advantage is the exogeneity of the income shock. The disadvantages
are the lack of the data on household ownership and consumption before the lottery
and the interpretation of some results like selling-BMWs behaviour since it might be
a reflection of preference over cars. Their approach, however, suggests significant
social-multiplier effects that can in principle be used by governments as an economy
stimulus along with lines of the standard Keynesian multiplier.

Raschke (2015), like Apouey and Clark (2015), investigates the causal impact of
large unexpected lottery income shocks on individual mental health, and physical
health, as well as health behaviours. However, Raschke (2015) uses an individual-
level panel dataset of lottery winners from Germany between 2000 and 2011, as



opposed to the British data used by Apouey and Clark (2015). His contribution is to
focus on mental health outcomes – previous research argues that it responds posi-
tively to income shocks – and to consider whether there are potential educational and
financial-literacy biases in lottery analysis.
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Raschke (2015) draws the conclusion that, first, mental health declines immedi-
ately after winning a large prize. This result, he argues, is driven by individuals with
low education and low levels of financial literacy. Winners with little education,
although they report being happier, experience increased role limitations, are more
anxious, and have less energy after the win. The result is robust, statistically and
economically significant, and persists for up to 2 years after the win. Interestingly,
this finding, as the author suggests, is driven by an index relating to focusing on
work in the mental health survey. This conclusion seems inconsistent with our
interpretation of the results of Gardner and Oswald (2007).

Second, highly educated and financially literate lottery winners have mental and
physical health levels that are not affected by their win. Lastly, winning the lottery is
estimated to have no impact on individuals’ health behaviour such as smoking and
alcohol consumption, and to have no influence on physical health measures such as
doctor visits, hospital stay or illness-related work absences.

Since lottery participation is endogenous, Raschke (2015) focusses only on winners,
who are, by definition, also lottery participants. Using a nationally representative survey,
he follows individuals over several years and observes when they win a substantial
lottery prize, and their characteristics before and after the windfall. Assuming that the
propensity to participate in the lottery over time is constant, the identified effect controls
for time-invariant sample heterogeneity that might otherwise lead to endogeneity prob-
lems. Thus, he estimatesOutcomei, t¼ αi + βLotteryi, t – 1 + δxi, t + τt + εit where αi are
individual fixed effects, Lotteryi, t – 1 is dummy variable which is 1 if individual i won
the lottery the year prior to the survey year, t, and zero otherwise. xi, t is a vector of time
variant sample heterogeneity such as marital and employment status, household size and
income, state-level unemployment rate, dummy for if country was in recession during
year t, year dummies, τt, and month of interview in all specifications. It is important to
note that year dummies are perfectly collinear with the recession dummy. He estimates
the models collectively for all winners’ data, as well as separately by high-education and
low-education winners. He also examines the models separately for those who owned
financial assets, such as stocks, before winning the lottery, as a proxy for financial
literacy.

Raschke (2015) uses the German Socioeconomic Panel (SOEP) over the years
2000–2011. For the lottery data, respondents are asked whether they won an amount
worth more than 2500, measured in year-2005 Euros, in a lottery context and are
asked to specify the amount they won. There are between 13 and 28 lottery winners
each year in the sample. The average amount won is 19,800 Euros, which is six times
the average net monthly household income. Depending on the variables of interest,
his regression equations are estimated for sample sizes between 250 and 2000
observations.

For the health outcome variables, the first measure is self-reported health status,
using a 5-point scale from “Very Bad” to “Very Good”. The author constructed two



different variables for this measure; the first was a dummy for “Good” or “Very
Good” (Good health) and the second was a dummy for “Bad” or “Very Bad” (Bad
health). Since 2002, SOEP added a version of the 12- question Short Form Health
Survey (SF-12) in every other survey year about current physical and mental health.
Two summary measures are computed from the SF-12 responses: The Mental
Component Scale (MCS) and the Physical Component Scale (PCS). Each is stan-
dardized to have a mean of 50 and a standard deviation of 10 with higher values of
the MCS and PCS indicating a better state of mental and physical health. Third,
several objective-health measures are used, including a dummy for the individual
staying in hospital for any reason within the calendar year prior to the survey, the
total number of nights stayed in the hospital, and the total number of doctor visits in
the weeks before the interview.

70 A. J. Oswald and R. Winkelmann

Smoking behaviour is measured. It is captured by a value of one if individual
regularly smokes cigarettes, pipes or cigars at the time of the interview, and zero
otherwise. The data on this variable are not available for the years 2003, 2005, 2007,
2009 and 2011. Alcohol consumption is available for 2006, 2007 and 2010 as
measured with a question on the frequency of respondents’ alcohol consumption,
with possible answers being “Never”, “Sometimes” and “Frequently”. Raschke
(2015) creates a dummy variable which takes the value 1 for frequent alcohol
consumption and zero otherwise.

Lottery wins and objective health measures are reported in the year before the
survey win. General self-reported health, SF-12 questions and health behaviour
questions correspond to the current situation of the respondent.

On estimating a linear probability model with the dependent variable of Good
Health or Bad Health, Raschke (2015), first, finds no statistically significant effect of
winning the lottery on reporting being in good health in the self-assessed health
measure. This is consistent with Apouey and Clark (2015). However, second,
winning the lottery increases the likelihood of a person reporting being in bad health,
by around 8 percentage points, statistically significant at the 1% level. This result is
inconsistent with Apouey and Clark (2015). Although it might reflect a reporting
problem among the lottery winners, the second result documented by Raschke
suggests that the mental component score (MCS) of the SF-12 declines immediately
after winning the lottery, is statistically significant, and is equal to a 22 percentage
reduction of a standard deviation. This implies that individuals who win the lottery
face reduced mental health immediately after their win. The particular components
in the mental scale which are affected are the vitality component, which relates to
respondents’ energy levels, and the mental health component, which relates to
feeling run-down and melancholy.

To understand the apparent decline of mental health immediately following a
lottery windfall, Raschke (2015) estimates the same equation after dividing the
sample into two subgroups: high educational level (at least t Fachhochschulreife)
and low educational level (at most Realschulabschluss). He finds that the negative
impact of winning the lottery on self-reported general health and mental health is
statistically significant only for low-education individuals. The high-education indi-
viduals have neither statistically nor economically significant estimates on their



coefficients. A similar pattern to the initial result is noted when dividing the
components of SF-12 between higher and lower educational groups with lower
educational groups having negative significant estimates when the dependent vari-
able is vitality, role emotional problems, and mental score. This is interpreted as the
worry associated with winning the prize particularly among groups who do not know
how to use it. This is particularly evident when using the financial asset ownership
proxy for financial literacy. The group of people who do not own financial assets
have a statistically significant 56 percentage of a standard deviation reduction in
mental wellbeing and a statistically significant 10 percentage points increase in the
likelihood of reporting being in bad health. The group who owned financial assets
prior to winning show no statistically significant impacts of income shock on self-
reported general health or the mental component score.
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Third, Raschke (2015) finds that the effect of winning the lottery on the objective
measures of health are all not statistically different from zero. Also, as expected due
to weakness of the health behaviour variables, there is no statistically significant
impact on smoking or drinking.

To check for robustness, Raschke (2015) estimates the first regression but
considering the effect of winning the lottery on health outcomes at any time within
the previous k year. He adopts this based on the preferred strategy of Apouey and
Clark (2015). He considers the values of k equal to 1, 2 and 3. He documents that the
effect of lottery winning on bad self-reported health, although significant at the 5%,
declines within 3 years from around 8 percentage points to 4.4 percentage points.
Across mental component score, the effect disappears in 3 years from a statistically
significant 22% of a standard deviation to statistically being not different from zero.
Thus, he says, the mental health effect of a lottery win disappears within 3 years of
the lottery win.

In summation, Raschke (2015) exploits lottery data in Germany to assess the
impact of exogenous income variation on self-reported general health, mental and
physical health and health behaviours. His findings are that there is a negative impact
of a lottery win on mental health, which contradicts the literature on British data.
This is particularly true, he says, in the case of low-education individuals and the
financially illiterate. Like Apouey and Clark (2015), he detects no significant impact
of lottery winnings on objective health outcomes, and, using a particular specifica-
tion for health behaviours, he draws the conclusion that there are no significant
consequences of lottery winnings for health behaviours.

Cesarini et al. (2016) use administrative data on Swedish lottery players. The
authors estimate the causal impact of substantial wealth shocks on players’ own
wellbeing and their children’s health. Their study makes three methodological
contributions to the literature: first, they observe factors conditional on which lottery
wealth is randomly assigned and thus can extract the exogenous shocks alone;
second, the size of the prize pool is almost $1 Billion, which is some orders of
magnitude higher than any other lottery study; third, they can observe a large set of
outcomes, some of which are realized over 20 years after the event, with arguably no
missing observations.

Their results suggest that: first, in adults, there is no evidence that wealth
influences mortality or health-care utilization, except that there is a reduction in



–

the consumption of mental-health drugs. Second, their wealth- mortality estimates
are one-sixth as large as the cross-sectional wealth mortality data. Third, in the
intergenerational analyses, they find that wealth increases children’s health-care
utilization in the years following the lottery win; that it may reduce obesity risk;
and that it has no other significant impact on children’s outcomes. Lastly, their
findings imply that in a country with an extensive social safety-net the causal effects
of wealth are neither a major source of wealth-mortality gradients nor of the
observed relationship between child developmental outcomes and household
income.
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Within the paper, Cesarini et al. (2016) conduct two analyses. In the adult
analysis, the outcomes of interest are total and cause-specific mortalities. They report
the impact of wealth on a number of hospitalization and drug prescription variables.
The authors include some outcomes to address channels that have been hypothesized
by epidemiologists on how low income can affect health, and in particular, cardio-
vascular and mental health. In their intergenerational analyses, they study how
wealth affects infant and child-health characteristics. They also examine scholastic
achievement, cognitive and non-cognitive skills, and compare their results to cross-
sectional estimates.

The authors’ data are based on a pooled sample of lottery players. Their depen-
dent variables are date and cause of death (for up to 24 years’ post-lottery), cognitive
and non-cognitive skills, BMI, GPA, and test score in mathematics, English and
Swedish, in grade 9, inpatient hospitalization data, and drug purchases. They hold
constant demographic variables including a third-order age polynomial, female
dummy, born in a Nordic country dummy, income, college completion dummy,
and marital and retirement status as controls. To compare their results to cross-
section data they use wealth and income data.

They have three different kinds of lottery data. The first is on prize-linked savings
accounts which hold draws for winners instead of paying interest, and give two types
of prizes, one dependent on account balance and one independent of that. Data on it
are available from 1986 to 1994. Second, there is the Kombi lottery, which is hosted
by the Swedish Social Democratic Party, available since 1998. Thus, the sample is
not nationally representative. However, its data has 40,336 observations with up to
46,024 controls and 462 large prizes. Lastly, the Triss lottery, run by the govern-
ment, which gives out two types of prizes, one won in a lump-sum and one given
monthly in 1994–2010. The authors also control for the randomization process
through which the lottery assignment took place by adding cell fixed-effects in the
regression for winners. Overall, their adult sample size is 439,234, including data
from the various lotteries; and their children sample-size ranges between 20,000 and
100,000 approximately. Prize data are from below 10,000 SEK with 404,165
observations to above 1 million SEK with 2140 observations. Zi, t 1.

In the adult analysis, they (Cesarini et al. 2016) run a regression of the post-lottery
outcome variable of interest, Yi, t, against the prize won in millions SEK, Pi, 0, a vector
of cell fixed effects, xi, 0, and a set of controls in the previous time period, Zi, t – 1,
according to this equation Yi, t + αtPi, 0 + βtxi, 0 + γtZi, t – 1 + ei, t using OLS. In the
intergenerational analysis, they estimate a similar regression distinguishing between



children born pre-lottery and post-lottery, and restrict their sample to pre-lottery
children only, since otherwise the effect of the lottery on fertility might affect their
results.
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Before running the regressions, the authors adjust the standard errors for inde-
pendence. Although the approach they rely on has potential imperfect, by running
Monte Carlo simulations they check, and argue, that it works appropriately. The
authors find no evidence that lotteries were not randomly assigned. After adjusting
for age, the authors argue that the sample contained in their data is nationally
representative.

The adult results suggest that, in a cross section, estimates across time of the
effect of wealth on mortality give negative coefficients; however, using the lottery
data in a panel analysis, leads to a positive estimate of wealth on mortality when
estimating the regression in 2001–2010. Also, over time the gradients in cross-
section fall while in panel analysis the gradients rise. This implies that the
unobservable that stops us from identifying the true effect of wealth on health is
on the rise. When the authors (Cesarini et al. 2016) divide the mortality into different
causes they find a significant impact at the 5% level only for the following causes:
alcohol, circulatory disease, diabetes, ischemic heart disease, other, and respiratory
disease. Their results are robust to different sub-populations and removing extreme
prizes. On estimating the proportional hazard model for efficiency of the estimators,
they find a similar pattern.

With regards to health-care utilization, Cesarini et al. (2016) use inpatient care
(available from 1987 onwards) and consumption of prescription drugs (available in
2006–2010). They have a number of variables including hospitalization for at least
one night, a health index (predicts 5-year mortality risk, ranges between 0 and 100,
higher values imply poorer health), total drug consumption, and drug consumption
due to mental health. Only the latter outcome variable, drug consumption due to
mental health, registered a significant negative wealth effect at the 5% level. Greater
wealth due to exogenous lottery shocks reduced consumption of mental health-
related drugs.

In the intergenerational analysis, Cesarini et al. (2016) show that, out of 18 health
outcomes for children, including infant health data, body mass data, drug consump-
tion data and hospitalization data, only one measure of BMI is potentially influenced
by lottery shocks, at the 5% level. This does not survive sensitivity analysis. Thus, it
is interpreted with caution – as a 1 million SEK lottery win increases the probability
the child of the winner is obese by 2.1 percentage points approximately. The effect of
lottery shocks on drug consumption of children in four categories (ADHD, asthma
and allergy, mental health and all drugs less the first three categories and contracep-
tives) is statistically not different from zero. Similar to adults, using inpatient data
due to a number of diseases for being hospitalized for at least 1 day, these are
repeated for being hospitalized for at least 1 week. The results imply that a 1 million
SEK positive wealth shock leads to a 2.1% increase in hospitalization within 2 years
and 3.4% increase within 5 years.

With regards to developmental outcomes, the authors report six outcome vari-
ables: cognitive and non-cognitive skills, GPA in grade 9 and grade 9 tests in



mathematics, Swedish and English. The effect of a wealth shock on all these vari-
ables is insignificant statistically, with the exception of cognitive skills which is
affected by wealth income shock which is very slightly significant. In all the cases,
the household health-wealth gradient seems to be exaggerated. However, health
effects of wealth are substantially lower in their study. They suggest that this is
because of a number of reasons including heterogeneity, estimating difficult-to-
model substitution effects instead of true ones, and smaller prizes.
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To sum up, Cesarini et al. (2016) use lottery-winners’ data from Sweden to try to
discover the effect of exogenous wealth shocks upon players’ own health and upon
their children’s health and developmental outcomes. The authors’ methodological
contribution is to control for the lottery assignment and thus be able to leverage
exogenous shocks in their analyses. Their excellent data source seems to point to a
direction for further research, perhaps for a heterogeneous sample of countries. The
study’s results suggest that there is barely any income effect on health of children,
and that, amongst adults, lottery wins appear only to reduce the consumption of
mental-health-related drugs.

3.3 New Empirical Evidence on the Link Between Lottery
Wins and Wellbeing

In the following, we provide new empirical evidence on the effect of winning in the
lottery on well- being. The empirical specification is similar to the ones employed
earlier by Gardner and Oswald (2007), Apouey and Clark (2015), and Raschke
(2015). As in the latter, we use data from the German Socio-Economic Panel.
However, we deviate from the previous literature in a number of ways: our outcome
variable is “financial satisfaction” and not just overall “life satisfaction”. We have
access to more winners with economically substantial winning amounts than almost
any other study before us. And we can bring to the table evidence from a supple-
mentary survey that allows us to analyse how people self-select into lottery play.

3.3.1 Data

The empirical analysis is based on two types of sub-samples from the German Socio-
Economic Panel (SOEP). First, we use longitudinal information on lottery winnings
from the core survey, for the period 2000–2014. In 2000, the SOEP started including
a question asking whether the household had received a lottery win during the
previous year. The reporting threshold was initially set at DM 5000 or above
(corresponding to 2500 Euros). In 2005, it was lowered to 500 Euros.
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During the period 2000–2014, there were 617 people living in a household where
such a win was reported at least once. In an earlier stage of this project (reported in
Oswald and Winkelmann 2008), we had only access to data up to 2007. The
additional 7 years of data allow us to report much more precise estimates here.

This arguably is the best dataset to date to study the effect of lottery windfalls on
satisfaction: it is a longitudinal, representative household survey, and thus allows
implementing an estimation strategy based on within-subject variation. Moreover, it
has a sizeable number of large wins. For example, 67 people experienced a lottery
win of a size exceeding the average net annual household income in the sample.

However, there are also some shortcomings.

• Selection into playing: we know who wins but we do not know who plays. In the
main analysis, we focus on the time path of life satisfaction of individuals in
households with at least one registered win. For these household, we know for
sure that they participated in the year where they won. But neither do we know
whether this was the case also in the other years, nor do we know how much
money was spent on lottery tickets.

• We study life satisfaction of individuals but observe wins for households. Under
the assumption that resources are equally shared within the household, it should
not matter, who within the household actually played and won, but we do not
have any direct evidence regarding the validity of this assumption.

• We do not know the exact date of the lottery win, only the year when it took place.
In year t, respondents are asked to report lottery wins during the last calendar
year, t–1. Thus, depending on the day and month of the interview, a considerable
amount of time (in theory between 1 and 23 months) can have passed since the
actual event and the reporting of life satisfaction.

In sum, there are a number of factors suggesting that measurement error may be
relevant. Combined with small sample sizes, this will make it difficult to detect true
effects of lottery wins on life satisfaction, if there were any. Perhaps this is one
reason why prior studies have been inconclusive.

Our response is that, first, we can now benefit from a sample that has become
bigger over time, as additional waves of the SOEP have added lottery winnings
every year. Second, we provide supplementary evidence on potential non-random
selection into playing from a secondary data source, the 2014 innovation sample of
the SOEP. This is a cross-section survey where a special sub-module on lottery play
was included. Questions asked were the frequency at which individuals participate in
lotteries (at least once a week; at least once or twice per month; only a few times per
year; never), the amount spent on buying tickets during the previous month, and
whether they ever won a prize of at least 1000 Euros. In total, we have this purely
cross-sectional information for 5868 persons.
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3.3.2 The Sample of Winners

To construct the sample of winners, we proceed in two steps. First, we identify all
households with a reported lottery win in any of the years under consideration,
between 2000 and 2014. The exact wording of the question is as follows: “Did you
or another member of the household receive a large sum of money or other assets
(car, house, etc.) as an inheritance, gift, or lottery winnings last year?”. Second, we
extract information on all adult respondents in that household, in the year of
reporting a win as well as for the years before and after. Information includes
standard socio-economic indicators as well as two outcome measures, satisfaction
with household income as well as overall life satisfaction.

Table 3.1 shows selected summary statistics for the sample of winning house-
holds in the year of their reported win. In total, there were 617 lottery wins reported
in the 15-year period. In a few instances, the same winning amount was reported in
two consecutive years, likely an instance of recall error, and we kept only the first of
the two. In other cases, the respondents declared multiple windfalls in the same year
(from winning the lottery, gifts as well as inheritances). These observations were
dropped because it would not be possible to single out the lottery effect, if any, in
such cases.

The second column shows that the number of observed lottery wins is reduced to
342 if only winning amounts above 2500 Euros are considered. This information
comes from 166 households, with an average of 2.1 responses per household.

Table 3.1 Sample composition and descriptive statistics

Number of
person

amount > 2500
eurosa

Number of
households

Average
amount

Average annual
household incomea

2000 36 34 16 9881.30 31,973.10

2001 18 18 9 7539.90 32,251.10

2002 25 20 9 99,992.50 38,693.30

2003 42 34 15 21,043.40 37,336.40

2004 25 20 8 5502.40 37,012.00

2005 43 25 13 8350.90 35,840.60

2006 58 33 14 10,117.00 34,907.60

2007 43 23 10 5169.00 34,690.10

2008 53 17 8 11,293.40 34,464.50

2009 32 17 10 6631.10 34,354.00

2010 40 17 9 21,205.80 34,159.00

2011 58 23 13 69,342.00 34,054.20

2012 38 22 11 10,457.90 34,324.40

2013 44 17 8 5810.50 33,649.10

2014 62 22 13 19,255.80 34,512.70

Source: German Socio-Economic Panel 2000–2014
aIncome excludes lottery wins, inheritances and gifts. All amounts are in real (2010 100) Euros
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From Table 3.1, we see that the average winning amount was above 20,000
Euros. Although this is far below the million dollar wins one typically associates
with winning “big” in the lottery, it does constitute a significant fraction of average
annual income, slightly under 60% for our sample of households.

The total estimation sample is larger, as we include also the non-winning years for
all individuals living in a household with at least one win. This allows us to
implement a within-subject research design. We determine the effect of winning in
the lottery by following these individuals’ life satisfaction before and after the win,
in the spirit of an event-history-analysis. While the sample of winners is selected (as
not everyone in the population plays the lottery and thus can be observed as a
winner), the event of winning per-se is presumably random. In our estimation
sample, individuals in a winning household are present in our dataset for an average
of 9.7 years, leading to a total of 3305 (342 × 9.7) person-year observations. In
regressions with a lag structure, the number of available observations is reduced
accordingly.

3.3.3 The Decision to Play

Our secondary dataset allows us to provide some suggestive evidence on the
selection into lottery participation from a cross-sectional point of view. Of the
5858 respondents, 75.2% and thus the vast majority never play in the lottery (see
Table 3.2). Among the remaining quarter, the distribution of intensity is bimodal:
11.8% of the population, or 42% of players, participate at high frequency, at least
once per week, 4.2% at least once or twice per month and the remaining 8.8% only a
few times per year.

The frequency of play is also mirrored in the average amount spent on lottery
tickets in the last month. This amount is 34 Euros in the high frequency group,
falling to 19.5 in the medium frequency and to an average of 6 Euros in the low
frequency group. Finally, and as expected, past winnings correlate with the fre-
quency of play. 23% of respondents in the high frequency group report having won

Table 3.2 Descriptive statistics (n ¼ 5858)

Frequency of playing lottery % % ever won Amount spent last month

At least once a week 0.118 0.229 34.41

(0.016) (1.57)

At least once or twice per month 0.042 0.082 19.50

(0.018) (1.37)

Only a few times per year 0.088 0.072 6.09

(0.011) (0.42)

Never 0.752 0.022 0

(0.002)

Source: German Socio-Economic Panel, Innovation Sample 2014
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Table 3.3 Socio-economic characteristics by frequency of play

Weekly Sometimes Never

Household net monthly income 2811.9 2623.9 2764.1

(59.15) (50.35) (25.14)

Male 0.586 0.562 0.448

(0.019) (0.018) (0.007)

Age 61.17 50.87 50.4

(0.506) (0.560) (0.286)

Employed 0.446 0.629 0.533

(0.019) (0.018) (0.008)

Unemployed 0.026 0.062 0.051

(0.006) (0.009) (0.003)

School grade: low 0.418 0.294 0.292

(0.019) (0.017) (0.007)

School grade: intermediate 0.303 0.311 0.302

(0.018) (0.017) (0.007)

School grade: high 0.060 0.064 0.064

(0.009) (0.009) (0.004)

School grade: university entrance 0.147 0.181 0.205

(0.013) (0.014) (0.006)

German nationality 0.972 0.926 0.946

(0.006) (0.009) (0.003)

Married 0.634 0.536 0.527

(0.018) (0.018) (0.008)

Satisfaction with household income 6.936 6.343 6.714

(0.084) (0.085) (0.035)

Satisfaction with life 7.581 7.367 7.463

(0.062) (0.058) (0.026)

Observations 689 761 4408

more than 1000 Euros at some point in the past. This proportion falls to 8% among
the less frequent players and to 2% among those who (currently) do not play.

Given that most people do not play the lottery, one would expect that the group of
players might be distinct, in terms of socio-economic characteristics, from those who
do not play. Table 3.3 compares the means of standard socio-economic control
variables for the two groups of the population. Mainly, those who play in the lottery
are older, more likely to be male, more likely to be married and have somewhat less
education than those who do not participate in lottery play.

The average household income does barely differ between the two groups, nor
does average life satisfaction or satisfaction with household income. We take this as
evidence that conditional on age, gender and education, there may not be much
additional selection on unobservables. A more formal analysis based on a multivar-
iate life satisfaction regression follows below, but we first sketch out our empirical
framework.
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3.4 Econometric Specification and Results

Consider the following specification for estimating the impact of winning the lottery
on (financial or life) satisfaction:

Sit ¼ θt þ δlottery wini,t–1 þ γloghouse incomei,t–1 þ βxt þ αi þ εit ð3:1Þ

Here, lottery win can be either a binary dummy variable (yes ¼ 1) or a set of
dummies interacting the win with amount brackets (under 10 K, 10–40 K, 40–100 K,
above 100 K). xit is a vector of time varying individual characteristics such as marital
status, employment status, and self-rated health. The specification also includes year
dummies. Standard errors are clustered at the individual level.

In Eq. (3.1), δ is the effect of interest. It is the effect of winning for the sub-
population of those who play in the lottery. After all, it is logically impossible to win
in the lottery without first participating in it. Identification of δ requires the absence
of selection effects. While winning in the lottery conditional on participation, and on
intensity of play, is random, the act of taking part in lottery gambles, and the amount
of tickets bought, may be endogenous and correlated with other unobserved deter-
minants of life satisfaction.

With panel data we can control for time-invariant confounders. For example, if
lottery players were intrinsically less happy than non-players, we could identify δ
from a within-subject design, where the life satisfaction in a year following a win is
compared to the life satisfaction in a year without one, all for the same individual.

However, confounding may be time-varying as well. For instance, a negative life
event in t– 1 may prompt people to start playing in the lottery, increasing their chances
to draw a winning ticket. With some persistence in the negative event, Wini, t – 1 and
εit can be negatively correlated, leading to an underestimation of the effect of a win on
life satisfaction.

A similar, and potentially important, bias would result if people consider the
money spent on tickets as a negative (see Kim and Oswald 2017). A higher amount
of spending will, of course, increase the chances of an actual win, again leading to a
negative correlation betweenWini, t – 1 and εit unless the unobserved amount spent is
constant over time.

On the other hand, it seems plausible that the very act of buying tickets has a
consumption value. Otherwise, it would be hard to explain why so many people take
part in lotteries although the expected return is known to be negative. In that case, a
larger amount (or at least a non-zero amount) spent on tickets, while increasing the
chances of a win, might actually have a direct positive effect on life satisfaction, in
terms of excitement and anticipation. If a person has not bought a ticket, that person
cannot dream of a Ferrari or a round-the-world trip.

Yet another explanation for a positive correlation would be that there is an
unobserved confounder rooted in personality, call it “optimism”, which correlates
positively both with life satisfaction and with participation in lotteries.
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3.4.1 Life Satisfaction and Lottery Participation

One way to address the case for or against selection bias uses our cross-sectional data
to estimate the association of intensity of play with life satisfaction.

Table 3.4 shows results from three regressions, one without controls, just fre-
quency of play (this essentially reproduces the mean life satisfaction values of Table
3.3), a second one with controls, and a third one with controls and the amount of
money spent on tickets added. Life satisfaction is the dependent variable.

Suppose that winning the lottery is considered the “treatment”. Then Table 3.4
provides the “intention-to-treat” (ITT) effects. The difference between ITT and
actual treatment is determined by luck, but a more intensive “intention” will make
it more likely that a win occurs. Of course, that is where the analogy to typical RCTs
ends, because we obviously do not claim that the assignment to intensity is neces-
sarily random, nor do we rule out a-priori that the assignment per-se can have an
effect on satisfaction (like a placebo would have).

In fact, winning (and in particular winning “big”) is such a rare event that any ITT
almost surely stems from reasons other than actual winning, i.e., from selection or
direct effects. While the point estimates seem to suggest that those who play weekly
are positively selected, or have a direct utility from doing so, and thus report a higher
life-satisfaction, the observed differences turn out to be within the normal margin-of-
error.

The last row shows the p-values of the F -statistic for the null hypothesis that
lottery participation has no effect on life satisfaction. Based on the models with
individual characteristics, the null hypothesis of no ITT cannot be rejected. There is
some selection on observables: age, education and gender do matter for life satis-
faction, and also for lottery participation. Keeping these factors constant, there is not
much left, and we are led to conclude that from the point of view of playing and life
satisfaction, selection is not a first-order issue in models that include these controls.

Table 3.4 Life Satisfaction and Frequency of Play (OLS)

Frequency of play (reference:
weekly) (1) (2) (3)

Once or twice per month –0.211
(0.1211)

–0.1236
(0.1229)

–0.1533
(0.1233)

A few times per year –0.214
(0.0939)

–0.1418
(0.0931)

–0.2034
(0.1017)

Never –0.117
(0.0672)

–0.0710
(0.0684)

–0.1516
(0.0822)

Value –0.0023
(0.0014)

Individual characteristics No Yes Yes

Observations 5855 5519 5491

Prob > F 0.0975 0.4628 0.2669

Source: German Socio-Economic Panel, Innovation Sample 2014. Robust standard errors in
parentheses
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3.4.2 Winning in the Lottery and Satisfaction with Income

Main results on the effects of lottery wins on income satisfaction are shown in Table
3.5. All effects of interest are statistically significant. The log income coefficient is
close to unity. Including fixed effects reduces the lottery coefficient by one third
from 0.30 to 0.19, but it remains statistically significant. According to this model, a
lottery win in year t 1 is thus worth about the same as a 20% increase in income.

From Table 3.1, we know that the average winning amount is about 60% of
average annual income. Not surprisingly, the model predicts a larger income-satis-
faction boost from a 60% income increase than from winning the same amount in the
lottery. For one, lottery wins are one-off payments, whereas household income, as
far as it comes from labour earnings or government transfers, is more permanent.
Second, and relatedly, the win occurred during the previous year, and part of the
income windfall has likely already been spent and is no longer being felt at the time
of the interview.

The last column of Table 3.5 splits the effect by size of the win. This split trades
off precision of estimates with additional information on effect heterogeneity. For

Table 3.5 Effect of lottery winnings on satisfaction with income

(1) (2) (3) (4)

Lottery wint 1 0.298 0.188 0.202

(0.105) (0.089) (0.09)

Lottery wint 2 0.139

(0.088)

Amntt 1 10000 0.148

(0.106)

10,000 < Amntt 1 < 40,000 0.294

(0.181)

40,000 < Amntt 1 < 100,000 0.051

(0.333)

Amntt 1 100,000 1.203

(0.365)

Log household incomet 1.085 0.993 0.981 0.984

(0.181) (0.141) (0.142) (0.142)

Number of observations 2970 2970 2970 2970

Fixed effects No Yes Yes Yes

Further individual characteristics Yes Yes Yes Yes

Source: German Socio-Economic Panel, own calculations. Cluster robust standard errors in paren-
theses. Individual controls include employment status, marital status, self-assessed health, and
household size; “Amnt” is the reported size of the win
The third column of Table 3.5 probes into the longer-term effects of a lottery win, by including
information regarding a lottery win 2 years ago. The t – 1 effect increases slightly in size, and
remains statistically significant, whereas the t– 2 effect, while also positive, is smaller in magnitude
and not statistically significant, providing evidence, also not really surprising, that the positive
effect of winning in the lottery fades away with time
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instance, the point estimate for a winning amount below 10 K is close to a tenth of
effect of winning more than 100 K (no win at all is the reference). The former effect
is insignificant, the latter statistically significant at conventional levels. Hence, there
is evidence, as to be expected, that the overall effect is driven by those individuals
who won a large amount of money in the lottery. Also, this pattern may help to
explain why previous studies with data on mainly small winnings had difficulties to
find reliable effects.
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3.4.3 Winning in the Lottery and Life Satisfaction

Results for overall life satisfaction are shown in Table 3.6. The patterns remain
similar, although magnitudes tend to be smaller. This is most pronounced for the
estimated effect of household income: it is close to unity in the domain satisfaction
equation and now drops below 0.2 in the life satisfaction equation. These point
estimates, here marginally significant, are similar to those reported in the previous
literature.

The consequences of winning in the lottery are reduced much less, to about 0.14
in the models with fixed effects, with a t-ratio of about 2. Thus, in relative terms, the
lotto effect gains in prominence relative to the estimated effect of earned and transfer
income. When splitting the effect up by amount, we find a monotonic relationship:
the biggest effect is present for people who won an amount of 100 K or above in the
previous year. Their reported life satisfaction is estimated to be increased by 0.5 on

Table 3.6 Effect of lottery winnings on overall satisfaction with life

Lottery wint 1 0.182 0.145 0.135

(0.082) (0.071) (0.073)

Lottery wint 2 0.139

(0.088)

Amntt 1 10000 0.097

(0.085)

10,000 < Amntt 1 < 40,000 0.217

(0.169)

40,000 < Amntt 1 < 100,000 0.321

(0.228)

Amntt 1 100,000 0.502

(0.204)

Log household incomet 0.262 0.171 0.179 0.167

(0.148) (0.105) (0.106) (0.105)

Number of Observations 3000 3000 3000 3000

Individual fixed effects No Yes Yes Yes

Further socio-economic characteristics Yes Yes Yes Yes

Notes: see Table 3.5



the 0–10 scale relative to non-winners. These results highlight the importance of
having access to data that include large lottery wins. Lacking such a sample, it is not
surprising that most of the previous literature has been inconclusive, although the
findings of Brickman et al. (1978) remain a puzzle. It may be that Brickman and
colleagues simply did not get a representative set of lottery winners.
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3.5 Summary and Conclusions

We hope that this paper may offer a partial solution to the famous empirical puzzle
that lottery winners do not seem to be happier than non-winners. Our results are
consistent with the first part of the Easterlin paradox – that individual with higher
financial means are happier in the cross-section, and also over time, in a longitudinal
perspective.

Having established in this analysis a positive effect of lottery winnings, at least
sizeable ones, on life satisfaction a year later, it would be useful for future research to
focus more on the dynamic effect of the lottery win. For this, more precise infor-
mation on the time of the win would be required, in addition to sampling winners’
information at different periods post-lottery, ideally at a sub-annual frequency, to try
to disentangle the players’ slow changes in mental health and wellbeing. Also, due to
the participation bias that arises in lotteries, the effects that all the previous papers
estimate relate to lottery participants. This might be unrepresentative. Thus, other
natural experiments must eventually be explored to ensure the robustness of the
results presented in this line of research.
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The issue of inter-personal comparisons affecting people’s utility has long been a
vexed one in economics (Veblen 1899; Duesenberry 1949). Easterlin (1974) brought
the issue of inter-personal comparisons to the forefront, providing evidence that an
increase in a single citizen’s income increases his or her welfare, while a propor-
tionate increase in all citizens’ incomes leaves all welfare levels unchanged. This
‘Easterlin Paradox’ implies that policies that strive to increase the incomes of all
citizens by an equal proportion is up against a ‘Prisoners Dilemma’ in which people

Chapter 4
Relative Income, Subjective Wellbeing
and the Easterlin Paradox: Intra- and Inter-
national Comparisons

Arthur Grimes and Marc Reinhardt

Abstract We extend the Easterlin Paradox (EP) literature in two key respects. First,
we test whether income comparisons matter for subjective wellbeing both when own
incomes are compared with others within the country (intra-national) and with
incomes across countries (inter-national). Second, we test whether these effects
differ by settlement-type (rural through to large cities) and by country-type (devel-
oped and transitional). We confirm the intra-national EP prediction that subjective
wellbeing is unchanged by an equi-proportionate rise in intra-country incomes
across all developed country settlement-types. This is also the case for rural areas
in transitional countries but not for larger settlements in those countries. Inter-
national income comparisons are important for people’s subjective wellbeing across
all country-settlement-types. Policy-makers must therefore consider their citizens’
incomes in an international context and cannot restrict attention solely to the intra-
national income distribution.
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strive to increase their income but the end result is to leave all citizens no better off in
welfare terms.
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Much of the work on the Easterlin Paradox, however, ignores two important
aspects that we address. First, only rarely do studies address the issue of whether
people also form relativistic comparisons against citizens in other countries. Second,
only rarely do studies differentiate according to the size of settlement within a
country. One branch of the wellbeing literature studies whether rural residents are
happier than city residents, ceteris paribus, but these studies do not take account of
relative income issues.1

We bridge these two branches of the literature, testing whether rural attitudes to
relative incomes differ from urban attitudes, both for within and across country
relativities. At a theoretical level, it may be that rural residents are happier than their
urban counterparts because their isolation means that they are less negatively
affected by the (higher) incomes of others either within the country or across
countries. Conversely, urban residents in mobile societies may become happier by
observing others’ higher incomes if it provides a signal that they too may aspire to
higher incomes as a result of the opportunities that a vibrant urban centre affords
(a phenomenon known as the ‘tunnel effect’).

Using European and World Values Survey data, we confirm that individuals’ life
satisfaction (subjective wellbeing) rises as their personal income rises and falls as the
incomes of similar individuals within their own country rise. This occurs across all
settlement-types (rural through to large city) and for both country-types considered
(developed and transitional). The intra-national predictions of the Easterlin Paradox
are confirmed for all developed country settlement-types plus transitional country
rural areas, but not for non-rural settlement-types in transitional countries. Notably,
we find that inter-national income comparisons are important for individuals’ sub-
jective wellbeing across all country- and settlement-types. This extends the findings
of Becchetti et al. (2013) who found a similar result but just for developed countries
and without testing for settlement-type. We show that while inter-national income
comparisons are important across all country and settlement types, the effect is
smaller for transitional country large cities, consistent with a type of tunnel effect.
Finally, when we include a full set of controls, we find no differences in life
satisfaction across settlement sizes in either country-type, consistent with the pres-
ence of spatial equilibrium.

This set of results takes both the Easterlin Paradox literature and the rural-urban
life satisfaction literature in new directions, highlighting factors that need to be
considered in evaluating how incomes affect life satisfaction at the levels of the
individual, the settlement and the country. Section 4.2 provides a brief review of
relevant literature and, based on this literature, outlines our testing methodology. In
Sect. 4.3 we detail our data. Section 4.4 provides the results of our tests, while Sect.

1A related area of research examines spatial patterns in regional wellbeing outcomes (Okulicz-
Kozaryn 2011). We do not do so since, while our data indicates settlement size of respondents, it
does not identify respondents’ specific regions.



4.5 discusses the implications of our results for the complex relationships between
income and personal wellbeing across settlement and country types.
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4.2 Related Literature and Methodology

4.2.1 Life Satisfaction and Subjective Wellbeing

It is now widely accepted that policy-makers’ objective functions should incorporate
broad measures of wellbeing when making policy choices (Stiglitz et al. 2009;
Easterlin 2010; Layard 2011; Helliwell et al. 2013). One such measure – that we
use in this study as an indicator of subjective wellbeing – is life satisfaction.

The psychological literature has long used subjective wellbeing measures as valid
indicators of human happiness (Diener et al. 1999; Di Tella and Macculloch 2006;
Kahneman and Krueger 2006; Clark et al. 2008; Dolan et al. 2008). Economists’
increasing acceptance of subjective wellbeing as a valid outcome measure rests, in
part, on the correlation between subjective wellbeing and objective measures of
wellbeing and utility such as migration flows and health outcomes (Deaton 2008;
Oswald and Wu 2010; Grimes et al. 2014). There is also support for the validity of
subjective wellbeing measures from neuroscience studies (Ekman et al. 1990; Frey
and Stutzer 2002; Kahneman and Krueger 2006; Layard 2011) while tests of
measurement consistency across people and across time validate use of life satisfac-
tion scores as a (noisy) measure of subjective wellbeing (Frey and Stutzer 2002;
Layard et al. 2008; Krueger and Schkade 2008). Given this evidence, life satisfaction
of individual i (LSi) is typically treated as a function of (unobserved) utility ui plus a
random additive term, vi.

4.2.2 Easterlin Paradox

Easterlin (1974) found a paradox in the relationship between GDP, income and
subjective wellbeing: (i) within countries, richer people are more satisfied with their
lives than are poorer people; (ii) richer countries tend to be, on average, happier than
poorer countries; however, (iii) over time, subjective wellbeing at the national level
does not rise with income. The Easterlin Paradox implies that if each individual in
society becomes richer by the same degree then no individual is any better off
(in subjective wellbeing terms) than they were prior to their income increasing.

One possible explanation of the paradox is a process of adaptation to income over
time whereby increased income increases aspirations commensurately so that
income does not increase happiness in the long run (Duesenberry 1949; Brickman
and Campbell 1971; Di Tella et al. 2010). A second explanation is the ‘Relative
Income Hypothesis’ by which people derive utility from income in relation to other
groups (Duesenberry 1949; Van Praag and Kapteyn 1973; Kapteyn et al. 1978;



Luttmer 2005). The importance of choosing an appropriate reference group is
highlighted by a range of studies starting with Festinger (1954). Commonly, the
average income for people with a given set of characteristics shared by the individual
is used as the appropriate relative income (y*) in the utility function. Thus life
satisfaction may be modelled as Eq. (4.1):
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LSit ¼ ui yit; y
*
it ; xitð Þþvit ð4:1Þ

where yit is person i’s own income, y*it is person i’s reference group income, and xit
is a vector of other (non-pecuniary) determinants of utility (for example age, gender,
marital status) of person i, each in period t.

Depending on the nature of the environment, reference groups may not always
impose a negative effect on subjective wellbeing. Senik (2008) found that in
stagnant and immobile countries (‘old Europe’), higher relative income has negative
effects whereas in countries with higher degrees of mobility (e.g. post-transition
European countries), reference income signals potential future income gains and so
is viewed positively.

Stevenson and Wolfers (2008, 2013) find that income is correlated with life
satisfaction at all income levels, and find evidence that the gains are larger at higher
income levels. Furthermore, they find that similar coefficients are shared by the
relationship between income and life satisfaction at the cross country and at the
domestic level, and find that changes in economic growth are (positively) associated
with changes in subjective wellbeing. (For a contrary view, see Layard et al. 2009;
Helliwell et al. 2013) The Stevenson and Wolfers results, if taken at face value,
suggest another hypothesis: that relative income effects might operate at both the
national and the international level. The extension of reference income to other
nations was suggested by Clark et al. (2008, equation 3, p. 102). The literature on the
importance of inter-national relative income is sparse despite evidence that macro-
economic variables have real effects on individuals’ subjective wellbeing (Di Tella
et al. 2003). One study that explicitly tests the hypothesis that other countries’
national income can have reference group effects is Becchetti et al. (2013). They
find that people in developed European countries compare their material standard of
living with living standards in other countries; the closer the country, the greater is
the (negative) effects on own life satisfaction of an increase in other countries’
incomes. Two natural extensions of Becchetti et al. are to test firstly whether inter-
country comparison effects are similar for developed countries versus transitional
economies, and secondly whether the social comparison effects are similar across the
type of settlement (rural through to large city) within countries.

4.2.3 Rural Versus Urban Life Satisfaction

A growing body of work investigates how life satisfaction varies between rural and
urban areas but there is, as yet, no consistent set of established findings. Cantril



(1965), and subsequently Veenhoven (1994), established that life satisfaction was
approximately equal in rural and urban areas of developed countries; however, in
developing countries, life satisfaction in urban areas exceeded that in a country’s
rural areas. Berry and Okulicz-Kozaryn (2009) contrasted rural locations against
large cities finding that rural and urban life satisfaction was approximately equal in a
group of (‘Latin’) developed countries whereas Anglo-Saxon developed countries
showed higher rural than urban life satisfaction. Individuals in developing Asian
cities experienced higher life satisfaction than their rural counterparts but in other
developing countries, there was no significant difference between rural and urban
life satisfaction. Morrison (2011) found results consistent with those of Berry and
Okulicz-Kozaryn for New Zealand (an Anglo-Saxon developed country), but
Kettlewell (2010) found a contrary result for Australia where female (but not
male) rural-to-urban-movers experienced an increase in life satisfaction up to
4 years following their move. Easterlin et al. (2011), using Gallup Poll data, found
substantially greater life satisfaction in urban relative to rural areas within develop-
ing countries but found that these differences disappear in developed countries. They
show that the rural-urban life satisfaction divide in developing countries can largely
be explained by differing occupation structures, incomes and education levels. In
contrast, Drichoutis et al. (2010), using data for non-Anglo-Saxon European coun-
tries, found that both happiness and life satisfaction is higher in rural than in urban
locations.
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Two lacunae are apparent in this range of spatial studies. First, as suggested by
Morrison (2014), internal migration should play a spatial arbitrage role in evening
out life satisfaction differences across settlement types within countries. The reasons
why this may not occur are still at issue (Glaeser et al. 2014). Second, given the large
literature on interpersonal comparisons, life satisfaction differences between rural
and urban areas may reflect differing emphases placed on income (or other) relativ-
ities in different areas. For instance, one may hypothesise that if rural areas are more
immobile than urban areas, then rural residents may be more prone to making
interpersonal comparisons than their urban counterparts who may be more likely
to have positive tunnel effects. This may be the case both for within and across
country comparisons. Conversely, the paucity of close neighbours in rural areas may
reduce the salience of social comparisons relative to the situation in urban areas. We
bring the inter-personal relativity effects (at both intra-national and inter-national
levels) face-to-face with the rural-urban wellbeing literature to test whether the
strength of inter-personal comparisons differs across spatial types, distinguishing
between developed country versus transitional economy responses.

4.2.4 Methodology

We adopt an encompassing theoretical framework in which we start with an
extended form of the generic utility function in Eq. (4.1). Specifically, we
hypothesise that life satisfaction of individual i in settlement-type s (discussed



further below) within country j at year t (LSisjt) is a function of their own real
(CPI-adjusted) income (OwnIncomeisjt), the mean income of a reference group
within their own country in the same year (RelGNDIisjt), and the per capita
(PPP-adjusted) Gross National Disposable Income (GNDI) of their country relative
to a mean of comparator country GNDI (RelGNDIjt), plus a vector of personal
characteristics (xisjt),

2 country fixed effects (βj) and wave fixed effects (τt).
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The country fixed effects account for the effect of (unchanging) country institu-
tions (Veenhoven 2009) and for any systematic tendency to report higher or lower
life satisfaction based on country of residence. Wave fixed effects refer to the
specific wave of the World Values Survey. Each of OwnIncomeisjt, RefIncomeisjt
and RelGNDIjt is expressed in natural logarithms (as in Stevenson andWolfers 2008;
Easterlin et al. 2010; Diener et al. 2013). We test whether the coefficients on
OwnIncomeisjt and RefIncomeisjt are of equal and opposite signs, in which case the
Easterlin Paradox holds within countries. We also test if the coefficient on RelGNDIjt
is positive; if it is positive, an increase in a country’s GNDI relative to those of its
international comparators, ceteris paribus, raises the life satisfaction of its residents.

We differentiate our estimates based on whether the individual resides within (i) a
founding OECD member country versus a transitional economy (indexed by k ¼ 1,
2 respectively); and (ii) whether the individual lives in one of four types of settle-
ment: rural, town, small city or large city (indexed by s ¼ 1, 2, 3, 4 respectively).
Thus we estimate 8 parameters (2 country-types by 4 settlement-types) for each of
our main variables of interest. This enables us to test hypotheses not only about the
Easterlin Paradox and international comparisons, but also whether responses of life
satisfaction to the income variables are identical across country- and settlement-type.
We include settlement size intercept dummies (δsk) for each country type (large cities
(s ¼ 4) are the base category). These dummy variables enable us to test whether any
settlement type differences in life satisfaction (across each country type) remain once
all other factors in the equation are accounted for. We do not (and cannot) include
separate intercept dummies for transitional versus developed countries since we
already include country fixed effects which, inter alia, account for this distinction
in country-type.

Our base equation is therefore of the form:

LSisjt ¼ αXisjt þ β j þ τt þ
X

s6¼4

X

k

δsk þ
X

s

X

k

εskOwnIncomeisjt

þ
X

s

X

k

θskRefIncomeisjt þ
X

s

X

k

γskRelGNDIjt þ μisjt
ð4:2Þ

where μisjt is the residual term that, inter alia, includes the vit random additive term.

2We control for a quartic polynomial in age (Clark et al. 1996), marital status (married, divorced,
widowed, cohabiting, separated), employment status (unemployed, full-time worker, part-time
worker, retired, house-spouse, self-employed, student), gender, and gender interacted with the
other controls. Education controls (relating to eight different education levels) are included in all
but one regression.
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Life satisfaction (the dependent variable) is measured on an ordinal (1–10) scale.
While this would normally suggest the use of a limited dependent variable estima-
tion technique such as ordered logit, prior studies (e.g. Ferrer-i-Carbonell and
Frijters 2004; Luttmer 2005) show that OLS estimation produces similar results in
terms of signs and significance of variables to ordered logit results. We test the
robustness of this common finding by estimating the equation both by ordered logit
and by OLS, producing consistent results across the two estimation methods. Given
this finding, and the simpler interpretations enabled by OLS estimation, we concen-
trate principally on the OLS results, but also include our fullest specification
estimated using ordered logit. We also subject the estimation of (4.2) to a range of
other robustness tests, discussed in Sect. 4.4. The OLS estimation approach may
result in heteroskedastic errors, while the inclusion of RelGNDI in the regression
introduces observations that are common to all respondents within a country. In
addition, error terms within a country may be correlated given cultural similarities
within countries. All estimates therefore use robust, country clustered standard
errors.

4.3 Data

We utilise life satisfaction, income and personal characteristics data from four waves
of the European Values Survey (EVS), supplemented with compatible World Values
Survey (WVS) data for 1990–2009.3 Data for life satisfaction comes from the
question: “All things considered, how satisfied are you with your life as a whole
these days?” Respondents are asked to respond on a 1–10 integer scale with
1 denoted “dissatisfied” and 10 “satisfied”.

For household income data, we drop all country-wave survey responses in which
interpretation of responses is unclear or where necessary information is not avail-
able. In all other cases, we code country and wave specific income observations as
the midpoint of the corresponding income category.4 We source CPI indices from
the IMFWorld Economic Outlook Database and real GNDI per capita (at purchasing
power parity) from the AMECO (European Commission) database.

Our country sample is chosen to include established developed countries, for
which our definition is that the country had to be a founder member of the OECD.
Given the literature on the wellbeing versus income relationship in transitional
countries, we include a group of transitional middle-income countries, six of
which have joined the OECD since 1994; the remaining five are middle-income

3The EVS data are publicly available from http://www.europeanvaluesstudy.eu; see EVS (2011).
Wave 1 is not considered due to a lack of data. Grimes and Reinhardt (2015) provide more detail on
data cleaning procedures, especially with respect to income.
4Reflecting the approach of Donnelly and Pol-Eleches (2012), we code income in the (unlimited)
top band as the lower bound plus half the band-width of the second highest band. Use of other
imputation techniques for this income category result in very little change to any of our findings.

http://www.europeanvaluesstudy.eu


European countries. We drop any country that has only one wave of data to enable
inclusion of country fixed effects. This process results in inclusion of 27 countries
across 4 waves with 68 cross-sections that include 78,058 individual observations.
Of the 27 countries, 16 are OECD founder members and 11 are classed as transi-
tional (other) countries.
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Table 4.1 Countries and
waves

2 3 4 5 Total

OECD Founding Countries

Australia 1414 1214 0 1246 3874

Belgium 1705 1532 0 1354 4591

Canada 1461 1714 1735 0 4910

Denmark 0 902 0 1038 1940

France 0 1292 882 1359 3533

Germany 0 1553 0 1796 3349

Great Britain 1101 0 803 691 2595

Greece 0 910 0 1276 2186

Ireland 893 802 0 389 2084

Italy 1422 1513 672 956 4563

Netherlands 779 910 0 1307 2996

Portugal 1124 676 0 807 2607

Spain 2262 805 0 946 4013

Sweden 0 654 952 1098 2704

Turkey 0 1185 0 1440 2625

United States 1644 1127 1180 0 3951

Sub-Total 13,805 16,789 6224 15,703 52,521

Other Transitional Countries

Bulgaria 0 942 0 1327 2269

Croatia 0 971 0 1293 2264

Czech Rep. 0 1719 0 1414 3133

Estonia 0 884 0 1326 2210

Latvia 0 954 0 1295 2249

Lithuania 0 848 0 1267 2115

Macedonia 0 1022 0 1439 2461

Malta 0 715 0 420 1135

Mexico 1443 999 1418 0 3860

Slovakia 0 1232 0 1143 2375

Slovenia 0 648 0 818 1466

Sub-Total 1443 10,934 1418 11,742 25,537

Total 15,248 27,723 7642 27,445 78,058

Wave 2 dates: 1990–1991
Wave 3 dates: 1998–2003
Wave 4 dates: 2004–2007
Wave 5 dates: 2008–2009

Table 4.1 lists the countries, waves and number of observations in each country-
wave. Wave 2 includes 10 OECD founders but only one transitional country. This



Fig. 4.1 Mean Life Satisfaction by Country (Wave 3)

wave is also problematic in its omission of education data for individuals. Education
is significant in equations that include just waves 3–5; for this reason, wave 2 is
included in only one of our regressions which we use to test the robustness of our
main results.The above table should have an extra line above the line starting
'Australia' which reads: OECD Founding Countries [This should appear in an
equivalent fashion to the line half-way through the table which reads: Other
Transitional Countries ]
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Figure 4.1 graphs mean life satisfaction by country for wave 3 (which includes
data for all our countries other than Great Britain) plus mean life satisfaction for
Great Britain averaged over waves 2 and 4. Life satisfaction in most transitional
countries is below that of most founder OECD countries with the exception of three
outliers: high life satisfaction for both Malta andMexico, and low life satisfaction for
Turkey and, to a lesser extent, Greece. (In our estimates, country fixed effects
account for systematically high or low life satisfaction in particular countries).
Figure 4.2 shows a strong relationship between (wave 3) life satisfaction and the
logarithm of GNDI per capita (at PPP).

We construct OwnIncomeisjt as the log of (CPI-adjusted) income of individual
respondent i. RefIncomeisjt is the log of the mean income of similar individuals
within a country for each wave, where a similar individual is defined as one of the
same gender, age (divided into age bands: <25, 26–35, 36–45, 46–55, 56–65, 65+)
and employment status.

The relative national income variable (RelGNDIjt) is defined as the log GNDI per
capita (at PPP) of the individual’s country (country j) for a given year minus the log
of the EU15 mean GNDI for that year. Use of the exact year is important both to



Fig. 4.2 Life Satisfaction and log(GNDI per capita at PPP) (Wave 3)

include the appropriate GNDI for each individual and to ensure year to year
fluctuations in the comparator country GNDI data within waves so allowing for
inclusion of wave dummies that are not perfectly collinear with comparator country
GNDI. As well as using EU15 GNDI as our international comparator, we test
robustness by variously using US GNDI and the mean of EU15 and US GNDI as
the international comparator with very similar results. Figures 4.3 and 4.4 graph
RelGNDI for each of the country sub-sets for the period 1990–2009 showing
considerable cross-country variation in RelGNDI for both country sub-sets.
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The EVS/WVS offers 8 categories for settlement size. We undertook a series of
pairwise comparison tests of life satisfaction in each settlement type (without
controls) and could not reject a grouping that collapses each successive pair into a
single category. Thus the four settlement size groupings that we use in this study are
defined as:

1. Rural: population under 5000 people
2. Town: population between 5000 and 20,000 people
3. Small City: population between 20,000 and 100,000 people
4. Large City: population over 100,000 people.

Figure 4.5 graphs mean life satisfaction by settlement size for each of the founder
OECD sample and the transitional (other) country sample. The graphs cover all four
waves for all eligible samples. Consistent with prior literature, the raw data (without
controls) indicate that mean life satisfaction in OECD founder large cities is lower
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Fig. 4.3 RelGNDI for OECD Founder Countries

Fig. 4.4 RelGNDI for Transitional Countries



Fig. 4.5 Mean Life Satisfaction by Settlement-Type

than in all other settlement-types, while life satisfaction in transitional country large
cities is higher than in all other settlement-types.
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4.4 Results

Our prime focus is to estimate Eq. (4.2), testing hypotheses about intra-national and
inter-national comparative income effects across country- and settlement-type. We
begin, however, with a simpler set of (OLS) equations (presented in Table 4.2) that
ignore the settlement size dimension so providing a baseline for the subsequent
results that differentiate by settlement-type.

In all equations presented in Tables 4.2 and 4.3, we allow the income coefficients
to differ between the OECD founders and the transitional countries. Any variable
with a “Trans” suffix is the interaction of the prefixed variable with a dummy
variable for transitional country status; thus the total effect of the prefixed variable
on life satisfaction for a transitional country is the sum of the two variables with the
same prefix.

Column [1] in Table 4.2, estimated over waves 3 to 5, is our simplest equation
that relates each individual’s life satisfaction just to their own income, with no
reference group effects included. Personal characteristics (including education) are,
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–

4 Relative Income, Subjective Wellbeing and the Easterlin Paradox:. . . 97

Table 4.2 Life satisfaction equations by country-type (excluding settlement-type)

Dependent variable: Life satisfaction [1] [2] [3]

OwnIncome 0.126** 0.356*** 0.349***

(0.047) (0.045) (0.043)

OwnIncome-Trans 0.113 0.0868 0.0882

(0.0829 (0.084) (0.083)

RefIncome 0.270*** 0.354***

(0.043) (0.049)

RefIncome-Trans 0.0043 0.0724

(0.095) (0.092)

RelGNDI 4.161***

(1.184)

RelGNDI-Trans 2.131*

(1.157)

Constant 9.257*** 9.844***

(0.884) 0.922)

Observations 62,383 62,383 62,383

No. of Countries 27 27 27

Waves included 5 3 5 33– – –5

Wave fixed effects Y Y Y

Country fixed effects Y Y Y

Education controls Y Y Y

Other personal controls Y Y Y

Estimation method OLS OLS OLS

R2 0.176 0.18 0.187

Life satisfaction is measured on a 1–10 scale
“Trans” interaction variables provide estimates for transitional countries relative to founder OECD
countries
Robust standard errors clustered by country in parentheses; *** p < 0.01, ** p < 0.05, * p < 0.1
Other personal controls comprise a quartic polynomial in age, marital status (4 categories plus
1 omitted), employment status (5 categories plus 1 omitted), education (7 categories plus 1 omitted),
gender, and gender interacted with the other controls

however, controlled for. The equation indicates that an individual’s life satisfaction
is enhanced by an increase in OwnIncome, with a 10% increase in income resulting
in a 0.012 increase in life satisfaction points (within the 1–10 life satisfaction scale).
Individuals in transitional countries have a higher estimated life satisfaction return to
an increase in their OwnIncome of 0.023 life satisfaction points (consistent with
decreasing marginal utility of income) but the difference relative to OECD founders
is not statistically significant.

Column [2] adds each individual’s intra-national reference income. Again, we
find no significant differences between transitional countries and OECD founders for
either variable. The coefficient on RefIncome is negative (and almost identical for
both sets of countries) while the coefficient on OwnIncome is positive and greater in
absolute value than that for RefIncome (more so in transitional countries). For each
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Table 4.3 Life satisfaction equations by country-type including settlement-type

Dependent variable: Life satisfaction [4] [5] [6] [7]
Rural (<5K) 0.113 -0.867 -0.0485 0.636
Town (5-20K) 0.115 0.859 0.844 2.68
SmallCity (20-100K) 0.0568 -0.229 0.963 0.62

Rural-Trans -0.342** 0.643 0.0354 1.57
Town-Trans -0.284* 0.0596 -0.488 0.931
SmallCity-Trans -0.284** -0.0103 -0.740** 1.029
OwnIncome*Rural 0.379*** 0.356*** 1.383***
OwnIncome*Town 0.327*** 0.357*** 1.309***
OwnIncome*SmallCity 0.327*** 0.315*** 1.301***
OwnIncome*LargeCity 0.364*** 0.380*** 1.352***

OwnIncome*Rural-Trans 0.0725 0.12 1.029
OwnIncome*Town-Trans 0.0631 0.0721 1.052
OwnIncome*SmallCity-Trans 0.159** 0.191** 1.125*
OwnIncome*LargeCity-Trans -0.0203 -0.0497 0.956
RefIncome*Rural -0.376*** -0.318*** 0.723***
RefIncome*Town -0.354*** -0.357*** 0.745***
RefIncome*SmallCity -0.335*** -0.306*** 0.764***
RefIncome*LargeCity -0.362*** -0.363*** 0.742***

RefIncome*Rural-Trans 0.0393 -0.131 1.074
RefIncome*Town-Trans 0.119 -0.0309 1.118
RefIncome*SmallCity-Trans 0.0302 -0.110** 1.036
RefIncome*LargeCity-Trans 0.186 -0.0119 1.201*
RelGNDI*Rural 4.160*** 2.154* 27.86***
RelGNDI*Town 4.300*** 2.217* 30.68***
RelGNDI*SmallCity 3.926*** 2.041* 21.91***
RelGNDI*LargeCity 4.235*** 2.258** 28.55***

RelGNDI*Rural-Trans -1.853 0.0436 0.237
RelGNDI*Town-Trans -2.188* -0.229 0.175
RelGNDI*SmallCity-Trans -1.947 -0.123 0.233
RelGNDI*LargeCity-Trans -2.555** -0.665 0.140*

Constant 7.523*** 10.07*** 8.992*** n/a
Observations 62,383 62,383 77,630 62,383
No. of countries 27 27 27 27
Waves included 3-5 3-5 2-5 3-5
Wave fixed effects Y Y Y Y
Country fixed effects Y Y Y Y
Education controls N Y N Y
Other personal controls N Y Y Y
Estimation method OLS OLS OLS OLogit

R2 0.117 0.188 0.168 n/a

Life satisfaction is measured on a 1–10 scale
“Trans” interaction variables provide estimates for transitional countries relative to founder OECD
countries
“Rural, Town, SmallCity, LargeCity” variables provide estimates by settlement-type, defined by
population size
LargeCity is the omitted category for the settlement-type intercept variables
*** p < 0.01, ** p < 0.05, * p < 0.1 using robust standard errors clustered by country
Odds ratios presented for ordered logit (OLogit) in column [7]
Other personal controls are as listed below Table 4.2



country sub-set, a Wald test rejects the Easterlin Paradox (at p < 0.05), so that an
equi-proportionate rise in all incomes results in an estimated rise in life satisfaction
(albeit considerably tempered by the impact of reference incomes).
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Column [3] is the counterpart of Eq. (4.2) excluding settlement type, with inter-
national income comparisons now included. Again we find that the coefficients on
OwnIncome and RefIncome are positive and negative respectively. Considering just
these terms, a Wald test shows that we cannot reject the Easterlin Paradox
(at p < 0.05) for OECD founder countries, but we again reject it for the transitional
countries. The latter is consistent with an (attenuated) tunnel effect in lower income
nations.

A rise in a country’s real GNDI relative to other countries has a substantial effect
on individual life satisfaction. A 10% increase in an OECD founder country’s
RelGNDI increases life satisfaction for individuals in that country by 0.40 points.
The effect is smaller in transitional countries (with the difference being statistically
significant at the 10% level); in these countries the effect of a 10% increase in
RelGNDI is for an increase in life satisfaction of 0.19 points. The smaller effect in
transitional countries is again consistent with a tunnel effect.

For developed countries, column [3] indicates that the Easterlin Paradox holds
within countries but not across countries. If a country becomes richer (poorer)
relative to its international counterparts, the life satisfaction of its residents rises
(falls). Furthermore, this inter-national reference income effect has a much greater
impact on life satisfaction than would the same percentage rise in an individual’s
own income (ceteris paribus). This result is consistent with that of Becchetti et al.
(2013). We extend these results to the case of transitional countries. Here we find
that the reference group effects are attenuated relative to those for developed
countries. In particular, the intra-national Easterlin Paradox result no longer holds,
while the inter-national reference income effect is less marked – though still present
– compared with developed countries.

In Table 4.3 (which retains the standard star system for significance, but drops
standard errors to keep the table manageable), we add the settlement dimension.
Equation [4] in Table 4.3 is the simplest regression (that includes wave and country
fixed effects) to test the hypotheses that: (a) within a particular country-type,
individuals have different life satisfaction according to their settlement-type, and
(b) that within a particular settlement-type, individuals have different life satisfaction
according to their country-type. Large city is the base category so coefficients should
be interpreted relative to life satisfaction in large cities. In keeping with prior
literature, the estimates indicate that life satisfaction is (significantly) higher in
large cities than in other settlement types within transitional countries. In developed
countries, the typical pattern is shown whereby rural/town satisfaction is higher than
in small cities with a further decline to large cities, albeit with none of the developed
country settlement-type effects being statistically significant.

Column [5] is our main equation as specified in Eq. (4.2). It regresses life
satisfaction on wave and country fixed effects, personal characteristics (including
education), own income, (within country) reference income for like individuals, and
GNDI of the country relative to that of the EU15. Each of the income coefficients is



differentiated according to country-settlement type. Wave 5 (2008–2009) includes
the immediate post Global Financial Crisis period which provides considerable
cross-country and cross-time variation. Column [6] includes wave 2 at the expense
of omitting education controls. Results are qualitatively similar to those from waves
3 to 5. We prefer to include controls for education given their significance in column
[5] and their differing effects across settlement types, and so we do not discuss the
results from column [6] further here. Column [7] re-estimates [5] using ordered logit;
results are presented as odds ratios, so a coefficient that is greater (less) than unity
corresponds to an OLS coefficient that is greater (less) than zero. The results are very
similar to the OLS results. All coefficients that are significant at 5% in [5] are
significant and of the same sign in [7] (albeit with two coefficients significant at
10% in the latter) and there is no coefficient that is significant at the 5% level in
[7] that is not significant and of the same sign in [5].
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We have also estimated [5] using other comparators within the RelGNDI variable.
First, we used USA GNDI as the comparator and second, we used the mean of USA
and EU15 GNDI as the comparator. Results are very similar to those in column [5].
This should be expected mathematically; countries are surveyed in different years
within each wave (e.g. Wave 3 covers 1998 to 2003) and we express each country’s
GNDI relative to the comparator’s GNDI in the country’s specific survey year. Thus
we do have variation within each wave for RelGNDI. Nevertheless, this differenti-
ation may be overshadowed by the across-wave variability of comparator group
GNDI, the latter being picked up by the wave fixed effects. We return to the
interpretation of our RelGNDI results in the concluding section.

Given the similarity of results across the specifications, we confine our discussion
to the findings from column [5], with reference also to the naïve results from column
[4]. The discussion exploits the results of Wald tests of joint coefficient significance
using p < 0.05 significance level unless otherwise specified. Our findings can be
summarised as follows.

First, no settlement-type intercept dummy is positive either for OECD founders or
for transitional countries in the full equation; thus there are no (statistically signif-
icant) differences in life satisfaction by settlement-type in either country-type once
other factors are controlled for.

Second, OwnIncome has a positive relationship with life satisfaction in all
country- and settlement-types. Furthermore, the coefficients on OwnIncome are
very similar across country- and settlement-types apart from one case (OwnIncome
has a higher impact on life satisfaction in transition country small cities).

Third, RefIncome has a negative relationship with life satisfaction in all country-
and settlement-types. The (within country) Easterlin Paradox holds for all
settlement-types in OECD founders and in rural areas in transitional countries.
However, it does not hold in non-rural settlements in transitional countries. Thus,
relative to founder OECD settlements and relative to transition country rural settle-
ments, there is a form of tunnel effect in non-rural transition country settlements.

Fourth, an increase in RelGNDI raises life satisfaction in all country- and
settlement-types. The effect of RelGNDI on life satisfaction in transitional country
large cities is smaller than for founding OECD large cities. In addition, transitional



country large cities place a lower weight on RelGNDI than do transitional country
rural and town areas. These results are again consistent with a form of tunnel effect
for transitional countries that is most prominent in vibrant areas (cities) so that an
increase in foreign incomes relative to home incomes is not viewed as negatively in
these more mobile areas compared with more stagnant areas.
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The third and fourth sets of findings are crucial. Prior literature finds that the
Easterlin Paradox holds in immobile areas but not in faster developing, mobile areas
(which are characterised by tunnel effects). We conjecture that rural transitional
economy areas are immobile (relative to urban centres in transitional economies) and
hence share the OECD founder Easterlin Paradox result, while the larger population
areas in transitional economies are more vibrant and so do not share the full Easterlin
Paradox result. Not only are there intra-country tunnel effects in more mobile
transition country settlements, but these tunnel effects operate also at the inter-
country level. Thus, residents in transition country cities are less negatively affected
by income increases elsewhere whether these increases are within the country or in
comparator countries.

The first set of results is also important. Unlike column [4] which has no income
variables or controls (other than wave and country fixed effects), settlement
dummies are not significant for either country type in column [5]. Thus, if personal
characteristics and preferences are fixed, we cannot reject the notion of spatial
equilibrium since (on average) residents from one settlement-type do not increase
their life satisfaction by shifting to a differing settlement-type.

Taken overall, our results provide strong support for the hypothesis that the
impact of reference and relative incomes depends on whether the individual is
located in a country and/or settlement type that is mobile versus one that is stagnant.
Our findings show that this is not simply a developed versus transitional country
dichotomy or rural versus urban dichotomy. Rural transition country residents are
akin to their founder OECD counterparts in their attitudes to others’ success, while
large city transition country residents are less likely to experience others’ success
negatively.

4.5 Conclusions

Research into the Easterlin Paradox has cast a long shadow over the proposition that
raising incomes across a country raises subjective wellbeing for individuals in that
country. The paradox calls into question the widespread quest to raise incomes
within countries (though see Stevenson and Wolfers (2008, 2013) and Becchetti
et al. (2013) for contrary views). A separate body of research has analysed whether
life satisfaction is higher or lower in urban relative to rural areas, but findings in this
literature have been inconclusive.

We bridge these two areas of study by testing whether life satisfaction differences
between rural and urban areas and across countries reflect differing emphases placed
on income relativities in different area types. As well as differentiating by four



settlement-types, we differentiate by country-type. We therefore bring inter-personal
relativity effects face-to-face with the rural-urban wellbeing literature.
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We find that an individual’s own income has a positive relationship with life
satisfaction that is similar across all country- and settlement-types. We find also that
the income of like individuals in the same country has a negative relationship with
life satisfaction in all country- and settlement-types. The within country Easterlin
Paradox holds for all settlement-types in OECD founders and for rural settlements in
transitional countries. However, the pure Easterlin Paradox does not hold in
non-rural settlements in transitional countries. Thus, relative to founder OECD
settlements and relative to transition country rural settlements, there is a form of
tunnel effect in non-rural transition country settlements.

An increase in own country Gross National Disposable Income, relative to that in
other countries, raises life satisfaction in all country- and settlement-types. We find,
however, that this effect is smaller in transitional country large cities than for
founding OECD large cities. In addition, the effect is smaller in transitional country
large cities than in smaller transitional country settlements. These results are again
consistent with a form of tunnel effect that is more prominent in vibrant areas.

Together, our intra-national and inter-national results help to bridge the gap
between Easterlin’s (intra-country) findings and Stevenson and Wolfers’ findings
that residents increase their subjective wellbeing as their countries become richer.
Our results also provide a bridge between the Easterlin Paradox and the rural-urban
wellbeing literatures, and between two contrary sets of results within the Easterlin
Paradox literature.

One additional finding of our study is that once all variables in the model are
controlled for, there are no differences in life satisfaction by settlement-type in either
OECD founders or transitional countries. Thus we cannot reject the hypothesis that a
spatial equilibrium holds across settlement-types in both country-types.

Two potential extensions to this research could be considered. First, our inter-
pretation of the inter-national comparison result as a relative rather than as an
absolute income effect relies on identification from the within wave movements in
national income. This may provide only weak identification of the relative effect. It
is possible that our relative inter-national income finding may in part reflect an
absolute life satisfaction effect. For instance, higher national income may enable
provision of better health or education services that increase life satisfaction across
the country. The relative income interpretation of the inter-national effect is consis-
tent with the standard cross-country Easterlin Paradox result that (developed) coun-
try residents do not experience increases in life satisfaction over time, whereas the
absolute income interpretation is consistent with the Stevenson and Wolfers result
that rising income does raise national levels of life satisfaction. At the policy level for
an individual country, either interpretation yields the same imperative: since gov-
ernments must take other countries’ national incomes as given, both interpretations
imply that a government (ceteris paribus) can aim to increase its own citizens’
wellbeing through an increase in its own country’s GNDI.

Second, while we cannot reject a spatial equilibrium under the assumption of
fixed preferences, we may not be able to do so (especially for transitional countries)



if preferences change as a result of migration. For instance, if a transitional country
rural resident moves to a large city – and if their preferences regarding relative
incomes then change to the norm for transitional country large cities – they will view
higher relative incomes elsewhere less negatively. This will raise their wellbeing
according to the estimates here, whereas their wellbeing due to relative incomes
would not change if their preferences were fixed. The question of whether personal
preferences (and also personal characteristics, such as education) change upon
migration – and whether these changes then affect an individual’s life satisfaction
– is an open question that merits further research.
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Chapter 5
Relative Income and Happiness in Latin
America: Implications for Inequality
Debates

Mariano Rojas

‘No man is an island, entire of itself.’
John Donne

Abstract This chapter studies the importance of absolute-income and relative-
income effects in explaining people’s well-being in Latin America. A happiness
approach is followed. The empirical research uses the Latin American Gallup Survey
2007, with more than 14,000 observations covering all countries in the region and
which contains information on household income and on life satisfaction. Reference-
groups are constructed on the basis of country-gender-age criteria. It is found that
Latin American’s well-being strongly depends on their relative income, while the
absolute-income effect is of lesser importance. The relative-income effect is impor-
tant and significant for all segments of the income distribution. These findings are
consistent with Easterlin (1974) and have important implications for the implemen-
tation and design of economic policies and development strategies.

5.1 Introduction

The most unequal region in the world; this is a common assertion when talking about
income inequality in Latin America; it is also a well-deserved qualification because
country-level Gini coefficients above 0.50 are frequent in the region. Even though
income inequality is high, most Latin American countries have expressed a clear
preference for economic growth rather than for income-redistribution strategies. This
preference is justified in the belief that economic growth has a large impact on
people’s well-being and, in special, in the well-being of those with low income. The
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preference is also well-grounded on traditional economic theory, which stresses an
absolute-income view; this is: it is assumed that well-being is a matter between the
person and her consumption bundle and that contextual factors -such as what other
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people consume- are of little importance.
The absolute-income view fosters the implementation of development strategies

that favor rapid economic growth even at the cost of raising inequality. It is argued
that economic growth trickles down from the top to the bottom-income deciles and
that what really matters are to get those at the bottom out of poverty. It is also
assumed that greater income automatically translates into greater well-being, in
special when income is low. Hence, the absolute-income view justifies some disre-
gard for redistributive policies; it is believed that growth will benefit the income
poor, while redistributive policies may deter economic growth and may end up
hurting those at the bottom of the income distribution. Thus, when an apparent trade-
off between pro-economic growth policies and pro-egalitarian policies exists policy
makers opt for promoting growth rather than pursuing a more egalitarian distribution
of income.

The absolute-income view has been predominant in economic theory. Reflecting
this predominance, most countries in Latin America focused on promoting economic
growth through the implementation of pro-market reforms during the last decades.
With a few exceptions, income redistribution policies have been marginalized from
the economic-policy discussion, and social policies have shown a preference for
reducing (absolute) poverty rates rather than for reducing income inequality in the
region. This focus on reducing (absolute) poverty and on promoting growth rather
than egalitarianism is justified on the idea that raising the income of all increases the
well-being of all. Along the twentieth century there was some distrust on this view,
but it is with Easterlin (1974) that empirical research provides evidence corroborat-
ing the skepticism on the presumed strong relationship between income and well-
being. Further research has shown that social comparisons, endogenous aspirations,
habituation to income and non-materialistic values undermine the role of income in
explaining people’s well-being. Easterlin’s work shows that relative effects in the
relationship between income and well-being may be substantial.

If absolute income is crucial in explaining people’s well-being then the interest in
reducing (absolute) poverty rates and the preference for economic growth as an
instrument for raising people’s well-being could be justified: those at the bottom of
the income distribution would see their well-being increasing when their income
rises, independently of what happens with the distribution of income. However, if
there are substantial relative effects then the gap between the top and the bottom
income deciles matters, and strategies for economic growth which do not contem-
plate the income gap may be futile in raising people’s well-being, even when
absolute income at the bottom deciles is increasing. In this case redistributive
policies should be considered as constitutive of any strategy that aims at increasing
people’s well-being and, in particular, the well-being of those in the bottom of the
income distribution.

This paper follows a happiness approach to study the relevance of absolute and
relative income in explaining well-being in Latin America. The paper uses the



Gallup 2007 survey which contains happiness and income information for about
14,000 people in 19 Latin American countries. The investigation constructs refer-
ence groups on the basis of age brackets and gender.1 Relative income is constructed
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from a comparison of people’s income to their reference group’s mean income.
It is found that relative income plays a large role in explaining people’s experi-

ence of being well. Thus, generalized income increases have a small -almost
negligible- impact on people’s well-being.

The paper is structured as follows: Section 5.2 makes a revision of the relevant
literature. Section 5.3 explains the database as well as the criteria used to construct
reference groups; it also presents some descriptive statistics. Section 5.4 studies the
relationship between happiness and relative income under different specifications.
Section 5.5 discusses the main findings from the investigation as well as their policy
implications.

5.2 Literature Review

5.2.1 Absolute Income in Economic Theory

Economic theory states that a person’s utility2 depends on her absolute income and
only on her absolute income; no direct role is played by other people’s income
(Frank 2005). Thus, most economic models assume that well-being is affected by
changes in own income but not by changes in other people’s income. In the
happiness literature this view is called the absolute-income hypothesis, and it is
inspired in an individualistic approach where out-of-context individuals constitute
the building blocks of economic models. The individualistic approach stresses the
view that the social context emerges as a result from the aggregation of out-of-
context individualistic decisions, rather than being a circumstance that frames
people’s decisions and which is an inherent constituent of what a person is. It is
also within this individualistic perspective that income-distribution indicators end up
playing the unique role of qualifying mean indicators, such a per-capita income. In
consequence, the distribution of income does not have an independent impact on a
person’s well-being -or on her behavior- beyond that produced by its influence in the
determination of a person’s absolute income.

Many economists have postulated that a person’s utility, either in its ordinal-
behavioral interpretation or in its well-being interpretation, depends on this person’s

1Other criteria such as age brackets, gender and education or age brackets, gender and area of living
provide results that are, in essence, similar. However, these criteria imply a pulverization of the data
and lead to greater standard errors.
2Utility is understood either in its ordinal conception -which is useful for explaining and predicting
behavior- or in its latent well-being conception -which is useful for public policy and for the design
and evaluation of social-programs.



relative standing in society.3 In the happiness literature this view is called the
relative-income hypothesis. The assumption that utility does depend on absolute
income alone may not only be incorrect, but it may also lead to wrong public-policy
recommendations, as well as to the emergence of apparent paradoxes in our under-
standing of human actions and reactions. For example, policies that generate high
economic growth rates with increasing inequality may be considered as more
beneficial than egalitarian-oriented policies that generate low growth rates. These
high-growth-with-inequality policies are even assumed to be beneficial for the poor
if their absolute income rises. These public-policy recommendations assume that
people’s relative income is not important for their well-being and also assume that
people’s aspirations and goals remain constant even when income disparities are
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rising.
During the past decades there has been a surge in research about the relevance of

relative standings in well-being. It is a recurrent finding in the emerging happiness
literature that well-being does depend not only on people’s absolute income but also
on their relative income. However, research on the importance of relative income has
been carried out mostly in high-income countries, but not in low and mid-income
countries, where absolute poverty is larger and where high income inequality is
common.

5.2.2 Relative Income in Economic Theory

The emphasis economic theory places on absolute income is surprising when it is
recognized that classical economists emphasized the role played by a person’s
relative position in her well-being and in her decisions. Smith (1776) and Keynes
(1931) stressed the role of relative needs, while Marx (1849 (1977)) emphasized
human comparisons. The view that most needs are relative rather than absolute has
led to understanding well-being deprivation as a situation where people are not
living a decent life according to the consumption standards of their society
(Townsend 1962).

At the brink of the twentieth century Veblen (1899) argued for the importance of
conspicuous consumption, stating that some consumption patterns have a positional
foundation; and Duesenberry (1949) noticed that savings patterns could be better
explained if relative income was taken into consideration. The recent literature on
economic behavior and relative income is large and supports the view that people’s
relative standing matters (Schor 1998, 2002; Robson 1992; Samuelson 2004;
Corneo and Jeanne 1997; Knell 1999; and Pham 2005). There is also research on
the interdependence of preferences (Kapteyn and van Herwaarden 1980; Kapteyn et.

3This paper makes a semantic distinction between a person, who is defined as such in society, and
an individual, who is out of any social context and whose role in functionalist models is to be the
kernel for the construction of societies.



al. 1997; Postlewaite 1998). The importance of relative concerns is also recognized
by other disciplines. Marmot (2004) shows that health and life expectancy are related
to a person’s relative standing in society; Gidron and Hall (2017) show its relevance
in explaining political movements. Bio-science has shown that status is related to
specific biological activity in human males (Mazur and Lamb 1980); while Brosnan
and De Waal (2003) shows that even primates react to relative rewards. Thus, it is
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possible for relative concerns to be entrenched in human evolution.
Furthermore, Parducci (1968, 1995) argues that human beings are not designed to

make absolute judgments and that relative judgments are necessary for human
decisions and evaluations. This is an argument that is closely linked to the social-
norms literature (van Praag and Ferrer-i-Carbonell 2004). Hirsch (1976) introduced
the concept of a positional society, placing greater importance on the status a person
holds within her society rather than on her absolute situation. The importance of
status has been popularized by de Botton (2004) in his Status Anxiety book.

5.2.3 Reference Groups: Sociological Theories

Sociologists have long accepted that people’s behavior, evaluations, and aspirations
are not individualistically determined but that they do depend on people’s immersion
in society and, thus, are affected by comparisons and social positions (Weber 1922;
Suls and Wills 1991). The literature on reference groups studies whom people do
compare themselves with and what kind of comparisons they do make (Merton and
Kitt 1950; Hyman 1960; Runciman 1966). Sociologists distinguish among different
kinds of comparison groups: there are groups of competition so that comparisons are
made in order to evaluate if one is doing better than others; there are groups of
aspiration so that comparisons are made to define evaluation norms and to form
aspirations; there are groups of membership so than comparisons are made to form
expectations; and there are groups of social distance so that comparisons are made to
define what a worst performance means.

The nature of the information which is provided by comparisons has been widely
studied in the literature (Senik 2004; Kingdon and Knight 2007; and Hirschman
1973). Similarly, the object of comparison, whether it is income or any other
observable variable, has received attention from some researchers (Michalos 1985;
Frank 1985, 1989; and van Praag et al. 1979)

5.2.4 Relative Income and Happiness

Easterlin (1974) shows that a raise in a person’s income increases her happiness as
long as the income of other people does not change; however, if everybody’s income
also rises then there is little impact on this person’s happiness. Thus, Easterlin shows
that there is a positive relationship between income and happiness in cross-section



studies, but the relation is practically nil in longitudinal studies. Easterlin concludes
that the existence of a large relative income effect constitutes one potential expla-
nation for this finding. Many subsequent studies (Ferrer-i-Carbonell, 2005; Clark
and Oswald 1996; Luttmer 2005; Binswanger 2006) find out that relative income
does have a significant influence on a person’s assessment of her well-being and,
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probably, on her behavior.
Van Praag (1977, 1993) shows that both relative income and aspiration gaps

(difference between current income and that income considered as sufficient to
satisfy all material needs) are important variables in the assessment of income
satisfaction and in human decisions. Van Praag finds out that a person’s satisfaction
with her income does depend on her relative income; thus, a rise in satisfaction takes
place when absolute income increases, but a drift occurs if everybody else’s income
also increases. van Praag also shows that aspirations are endogenous to absolute
income and that they tend to rise as income increases; thus, a person’s aspiration gap
does not necessarily decline when her absolute income rises. Subsequent studies
(Stutzer 2004; McBride 2010; Senik 2007) have arrived to similar findings. van
Praag (1971) and collaborators (van Praag and Ferrer-i-Carbonell 2004) show that
income-evaluation norms are based on aspirations and comparisons; which are not
independent of their absolute income.

Clark and Oswald (1996) find that relative wages are also important for workers’
reported satisfaction; thus, job satisfaction does depend on relative wages as well as
on absolute wages. Similar results are found by Sloane and Williams (2000) using
Canadian and British data, respectively.

5.2.5 Methodological Issues in the Study of Relative Income

There are many methodological considerations when studying a relative-income
concept (Clark 2007; Clark et.al. 2008). Three issues emerge when dealing with
relative income: The definition of a person’s reference group, the definition of a
reference income, and the construction of a person’s relative income.

The definition of the reference group does play a crucial role in relative-income
studies. It has been argued that people may compare themselves to different groups
and that they may use different comparison criteria. Stutzer (2004) assumes that
persons do compare their income to that of people in their Swiss region. Similar
regional criteria are used by Luttmer (2005) and Persky and Tam (1990). Ball and
Chernova (2005) assume that this comparison takes place with respect to everybody
in the country. Senik (2004) assumes that the comparison takes place with respect to
a person’s professional/occupational groups. McBride (2001) uses age-cohorts’
criteria. Kingdon and Knight (2007) emphasize the role played by ethnicity; they
do distinguish between a comparison made by a person with respect to her own
ethnic group (membership comparison) and that made with respect to other ethnic
groups (competition comparison). Ferrer-i-Carbonell (2005) works with compari-
sons within a person’s socio-demographic group.
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The construction of a relative-income variable is handled in diverse ways in the
literature; for example, as the ratio of a person’s income to the mean income of her
reference group, or even to the mean income in some income deciles of her reference
group (Ferrer-i-Carbonell 2005). It is also possible to define relative income as the
distance (in monetary units or in standard-deviation units) between a person’s
income and her reference income. Comparison do not have to be symmetric, upward
and downward comparisons may differ and, in consequence, the impact of a person’s
relative income position on her well-being may depend on whether she is above or
below her reference income.

5.2.6 Relative Income and Economic Policy

The Importance of Relative Income May Have Many Economic-Policy
Implications
First, generalized income rises have smaller impacts on people’s well-being than
person-specific income rises. Economic growth faces treadmills that are not con-
templated by individualistic-based models (Easterlin 1974; Biswanger 2006; Frijters
et al. 2004; Clark et al. 2008). A person’s raise in income may emerge from systemic
factors that also raise the income of most people in her reference group; thus,
absolute income could rise with little impact on relative income. In addition, a
person’s raise in income may lead her to change her group of comparison; if this
person begins comparing her income to that of a wealthier group then her relative
income may even decline (Falk and Knell 2004). Schor (1999, 2002) and Frank
(2000) have shown that social trends may alter the focus of comparison, leading to
changes in relative income (as well as in aspirations) even when a person’s absolute
income does not change.

Second, it is important to distinguish between absolute income changes and relative
(to reference group) income changes. It may be possible for absolute income to rise
while relative income declines; people’s well-being could decline in this case.
Graham and Pettinato (2002) argue that people may have significant absolute
achievements, but that they may become frustrated as a consequence of comparison
effects. Economic reforms and social-program design and evaluations should take
into consideration both the absolute and the relative impact of income rises. It may
be possible for people to reject policies that raise their absolute income because of
relative-income implications (Graham and Sukhtankar 2004)

Third, the sense of exclusion and deprivation may be reference-group based
rather than country-level based. If people’s well-being does depend on within-
reference-group comparisons, then deprivation measures based on country-level
indicators are of little relevance for understanding their well-being and their sense
of deprivation (Bossert and D’Ambrosio 2006; D’Ambrosio and Frick 2004; and
Bossert et al. 2007)
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5.3 The Database

5.3.1 The Gallup Survey

The Gallup survey is applied yearly in many countries in the world. It is a represen-
tative survey at country level. In the year 2007 the Latin American and Caribbean
survey incorporated a happiness module as well as a question regarding household
income. The following countries are considered in this investigation: Argentina,
Bolivia, Brazil, Chile, Colombia, Costa Rica, Dominican Republic, Ecuador, El
Salvador, Guatemala, Honduras, Mexico, Nicaragua, Panama, Paraguay, Peru, Uru-
guay and Venezuela. About 14,000 observations are available for the empirical
analyses.

5.3.2 The Information

a) Happiness variable: The Gallup 2007 survey includes two commonly used
happiness questions. The first one is the life-satisfaction question and it is
phrased as “Taking everything in your life into consideration, how satisfied
are you with your life?”; the response scale goes from 0 to 10 and for practical
purposes it can be treated as a cardinal scale. The second question in the Gallup
survey is the so called best-worst life question (life evaluation); the specific
phrasing of the question is: “Please imagine a ladder/mountain with steps
numbered from zero at the bottom to ten at the top. Suppose we say that the
top of the ladder/mountain represents the best possible life for you and the
bottom of the ladder/mountain represents the worst possible life for you. On
which step of the ladder would you say you personally feel you stand at this time
assuming that the higher the step the better you feel about your life and the
lower the step the worse you feel about it? Which step comes closest to the way
you feel?”. The response scale goes from of 0 to 10 where 0 is the least possible
and 10 the highest possible life evaluation. In principle, this life-evaluation
variable is categorical; however, for practical purposes it can be treated as a
cardinal variable.4

Happiness information is used only for those people for whom there is also
income information. Table 5.1 presents descriptive information on happiness
variables. It is observed that on average Costa Ricans report the highest well-
being in the region, with a mean life satisfaction of 8.48 and a mean life
evaluation (best-worst question) of value of 7.41.

4The assumption of cardinality allows for simplifying the presentation of descriptive statistics as
well as the implementation of simple econometric techniques, such as ordinary least squared
regressions. It is important to state that the treatment of these variables as ordinal –such as using
ordered-probit econometric techniques- does not imply any significant change in the main results
from this investigation.
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Table 5.1 Happiness in Latin
America, 0–10 scale,
Descriptive Statistics

Life Satisfaction

Country Mean Std. Dev Mean Std. Dev

Argentina 7.09 1.85 5.92 2.11

Bolivia 6.27 1.9 5.33 1.93

Brazil 7.53 2.04 6.11 2.4

Chile 6.45 2.11 5.69 2.16

Colombia 7.35 2.13 6.19 2.52

Costa Rica 8.48 1.74 7.41 2.2

Dominican Rep 7.42 2.36 4.94 2.79

Ecuador 6.35 2.04 4.88 2.12

El Salvador 6.68 2.03 5.21 2.22

Guatemala 7.85 1.77 6.11 2.06

Honduras 7.04 2.46 5.21 2.72

Mexico 7.76 1.63 6.5 2.04

Nicaragua 7.07 2.5 4.88 2.83

Panama 7.76 2.02 6.9 2.22

Paraguay 6.77 2.04 5.2 2.02

Peru 5.98 1.91 5.27 2.2

Uruguay 6.72 2.01 5.62 2.08

Venezuela na na 6.57 2.16

Source: Latin American Gallup 2007 Survey

b) Income variable. The Gallup survey includes one question about household
monthly income. The information is captured in income brackets expressed in
local currency units; thus, brackets are not homogeneous across countries when
expressed in U.S. dollars adjusted for purchasing power parity. Gasparini et al.
(2008) use the Gallup survey to calculate household per capita income figures
which are comparable across countries; they make assumptions on household
demographic composition and on the within-income-bracket distribution of
household incomes. Their income figures perform well when contrasted with
other income figures gathered by official country sources. Thus, they are
confident about the quality of their income figures. This investigation uses
Gasparini et al. (2008) computed figures on household per capita income
expressed in U.S. dollars adjusted by purchasing power parity.

c) Other relevant variables. The survey also has information regarding people’s
age (in years), marital status (dummies for marital status were constructed;
single is used as the category of reference), area where a person lives (categor-
ical variables with the following options: rural, small town, urban, and suburb.
Dummies for area where the person lives were constructed taking rural area as
category of reference), and education in categories.5

5Information regarding education in categories was calculated and provided by Cárdenas et al.
(2008)
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5.3.3 Reference-Group Construction: Country, Age
and Gender

Based on the relevant literature and contingent on the availability of information,
different group-formation criteria were explored. The survey had information
regarding country, gender, age, and place of living of person (urban, semi-urban,
small town, rural); and education. A country-age-gender criterion was followed in
the construction of the reference groups.

People were first classified in different groups according to their age group, their
gender, and their country of residence. Seven age-groups were formed (less than
20 years old, from 20 to 29, from 30 to 39, from 40 to 49, from 50 to 59, from 60 to
69, and 70 years old and more)6. A reference-group formation based on age groups
and gender renders 14 reference groups within each country. Because there are
19 countries in the survey, this implies 266 groups, with an average of about
50 observations by group.7 There are substantial differences in average income
across the reference groups (See Table 5.5 in the Appendix); for example, the highest
average monthly income is US$ 929 dollars for men with ages in between 60 and
69 in Colombia; while the lowest average monthly income is US$ 107 dollars for
women with ages in between 30 and 39 in Peru. Because mean income for each age-
gender-country group will be used as a proxy for reference income, it is important to
have substantial variability in reference-group income across groups.

5.4 Relative Income and Well-being

5.4.1 Estimating the Impact of Reference Income

The following general specification is used to study whether reference income does
play a role in happiness:

6This is an arbitrary classification; McBride (2001) used a variation that assumes people compare
with those who are in a range of ( 5, +5) years their age.–
7If an additional criterion were considered, e.g.: a rural-urban criterion, then the number of groups
would increase to 560; reducing the average number of observations in each group to about 25.
Different criteria for group formation were followed: country-age-gender; country-age- gender-
location; country-age-gender-education; and so on. It was found that the country-age-gender
criterion provides clear results; while the country-age-gender-location criterion leads to similar
results but with weaker significance tests, probably due to the reduced number of observations in
each group.
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swbigk ¼ α0lyigk þ α1ly
ref
gk þ βeduigk þ δareaigk þ γmstigk þ θcountryk

þ μigk ð5:1Þ

Where:

swbigk refers to either life satisfaction or to life evaluation (best-worst life) of person
i who belongs to gender-age group g in country k.

lyigk refers to the natural logarithm of household per capita income for person i who
belongs to gender-age group g in country k. The use of the natural logarithm of
income rather than raw income obeys to the well-established finding of the
relationship between income and happiness variables being concave.

ly refgk refers to the natural logarithm of the mean income for people in gender-age
group g in country k. Mean income is assumed to be the income of reference for
everybody in the group.

countryk refers to country fixed effects, it is a vector of dichotomous variables, with a
value of 1 for the country of residence of person i and 0 otherwise.

eduigk is a vector of dichotomous variables, with a value of 1 for the education
category of person i and 0 otherwise. No schooling is the category of reference.

areaigk is a vector of dichotomous variables, with a value of 1 for the area of
residence of person i and 0 otherwise. Rural is the category of reference.

mstigk is a vector of dichotomous variables, with a value of 1 for the area marital
status category of person i and 0 otherwise. Single is the category of reference.

It is important to remark that the specification allows for the existence of country
fixed effects; in other words, it contemplates the existence of country-level specific-
ities that do imply differences in happiness across countries.

According to the literature, it is expected in Eq. (5.1) for α0 > 0 and for α1 < 0. It
is also of interest to test whether α0 + α1 ¼ 0. If this last hypothesis cannot be
rejected, then it would imply that a generalized increase in income (person i’s
income raises in same percentage as her reference group’s income) would have little
impact in people’s well-being. In other words, income raises do have an impact in
well-being as long as they allow for a change in a person’s relative position.

Table 5.2 shows the results from the econometric exercise when using ordinary-
least squares regressions; the main results are mostly similar when treating the
variables as ordinal and using ordered-probit techniques.

It is observed in Table 5.2 that reference income does play a significant and large
role in explaining happiness. A person’s satisfaction with life raises with own
income and declines with the income of her group of reference. An increase in
income of 100 percent would increase life satisfaction in about 0.40 while an
increase of 100 percent in the average income of her reference group would reduce
life satisfaction in about 0.23. The same trend is observed with respect to the life
evaluation question; life moves closer to the best possible one when income rises;
however, it moves farther away from the best possible life when the income of the
reference group increases.



Table 5.2 Relative income
and happiness, Latin America,
ordinary least squares

Life satisfaction Life evaluation

ly 0.401*** 0.443***

lyref 0.228*** 0.304***

Incomplete primary 0.46*** 0.30**

Complete primary 0.50*** 0.51***

Incomplete secondary 0.76*** 0.72***

Complete secondary 0.81*** 0.91***

Incomplete technical 0.53*** 1.03***

Complete technical 0.90*** 1.12***

Incomplete university 0.69*** 0.87***

Complete university 0.801*** 1.11***

Post-graduate 0.84*** 1.27***

Small town 0.08 0.11

Large city 0.04 0.04

Suburb 0.06 0.1

Married 0.09** 0.25***

Separated 0.45*** 0.48***

Divorced 0.26** 0.34***

Widowed 0.31*** 0.31***

Stable partner 0.20*** 0.30***

Observations 12,859 13,491

R_sq 0.149 0.161

Test F-value F-value

α0 + α1 0 4.11 2.21

Significance levels: 0.01 (***), 0.05 (**)
Estimated coefficients for country variables are not presented
Source: Gallup 2007 Latin America Survey

5.4.2 The Importance of Absolute and Relative Income

Equation 5.1 can also be expressed as:

swbigk ¼ α0 þ α1ð Þlyigk þ α1 ly refigk – lyigk
( )

þ βeduigk þ δareaigk þ γmstigk

þ θcountryk þ μigk ð5:2Þ

This equation separates the absolute from the relative effect of an increase in
income. In other words, there are two effects when a person’s income rises:

First, there is an absolute effect which emerges income allowing people to have
access to goods and services that provide comfort and needs satisfaction, indepen-
dently of the context these people are located in. This absolute effect reflects the

– –

– –
– –

–
– –
– –
– –
– –
– –

¼
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Table 5.3 Happiness and
Absolute and Relative Income
Effects Latin America

Life satisfaction Life evaluation

Absolute income effect 0.173** 0.139

Relative income effect 0.228*** 0.304***

Significance levels: 0.01 (***), 0.05 (**)
Based on estimated coefficients from Eq. (5.1); see Table 5.4.
Source: Gallup 2007 Latin America Survey

commonly accepted view in economic theory that well-being is a matter of a relation
between a person and her objects; in Eq. (5.2) the absolute effect is captured by
α0 + α1.
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Second, there is a relative effect which holds because the increase in income
implies an upward movement in a person’s relative standing - as long as the
reference income remains constant -. This relative effect emerges because people’s
well-being depends on their status in society and, in most societies, it is income - and
the objects it can purchase - which mark people’s status. The relative effect is
captured by the absolute value of the parameter α1, and it shows how a person’s
relative standing affects her well-being.

The absolute effect (as measured by α0 + α1) holds even when there is a
generalized increase in income, because it reflects the happiness impact of income
which does not depend on the social context; however, the relative effect
(as measured by |/1|) holds only when the raise in income is exclusive to the person
rather than generalized. In a completely egalitarian society the value of the parameter
α1 would become irrelevant; however, in very unequal societies α1 becomes a
relevant parameter in understanding people’s well-being.

Table 5.3 presents the estimated coefficients for absolute and relative income
effect on the basis of the estimated parameters presented in Table 5.2.

The α0 + α1¼ 0 hypothesis (significance of the absolute-income effect) is rejected
at 5 percent for the life-satisfaction variable and it cannot be rejected for the life-
evaluation variable. This means that absolute income does play a positive and
significant role in life satisfaction, and a positive –but smaller and not statistically
significant- role in life evaluation (a more cognitive-oriented variable which is highly
influenced by social comparisons and aspirations). The relative-income effect is
statistically significant and of greater magnitude for both the life satisfaction and
the life evaluation variables. This finding shows that income inequality has intrinsic
well-being relevance in Latin America.

5.4.3 Asymmetric Comparisons

It has been postulated that comparisons may be asymmetric. Ferrer-i-Carbonell
(2005) finds that Western Germans show asymmetric comparison; she concludes
that “the coefficient for richer is non-significant and smaller than the coefficient for



poorer. The coefficient of the variable poorer is significant for both subsamples. This
yields the conclusion that for West Germans comparisons are, as postulated by
Duesenberry (1949), asymmetric and upwards.” (p. 20) In other words, people who
are beneath their group’s reference income are strongly influenced by their relative
position, while people who are above their group’s reference income are not. New
variables are constructed in order to test this hypothesis; let’s define:

Dbelow ¼ ly refigk – lyigk
( )

if yigk < yrefigk

0 if yigk < yrefigk

(
ð5:3Þ

Dabove ¼ lyigk – ly refigk if yigk > yrefigk

0 if yigk ≤ yrefigk

ð5:4Þ

On the basis of Eq. (5.2), the following regression specification is used to estimate
the asymmetric impact of relative income on people’s well-being; it distinguishes
between people who are above their reference income and people who are beneath it.

swbigk ¼ φlyigk þ λ1Dbelow þ λ2Dabove þ βeduigk þ βareaigk þ γmstigk

þ θcountryk þ μigk ð5:5Þ

In principle, based on the results from Ferrer-i-Carbonell (2005) it is expected for
|λ1| > λ2, indicating that the relative-income effect is larger for people who are in the
bottom half of their reference-group’s income distribution. This would imply for
upward income comparisons to have a larger well-being impact than downward
income comparisons.

Table 5.4 presents the results from the econometric exercises.

Table 5.4 Happiness and
relative income asymmetric
comparison specification
Latin America

Life satisfaction Life evaluation

ly 0.172** 0.141

Dbelow 0.225*** 0.316***

Dabove 0.241*** 0.263***

R-squared 0.15 0.16

Test F value F value

|λ1| > λ2 0.07 0.59

Significance levels: 0.01 (***), 0.05 (**)
Estimated coefficients from Eq. (5.5)
Estimated coefficients for control variables are not shown
Source: Gallup 2007 Latin America Survey

( )(

– –
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It is observed that the general hypothesis of |λ1| > λ2 cannot be rejected, neither for
life satisfaction nor for life evaluation. The relative effect of income is similar
whether people are beneath or above their reference income. In other words, there
are both upward and downward income comparisons which impact people’s well-
being in a similar way. This is an important result which suggests that income
distribution may have both positive and negative effects in well-being depending
on whether people end up in the top section of the distribution (making downward
comparisons) or in the bottom section of the distribution (making upward
comparisons).

These findings contradict Duesenberry’s argument about people looking upward
but not downward when assessing their situation.

5.5 Final Considerations

5.5.1 Main Findings

This paper has found that relative income matters for people’s well-being; that
relative-income effects are larger than absolute-income effects; and that this happens
at all income levels and in all points of the income distribution. Absolute income
does also play a significant, although minor, role.

The specific findings from this research are:
First, comparisons within a person’s group of reference are important for her

well-being. The mean income of a person’s reference group significantly matters for
her happiness.

A raise in a person’s income has two effects in her well-being (life satisfaction
and life evaluation): First, an absolute effect which emerges from this person having
access to comforts and satisfaction of needs that income allows for; second, a relative
effect which emerges from this person attaining a better relative standing in his or her
group of reference. This investigation shows that in Latin America the absolute
effect is smaller than the relative effect, and that in the case of life evaluation
(a cognitive-oriented variable highly influenced by social comparisons) the absolute
effect is nil.

Both upward and downward comparisons within reference groups are relevant.
People with a relative high income do benefit from their better status while people
with a relative low income are harmed by their worse status.
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5.5.2 Findings’ Implications

The main findings from this research imply that:
Generalized increases in income do have a much smaller impact in people’s well-

being than person-specific increases in income. This happens because a large portion
of the impact of income on well-being is due to its role as status marker. Hence,
economic growth may not be as important as it seems from cross-section regressions
of the relationship between happiness and income. Generalized income raises do not
necessarily ensure generalized well-being increases. This finding is clearly in coher-
ence with Easterlin (1974).

In situations where inequality is high it would even be possible for economic
growth to imply for some people to end up being absolutely better off but
relatively worse off; the relevance of the relative effect could imply for these
people’s well-being to decline even when their income is increasing. This is
particularly important in the Latin American region due to the high income-
inequality situation.

The relationship between the distribution of income and people’s well-being
deserves greater attention in economic theory. Development economists usually
express concern regarding the unequal distribution of income in some regions of
the world; however, their concern is still based on an absolute-income view. In other
words, they approach the distribution of income as qualifying per capita income
figures; this is, the distribution of income informs economists on how reliable per
capita figures are in portraying the situation of the country’s population. Egalitarian
concerns have usually been justified on the basis of normative theories of justice.
However, the importance of the relative-income effect at all income levels implies
for a new justification for holding egalitarian concerns: a very unequal distribution of
income hurts those at the bottom of the distribution, independently of their absolute-
income situation. Development economists should be concerned about the distribu-
tion of income not because it qualifies per capita income, but because it has a direct
impact on people’s happiness.

It is also important to distinguish between country-level income distribution
indicators and group-specific income-distribution indicators. It is common to
focus on country-level indicators of the distribution of income; however, it
seems that people’s well-being depends on intra-group rather than on intra-
country inequality.

The importance of relative income shows that human beings are not out-of-
context individuals but fully-immersed-in-society persons. It also shows that
some relevant factors for understanding people’s well-being and their behavior
are neglected when agents are considered and modelled out of their social
context.
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Part III
Happiness in Welfare Economics



Chapter 6
Does Happiness Improve Welfare
Economics a Lot?

Gabriel Leite Mota

Abstract The vision that Richard Easterlin had back in the 1970s with its “Does
economic growth improve the human lot? Some empirical evidence”, that subjective
well-being might be the variable economics should look at to assess the welfare
gains from economic growth was a “Columbus’ egg”: no matter how obvious could
it be, mainstream economics completely neglected that line of research throughout
the twentieth century. This chapter tries to analyse how important is the usage of
happiness for the betterment of welfare analysis in economics, contrasting it with
both the tools and theoretical apparatus form orthodox welfare economics and the
capabilities approach.

6.1 Introduction

The essay “Does economic growth improve the human lot? Some empirical evi-
dence” that Richard Easterlin wrote for a book in memory of Moses Abramovitz,
back in 1974,1 is now a classic on the economics of happiness.

Although that work went mostly unnoticed for almost 20 years, it earned the well-
deserved recognition at the end of the twentieth century, when the economics of
happiness grew as a hot topic in economics.

In that essay, Easterlin was interested in evaluating if economic growth was
actually capable of improving human well-being, by observing the effect such
growth had on the happiness of individuals.

Knowing that data on the subjective well-being was available since the 1950s,
Richard Easterlin was able to do the unnoticed obvious – empirically assess the
relationship between economic growth and the perception of well-being.

1Easterlin (1974).
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For him, that was the best way to empirically analyse an old-time assumption in
economics: economic growth is good for humans.
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Despite the inattention that such pioneer move had, what Easterlin did was a
“Columbus’ egg” discovery: using happiness data to assess the welfare gains from
economic growth was probably the best way available for economists to test their trade-
mark argument in defence of economic growth, that more growth is always better.

Easterlin’s discovery disproved that assumption. In fact, the relationship between
economic growth and happiness is non-linear, sometimes not present at all.

Such result defied orthodoxy, which was not ready to accept that economic
growth could be anything else than good, despite the absence of empirical evidence
to support such claim.

Nowadays, the credibility the literature on the economics of happiness has gained
is forcing the mainstream to revisit the assumption that economic growth is always a
good thing for humans. That is, Easterlin eventually won the game: one must always
ask how and why does economic growth improve well-being. And that question is
empirically answerable.

But not only that, happiness literature is producing empirical evidence demon-
strating that many traditional welfare conclusions were wrong, and that economics
needs a paradigm change regarding its assumption about human behaviour and
human welfare.2

As a paradigm change that is, it will not happen suddenly.
The purpose of this chapter is to analyse if, and how, the incorporation of the

concept of happiness, and the use of the respective data, is being capable of changing
welfare economics analysis for better.

To do that, we first illuminate some incongruences mainstream economics exhibit
regarding the separation between normative and positive economics.

Secondly, we detail the theoretical apparatus, and applied work, of three different
approaches to the welfare analysis in economics: the mainstream, the capabilities
approach (CA) and the happiness literature (HL).

Finally, contrasting those approaches, we show that there is a room for happiness
in welfare economics, because both the data on subjective well-being and the
concept of happiness bring unique and original contributions that promote a better
comprehension of welfare in economics.

6.2 Exposing a Hidden Truth: Incongruences of Orthodox
Welfare Analysis in Economics

In orthodox economics, the separation between positive and normative analysis isn’t
clear, despite all the rhetoric economists use claiming such problem has been solved
during the transition from the nineteenth to the twentieth century, when economics
became a “pure” science.

2See, for instance, Frey and Stutzer (2002), Layard (2005), Layard (2006), Frey (2008).
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Such rhetoric proclaims that normative analysis is a subject only for welfare
economics or, even worse, that it is beyond the scope of the economic science.3

Nevertheless, whenever a researcher defines a utility function, for theoretical or
empirical analysis, and draws policy implications, he or she is introducing a norma-
tive dimension on a, supposedly, positive analysis.

The fact that researchers operating that way do not acknowledge such problems
only aggravates this issue. Recognizing such incongruences is the first step to find
alternative ways to deal with the normative/welfare dimensions of the discipline.

In fact, welfare analysis in economics is messy. For one side, orthodoxy devel-
oped a branched called Welfare Economics (WE), totally devoted to the analysis of
the welfare consequences of different economic states and policies. For some, that is
a respectable branch of economic inquiry. Relying on assumptions from orthodox
microeconomics it would produce some value neutral (economic efficiency) analysis
used to inform policy. At the same time, others disregard it, considering it is polluted
with normative and ideological biases that destroy its scientific credibility. Compli-
cating things even more, many of those who look down on WE engage in welfare
considerations or policy recommendations derived from the models and empirical
research they produce. In those papers, there is a section devoted to policy/welfare
implications, presented as being value neutral, scientific policy advice. In reality,
such conclusions are undermined by hidden value assumptions and are inconsistent
with the theoretical framework of ordinal preferences. Those who proceed this way
slip into the messy world of incoherent welfare analysis, masked with the complex
mathematical apparatus employed.4

It is known that the main purpose of WE is to assess the welfare consequences of
different policy proposals (market vs. central planning, different tax systems, sub-
sidy policies, laws on international trade). And WE is the branch of economic
analysis where the normative problems are more salient: starting with positive
analysis from economic models, ends with policy advice.5 This step from positive
to normative reasoning is not always easy: even if one accepts the validity of the
underlying “positive” model, there are always conceptual and value issues to be
solved before some normative consensus can appear.6

According to Robbins (1981) this is a critical issue, one that could even discredit
WE as a science. He believes WE should be relabelled as Political Economy; at the
same time, it would become clear that it is a subjective domain of analysis. For him,

3See the classical argument from Robbins (1932).
4These recent papers published in top ranked economics journals can be used as good examples of
the mentioned incongruences: Bhattacharya (2015), Handel and Kolstad (2015), Colombo et al.
(2014).
5See Johansson (1991) for a standard textbook definition.
6Note that it can be argued that a normative consensus will never appear (which is Lionel Robins’
position onWE, shown next): dealing with normative and axiomatic issues (such as the definition of
welfare or of the “good”) one might be forced to accept the impossibility of an unanimously
supported definition. In fact, the very aim of the political process is to try to solve disagreements
regarding normative options.



it becomes imperative to make the choice about “what good is” transparent. Welfare
economists must first reveal their conception of good (which is mostly a subjective
and philosophical issue), and only then use economic models to perform welfare
analysis. In his own words:

132 G. Leite Mota

As regards the subject matter of Economic Science, I adhere to its description in terms of
behaviour conditioned by scarcity. As regards its status as a science, I see no reason to deny
its susceptibility to the usual logical requirements of a science, though I have emphasized the
peculiar nature of its subject as concerned with conscious beings capable of choice and
learning. I see no reason why we should be terrified into thinking that such analysis
necessarily involves ideological bias. But beyond that, in the application of Economic
Science to problems of policy, I urge that we must acknowledge the introduction of
assumptions of value essentially incapable of scientific proof. For this reason, while not
denying the value of some thought going under that name, I have urged that the claims of
Welfare Economics to be scientific are highly dubious; and I go on to argue the lack of
realism which is involved by some of the inferences which may be drawn from its
assumptions. Instead I recommend what I call Political Economy which, at each relevant
point, declares all relevant non-scientific assumptions; and I furnish some indications of the
leading criteria and fields of speculation which should underlie this branch of intellectual
activity. Robbins (1981, p. 9).

Even if one disagrees with Robbins on the need for WE relabelling, it is clear that
the definition of welfare is critical to building an approach to WE: is it material
progress, psychological well-being, freedom (political, economic or social) or
enlargement of consumption options? The answer to this question will not only
determine one’s approach to WE, but also the type of policy advice.

The concept of welfare within the discipline of economics has a long history and
has been subject to various paradigm changes over time. Classical utilitarianism held
that the welfare of the society was conceived as the sum of the welfare of all the
individuals, and the welfare of individuals as the utility they obtained from the goods
they had at their disposal. Later, its welfarist version asserted that utility could only
be inferred from the choice behaviour of rational agents and was assumed to be
ordinal, interpersonally incomparable and the sole valid informational base for WE.7

Meanwhile there was the max-min principle, a neoclassical interpretation of the
work of Rawls (1971), where the welfare of society was to be determined through
the utility of the most disadvantaged. Furthermore, there are alternatives proposed by
Amartya Sen and others (capabilities and primary goods as competing informational

7This is the dominant rhetoric about utility amongst economists and is considered the standard for
mainstream WE. Nevertheless, it is easy to find discrepancies between the rhetoric and practice: in
many papers, where welfare analysis is done, an additive social welfare function (as objective
function of maximization) is used (see Laffont and Tirole (1986) as an example). That implies a
cardinal conception of utility even if it is not explicitly admitted. Furthermore, the Arrow Impos-
sibility Theorem, Arrow (1951), has shown all ordinal interpretations of utility as unable to generate
a solid social decision rule (and hence, any Social Welfare Function). Even so, many mainstream
welfare economists try to avoid SWF and use other tools of WE which they believe to be valid
within the ordinal utility framework (see Just et al. (2005) where this line of reasoning is supported
within the public policy context) or claim that ordinalism does not destroy SWF (see Fleurbaey and
Mongin (2005)).



bases for welfare assessments, opposing utility) and the contemporary analysis of
subjective assessments of utility (Happiness, Subjective Well-Being (SWB), Life
Satisfaction). All this demonstrates how WE has been struggling, without ever
reaching a “stable equilibrium”.8

6 Does Happiness Improve Welfare Economics a Lot?. . . 133

In practice, welfare has been alternatively associated with material things (wealth,
GDP, income, consumption bundles, basic goods), with psychological phenomena
(happiness, good emotions or, more broadly, utility as a subjective concept), with
utility as an abstract concept, inferred from preference orderings from rational choice
behaviour, or with freedom and capabilities. Each alternative has brought a specific
framework of analysis and domain of application (not always compatible or com-
plementary with each other).9

Eventually, out of the myriad of alternatives, some get more credit than others,
some are more widely used than others, some are labelled orthodox, others
heterodox.

It is this sea of complexity and alternatives that one must navigate when dealing
with the problem of welfare and policy analysis in economics.

The fact that many orthodox economists do not recognize even the mainstream
WE (MWE) as a relevant field of analysis is an alarming reality. Who can give
coherent and honest policy advice without first sorting out all the complexities above
mentioned?

It is not by accident that so many economic policy advices have produced
disastrous consequences for humankind. Without a philosophically sound welfare
concept and a way to empirically test the actual welfare consequences of economic
policies, chances are that bad things will happen.

Despite the reputation economists have gained within the political sphere – both
in national and international political organizations – many mainstream economics
welfare analyses are fundamentally wrong.

The critique Amartya Sen and others are putting forward since the 1970’s, with
the capabilities approach, and the literature on happiness that emerged during the
1990’s, both are being capable of two very important endeavours: unveiling the
fragilities, inconsistencies and intellectual deceit of some mainstream economic
policy advice; producing sound alternatives that can be used as guides for economic
policy design and welfare assessment.

8For a more detailed analysis on the evolution of welfare concepts throughout the history of
economics see Bruni (2004a, b), Chipman and Moore (1978), Cooter and Rappoport (1984),
Viner (1925), Wolfe (1931), Bharadwaj (1972) and Stigler (1950).
9Note that classifying WE evolution as scientific progress might not be correct. Frequently, changes
in WE are such that only new and different questions can be answered, not the old ones. Such
changes are not scientific progress, but rather evidence of interests refocusing. See Cooter and
Rappoport (1984) on the ordinalist revolution as an example.
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6.3 Happiness Forcing Its Way Amidst the Mainstream and
the Capabilities Approach

While MWE is the dominant view in economics, and so are its respective methods
and conceptions, Sen’s capabilities approach (CA) and the happiness literature (HL)
are two of the strongest contemporary alternatives. Each have different conceptions
of welfare, methods and philosophical backgrounds, and most of the time, different
policy conclusions.

We are particularly focused on trying to understand how HL challenges MWE
and implies revisions on the standard policy advice. We will also contrast HL with
CA, as this is an established alternative to MWE that shares several concerns and
results with HL (namely policy advice, conclusions and criticisms of MWE). The
final goal is to show that HL has established a place within WE.

6.3.1 Mainstream Welfare Analysis

There are numerous forms of welfare analysis in economics, not all compatible or
even complementary to each other. Nevertheless, it is possible to find a core analysis
which is sufficiently integrated and standardized that we may call it mainstreamWE.

MWE can be characterized by the use of certain tools of analysis, two theorems
and the acceptance of some traditional assumptions of mainstream economics.
Specifically, we argue that MWE uses the first and second welfare theorems (1st
and 2nd WT), consumer/producer surplus (CS/PS), compensating and equivalent
variations (CV/EV), the Pareto criterion (PC), the compensation principle (CP), cost-
benefit analysis (CBA), other tools for applied WE, like survey data, the Clarke-
Groves mechanism, travel costs and hedonic prices and social welfare functions
(SWF) as the main tools.10 Furthermore, it subscribes to methodological individu-
alism, consequentialism, rationality principle, modelization and mathematical for-
malization as fundamentals for these tools. The majority of these tools also rely on
the validity of the price system as a mechanism for value assessment (in a compet-
itive framework) and on the idea of utility as a directly non-measurable and
interpersonally incomparable entity.11

It is possible to group those tools into four different classes: theorems (1st and 2nd
WT), tools for applied WE (CBA and the others), social decision rules (SWF) and tools
based on the rhetoric of ordinal utility (PC, CP, CV/EV and CS/PS). Secondly, although
these four classes refer to mainstream techniques, some incompatibilities might be found
between them, particularly between SWF and the other tools of analysis in MWE. A

10This list is not exhaustive but it is representative of MWE’s main tools of analysis, as a quick look
at contemporary WE textbooks will confirm.
11Again, remember the usual disparities between the rhetoric and the practice of many economists
on their welfare analysis (ordinal rhetoric with cardinal practice).



description of each tool mentioned above follows. We start with a description of the
tools based on the rhetoric of ordinal utility and finish with SWF.
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6.3.1.1 Tools Based on the Rhetoric of Ordinal Utility12

PC: this concept is credited to the Italian nineteenth century economist Vilfredo
Pareto who proposed that in evaluating different social states we could only say that
one state is preferred to another if in the latter all individuals (or at least one) are
better (without anyone being worse off) than in the former.

This concept has great potential for acceptance because it is very restricting in
making value comparisons and has the potential to be deemed obvious and intui-
tively correct.13

This concept entered the core of WE in the form of Paretian Efficiency, according
to which a state is only considered efficient when there is no possible resources
reallocation that can improve the welfare of some without harming the welfare of
others. Appealing as this may be, this can be a very restrictive and limited criterion. It
has no power whatsoever to help WE in analysing situations in which we deal with
welfare gains for some and welfare losses for others (which is frequently the case).

CS/PS: the concept of surplus, that can be traced back to A. Marshal, tries to
capture the utility gain that individuals obtain from acquiring (selling) the goods they
want in the market at a lower (higher) price than that they were willing to pay
(accept).

Using this device as a tool for analysing the welfare impacts of some economic
change, all we have to do is to calculate these surpluses before and after the change
and see what the sign of its variation is. If it is positive, we have a welfare gain, if it is
negative, we have a welfare loss. According to CS/PS, social welfare is maximized
when the sum of consumer and producer surplus is maximized.14

CV/EV: These two concepts were first introduced by J. Hicks (1940, 1943), and
can be defined as follows: in the face of a possible economic change we can calculate
the amount that is necessary to transfer from or to the consumer in order to make him
stay at the same level of utility as before the change – this is the CV; we can also
calculate the amount that is necessary to transfer from or to the consumer in order to
let her enjoy the new utility level (post-change) if the change does not occur – this is
the EV.

12The tools analyzed here are usually conceived of as operational under ordinal utility. Neverthe-
less, it can be argued that is not the case for some of those tools, as some form of cardinality is often
implicit (even if not recognized by those who use the tools). If that is the case, these tools might be
biased towards some conceptions of welfare that many might deem unfair or unreasonable. For that
not to happen an explicit assumption of cardinality is required. Also note that the same problem
happens with the tools for applied WE. For more on this see Sen (2000).
13Although, see Sen (1970), for surprising results.
14In the framework of mainstream economics (perfect rationality, perfect information and inexis-
tence of public goods and externalities), this happens in a perfectly competitive market economy.
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CP: this device was first proposed by Kaldor (1939) and Hicks (1939). Their idea
was to allow potential income transfers amongst individuals in a way that gainers
from some economic changes could compensate the losers, so that all agents will
gain from the change.

For Kaldor, if after some change there is some hypothetically appropriate income
redistribution so that all individuals of society are better off, then that change is
supported, even if the compensation is not actually carried out.

Hicks proposed a somewhat different approach. Using his criterion, the change is
only desirable if there is no potential income redistribution in the pre-change state
that can leave individuals as well-off as they become after the change. That is, a
change is desirable only if doing the reverse change does not respect the Kaldor CP.

The most interesting point about these CPs is that they have deepened the focus of
analysis towards efficiency issues.15 In trying to enlarge the scope of the Pareto
criterion to situations where someone would lose from change and not demand
compensation, these CPs made the focus on efficiency spread to a situation where
previously nothing could have been said. Hicks and Kaldor state their advice using
only potential compensations. The step of actually compensating the losers is
understood as a separate thing. If the change can respect the CP it should be
supported, even if the compensation is never done. So, CP can support a change
that actually violates the PC.

6.3.1.2 Theorems

From the combination of various tools and principles described above and basic
assumptions of mainstream economics (perfect rationality, non-convexities in pro-
duction and utility functions, competitive markets, perfect and symmetric informa-
tion and non-existence of externalities and public goods) two theorems appear as
benchmarks of MWE.

They can be described as:

1st WT: any competitive market allocation is Pareto efficient. That is, if we have
rational consumers and producers left alone in a perfectly competitive market
environment, the final allocation will be such that no possible trade among the
agents could improve the welfare of some without harming the welfare of others.
In brief, all competitive market allocations are Pareto efficient.

2nd WT: under some reasonable hypotheses, all the Pareto efficient allocations can
be attained through competitive markets given appropriate initial endowment
redistribution. That is, all Pareto efficient allocations are competitive equilibriums
for some endowment distribution. Any feasible and optimal resource allocation
can be obtained via market mechanism, after appropriate initial endowment
redistribution.

15Nevertheless, see Sen (2000) to understand how that can be reinterpreted (CPs are not purely
efficient measures as they imply some form of cardinality and interpersonal comparison of utility).
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These theorems show that market allocations can be superior (in terms of
efficiency) to other alternative resource allocations (such as dictatorships, social
plans, etc.).16 Nevertheless, these theorems are silent when a decision is needed
between two different resource allocations that are both Pareto efficient. That is why
tools such as SWF are needed to “close” the analysis.

6.3.1.3 Social Decision Rules

Within MWE, the Social Welfare Function (SWF) is a device used to create a social
decision rule over any set of relevant alternative social states. It was first created by
A. Bergson (1938), and has been used with the intent of producing a complete social
ordering over all the possible social states a society might face.

The basis for an SWF is a Social Welfare Ordering (SWO) that can be represented
by a function if it is continuous. This function aggregates the utility of individuals in
such a way that higher values of this function indicate a social preference for the
social state to which that higher value is imputed.

MWE assumes that SWFs obey some basic characteristics that prompt their
usefulness: welfarism (SWF depends only on the individual utility valuations of
social states), a positive derivative17 in each individual utility level (assumes the
strong PC criterion18) and convex to the origin indifference curves (assumption of
diminishing marginal utility).

With this theoretical device, the definition of the social state that maximizes the
social welfare becomes possible: it will be the tangency point between the social
welfare indifference curve and the utility possibilities frontier. Given that, the main
problem that remains is the definition of a specific SWF.

According to the ideology each welfare economist chooses, it is possible to create
a SWF that reflects such option. So, welfare economists are forced to define their
assumptions on the type of Moral Philosophy that should be used to carry out the
welfare analysis.

Using a utilitarian ordinal conception of SWF, the problem of finding a consistent
way of ranking social states becomes a puzzle. Arrow’s Impossibility Theorem,
Arrow (1951), shows that there is no SWF that can fulfil some very basic desirable
properties. That is, in this ordinal utilitarian framework, we cannot get a consistent

16Note, however, that this is different to saying that the market mechanism is the only mechanism
that should exist to perform the production and distribution of resources. The 2nd WT clearly opens
space for State intervention in determining which final state is desirable after an initial endowment
redistribution operation. Only after that redistribution, markets will operate and bring the system to
the desired and efficient final state.
17Allowing for null derivate is necessary if one wants to include Rawlsian SWF. Nevertheless, that
kind of SWF might be considered beyond MWE.
18The notion that sate A is only preferable to state B if in B at least one person is better off than in A
and no one is worse off.



ranking of social states19 (even if we use any democratic rule such as majority
voting), unless we use some individual ordering as society’s representative ordering.
But that would not be correct because it would correspond to a social dictatorship.20

If, on the other hand, we allow SWF to be cardinal and fully measurable (which
implies some form of interpersonal comparison of utilities) we will face the reverse
problem: there will be a large number of possible SWFs that we can construct based
on individual utilities. It will be then crucial to specify the ethical assumption we
want to use in order to be able to choose from that wide range of possible SWFs.21

From that position we can use SWF to rank different social states, but those rankings
will always be dependent on moral values and so, in some way, subjective.
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6.3.1.4 Tools for Applied WE

Applied WE is the branch of WE that uses its theoretical apparatus to proceed with
analysis of actual policy issues (like deciding the amount of a tax, the construction of
a new road or bridge). It is by using the tools of applied WE that economists can
advise policy makers in devising their strategy.

Not surprisingly, problems of public goods are what decision-makers most
usually deal with. Consequently, most tools developed by applied WE intend to
assess the welfare consequences of decisions over public goods. A brief description
of CBA and other practical approaches to applied WE follows.

The CBA is widely-used as an instrument for assessing the social welfare conse-
quences of medium and small public projects. It is an attempt to know what the
social benefits and social costs of the implementation of some public project will be.

When a government decides to implement some project it must be aware of the
welfare consequences that project will have on society. It has to analyse the impacts
of the project on consumer social welfare (the aggregate consumers’ willingness to
pay for the changes that will occur), on the social cost (namely the consumers’
valuation of the production losses due to the move of some inputs from private to the
public project), their own governmental gains from that project and the impact of
alternative distributions of the gains on households. The CBA is and endeavour to
provide some practical rules that can allow governments to control these areas of
impact of a public project by trying to accurately predict and measure its conse-
quences on social welfare.

The other most often used practical methods are: Survey data, Clarke-Groves
Mechanism, Travel costs and Hedonic Prices.

19However, see Fleurbaey and Mongin (2005), Little (1952), Bergson (1954), Samuelson (1977).
20The hypothesis of an elected benevolent dictator could diminish the undesirability of such social
dictatorship but is, nevertheless, of very little practical interest (due to the implausibility of a
benevolent dictator due to incentive problems).
21There are typically two types of ethical assumptions: Utilitarianism – which generates convex
social indifference curves; Rawlsianism – which implies Leontieff-type social welfare indifference
curves.
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The Survey method is simply the use of survey information to gauge the agents’
willingness to pay for or accept some economic change. In a very direct way, agents
are asked how much they are willing to pay for change to take place (CV) or how
much they would require to be paid (how much they accept) for change not to
happen (EV). If those amounts compensate the costs of implementation, then the
project should be approved.

The Clarke-Groves mechanism is a device devised by Clarke (1971) and Groves
(1973) that induces individuals to reveal their actual preferences over a public good.
This scheme is thought to be incentive-compatible and works in the following way:
for a project to be approved we impose a share of its cost on all individuals. Then we
ask about their willingness to pay and tell them that the project will only be
undertaken if the total willingness to pay exceeds the total cost. Finally, every
pivotal individual (i.e., every individual that might change the decision of
implementing the project or not according to his willingness to pay) is required to
pay a tax equal to the absolute value of the sum of each of the remaining individuals’
willingness to pay less their total cost share of supplying the good. With this we hope
to obtain the true welfare values of the economic change but we impose a non-Pareto
efficient allocation: the collected tax must disappear from the economy (in order for
agents not to behave strategically and corrupt this scheme) so we face a resource
waste. Besides, some agents will lose and others gain with the changes supported by
this scheme.

The Travel Costs22 method uses the idea that even for a free-of-charge service or
public good, agents who actually use it will face some costs. One of them is the travel
cost. Therefore, in trying to evaluate a public good of this kind we can add the travel
costs that agents accept in order to utilize it, and calculate an approximated welfare
value of that good (again using the idea of surplus).

The last method we mention here is Hedonic Prices.23 The idea behind this
method is to try to capture the value of some public goods through the prices of
some private goods. Using econometric techniques, it is possible to isolate the
contribution of the different characteristics of some goods to their price. If some of
those characteristics are a public good, we can assess the value of that public good by
finding the difference between the prices of two private goods (similar in all but the
public good characteristic).

The preceding analysis allows us to draw some conclusion: MWE is a vast
discipline, encompassing the utilization of different applied techniques and rela-
tively different theoretical models; it shows a good level of coherence between the
tools for applied WE and the theoretical analysis based on ordinal utility24 (coherent

22See, for instance, Timmins and Murdock (2007), Shrestha et al. (2002), Hailu et al. (2005), Clarke
(1998).
23See, for instance, Sengupta and Osgood (2003), Wang (2003), Dickie et al. (1997), Arimah
(1992), Tse (2002), Hamilton (2007), Pope (2008).
24Not forgetting the difficulties that might arise once we start to deepen the methodological analysis
and find that there is a tension between the rhetoric of economists (advocating ordinalism) and the
reality of their practices (such as using additive SWF which implies cardinality).



with mainstream economics assumptions); PC is structural to MWE, making it
biased towards efficiency issues and away from equity ones25; MWE determines
the supremacy of market outcomes (market efficiency in terms of Pareto), that is, the
best social welfare can be achieved through free markets, free agent interactions26;
SWF is the most controversial part of MWE because the ordinal utility paradigm
does not fit (due to AIT) and there is no consensus over the alternatives (which is
why it is also disregarded in most applied works27).
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In conclusion we can state that there is a core of well-defined techniques that
characterize MWE but there are still some disputes and unsolved issues within it.
Furthermore, those disputes are more visible at the theoretical level (choosing
between different SWFs28 and discerning the role of cardinality and ordinality)
than at the applied one (where CP dominates).

Nevertheless, many applied and theoretical welfare economists are aware of those
difficulties and find MWE too narrow to encompass the real problems of social
welfare. It is mostly amongst economists who are more interested in social welfare
issues such as unemployment, poverty, discrimination, freedom or development, that
we readily find support for alternative theories of welfare, precisely because it is on
those issues that the major weakness and flaws of MWE techniques show up.29

That is why, in wanting to enrich the scope and power of WE many economists
criticize the WE state of the art and propose alternatives. From myriad authors and
alternatives, two deserve our special attention: Sen’s Capabilities approach and the
Happiness Literature.

For Sen, MWE is limited, primarily because it uses a very incomplete source
of information when conducting welfare analysis: utility derived from rational

25Nevertheless, remember that PC is of very little use when it comes to practical issues (someone is
always worsened as a consequence of policy implementation).
26Even when markets face some difficulties (like externalities, natural monopoly or asymmetry of
information) the best way to overcome those problems (so that the market interaction recovers its
“natural” efficiency) is through interventions on agents’ incentive schemes, not through state
planning. Nevertheless, this does not imply the abolishment of the State. The State might still
have a role in determining the social optimum.
27See, for instance, Just et al. (2005). Even so, SWF is a central issue for social choice theorists
(most of them explicitly assuming cardinal SWF). Many economists also use SWF as arguments of
maximization problems (even though no explicit reasoning is made about which conception of
utility is being used).
28It is worth noticing that it is in the context of SWF discussions that most criticism to MWE
appears. For the critics, MWE cannot neglect SWF just because it doesn’t fit the revealed
preferences/ordinalism framework. Quite the opposite, that incapacity of ordinalism to define a
reasonable SWF is a good reason why the ordinalist paradigm should be abandoned, because not
explicitly defining the ethical background hidden behind ordinalism doesn’t eliminate the fact that
some choices have been made implicitly.
29When facing real-life facts, those economists realize there is a huge discrepancy between the
expected welfare consequences of MWE policies and their actual consequences on the populations.



choice behaviour. Instead, information about capabilities (the actual possibilities
humans have to lead the life they want or have reason to value) should be the
answer.30
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For the HL, the main problem with MWE lays in its incapacity to accept cardinal
and subjective assessments of utility and to admit that not all is revealed through
choice behaviour (as when there is imperfect rationality).

Another possible weakness of MWE is the already-cited reliance on methodo-
logical individualism and rationality principle: criticism might focus on the need to
escape the “homo economicus” paradigm reverting to more empirical versions of
economic agents (with reasoning influenced by emotions, habits or myopia);
embrace a more realistic conception of welfare as a psychological phenomenon; or
accept relational notions of welfare (escaping the individualistic paradigm where all
kinds of welfare can be reduced to individual experience31). The methodological
individualism is by itself a long and complex line of criticism to MWE, but one that
we will not be paying special attention to here, unless related to CA’s or HL’s main
criticisms. On the other hand, the reliance on the perfect rationality principle is a
major criticism that both CA and HL direct against MWE.

6.4 The Capabilities Critique

If one wants to understand the role HL is having on WE it is important to examine
what the CA is, and its role in WE. There is only room for HL in WE if it adds
something to MWE that CA has not already been able to put forward.32

Nowadays, the CA is a well-established form of dealing with welfare problems
within Economics.33

Amartya Sen is the founder of the CA.34 Sen was not content with the answers
MWE gave: for him, there was a vast list of important issues that orthodoxy could
not deal with. So he proposed other methods, and mainly that the capability set
should be the informational base welfare economists ought to use in their analyses.
For Sen, MWE basically relies on an especially restricted idea of utilitarianism, one
that accepts only ordinal utility inferred from choice behaviour as a reliable source of

30This is also a big difference (and, at the same time, a linking point between HL and MWE)
between CA and HL: CA is a non-welfarist approach to WE whereas HL remains within the
welfarist tradition. That is, CA stresses the need to use extra-utility information to proceed with
welfare analysis while HL only demands new forms of measuring and new conceptions of utility.
See Duclos and Araar (2006) for a distinction between welfarist and non-welfarist approaches.
31See Zamagni (2005) for a detailed analysis.
32On the similarities and differences between CA and HL see Comim (2005).
33This can be witnessed by the penetration this approach has on both economic journals and
international institutions (such as the World Bank and United Nations).
34A detailed analysis of this theory can be found on Sen (1999).



information for welfare analysis. Even considering the most powerful version of
utilitarianism (the cardinal one), Sen argues for its demerits: the persistency of some
extension of the AIT and incompatibilities between Pareto criterion and liberal
values (which imply that even the most-used and supposedly uncontroversial wel-
fare criterion of MWE is useless when one imposes private spheres of freedom35) are
just two examples of the weaknesses utilitarianism suffers from Sen’s viewpoint.36

Consequently, Sen believes it is crucial to employ extra-utility information in order
to produce more solid welfare analysis.37 Using extra-utility information (capabili-
ties deprivation, for instance), Sen believes one can escape the impossibility results
and analyse distributional issues of welfare.
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Sen is very concerned with the subjective nature of utility (even when inferred
from choice behaviour) because he finds agents too prone to adaptation in order for
utility to stand as a good welfare criterion (not to mention as the only one).38 He
identifies the capability set as the true objective information that welfare analysts
should look at. From this, one could objectively assess where agents stand in
welfare: whether they are undernourished, ill, under-educated, relatively poor,
isolated from social life, have a chance for long fife, have access to health care,
have a chance to actively participate in social life and flourish. All these questions
can be answered objectively without the need of utility assessments (that is, inde-
pendently of what people think or feel about it). For him, the possibility of feeling
well (having high levels of subjective well-being and reported happiness) is just one
capability that should be taken into account. Yet, there are also different capabilities
which are just as valuable that cannot be reduced to their consequences on psycho-
logical well-being: life-expectancy at birth, equality of opportunities amongst gen-
der, race and social class or political and economic freedoms. These are just few
examples of capabilities that Sen deems to be crucial for every human society and
which cannot be reduced (or judged by their importance) to their impact on
happiness.

Furthermore, Sen is also concerned with the procedural facet of welfare: not only
are the consequences and results valuable, but also the number of options and the
very process by which one obtains certain results.39

35See Sen (1979a, b).
36See Sen (1983) for a closer analysis.
37And to reconcile welfare analysis with some notions of justice and values such as freedom: Sen
claims that on utilitarian grounds all sorts of barbarities (like slavery, hunger or genocide) can be
theoretically justified.
38Sen is very concerned with the possibility of a person acquiescing (because the person was raised
that way or has an acquiescent personality) to very bad and degrading situations, see Sen (1999).
Note that this very process of adaptation also undermines perfect rationality. So, not only is the
concept of utility poor, the perfectly rational agent used by MWE in its models is unrealistic. As a
result, MWE conclusions and policy advice can be misleading.
39This departure from a pure consequentialist framework contrasts with MWE (and with the
standard versions of Utilitarianism).
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By introducing CA one can enlarge the power of analysis of WE and rank
situations which could not be ranked before. Processes, relational problems and
absolute and relative deprivations can be judge. Yet, there is a new problem: if
neither agents’ behaviour nor their subjective assessments are crucial to welfare
judgments, what is the criterion to define welfare?

Some uncertainty is inherent in Sen’s definition of capabilities: capabilities are
everything humans value or have reasons to value. From there he makes a list of
things that people normally tend to value (like health, income, subjective well-being,
freedom). Nevertheless, he gives us no definite criterion to classify something as a
capability or not, opening the way to discussion, confusion, ambiguity and, inter-
estingly enough, subjectivity (each person can determine what is, or is not a
capability40). At the end of the day, the desired objectivity remains unattainable.

In this respect it is worth noting that CA cannot be fully understood without a
reference to the Rawlsian Theory of Justice as Fairness expressed on “A Theory of
Justice”, Rawls (1971). The ideas developed by Rawls, namely his concept of
primary goods, can be regarded as the inspiration for Sen’s Capabilities.

Interesting enough, Rawls has also served as an inspiration for some mainstream
welfare economists who tried to incorporate his ideas within the welfarist framework
(with the max-min principle and the Leontieff-type social indifference curves
already mentioned). Nevertheless, that incorporation has to be seen as misleading:
Rawls clearly departs from both welfarism and utilitarianism (cornerstones of MWE
that Sen also rejects). He builds his theory within the social contract theory (where
Locke, Rousseau and Kant are prominent authors, all disagreeing with utilitarianism)
and defines primary goods as the informational base one should look at when
evaluating the welfare of individuals, not utility. So, Rawls is clearly closer to Sen
(or Sen is closer to Rawls) and his work has opened the way to the CA within WE.

One last remark serves the purpose of highlighting a difference between Rawls’
and Sen’s ideas. As a welfare economist who is very concerned with poverty and
underdevelopment issues, Sen has a pragmatic inclination which is reflected in his
conception of capabilities where the word actual is essential: capabilities are the
actual possibilities an individual possesses to lead the life he/she wants. Formal,
constitutional possibilities alone are not enough to be counted as capabilities.
Contrarily, Rawls (as a philosopher) was more concerned with the design of a fair
society and gave primary goods a more formal/constitutional flavour, stressing the
importance of constitutional fair rules that generate fair expectations about primary
goods, and not so much to the actual fair opportunities in accessing those primary
goods (as he was dealing with the construction of the basic structure of a society, not
with any particular real society).

40One mild restriction Sen imposes is the necessity of an ideally long period of open, public and
democratic discussion so the concept of capability might emerge. See Sen (1999).
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6.5 Happiness: Accepting Subjectivity inWelfare Economic
Analysis

Happiness is a vast concept: one of the main concerns of philosophers and of great
dispute about its content. It is also one of the most important values for humankind.

It is reasonable to argue that economics, a social science which studies the society
and the individual, should give a relevant place to happiness, at least in its welfare
analysis. In fact, we know that is not the case (or at least not in a straight-forward
narrative).

MWE uses a very abstract notion of utility, one that clearly does not need to have
any connection with a notion of happiness. In MWE, utility is empty of psycholog-
ical meaning as it is assumed that all one needs is the observation of rational choice
behaviour (and the consequent revealed preferences).

Nevertheless, this has not always been the case in economics41 and the research
with subjective indicators of welfare has put happiness back on the track of many
economists’ research agenda. In particular, data on Subjective Well-Being (SWB)
has given rise to some interesting and puzzling findings for the economic profession:
Easterlin’s Paradox, Easterlin (1974), is probably the most widely used finding to
demonstrate that something is wrong with MWE.

MWE seems to look at income growth as an objective way of increasing welfare:
if mean income rises and no one’s falls, then welfare ought to rise (as the Pareto
criterion would corroborate). Easterlin’s Paradox clearly shows such a correlation is
not always present, and that the reason why MWE fails to see it lays in its utility
conceptions and rationality assumptions.

For HL there are new stylized facts that are incompatible with MWE assump-
tions. In HL, agents are systematically myopic. For instance, agents fail to perceive
that consumption42 only produces happiness if one’s consumption is greater than the
reference group’s average (comparison effect), greater than what it was in the past
(adaptation effect), and close to one’s expectations. As a consequence, agents over-
invest in consumption (and in work) gaining less happiness than what they had
thought. Furthermore, subjective assessments of welfare are counted as reliable,
comparable and scientifically rigorous.43 Utility is understood as a psychological
reality that might have a cardinal nature (comparable interpersonally and across
countries) and that can be grasped, namely through questionnaires.

HL can be understood as a return to the early days of neoclassicism, and to the
ideas of J. Bentham (who conceived of agents as pleasures seekers and pain evaders)
of cardinal and measurable utility.44 But HL uses new findings and techniques (from

41See Bruni (2004a, b).
42Mainly conspicuous consumption, see Frank (2005).
43See Veenhoven (2002) for a detailed analysis why subjective measures are important in welfare
assessments.
44Although not necessarily endorsing the Benthamite moral theory (which states that “good” is
everything that prompts human pleasure and “bad” is all that dooms it).



economics, and also from psychology, neuroscience and sociology), empowering its
analysis such that the old criticisms early neoclassicism faced are overcome.45
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HL also challenges MWE in several ways: not only with respect to the techniques
employed but also on the basic assumptions about rationality and utility. As already
stated, HL disputes perfect rationality, revealed ordinal utility, classical preference
axioms, surplus analysis, the role of GDP in orthodox welfare policy, but offers,
amongst others, comparison and adaptation effects analysis, hedonic treadmills,
SWB and survey data.

Nevertheless, many authors within HL still retain the utilitarian and individual-
istic paradigms, typical of MWE.46 And that is what stands HL apart from CA, as
this last approach is clearly non-utilitarian and anti methodological individualism. In
a way, HL could be understood as standing between MWE and CA (or as the closest
version of utilitarianism to CA): both HL and CA reject restrict utilitarianism,
ordinalism, perfect rationality, and choice behaviour paradigm (fundamentals of
MWE) but where CA places demands for capabilities (non-utility information, a
radical cut with utilitarianism), HL stands for happiness (new interpretation and
measures of utility, new versions of utilitarianism). The supporters of CA consider
happiness as just one capability amongst others of equal or higher importance (such
as freedom) while HL regards capabilities as explanatory variables on happiness
equations (well-nourished, free and rich persons will be happier).47 Thus, HL is not
equivalent to MWE as it uses types of information and methods that were rejected by
the latter (although sharing utilitarian philosophy) and is not equivalent to CA since
it accepts utilitarianism while CA proposes capabilities (although sharing some
techniques, data and policy conclusions). More, HL might be closer to CA from
an applied/political point of view, but from a philosophical point of view HL is
closer to MWE.48 Ultimately, there is justification for HL to stand out as an
alternative approach to WE, from both MWE and CA.49

Although HL deals with some internal incoherencies and disputes it is gaining
prominence and credibility, attracting more and more economists to its milieu, which

45More and more evidence, see Layard (2005), from psychology and neurology shows that the
sensation of well-being can be assessed (via brain scans and electroencephalographs) and that it has
a physical and chemical nature. That strengthens the idea that utility is something real and objective
(also strengthening the hypotheses that it can be grasped objectively via questionnaires). See also
Oswald and Wu (2010) for an objective confirmation of subjective perceptions.
46Of course some reject utilitarianism (most of those being closer to CA than to HL) and others the
methodological individualism. See Zamagni (2005), Sugden (2005) and Bruni and Stanca (2006),
claiming the need for relational views on economics if happiness is to be properly incorporated.
47See Hojman and Miranda (2018).
48Which proximity is more important might be subject to discussion. Nevertheless, from a funda-
mental point of view, the distinction between utilitarian (MWE and HL) and non-utilitarian (CA)
analysis appears as the most relevant.
49Even if there is the temptation of MWE to incorporate HL main findings and assumptions (as HL
remains utilitarian and as the imperialism of economics would predict) that is not a problem to HL’s
relevance: quite the contrary, that would mean that MWE has recognized validity and robustness in
this new line of work.



can be witnessed by the increasing number of papers published on this topic in top-
rated journals.50

146 G. Leite Mota

At the end of the day HL proves it cannot be neglected when making an economic
analysis of welfare.

6.6 The Policy Issue: Happiness is Different from
Capabilities and the Mainstream

After all that has been said in the previous sections, some fundamental questions
remain to be clarified: do these theoretical and conceptual disputes have practical
consequences? Does the chosen theoretical framework give rise to different policy
advice? The answer is yes, and for three main reasons: first, different conceptual
frameworks allow economists to analyse different problems; second, even for the
same problems, the different theoretical setups may imply different policy conclu-
sions; third, even if for the same problems different theories imply similar policies
the justification for such policies will be different, grounded in different concepts
and values.51

Over the previous sections we have analysed the main characteristics of three
approaches to WE: CA, HL and MWE. We have noted that each has its specific set
of assumptions and tools. Now we need to clarify which policy consequences each
brings about.

MWE, CA and HL differ in many ways: theoretical, philosophical and method-
ologically. Therefore, it is not surprising that each approach advocates different
kinds of policies for welfare enhancement.

Using methodological individualism, consequentialism and behaviourism (the
revealed preference and ordinal utility framework), most MWE models end up with
liberal policy advice: free individual interaction through markets is the best way for
society to reach welfare (once the basic rules of law and justice are guaranteed). The
welfare analyst can support market liberalization policies since those same policies
generally promote Pareto movements (in the Kaldor-Hicks sense). Besides that, he
or she has very little space of action: cannot judge non-Pareto movements, cannot
judge distributional issues of welfare between two Pareto efficient states and,
extremely important, cannot judge welfare variations not grasped through choice
behaviour.52 All these are lacunas that can be overcome with a paradigm change.

That’s exactly what CA and HL try to do, even if using different strategies.

50Di Tella et al. (2001), Clark and Oswald (1994), Blanchflower and Oswald (2004), Stevenson and
Wolfers (2009), Deaton and Stone (2013), Benjamin et al. (2014) are just a few examples.
51Important as this philosophical issue might be, the relevance of new approaches in WE springs
mostly from the different policy conclusions and enlarged domain of analysis.
52For instance, cannot qualify between different situations in terms of the actual range of choices,
processes and freedoms.
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CA marks a clear change in most assumptions and structures of welfare analysis:
it departs from consequentialism (as it puts great emphasis on the processes through
which every final state might be achieved, ranking those states accordingly), from
ordinal utility (as it deems all forms of utilitarianism poor in terms of the used
informational base, using capabilities instead), from hedonism (advocating a more
eudaemonistic conception of welfare where happiness can only emerge through
human flourishing and relinquishing happiness as the ultimate goal of human
existence), from methodological individualism (as it considers that many welfare
phenomena can only be understood when using a relational approach53) and from
perfect rationality (agents are conceived as complex psychological entities). With all
this it is not surprising that its welfare analysis and policy conclusions differ from
those of MWE.

Using CA, the core of welfare lays in the actual possibilities individuals have to
lead the life they want or have reasons to value. For that end, issues like access to
food, healthcare, education, political activity, income, work and protection from
abuse, tyranny and discrimination figure high on the list of welfare essentials.

In terms of policy, the promotion of healthcare, education, democracy, markets
and the rule of law are top priorities.

CA as a framework of analysis is used more and more to ground and conduct
welfare analysis and policy54 and marks a clear departure from MWE ideals.

HL is a different research track. Using econometrics to estimate happiness
equations (discovering its determinants or unveiling happiness shadow prices),55

utilizing experiments to assess the impact of life events on happiness,56 constructing
new indexes of welfare or engaging in interdisciplinary theoretical conversations, it
is plural, uses different methods, models and techniques, reaches different results
and policy conclusions.57 Nevertheless, it is now possible to identify a set of core
assumptions, ideas and main conclusions that almost all researchers agree with.
Within that core we can put forward the comparison effect, the adaptation effect, the
expectation effect, the diminishing marginal utility of money, the difference between

53Considering that some aspects of human welfare are intrinsically relational.
54When the United Nations’ Human Development Index was created it was embodied with CA
ideas: the introduction of life expectancy at birth and literacy in combination with GDPpc in a
development index is a concession to the idea that not everything can be translated into money (each
capability is autonomous and cannot be transformed/translated into another).
55See Powdthavee (2008) or van Praag and Baarsma (2005).
56See Loewenstein et al. (2015) or Proto et al. (2012).
57Some prefer to use subjective notions of happiness (with underlying utilitarianism, hedonism and
methodological individualism), adopt an empirical route and believe that life events (demographic,
economic, social, etc.) can have a large and permanent impact over happiness (see Blanchflower
and Oswald (2004), Clark and Oswald (1994), Frey and Stutzer (2002), amongst others) while
others prefer to rely on objective happiness (see Kahneman and Tversky (2000)), proceed with
theoretical analysis, use relational approaches, adopt procedural views and support eudaemonism
(see Zamagni (2005), Bruni and Stanca (2006)), or even support (mostly psychologists) the set point
theory where SWB appears as stable over time for every individual, like a personality trait that can
only be temporarily affected by life events (see Diener and Diener (1996)).



decision and experienced utility,58 and the different impact each life domain has on
happiness.
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All these facts have strong policy implications in directions that clearly diverge
from those of MWE.

Once we accept that agents compare what they have in the present with what they
had in the past and adapt, more or less quickly, to the new standard, compare what
others (from one’s reference group) have, compare this with their expectations of
what they should have (again, these expectations depend on the society and group
culture, norms and values) and do all this differently for each life domain (like work,
family, leisure or income), we are forced to regardMWE as unreliable. After all, in this
context, agents are not perfectly rational (they make repeated mistakes and show signs
of addictive behaviour), information doesn’t flow easely, and markets become
imperfect.

One stylized fact of HL is the diminishing marginal utility of GDP per capita:
after a certain level, continuous increases in GDP cannot push happiness any further.
That is, despite agents moving in line with increasing income, that becomes
unproductive in terms of welfare augmentation. The so-called Pareto movements
are, after all, not efficient in terms of welfare (they might be “Pareto efficient in
income”, not in welfare). If what WE tries to analyse and promote is real welfare,
then HL shows that it has to do much more than stick to agent’s behaviour, income
and monetary evaluations.

We have seen that both CA and HL criticize the purity of markets and agents and
consequently the validity of MWE. They try to build new evidence, tools and
theories. In the end, they advocate different policies for welfare. Those differences
can be exemplified.

Freedom and income are basic goods59 that are generally considered crucial to
human welfare. In WE that is also the case (although more the case for income than
for freedom).

Income is the most well-studied issue within economics (and consequently, in
MWE) and is normally regarded as a benchmark of economic well-being and as an
objective scale through which most types of welfare can by analysed.60

Freedom is a more controversial issue since it is a vaguer concept. It can assume a
political nature (democracy versus dictatorship), an economic nature (free entrepre-
neurship versus planned economy), a societal nature (closed versus open societies), an
individual nature (individuals with private spheres of freedom versus totally controlled
individuals). In WE, freedom is usually analysed as economic freedom (also as

58See Kahneman et al. (1997).
59Or primary goods as in Rawls (1971).
60This is a consequence of the admitted objectivity of income in comparison with other proxies of
welfare and the conviction that most relevant economic welfare issues can be translated into
monetary figures. Nevertheless, economists have long realized that these income measures of
welfare have several problems. See, for instance, Samuelson (1974).



freedom of choice over consumption goods) and is integrated into policy advice by the
idea that more freedom leads to more competition and enhanced market efficiency.
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Given their significance, we should analyse both of these issues more carefully.

6.6.1 Freedom

Being a vast concept, freedom is prone to confusion and disagreement. Nevertheless,
it is normally regarded as highly important for human welfare.

Within MWE analysis freedom usually enters as freedom of choice over various
options: more choices mean greater opportunity for maximization and hence, higher
levels of welfare. More fundamentally, freedom is only regarded as a precondition
for maximization: agents must be free to maximize their utility. Freedom also means
the liberty to participate in markets through buying, selling and producing goods.

For the CA this is a clearly poor way of dealing with freedom when performing
welfare analysis. Here, freedom deserves the highest position when thinking about
welfare. After all, the freedom to live the life one wants or has reason to value is
at the core of the concept of capability. Hence, freedom deserves close scrutiny if one
wants to proceed with a reliable welfare analysis.

Freedom can be thought of as the concept CA most approximates with the
ultimate goal of human existence61: life expectancy at birth, school education, access
to food and health, civil and political rights, are all conceived of as important to
welfare, since all contribute to enhancing the freedom individuals have to choose a
path for their lives. The CA goes as far as to state that what really matters is the
actual freedoms individuals enjoy, not the potential or legal ones. Freedom is
conceived of as valuable per se, even if the results are not affected by its presence
or absence, let those results be measured in terms of wealth, health or happiness.

So, Enhancing freedoms is the major political concern of CA, a prominence not
granted by the policies of MWE.

As we have already mentioned, HL might be thought of as an intermediate
position between MWE and CA. Here, it considers freedom a very important welfare
issue, not because it thinks of it as the objective value but rather because freedom
usually enhances SWB. Political freedoms and civil rights, freedom to participate in
economic and social life, and so on, usually show high levels of positive correlation
with reported happiness.62 That is why there is room for policy intervention in the
direction of increasing freedoms even in situations where MWE would recommend
no action (because agents were supposedly maximizing their welfare and the lack of
freedom was not grasped through their behaviour).

Nevertheless, HL’s stance on freedom only as instrumental and not as a funda-
mental of welfare marks a sharp difference with CA. For instance, Schwartz et al.

61See Sen (1999).
62See, for instance, Frey and Stutzer (2002) and Hojman and Miranda (2018).



(2002) show that more options are not always on par with more satisfaction.63

Instead, the gains of having more options to choose from might be annulled by the
increased cost of selecting the right option. The increased opportunity cost, the
anguish of not knowing if we’ve made the best choice and the very cost of
processing the information might lead us to a worse situation after an option
enlargement. Within CA such a conflict would be given little relevance.
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From all we have said so far, it becomes clear that the choice of framework will
impinge on the policy conclusions. Whether we consider freedom as a precondition
for market operation, as instrumental for happiness or as a fundamental of welfare,
different policies will emerge as to what is best for welfare enhancement.

6.6.2 Income

Income might be seen as the core of WE. Income has been the main concern of
economics since the early ages of Political Economics. Trying to understand what
could promote the enlargement of national wealth was probably the first research and
political question in the history of economics.

From those early days until today different paths have been followed concerning
assumptions, models and tools of analysis. Nonetheless, income has remained at the
core of what economic welfare should be/was.64

As a result, welfare policy has long been biased towards income enlargement,
neglecting all sorts of other possibly relevant dimensions (like environment, family
life or freedom).

MWE is on a par with these ideals as it sees income as the main source of welfare
and the benchmark against which all can be compared (the same as saying that almsot
everything can be translated into a price). Forgetting the old lessons of early
Neoclassiciscm on the diminishing marginal utility of money, most modern welfare
policies regard GDP per capita enhancement as the sole objective and
uncontroversial means of increasing welfare. As might be intuitively perceived,
this analysis neglects countless effects that income growth policies might have on
various domains of social and individual life. Those effects might be detrimental to
welfare. If so, then a global effect of an income raising policy might be diminished

63See also Evrensel (2015) explaining how the relationship between happiness and economic
freedom might be mediate by religious beliefs.
64Interestingly, during the classical period income was regarded as very important to welfare, not
the welfare itself. So, understanding the way through which income increases was important, as
long as income could be transformed into welfare. Later, this “transformation problem” was
forgotten as the non-monetary part of welfare (ophelimity) was deemed unscientific and behind
the scope of WE, see Robbins (1945). With that it became implicitly assumed that income would go
hand-in-hand with welfare, since rational agents (who always maximize utility) with higher
incomes would have the opportunity to increase their utility. So, the “transformation problem”

disappeared. See Bruni (2004a, b).



welfare. Exactly because some economists think that is the case, new approaches
have appeared.
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The advocates of HL point out four main reasons why an income raise might not
be always good: comparison effect, adaptation effect, expectations effect and life
domains specificities.

Comparison effect refers to the fact that people tend to compare their income with
that of others (relevant others) so that their welfare level will mostly depend on their
position relative to others, and not on an absolute level. With that, there cannot be an
increase in welfare (happiness) through an increase in average income: if my income
rises by the same proportion as that of others, then my satisfaction level will remain
constant.

Adaptation effect refers to the fact that people tend to adapt to their current level
of income, reverting to some baseline level of welfare after a while. Again people
compare themselves, now with their past, and tend to gain happiness right after an
increase on their income but quickly adapt and return to their previous level of
satisfaction.65 That is, an income augmenting policy might be extremely short-lived
in terms of welfare gains.

Expectations also play a crucial role in SWB. The expectation effect states that
our satisfaction with any income level will be a function of the difference between
our expectation and the actual level of income. So, we can only increase our welfare
if our actual income approaches our expectations. The problem is that, normally, our
expectations will move along with our income level: for a rising income, rising
expectations. If that’s the case, our income oriented policy fails again.66

Finally, life domains specificities are crucial to complete the picture of HL in
respect to income: the above-cited effects are not equally present in diferent life
domains. Specifically, satisfaction with income is the life domain which is the most
prone to adaptation and comparison: we adapt much quicker to a bigger salary than
to an extended period of vacations; we compare the size of our house with those of
the neighbours much more than the time we have for leisure; we adapt our expec-
tations in term of income as it grows while our expectations of what a good number
of children is doesn’t change with the actual number of children we have.67

Knowing this, it becomes simple to understand that left to themselves (via market
interactions), agents will over-invest in work, production and consumption (as they
fail to anticipate adaptation and comparison effects68 and behave as addict s to

65There is evidence of this effect even from a sample of lottery winners who quickly lost their initial
euphoria and remained as happy as (or little more than) before their lucky day (see Brickman et al.
(1978)).
66See Stutzer (2004) for empirical evidence.
67See Frank (2005).
68Note that comparison effect might be anticipated but, nevertheless, agents might be forced to act
accordingly: in some situations, what others have affects us directly even if one wants to stop
comparing oneself with others. For instance, a student without a computer is thrown into such a
deprived situation that he/she is forced to keep on the road of continuous technology adaptation,
which implies continuous consumption.



consumption69) in a way that markets become inefficient in producing welfare: there
are externalities (like the income of others affecting me) and imperfect rationality
that destroy market efficiency.
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Furthermore, there are “standard” market imperfections (like environmental
issues and monopolies) that further condemn the market to be inefficient in welfare
production. Nevertheless, these four effects are key contributions of HL.

In HL, income is important as long as it is instrumental for happiness. The
policies for income must be those that promote the greater enhancement over
SWB, not those that maximize income.

For CA, income is also a very relevant issue.70 Welfare is impossible without
income and its augmentation and distribution are deep concerns of this line of work.
However, we find in CA sharp criticism to the dogmatic importance MWE gives to
income and a repositioning of income within the framework of capabilities: income
is important because it is instrumental to the development of capabilities. In order to
survive, to participate in society and to flourish, every human being needs some sort
of income. If he or she does not have that endowment, any welfare achievement
becomes impossible. Income is a sine qua non for welfare, but it is not welfare itself.
In fact, what is important is the power income brings to people so that they can
transform it into capabilities.71

As in the HL case, for CA the relationship between income and welfare is not
linear: more income might not generate more capabilities and so more income might
not always be the best outcome there is.

Policies that enhance GDP per capita but do nothing (or do harm) to capabilities
must be discarded and replaced by others which are more effective in enhancing
capabilities. In this context, a poor but democratic country might be preferable to a
wealthy dictatorship.

From all that has been said, it becomes clear why HL stands as an alternative for a
welfare analysis that cannot be reduced to either MWE nor CA. HL can even be seen
as a “third way” of complementing capabilities and the mainstream: it shares and
rejects some principles of both capabilities and mainstream approaches but stands as
an autonomous alternative. It postulates a specific set of policies and is an opera-
tional approach to WE.

6.7 Conclusion

Since the seminal work of Richard Easterlin in 1974 using happiness data as a
measure of welfare, a lot has been happening in welfare analysis in economics.

69That is why decision and experienced utility diverge, and a total reliance on the former causes
policy mistakes.
70Sen has always been very concerned with poverty and deprivation, and therefore, with access to
income.
71That is why poverty, for instance, is seen as capability deprivation, not as income deprivation.
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But only the turn of the twentieth to the twentieth-first century was able to
advance on Easterlin’s insight. The continuous growth that can be witnessed on
the HL since the 1990s is a well-deserved reward to those who have first notice the
obvious – if economics wants to produce welfare judgments, and perceive the impact
of economic policies and different economic states on the well-being of humankind,
it has to measure and study happiness.

The aim of this chapter was to make clear that this set of publications that we call
the HL might be seen as a plural but congruent bunch of welfare analysis where
happiness, the subjective well-being of individuals and societies, is the central
measure of welfare. Furthermore, we wanted to demonstrate that this literature is
producing autonomous knowledge that cannot be encompassed by the existing
mainstream welfare analysis neither by the competing approach of Sen’s
capabilities.

Beginning by pointing out the complexities that any serious welfare analysis
requires and stressing out that many mainstream economists produce incoherent
work when jumping from their positive models to policy conclusions, we then
addressed separately different ways to engage in an economic analysis of welfare.

We have analysed three forms of looking at WE and have endeavoured to
examine and compare main postulates, assumptions and policy conclusions of
each. We have been able to determine that MWE, CA and HL are all different and
stand as alternative and autonomous ways of performing WE analysis. In fact,
although we might find some similarities between them (MWE and HL share a
utilitarian, hedonistic, individualistic and consequentialist background, CA and HL
share concern with freedoms and processes and are critical of MWE’s support of
ordinal utility), their core of assumptions differs and many policy conclusions vary
(mostly from MWE to CA and HL).

We have also made clear that all three approaches have different conceptions of
what welfare is (due to different philosophical backgrounds). Consequently, the
policy differences among them are not just a product of disagreements over which
techniques are more suitable for reaching a certain and common goal, but a result of
different conceptions on which goal is to be achieved: that is, the paths (policies) are
different because the final destination (welfare conception) is not the same.

Retaining the ideas of Robbins (1981), any approach might be considered
scientifically valid only after one first decides, making a moral, non-scientific choice,
which conception of welfare is to be used.
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Chapter 7
Why the Easterlin Paradox? The Scitovsky
Hypothesis

Maurizio Pugno

Abstract Starting from the mid-1970s and the mid-1990s, Richard Easterlin has
provided three key contributions to the development of Happiness Economics.
These regard: the existence of the paradox that takes his name, its explanation, and
the use of psychological concepts in economics, like happiness and aspirations. Each
of these issues is still unresolved. Tibor Scitovsky, working in the same years on the
same issues, advanced an explanation of the paradox that endogenizes what are
today the most widespread explanations, i.e. those based on adaptation and relative
income. Confirmation of his hypothesis can be found in psychology and in econom-
ics that now use psychological concepts, like motivations and non-cognitive skills.

7.1 Introduction

With the article of 1974, then re-elaborated in 1995, Richard Easterlin gave momen-
tum to the stream of research now called Happiness Economics. He proposed three
issues at the same time: about facts, by showing a paradox, i.e., that subjective well-
being tends to be constant over time despite economic growth; about theory, by
explaining this paradox with a psychological mechanism whereby people’s aspira-
tions persistently grow with income, thus counterbalancing the welfare-improving
effect of income; about methodology, by thus introducing some psychology into
economics.

The first issue – the existence of the paradox – has spurred a great deal of
interesting empirical research, but without a shared conclusion being reached on
whether the paradox tends to apply to all countries. The second issue – explanation
of the paradox – has mainly become a test of Easterlin’s argument, with the finding
that the negative effect of people’s aspirations on their subjective well-being is
important, but it varies across life domains. It thus remains to be explained why
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people do not learn to form their aspirations so as to improve their subjective well-
being permanently. To this end, more psychology would be needed, so that the third
issue remains unresolved as well.
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Tibor Scitovsky worked during the same span of time as Easterlin on the same
issues, but he was so original in each of the three issues that his contributions are not
yet fully explored. In regard to the empirical issue, he relaxed the paradox by
recognizing that the tendency towards a joyless economy may be true for the United
States but not necessarily for other countries, like some European countries. In
regard to the theoretical issue, he proposed an explanation of the paradox which
endogenizes people’s aspirations. In regard to the methodological issue, he paved
the way to substantially introduce psychology into economics as required by the
study of how people change preferences (Scitovsky 1976, 1986, 1995, 1996; Pugno
2013, 2014a, 2016, 2017).

The paper is organised as follows: Sect. 7.2 introduces the paradox as stated by
Easterlin, and then it highlights the open issues; Sect. 7.3 shows how Scitovsky
contributed to these and other issues; and Sect. 7.4 concludes by re-stating
Scitovsky’s hypothesis.

7.2 The Easterlin Paradox and the Open Issues

7.2.1 The Two Versions of the ‘Easterlin Paradox’

The Paradox states that at a point in time happiness varies directly with income both among
and within nations, but over time happiness does not trend upward as income continues to
grow (Easterlin 2016, p. 2).

This is the paradox that Easterlin has stated in a recent paper, adding that
‘“happiness” is used here interchangeably with subjective well-being as a proxy
for all evaluative measures of self-reported feelings of well-being’ and that
‘“income” is a proxy for real GDP per capita’ (Easterlin 2016, p. 2).

In the same 2016 paper, Easterlin updates the empirical evidence on the paradox,
in line with Easterlin (2015) and Easterlin et al. (2010). He first shows that the
paradox applies to the United States for the recent period 1972–2014 even better
with respect to the 1946–1970 period of his original evidence (Easterlin 1974). In
fact, the period is now longer, the data points are many, and the trend of happiness is
even declining, while GDP per capita has more than tripled.1

Other authors show that the Easterlin paradox applies to other growing economies
as well. In the United Kingdom the trend of life satisfaction is approximately flat in the
period 1973–1998, when controlled for socio-demographic variables (Blanchflower
and Oswald 2004), and similarly in the period 1996–2007 (Clark et al. 2014). In West

1This puzzling result for the United States is even recognized by Stevenson andWolfers (2008), and
then confirmed on the basis of a different dataset by Herbst (2011).



Germany the trend of life satisfaction has an insignificant slope for the period 1984–
2009 (Clark et al. 2014; see also Pfaff and Hirata 2013), and the same applies in
Australia although for the shorter period 2001–2008 (Clark et al. 2014; see also Paul
and Guilbert 2013). Even China exhibits a declining trend, although the data points are
rather few (Easterlin et al. 2012; Bartolini and Sarracino 2015).
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In the same 2016 paper, Easterlin then states a second version of the paradox,
according to which:

. . . countries with a higher rate of growth of GDP have no significantly greater change in
happiness than countries with a lower rate of economic growth. This lack of relationship
holds for the developed, less developed, and transition countries, both pooled and
separately. . . (Easterlin 2016, p. 7).

In this case, the paradox does not apply to single countries, but to a sample of
countries as a general law; it does not require a non-downward trend of happiness,
but an insignificant (bivariate)2 correlation between the trends of GDP per capita and
of happiness. Indeed, several countries of the sample used in the paper exhibit an
upward trend of happiness, so that they do not appear to conform with the first
version of the paradox.

Easterlin shows that this second version is confirmed by the available data by
stressing the importance of considering happiness and GDP in their long run trends,
rather than in their short term fluctuations. He thus dismisses Stevenson and
Wolfers’ (2008) finding that the bivariate correlation is positive and significant by
observing that they do not properly compute the trends, so that they rather capture
cyclical movements.

The second version of the paradox is important because it enables Easterlin to
reply to the criticisms and evidence conflicting with the paradox, such as those in
Stevenson and Wolfers (2008), Veenhoven and Vergunst (2014), and Diener et al.
(2013). Nevertheless, the debate on this second version remains open (see Beja
2014), because the tests are not powerful enough to be conclusive, being based on
too small samples of countries and on too short time series (Powdthavee and Stutzer
2014). Indeed, with the available data, Krueger (2008) shows that cross-country
heterogeneity cannot be ignored, thus suggesting that what accounts for it should be
sought.3

Therefore, the empirical issue remains more open for the second version of the
Easterlin paradox than for the first one, while the theoretical issue is open for both of
them. Specifically, why do at least four major countries with a growing trend of GDP
per capita, such as the United States, the United Kingdom, West Germany and
Australia, exhibit a non-upward trend of happiness, thus failing to conform with the
prediction of the general law as stated in the second version?

2Easterlin (2001, p. 468) defends bivariate correlation in that it captures all the channels through
which GDP can affect subjective well-being.
3More precisely, on using the same data as Stevenson and Wolfers (2008), Krueger (2008) shows
that if the coefficient of (the logarithm of) GDP per capita on life satisfaction is not restricted to
being the same across countries, but country-distinct coefficients are estimated, then the coefficient
for the average country is negative and non-significant.
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7.2.2 Easterlin’s Explanation of the Paradox

Easterlin has provided a clear explanation of the paradox through his writings,
starting from the seminal one, thus tracing a major research line for Happiness
Economics (see, e.g., Clark et al. 2008). He has argued, and supported with some
evidence and references, that income growth increases people’s happiness but also
their material aspirations, so that the direct positive effect on happiness of the former
and the indirect negative effect of the latter roughly cancel each other out, and some
aspirations remain constantly unrealized. Aspirations are formed on the basis of both
habit formation (or hedonic adaptation for psychologists), especially when people
are aged, and Duesenberry’s relative income effect (or social comparison), especially
when people are young (Easterlin 1974, 1995, 2001, 2005).

A question thus naturally arises: why do people not learn to form aspirations that
can be realized so as to avoid committing systematic errors? Easterlin answers by
referring to a result found in behavioral economics: people take wrong decisions
because their memory is imperfect in recalling past experience. Specifically, they
evaluate the past with the standard of the present, thus perceiving an improvement
that they project into the future and aspire to realize (Easterlin 2001).

This does not imply that Easterlin agrees with the psychological ‘set-point
theory’, according to which people’s happiness is fixed by their genes and person-
ality, so that the flow of events has only temporary effects on happiness. In fact, he
argues with supporting evidence that people do not only hold material aspirations,
but they are also concerned about other domains, i.e. health, family, work, and
personal characteristics, in which hedonic adaptation is incomplete (Easterlin 2005).
Other authors further show that comparison of one’s income with that of others does
not have a fixed negative effect on life satisfaction. For example, this negative effect
seems more important for people who watch more television, meet socially more
rarely, set more value on success and wealth, are not self-employed, and have
achieved tertiary education (Clark and Senik 2010). Therefore, people seem to
have the possibility to achieve permanent changes of happiness in both the down-
ward and the upward direction.

A second similar question thus arises: why do people not learn to shift their
aspirations towards the most rewarding domains and behaviors? This is not an
innocuous question for economic theory, because it asks why people do not maxi-
mize their welfare by changing their preferences. Easterlin remarks that in fact there
is no social learning, and people persist in a self-defeating behavior but he does not
answer this question, and cites the need for further research in psychology and other
related disciplines. However, he recognizes that people might learn, by observing
that ‘serious policy attention is needed to education as a vehicle for shaping more
informed preferences’. In so doing, he addresses Scitovsky’s book The Joyless
Economy (1976) (Easterlin 2005, p. 57).

To recapitulate: arguments and evidence show that habit formation and the
relative income effect can explain why the trend of happiness in some important
countries is not upward sloping despite economic growth. Easterlin thus introduces
psychology into economics not only by using happiness as an indicator of utility, but



also by using psychological mechanisms in order to explain why people fail to
maintain the trend of happiness in line with economic growth, i.e. why they may fail
to maximize happiness over time.
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However, Easterlin’s address to education and to Scitovsky suggests the possi-
bility that people could learn to form more realistic aspirations, so that the trend of
happiness could become upward. In order to better understand this case better,
Scitovsky’s work should be examined.

7.3 Scitovsky’s Hypothesis

7.3.1 Scitovsky’s Own Discovery of the Paradox

Scitovsky may have discovered the paradox, which later took Easterlin’s name, when
he moved to Paris for 2 years, in 1966–1968, as a fellow of the Organization for
Economic Co-operation and Development. Although he found himself at the age of 58
living on half the disposable income that he had received as professor at Stanford, he
especially enjoyed the new lifestyle, and started to make changes to his research which
would induce him to write The Joyless Economy. The book was published in 1976
after several years of intense reading of psychology, but it received cool response. This
neglect was vindicated by the success of the revised edition of the book, published in
1992, because it was discussed in a Symposium organized by the Critical Review
4 years later, and it had the honour of being classified as one of “The hundred most
influential books since World War II” by the Times Literary Supplement (6 October
l996). Scitovsky thus paralleled Easterlin in both discovering the paradox and receiv-
ing consideration (Bianchi 2012; Pugno 2014a).

Scitovsky was fascinated by psychology when he learned about ‘stimulation’ and
‘adaptation.’ He first used these two concepts to define ‘novelty’ and ‘comfort’, and
then argued that over-indulging in ‘comfort,’ rather than pursuing ‘novelty,’ brings
people to dissatisfaction in the long run. The book reports Easterlin’s 1974 finding,
thus recognizing the puzzle for the United States. It reports a large body of other
descriptive evidence by showing people’s inability to pursue a healthy lifestyle, to
enjoy products during leisure time, to avoid over-education when entering the labor
market, although people also exhibit examples of enjoyable work, such as when it is
voluntary. The focus was originally on the United States, as the example where
comfort is ‘excessive;’ but in his following writings, Scitovsky de-emphasized the
difference with respect to the European countries, without, however, providing
further evidence. He instead extended his theoretical interpretation to the poor
unemployed, who may in fact be more likely to lapse into addiction as a form of
habit (Scitovsky 1976, 1995, 1996; Pugno 2016).

Overall, on considering both the book and the companion papers, it can be said
that Scitovsky contributed together with Easterlin to discovering the paradox, but he
devoted much more effort to understanding the reasons that might explain it, rather
than to proving its existence.
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7.3.2 Scitovsky’s Explanation of the Paradox

Scitovsky is often cited by studies of Happiness Economics, and his explanation of the
paradox has been sometimes reported; but his most important and original contribu-
tion has not yet been properly recognized (Pugno 2014a, 2016). Scitovsky is known
for hedonic adaptation (Easterlin 2005), for the social comparison effect on happiness
(Oswald 1997; Layard 1980), for his criticism of consumer’s perfect information
(Frey and Stutzer 2005), and for his distinction between ‘novelty’ and ‘comfort’. In
this last case, the reported explanation of the paradox is that mass consumption
induces people to prefer comfort, which turns out to be boring, whereas novelty
gives pleasure (Bruni and Porta 2005; Layard 2005; Frey and Stutzer 2002). It thus
emerges that Scitovsky’s contribution to the explanation of the paradox is limited to
the hedonic adaptation and the social comparison effect, which is the same explanation
given by Easterlin and many other authors, and to the mass consumption effect, which
seems a rather out-of-date argument.4 Unfortunately, an original and key piece of
analysis by Scitovsky remains unrecognized: this concerns the role of ‘consumption
skill’, alias ‘leisure skill’, eventually called ‘life skill’ (Scitovsky 1976).

Recognizing the role of ‘life skill’ helps to understand why education can inform
people’s preferences, as Easterlin suggests by drawing on Scitovsky (1976).
Easterlin refers to the possibility to induce people to devote more time to the
domains of health, family, work, and personal characteristics, rather than to the
economic domain, whereas Scitovsky refers to people’s changing preference for
novelty rather than comfort. More precisely, Scitovsky argued that preference for
novelty can be learned through adequate education, starting from childhood by
satisfying children’s spontaneous curiosity, and during adulthood by drawing from
“culture [. . .as] society’s accumulated stock of past novelty” (Scitovsky 1976, p.
235). In so doing, a sufficient life skill can be developed so that novelty can be
preferred to comfort.

Life skill can thus be defined as the set of skills which provide the proper
motivation to identify, appreciate, and pursue novelty, so that people can “get [. . .]
the most out of life” (Scitovsky 1986, p. 40), and “make life meaningful and worth
living” (Scitovsky 1976, p. 301). Life skill overlaps with education achieved at
school, but it is not the same because it is more extended over types of skills and over
people’s life cycle. In particular, Scitovsky stressed that life skill is generalist,
because it helps to choose among very different options, as in the case of life
choices, while formal education ends up by being specialized, as required by pro-
ducers (Scitovsky 1976).

Scitovsky’s concept of ‘life skill’ clarifies the distinction between novelty and
comfort as well, because this is not necessarily based on products, but rather on

4The argument that people’s mass consumption moulds their preferences refers to the old American
Institutionalists, like John K. Galbraith, but Scitovsky soon emphasised another argument: that
people’s preferences may be moulded by market pressure if they have not sufficiently learned
consumption skill (see the discussion in Pugno 2016).



“forms of satisfaction,” because “most products [. . .] yield both stimulus and
comfort” (Scitovsky 1976, p. 109). The stimulus of novelty gives the pleasure and
excitement to learn and realise something new, thus developing the life skill further
and renewing the pursuit of novelty.5 By contrast, comfort gives temporary satis-
faction because of habituation and relative income effect. The distinction between
novelty and comfort was observed by Scitovsky also from the input perspective,
beyond this output perspective. While the pursuit of novelty is intrinsically moti-
vated, i.e. pursued for its own sake, comfort is achieved because of an economic
motivation to do something in exchange for it (Scitovsky 1986, p. 197).
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7.3.3 What Scitovsky Added to Easterlin’s Explanation of the
Paradox

Scitovsky’s explanation of the paradox is rich because it contributes to the issues left
open by Easterlin’s and most popular explanations, because it adds further contri-
butions to related issues, such as those on limited information about happiness
pursuits, and on the two types of happiness.

According to Scitovsky, people can learn to form aspirations in the most reward-
ing life domains and behaviors, thus tending to improve their happiness perma-
nently. To this end, people should have developed sufficient life skill, i.e. they
should have experienced satisfaction in the past from pursuing novelty, especially
in their early years. People are thus not necessarily subject to fixed negative effects
on happiness due to habituation and social comparison. Both of these psychological
mechanisms are endogenous. Social comparison may be even used as a further
stimulus for novelty. Therefore, the simple relationship between social comparison
and happiness may be a reduced form that hides people’s different motivations.

If people are able to form aspirations that they can realize, then the trend of
happiness is not necessarily flat or declining, and people can fruitfully exploit the
opportunities offered by economic growth. The first version of the Easterlin paradox
is thus not a necessary outcome, but remains a real possibility (see Sect. 7.2.1).
Furthermore, looking at economic growth does not enable any safe prediction about
the trend of happiness, as the second version of the Easterlin paradox suggests (see
Sect. 7.2.1).

The fact that people maintain limited information on their happiness pursuits
becomes clear if Scitovsky’s analysis is again considered. In the case of novelty,
limited information is obvious, and the uncertainty about people’s skill in meeting
the challenge of novelty should be added. If novelty is not appreciated and pursued,
then people may be induced to prefer comfort even if its temporary impact on

5
“[I]n man’s striving for his various goals in life, being on the way to those goals and struggling to
achieve them are more satisfying than is the actual attainment of the goals” (Scitovsky 1976, p. 62).



happiness is perfectly known.6 This latter case can be also applied to addictive
products. People with deteriorated life skill may be induced to undertake behaviours
with a risk of becoming addicted even if they are perfectly informed about such risk
(Pugno 2014b).
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Scitovsky further hints at distinguishing between two types of happiness. Rather
than delving into the question on how people conceive happiness,7 he considers the
underlying motivations and the consequences. The pursuit of novelty clearly points
to people’s personal growth, but not in isolation from others. In fact, the pursuit of
novelty originally arises thanks to secure relationship with caregivers, then it draws
on others achievements as a ‘stock of past novelty’, and finally it lays the bases for
creating something new, which can be useful to others.8 Therefore, the pursuit of
novelty yields a type of happiness that is characterized by the realization of one’s
skill, and by synergies with others, i.e. by positive internalities and by positive social
externalities.9 By contrast, comfort involves the negative internality of habituation,
and the negative externality due to social comparison.

One might see the contrast between these two types of happiness as the modern
version of the contrast drawn in ancient Greek philosophy between eudaimonia and
hedonism (Pugno 2016), as suggested by the recent stream of research in Positive
Psychology (see below).

Therefore, although Scitovsky began to introduce psychology into economics by
looking at the physiology of stimulation with the aim of going beyond the method of
‘revealed preferences’ (Scitovsky 1976), his explanation of the paradox as based on
‘life skill’, ‘novelty’, ‘comfort’, addiction, and two types of happiness brought his
research forwards. In fact, this suggests opening to interdisciplinary research with
different fields of psychology, in order to understand how people’s choices interact
with their change of preferences.

7.4 Some Supporting Evidence from the Literature

Scitovsky’s concept of ‘life skill’ is comprehensive because it includes imagination
and social skills, besides more cognitive skills, and because it concerns children as
well as adults. Recently, James Heckman (and co-authors) has followed a similar

6
“It is also possible [. . .] that [. . .people] were gradually lured into a new way of life by their love of
comfort, unaware at first of the costs involved and finding themselves fully accustomed to their new
ways by time they realize the extent of the loss of pleasure suffered” (Scitovsky 1976, p. 73).
7See, for example, Rojas (2007).
8Scitovsky further adds that human relationships give opportunities to “exchange [. . .] information
and ideas” (Scitovsky 1976, p. 236), so that they are “probably the main sources of human
satisfaction” (Scitovsky 1986, p. 19) in the form of stimulation and challenge (Scitovsky 1976, p.
83).
9It should be recalled that Scitovsky is also well-known for his seminal article on externalities
(Scitovsky 1954).



route by extending the concept of ‘human capital’, traditionally used only for
production, to include cognitive and non-cognitive skills acquired from infancy
onwards. Heckman recognizes that these skills are closely linked with preferences
and personality traits, which can change over the entire life cycle, and which are
important for both work and other life outcomes (Heckman 2008; Almlund et al.
2011; Heckman and Corbin 2016). In Happiness Economics studies, the importance
of children’s emotional health and of experience with parents for life satisfaction
when they are adults is also recognized (Clark et al. 2017; Clark and Lee 2017). Even
the variability of personality traits during adulthood has been detected as more
important than income for life satisfaction (Boyce et al. 2013).
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Developmental psychology helps to identify children’s skill in exploring novelty
and new relationships when they have experienced a ‘secure’ attachment with their
parents (Bowlby 1969). For example, several studies show that children who are
more securely attached to their parents tend to report a higher exploration of career
alternatives when they grow older in order to find their own career-related skills
(Mikulincer and Shaver 2007).

Positive Psychology helps to understand the links going from intrinsic motiva-
tions10 for novelty exploration to personal growth and positive social relations, and
then to well-being in the form of eudaimonia (Csikszentmihalyi 1990; Ryff and
Singer 1998; Ryff 2014). A number of interesting results emerge from this research.
For example, if the eudaimonic motive is captured by questions like “are you seeking
to pursue a personal ideal/ to develop a skill, learn, or gain insight into something?”,
and the hedonic motive is captured by the questions like “are you seeking pleasure/
to take it easy”, then the two types of questions load to two distinct factors, and both
factors are positively correlated with life satisfaction (Huta and Ryan 2010).11

According to another study, on capturing eudaimonia with high scores in personal
growth, positive relationships, purpose in life, autonomy, environmental mastery,
and self-acceptance, and on capturing hedonism with life satisfaction and positive
affect, then the two types of well-being seem neither orthogonal nor closely corre-
lated. Indeed, people high in eudaimonia and low in hedonism significantly exhibit
the personality trait called ‘openness to experience,’ which is in stark contrast to
people high in hedonism and low in eudaimonia (Ryff and Singer 1998). On
considering health, eudaimonic people are observed to be in a better position than
hedonic people, because they exhibit worse biomarker assessments (Ryff 2014;
Fredrickson et al. 2015).

Interesting evidence on these aspects also emerges from the economic literature.
According to a study using an international sample of countries, people with intrinsic
motivations on the job, as captured by answers that definitely give priority to

10Edward Deci and Richard Ryan define “intrinsically motivated activities as those that individuals
find interesting and would do in the absence of operationally separable consequences” (Deci and
Ryan 2000, p. 233). Scitovsky referred to Deci and intrinsic motivations in Scitovsky (1986, ch.
14).
11In a survey, Huta (2015) observes that the links of life satisfaction with eudaimonia and with
hedonism are rather sensitive to the measures used.



‘working with people you like’ and doing a job that gives you a ‘feeling of
accomplishment,’ enjoy more life satisfaction, while people with extrinsic motiva-
tions, as captured by answers definitely addressing a ‘good income’ and a ‘safe job,’
enjoy less life satisfaction. On considering the age pattern, an interesting contrast
emerges: people with intrinsic motivations exhibit an almost constant life satisfac-
tion if aged 16–30, and a rising life satisfaction if older, while people with extrinsic
motivations exhibit the standard U-shaped pattern with a slowly rising arm (Salinas-
Jiménez et al. 2010).12 Scitovsky’s interpretation would be that people with intrinsic
motivations on the job draw rising enjoyment because they improve their life skill,
while people with extrinsic motivations are disappointed by over-aspirations when
they are relatively young, and then they recover by downwardly adjusting the
aspirations, as also Schwandt (2014) suggests. The fact that eudaimonic people are
especially healthy is confirmed by an economic study which shows that the simple
eudaimonic measure of ‘meaning in life’ is able to predict some years ahead less
diagnosed disease events even when controlling for life satisfaction in a sample of
population aged 50 and over (Bachelet et al. 2016).
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Other pieces of evidence concern some direct tests of the Easterlin paradox. These
confirm Scitovsky’s arguments by focusing on the social aspect of people’s life skill
and openness to novelty. The first version of the paradox has been tested for the
United States by Bartolini et al. (2013) who first confirm the paradox by showing
that the trend of happiness from 1975 to 2004 is slightly declining. They then show
that while this trend is predicted to grow by household income, it is predicted to
decline by both the relative income and the deterioration of social relationships, as
captured, in particular, by trust in strangers.

The second version of the paradox has been tested for an international sample of
countries by Bartolini and Sarracino (2014), who first confirm the paradox by
showing that there is no bivariate correlation between the trend of GDP per capita
and the trend of subjective well-being. They then show, in a trivariate correlation,
that the trend of GDP per capita predicts a growing trend of subjective well-being,
while trust in strangers predicts a declining trend of subjective well-being. The
second version of the paradox has also been tested by Böckerman et al. (2016).
They use the novel variable ‘attachment security,’ which captures both social skill
and autonomy from social comparison,13 and then they find evidence that economic
growth increases subjective well-being more in those countries where ‘attachment
security’ is higher.

12Similar patterns have been identified by Nikolaev (2016). An even more surprising result is found
by estimating the probability of enjoying both high eudemonia and low life satisfaction in a
European sample. The age related pattern becomes inverted U-shaped, with the peak at 45 (Clark
and Senik 2012, Tab. 6).
13The statement used in the survey to measure ‘attachment’ is as follows: “It is easy for me to
become emotionally close to others. I am comfortable depending on others and having others
depend on me. I don’t worry about being alone or having others not accept me.”
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7.5 Conclusions

The hypothesis of Scitovsky’s book The Joyless Economy and related writings
makes little explored contributions to the issues left unresolved by the discussion
on the Easterlin paradox. The current explanation of the paradox takes up Easterlin’s
suggestion that people’s economic aspirations tend to rise in proportion to their
income, because these aspirations are based on comparison with others’ income, and
with people’s own past income. The Easterlin paradox, according to which subjec-
tive well-being does not tend to rise despite economic growth and despite the
positive correlation with income at a point of time, can thus be explained, because
the effects of economic growth and of the rise of aspirations tend to cancel each other
out. What remains unclear is why people do not learn to form aspirations that can be
realized, given that people draw subjective well-being also from domains and
behaviours other than the economic ones.

By proposing an answer to this latter question, Scitovsky’s hypothesis qualifies
the Easterlin paradox and endogenizes its current explanation. Scitovsky argued that
people can pursue satisfaction with their lives both through seeking comfort as
economic satisfaction, and through stimulating and even creative activities, where
novelty is the key ingredient which provides pleasure and excitement. While comfort
is especially subject to social comparison and habituation, thus yielding temporary
satisfaction, novelty activities, such as exploration, challenge, exchange of ideas
with others, and scientific research, contribute to the formation of life skill in
individuals, and of culture in society, which, in their turn, provide further stimulation
and motivation. People could thus choose between comfort and novelty activities,
but inadequate education, from parenting during infancy to excessive focus on
specialization, weakens people’s life skill, and induces them to prefer comfort.

Therefore, people’s apparent insistence on a self-defeating behaviour is due to
their lack of ability in exploring alternatives and learning, so that the prevalence of
social comparison and habituation may be explained, rather than taken as given. In
this case, subjective well-being at country level may fail to increase despite eco-
nomic growth, as stated by the first version of the Easterlin paradox. However, this
outcome is not inescapable, because education for life skill is a possible remedy, so
that people may become open to exploration and to others. Indeed, even if the trend
of subjective well-being may not be correlated with economic growth in a sample of
countries, as stated by the second version of the Easterlin paradox, some countries
may exhibit a rising trend. Scitovsky’s hypothesis may thus account for such country
heterogeneity.
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Chapter 8
Homo Economicus and Happiness:
Towards More Sustainable Development

Martin Binder

Abstract Sustainable development is often seen through the lens of the standard
income-based welfare framework which neglects insights from the “Beyond GDP”
debate. This chapter suggests ways in which a subjective well-being framework can
enrich sustainability economics. Drawing on Richard Easterlin’s insights and
replacing homo economicus with homo felix in theories of sustainable behaviour
does not prompt excessive consumerism but rather fosters concerns for altruism and
justice in regard to future generations and nature. On the micro-level, individuals
derive lasting well-being from doing good and leading responsible, sustainable
lifestyles. On the societal level, policy-makers can use a subjective well-being
framework to more coherently incorporate ideas of sustainable development, civic
consumerism and well-being.

8.1 Introduction

“The Easterlin theory is all the more valuable for its scarcity among economic theories,
standing out in welcome relief from the rather sterile verbalizations by which economists
have tended to describe [. . .] decisions in terms of the jargon of indifference curves, thereby
tending to intimidate non-economists who have not mis-spent their youth in mastering the
intricacies of modern utility theory” (Samuelson 1976, p. 244)

The above quotation from eminent economist Paul Samuelson refers to Richard
Easterlin’s theory of fertility decisions, but it can also be cited in tribute to Easterlin’s
ground-breaking contribution to subjective well-being research (1974), which
inspired, if it did not found, the development of a whole field, and which may yet
replace the rather sterile utility theory as central building block in economics and
beyond. The Easterlin Paradox has proven to be a powerful reminder that rising
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incomes and rising well-being may not go hand in hand, that they are two different
things, supporting and reinforcing criticisms made in the Beyond GDP debate
(Stiglitz et al. 2009). In the present chapter, I will argue that Easterlin’s work
prompts an overdue revision of the concept of homo economicus and has broad
implications for the sustainable development of societies (i.e. whether the human lot
improves, Easterlin 1974). Such considerations of sustainability (the idea of meeting
society’s present needs, yet at the same time accounting for the needs of nature and
future generations) have come to play an increasingly important role in policy-
making (OECD 2013) and economic thought (e.g., Baumgaertner and Quaas
2010) since the Brundtland Commission’s report (World Commission on Environ-
ment and Development 1987). While this constitutes a clear improvement over
present-based approaches that see nature as a resource that can be arbitrarily
exploited without concern for nature itself or for the consequences for future
generations, much of the debate about sustainability in economics is still couched
in terms of income and GDP and hence operates within the standard economic
framework, neglecting important aspects about societal progress and human well-
being (Gowdy 2005; Stiglitz et al. 2009; Spash 2012).
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Showing how we can follow Easterlin’s lead, I will discuss how using insights
from the debate “Beyond GDP” can enrich debates about sustainability, viz. by
focusing on “subjective well-being”.1 The chapter argues that a subjective well-
being view offers a fruitful framework for thinking about sustainability that gives
systematic place to determinants of well-being beside income (the chapter is thus
related to work by Welsch 2002; Gowdy 2005; Common 2007; Engelbrecht 2009;
Binder 2013, 2014). While one might imagine that consumption brings happiness
and consequentially a subjective well-being view is at odds with the idea of
sustainability, quite the opposite is true: on the level of the person, individuals
derive more lasting satisfaction not from excessive consumption but from social
activities (Prouteau and Wolff 2008), from caring for others (e.g., through voluntary
work, Binder 2016), from bringing about social change (through other-regarding
“social entrepreneurship”, Yunus 2010) and from caring for nature (through actions
benefiting the environment, see Binder and Blankenberg 2016). On a societal level,
high levels of well-being are likely to be realized by changing patterns of consump-
tion towards happiness-increasing activities that do not heavily tax the environment
and future generations (Kasser 2017).

The present chapter thus aims to contribute to sustainability economics by
spelling out how insights from subjective well-being research, pioneered by

1The measurement of subjective well-being has made tremendous progress in recent years and
consensus has emerged that deceptively simple measures (“Taking all things together, how satisfied
are you with your life as a whole?”) can validly and reliably capture individuals’ evaluations of their
lives (Krueger and Schkade 2008). In the present chapter, I will use the term “subjective well-being”
as umbrella term encompassing more specific notions such as “life satisfaction” measures (cogni-
tively centered notions of SWB) or “happiness” measures (mood, affect or emotion-centered).
There seems to be a consensus in the literature that life satisfaction measures are the most
informative for policy-making.



Richard Easterlin, are relevant on the individual and societal level and allow the
integration of different streams of research. I will begin in Sect. 8.2 by sketching
how the traditional focus on growth and income in (sustainability) economics is
related to the view of homo economicus as rational maximizer of utility (most often
conveniently measured through income) and how this has shaped not only our
view of human activity (in consumption and production) but also of societal
progress. I will then sketch how a revision of the traditional view of homo
economicus fuelled by subjective well-being research will lead to a strong, sys-
tematic embodiment of sustainability concerns into our picture of human behav-
iour not only on the individual level (Sect. 8.3), but also on the societal level (Sect.
8.4). I will close with implications for a future research agenda of the view
sketched in this chapter (Sect. 8.5).
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8.2 Growth: Homo Economicus and the Focus on Income

The standard view of economic rationality equates increasing individual welfare
with increasing income. There are two different formulations of the approach, which
are equivalent under certain conditions (Mas-Colell et al. 1995). The choice-based
formulation starts with the individual’s choices as basic building block and imposes
a consistency axiom such as the “weak axiom of revealed preference” (WARP): if x
is chosen (always) in the presence of y, then x is revealed preferred to y. No reasons
need to be given, all types of behaviour are compatible with this, so long as choice is
consistent. Economists were drawn to this approach because no introspection or
reasoning about the content of individuals’ motivations is necessary, the economist
can observe actions and infer rational behaviour from them (or rather can “rational-
ize” behaviour). The second approach is preference-based2: a preference-ordering of
the individual is assumed and taken as given and stable. That preferences are
assumed exogenous (given) is taken as a sign of “ethical neutrality” (Gintis 1974,
p. 415); that they are assumed stable is a technical necessity without which much of
the normative content of the theory would break down (Bergh et al. 2000; Binder
2010). The equivalent rationality (consistency) assumptions in the preference-based
approach are the completeness (the individual has preferences over all potential
bundles) and transitivity conditions (there are no cycles in preferences such that if a
is preferred to b and b preferred to c, a must be preferred to c).3 By assuming
continuity (a technical condition), the preference ordering can be expressed as a
continuous utility function. If both approaches are equivalent, consistent choices are
rationalized by a preference ordering or a rational preference ordering always will

2It is equivalent to the choice-based formulation if the “strong” (SARP) or “generalized” (GARP)
axioms of revealed preference are fulfilled (Burnham et al. 2016; Mas-Colell et al. 1995).
3These axioms themselves have been found wanting in many respects (Sen 1973, 1977; Witt 1991).



give rise to consistent choices. It seems that most economists favour the preference-
based formulation of the above theory (Mas-Colell et al. 1995, p. 5).4
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The individual is assumed to act rationally when it maximizes its utility function
based on given and unchanging preferences. However, in a world of scarcity, this
maximization exercise is always subject to constraints: it is the given income of the
consumer that constrains individual choice. Note that income is purely a means to an
end and only a restriction condition (constraint) on choice.5

The rational choice model has been extremely successful in economics based on
its pretense of being able to explain (read: rationalize) all human behaviour. Under
the above conditions, any behaviour can be treated as a result of a rational utility-
maximization calculus. It is important to note that while in classical economics,
utility has had connotations of pleasure (e.g., Bentham 1789), these have been
purged in the wake of the marginalist revolution to increase utility theory’s “math-
ematical fitness” (Warke 2000). The notion of utility hence has become an empty
place-holder, an index-number that represents individual preferences. It is one of the
hallmarks of utility theory that under further technical assumptions (especially quasi-
homothetic preferences), increasing incomes can be shown to be equivalent to
increasing utility (on an ordinal level). The charm of this model is that, given the
mix of the mentioned psychological and technical assumptions, economists can use
an objective and (allegedly) easy-to-measure quantity such as income to make
inferences about a subjective, non-measurable phenomenon such as utility. Instead
of having to measure psychological correlates (subjective well-being, pleasure or
happiness), economists can measure incomes and point out that they have proven
that increases in the former translate (ordinally) into increases of the latter. The basic
unit in economics, the individual, is thus rationally maximizing their income (and
hence utility).

Unfortunately, the preference and constraint side of the model are often conflated,
mostly due to economists’ reluctance to deal with psychological concepts (i.e. give
utility a psychological or neurobiological meaning, see Witt and Binder 2013): while
we started out with individual choices (be they based on preferences or not) as the
main building block of rational choice, the constraint (income) stands centre-stage as
proxy for what is ultimately more important: by maximizing income, we maximize
utility (preference). But through the disregard for utility as a psychological concept
what is emphasized is the maximization of income.6 And since economic thought is
firmly rooted in the principle of methodological individualism, i.e. it is the individual

4Much has been criticized about this, especially the fact that this breaks down in the face of menu-
dependent preferences (Sen 1993). Subjective well-being research can also help make sense of these
violations of the axioms of rational choice theory (Koeszegi and Rabin 2008) but I will not go into
this issue here.
5Note also that implicit in this calculus is an additional choice-rule: the consumer will choose the
best bundle from the affordable set (see on this “choice determination”, Hausman 2011).
6A similar rationale holds for the individual building block of economics on the production side, the
firm: a firm’s main goal is not assumed to be survival, social change or anything else, but the
maximization of the firm’s income, i. e. profits.



that forms the building block of all models, societal progress consists of the total of
individual increases in income. With these assumptions, economics consistently
argues that rising societal incomes translate into rising societal welfare and hence
it is rational for society to strive to maximize GDP.
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The above view simplifies the idea of utility maximization. Rational choice
theory is ambiguous in many ways (Vanberg 2004): the economic “rationality
principle” is empirically empty, “metaphysical” (Boland 1981), unless given more
precise (and potentially falsifiable) meaning. And utility-maximization does not
necessarily imply narrow egoism: one can be utility maximizer, hence rational, but
strive for altruistic or other goals (this distinction refers to the present-aim view vs.
self-interest view of utility maximization, see Parfit 1984). But most often, rational
choice theory is conceived of as utility-maximization plus the assumption of narrow
self-interest (“rational egoism”) and hence equivalent to the idea of “homo
economicus” as the rational, lightning-quick and egotistical utility-maximizer.

Do economists take this model at face-value? Even in this version, “homo
economicus” does not have to be meant as an empirically accurate description of
human behaviour, but rather a heuristic for model building, where the assumption of
rational narrow self-interest is an abstraction that was chosen because it fits in many
contexts. Yet, even if economists know and agree that this model does not accurately
depict human behaviour but is a mere modelling device and heuristic, it is important
to realize how contentious such a view is.

For one, there are methodological problems associated with using such a model
based on Friedman’s instrumentalist justification (F-twist) that good models are
good at prediction and their assumptions may be empirically inaccurate (Friedman
1953). One could reasonably argue that economic models fail when it comes to
prediction (Blaug 1992), but Friedman’s view is also problematic because it essen-
tially treats human behaviour as black box. If predictions fail, we cannot improve the
model as it is not based on empirical accuracy. It would thus be better to use an
empirically (more) accurate model of human behaviour because the explanatory
power of models that incorporate it will likely be much higher and thus more useful
for economics as a science.

Secondly, there is a danger associated with “homo economicus” and its use in
economics: even though it may be used (at times) fruitfully as a modelling device,
homo economicus is often understood to represent also a picture of a person by those
who draw on economic research (for example in policy contexts). Homo economicus
as narrow caricature of human behaviour is then emulated by students of business
and economics, who are being taught that rational behaviour will always consist in
the calculation of benefits and costs for oneself and in ignorance of external costs or
other-regarding motivations in favour of one’s own utility: research shows that being
subjected to economics can make students act more selfish and in accordance with
the above model (Frank et al. 1993). Homo economicus thus becomes a world view,
where people maximize their income and companies their profits at the detriment of
other motivations. Economic (instrumental) rationality then is not only seen as
description of human behaviour but it also has normative force as the benchmark



for all human behaviour. In this normative view, it is postulated that individuals
should act like homines economici, and if they do not do so, they are “irrational”.
The normative application of rational choice theory thus creates “rational fools” (Sen
1977), or a society of “knaves”, and purely self-interested economic behaviour may
crowd out intrinsic motivations (Frey 1997). Such an economics has been aptly
likened to a “black hole” by Amartya Sen (Sen 1987, p. 29): no ethical consider-
ations can have an impact on given, self-interested behaviour and all moral motiva-
tions are swallowed up by the overarching assumption of self-interest. In its most
crunched down formulation, the self-interested “rational fool” even forgets that
income is an instrument (merely a constraint) but seeks income for itself, which
ultimately turns the theory on its head.7
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Focussing on the person through the lens of subjective well-being research offers
empirically well-founded insights that may prompt a revision of the above picture of
human behaviour. Where homo economicus has been criticized by welfare economists
and philosophers from a normative point of view (Sen 1973, 1977), behavioural
economics and subjective well-being research offer an empirical critique and prompt
for a constructive alternative. This empirically founded revision turns out to be not
only psychologically richer but also ethically so. Like homo economicus, the individ-
ual in that modified view strives for utility, but understood properly with respect to the
psychological concept of subjective well-being. As a modelling device, we may
assume that the individual will strive (and maybe should strive) to achieve a most
favourable life-time balance of their subjective well-being. Subjective well-being
research then provides empirical knowledge about the sources of subjective well-
being and these challenge conventional economic wisdom and modelling assump-
tions: when looking at an individual seeking to achieve subjective well-being, Richard
Easterlin pioneered research that has shown that increasing income will play a more
limited, indirect role in achieving this, somewhat shifting focus to other sources of
subjective well-being (Easterlin 1974; Kahneman and Deaton 2010, find that over
75,000 USD p.a., increases in income no longer yield positive effects on affective
measures of well-being). There is still debate about the extent to which income
translates into subjective well-being (even above the threshold mentioned, income
gains impact positively on life satisfaction, but here, too, the extent is somewhat
contested, see Easterlin 2013, Sacks et al. 2012). This is an important first qualification
to any misapplication of the above-mentioned theory of rational choice. Income as a
constraint is a means to an end and its limited efficacy in achieving that end highlights

7Even behavioral economics, that seeks to improve the descriptive model of human behavior,
mostly takes rational choice as normative benchmark, as the ideal of how behavior should be, and in
many cases, this normative benchmark is equated with self-interested utility maximization. By this,
all ‘normal’ human behavior becomes irrational and pathological, ignoring that non-rational (in the
economic sense) behavior can be very well adaptive and successful for individuals and society
(Gigerenzer et al. 1999), whereas much rational behavior can be, on aggregate, quite unsuccessful
for society (e.g., Schelling 1978).
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what the homo economicus caricature world-view often neglects, viz. the idea of a
decreasing marginal utility of income (Layard et al. 2008).
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While these findings should not be construed as income having no relevance for
subjective well-being at all, many other things also bring subjective well-being more
reliably (see on this also Layard et al. 2012, p. 64), e.g. health, a meaningful job,
personal freedom (Dolan et al. 2008; Helliwell et al. 2013, p. 9) and some of these
sources such as friends and social networks are only very remotely related to one’s
income or consumption. Income expectations and comparisons are even negatively
related to subjective well-being (Stutzer 2004). Even more, there is much evidence
that one strong source of subjective well-being lies in ethical behaviour and altruistic
motivations (such as charitable giving, volunteering, caring for others, see, e.g.,
Benz 2005) and in concerns for fairness (inequality negatively impacts on well-
being, see, e.g., Graham and Felton 2006).

“Homo felix” here differs from homo economicus in that models being built on
this picture of human behaviour will more accurately reflect how individuals decide
and what their motivations are (a mixture, it turns out, of selfish and selfless
preferences) and if interpreted as a description of the individual and normative
guiding principle (“Leitbild”, leitmotif, see Binder 2013) will no longer produce
caricatures and policies that focus only on one source of well-being such as income.
In this sense, empirically informed SWB research will help to open the black box of
the utility function and materially specify human preferences (Witt and Binder
2013). Building models that capture this empirical content will likely yield better
descriptions and explanations of human behaviour and may improve predictive
accuracy of economic models. I will now discuss how this model of “homo felix”
can inform sustainability economics on both individual and societal level.

8.3 Individual Level: Individual and Corporate
Sustainability

Homo economicus has no systematic reason to incorporate considerations of
sustainability into its utility maximization calculus (Spash 2012, p. 45). If w
conceive of sustainable development in the form of the definition of the Brundtland
commission, as “development that meets the needs of the present without
compromising the ability of future generations to meet their own needs” (World
Commission on Environment and Development 1987, chapter 2), then self-inter-
ested behaviour seems easily put at odds with the incorporation of the needs of
future generations and the preservation of nature (hence a different framework than
the standard economic one seems necessary to address this question fruitfully, see
also Gowdy 2005; Spash 2012). Even when only focusing on weak sustainability,
non-decreasing incomes over time (which would be compatible with weak
sustainability) might paint too narrow a picture and ignore non-market welfare



gains/losses within a broader subjective well-being framework.8 But how does
homo felix fare regarding the preservation of nature and the incorporation of other-
regarding aims?
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Research shows links between the quality of the environment, individuals’
attitudes about the environment and their subjective well-being: we know that the
objective quality of the environment has an impact on subjective well-being (Welsch
2007; Brereton et al. 2008; Engelbrecht 2009; White et al. 2013; MacKerron and
Mourato 2013), a fact that has been shown relevant for environmental policy (e.g.,
environmental regulation and policy, see Welsch and Kuehling 2009). Climate
change, pollution and environmental disasters were shown to negatively impact on
individuals’ subjective well-being (Welsch 2002; Van Praag and Baarsma 2005;
Rehdanz and Maddison 2005; Rehdanz et al. 2013; Goebel et al. 2014), whereas
well-functioning aspects of the environment such as parks are associated with higher
subjective well-being (White et al. 2013). These findings extend to subjective
attitudes about the environment as well: individual concerns about the environment
can impact on subjective well-being (Ferrer-i-Carbonell and Gowdy 2007) and are
associated with higher well-being for those individuals who are engaging in pro-
environmental behaviour, such as volunteering in environmental organizations
(Binder and Blankenberg 2016). Conservation efforts that are often seen in the
literature and in public policy discourse as sacrifices that need to be made for the
sake of sustainability become, through the lens of the present research on subjective
well-being, rather activities that constitute much less of a sacrifice than one would
expect (Kasser 2017). Such knowledge can be harnessed to inform citizens and is
likely to decrease resistance to environmentally-friendly behaviour. Even if the
present generation might need to sacrifice some economic growth and material
wealth, the ultimate sacrifice in the currency of subjective well-being will be much
smaller if one takes the view seriously that income is only instrumental and that what
matters is well-being (see also below). In a subjective well-being view, the income
loss (small negative impact on SWB) could likely be balanced by the well-being gain
of environmentally-friendly behaviour (positive impact of altruistic volunteering,
etc.). Whether these impacts fully cancel out is an empirical question to be asked in
future work, but the point here is that this question only systematically arises in a
view of welfare that is broader than that of the standard economic framework.

An intact environment can thus have important beneficial effects on individual
well-being and to the extent that individuals know about this, their appreciation for
the environment can trigger systematic environment-preserving behaviour. While
one certainly could criticize that the environment in this sense is nothing but a
resource for individual consumption, it is important to note that this differs in that a
compromised environment already today impacts negatively on individuals’ well-

8The precise meaning of “sustainability” is debated (Vallance et al. 2011) and it is probably not
necessary to go beyond a rather general notion in the present context. An empirical analysis of how
the term is used shows, however, that considerations of well-being (apart from material well-being)
seem to be not central to the concept so far (White 2013).



being, thus triggering (maybe partly selfish) action to preserve it, which will directly
benefit nature and future generations. The environment is more than an exploitable
resource for increasing material consumption but rather a direct resource that can be
only consumed if sufficiently preserved.9 The presence of a “value-action gap” (e.g.,
Kollmuss and Agyeman 2002) makes clear that such individual attitudes do not map
one to one into pro-environmental behaviour (due to all types of biases in human
action and decision-making) but it would be mistaken to conceive of the individual
as not having these systematic pro-environmental attitudes and motivations. The
question then becomes not so much one of how to move selfish individuals to
sacrifice their own well-being for the sake of nature and future generations, but
rather how to translate already existing altruistic motivations into actual behaviour
despite individuals’ inertia and institutional barriers.
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Less directly related to the environment, more eco-friendly and sustainable life-
styles (those that downplay material consumption) will not lead to substantive losses
in subjective well-being (Kasser 2017). On the contrary, empirical evidence so far
shows that homo economicus seems less happy than homo felix, who does not
mindlessly spend income on material goods but also uses income for other-regarding
aims (Konow and Earley 2008). While it is true that money can buy happiness if one
knows how to spend it right (Dunn et al. 2011), many of the “right” ways of
spending money involve altruistic motivations such as gift-giving, charitable dona-
tions, volunteering and so on (Meier and Stutzer 2008; Aknin et al. 2011). In the
same vein, materialistic lifestyles are associated with lower well-being than more
wholistic and less consumerist lifestyles (Inglehart et al. 2008; Delhey 2010; Konow
and Earley 2008). This is likely to carry through to greener lifestyles (Binder and
Blankenberg 2017) as it can be conjectured that the increase in subjective well-being
resulting from these less materialistic life-styles comes from the fact that such
lifestyles convey meaning to individuals’ lives. Finding meaning in one’s activities
is an important driver of subjective well-being (as shown, for example, when it
comes to one’s job life and finding meaningful work, see Binder 2016) and may well
satisfy a deep-seated psychological need. Connected to leading meaningful lives is
obviously also the need for autonomy more directly (Deci and Ryan 2000) and the
positive well-being impact of leading non-materialistic and eco-friendly lifestyles
might be due to individuals consciously and autonomously deciding on a lifestyle
more in sync with human nature (a nature that also includes altruistic motivations).

Apart from these considerations, the last, and potentially best researched area
relevant for a systematic link between sustainability and subjective well-being is the
relationship between altruistic behaviour in general and subjective well-being.
Individuals have been shown to systematically derive well-being from thinking
about and caring for others through either donating money (Aknin et al. 2011) or
donating their time in volunteering activities (Meier and Stutzer 2008).10 This goes

9This abstracts from the presence of tragedy of the commons properties relating to individuals’
enjoyment of nature.
10Positive effects here extend to health and mental well-being (e.g., Post 2005).



so far that individuals work in organizations (e.g. in the third sector) that might pay
systematically lower wages (Benz 2005) and yet are consistently more satisfied with
their jobs in these organizations. Positive benefits of voluntary work also extend to
life satisfaction and these effects can be rather uniform over the well-being distri-
bution, i.e. irrespective of one’s initial level of well-being (Binder 2016): the causal
link here also seems to run from finding meaning in one’s activities and this has a
much more powerful impact on well-being than wages.
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These findings potentially also extend to social entrepreneurship (Bornstein and
Davis 2010) and social business (one the guiding principles of Yunus’ social
business is to “Do it with joy”, see Yunus 2010). The recent rise in social entrepre-
neurship (also in environmental protection), i.e. harnessing market organizations to
affect social change, can be explained more fruitfully within a subjective well-being
framework: why should individuals found businesses which aim to do good instead
of maximizing profits? Understanding that other-regarding behaviour is not neces-
sarily a sacrifice but positively impacts happiness explains why social entrepreneur-
ship has the potential to become a major force of change in capitalist societies. The
payoff for running such firms, however, is psychological, not monetary because one
has found something one can “do with joy”. Research also shows that many self-
employed individuals are much more satisfied with their work and life due to higher
autonomy of their business enterprises (Benz and Frey 2008) and this positive effect
is likely to be bigger if the enterprise also serves one’s altruistic motivations. In this
regard, taking a subjective well-being view can explain why some firms do maxi-
mize not only profits but the well-being of their owners (and employees) and in the
wake of this affect social change. Again, one could criticize that social change is
instrumental to achieving well-being but this criticism might be misplaced: is doing
good only valuable if one does it only for the sake of it? Is it only good if it is a
sacrifice? From an outcome-centred (and pragmatic) perspective, I think one should
be agnostic whether the environment is preserved based on non-selfish or selfish
motivations.

Social entrepreneurship is probably the most direct form of firm behaviour that
can enable and foster sustainable development, but we also observe other, more
mixed forms of firm behaviour that are more compatible with homo felix than homo
economicus. In the same way in which homo felix cares about themselves and others,
we could extend this argument to firms and argue that firms, like individuals, can
also care about profits and have other motivations. This is reflected in recent notions
of “corporate sustainability” (sustainability here in a loser definition than the one
above, see Lozano et al. 2015) and what has been called “corporate social respon-
sibility” (Carroll 1991) and is operationalized for example in the “triple bottom line”
(Elkington 1997). In a more realistic picture of human economic activity, not only
the individual has more complicated motivations than self-interest that drive their
actions, but also the firms that consist of these motivationally more complicated
individuals. Even though most firms will be limited by a constraint that they need to
recoup at least their investment (or avoid losses to remain in business), corporate
sustainability would attribute a broader set of responsibilities and interests to firms
than the sole maximization of profits. Beside the economic bottom line (which is



necessary for the firm to survive), social and environmental bottom lines are added
and complement the purely selfish perspective. In such a view, the firm is supposed
to act like a good “corporate citizen” (akin to the person that is not purely selfish and
should not act solely in that way), behaving responsibly towards society (social
cohesion bottom line) and towards nature (environmental bottom line). Contrary to
the (normative) view of homo economicus, which suggests that it would be irrational
for firms to have motives apart from the maximization of profit, our subjective well-
being view is compatible with the idea that there might exist such a systematic triple
bottom line for companies (and that working in companies that only exhibit selfish
motives will make their employees, managers and holders unhappy).
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We here see another example where homo economicus as metaphor and norma-
tive guiding principle narrows down the scope of goals a firm could rationally
pursue: if the idea of human rational action is narrowed down to purely egotistical
maximization of self-interest, it is straightforward to argue for a similar view on the
firm-level through maximization of firm profits (Friedman 1970). But given that
such descriptive models of human behaviour also develop normative force, such a
narrow view reinforces the (false) understanding that the business of business is only
business. Research shows that selfish individuals self-select into economics pro-
grams at university and that economics teaching increases these self-interested
tendencies (Frank et al. 1993). Teaching models of homo economicus thus plays a
role in creating guiding principles, where people imitate apparently successful
behaviour of paragons of business (imitational learning is an important mechanism
to transmit behaviours, Bandura 1986). Replacing the model of homo economicus in
sustainability economics with a more empirically descriptive model of homo felix
and the equivalent profit-oriented firm with the model of a firm as “good corporate
citizen” that has a similar set of motivations as homo felix is likely to develop the
same sort of normative force and will be necessary to lead to a sustainable imple-
mentation of different types firms (social business) and business practices (corporate
social responsibility). The (often somewhat forced) justification that good corporate
citizenship is beneficial to a firm’s (single) financial bottom line becomes obsolete
within a broader framework that also accounts for individuals’ more altruistic and
socially or environmentally minded motivations.11 A subjective well-being view

11Arguments for a “business case” of CSR (on empirical evidence for such a business case, see, e.g.,
Orlitzky et al. 2003), i.e. the idea that socially responsible behavior will pay-off for a firm’s financial
bottom-line (at least in the long-run) seem Panglossian especially for publicly traded firms whose
financial bottom line might be negatively impacted on in the short run by socially responsible
behavior. This might drive the firm out of business (or the firm will be bought up) long before CSR
might pay-off. The threat of this happening will likely act as strong barrier to implementing
effective CSR. If we shift, however, our view to systematically incorporate other goals that are
not subsidiary to financial performance, the afore-mentioned pressures vis-à-vis stockholders will
be alleviated. The demand for ethically-responsible investment opportunities, even if they do not
pay as high a financial return as other investments, reflects the fact that individuals, even investors,
can act more like homo felix than homo economicus. Institutional setups that reinforce individuals’
other-regarding motivations instead of crowding them out in favor of their selfish motivation can
help to more systematically anchor these behaviors in society.



treats such behaviour not as an irrational anomaly but relevant force and promoting
awareness of the better descriptive adequacy of such a view as model of human
behaviour will aid in promoting the goals of sustainability economics. Corporate
sustainability along a triple bottom line becomes a much more natural extension of a
subjective well-being framework than within the prevailing standard economic
framework.
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8.4 Societal Level: Global Sustainable Development

The considerations made in the previous section extend quite straightforwardly from
individuals and firms to the societal and global level. Sustainable development on
these levels will then have to address macro-level phenomena related to “happy
nations” (Ng 2008; Abdallah et al. 2008; Engelbrecht 2009; Fritz and Koch 2014;
Hall 2013) or even a “happy planet” (NEF 2013). A subjective well-being view can
inform public discourse and public policies in various ways (Graham 2011;
Veenhoven 2010; Frey and Stutzer 2012; Binder 2013). Money (as measured by
GDP) as indicator of societal progress has been chosen because it was easier to
measure than well-being itself, but this has come at the cost of forgetting that money
is a means to an end, viz. well-being (Diener and Seligman 2004, p. 2). With the
possibility to directly measure subjective well-being, a broader-based framework for
welfare assessments has become feasible. As argued in Binder (2013), these mea-
sures are better amenable to reflect a much broader assessment of societal and
economic change as many welfare-relevant factors do not influence income but
well-being (Hall 2013).

Through empirical happiness regression equations, it is possible to measure
shadow prices for activities and institutional arrangements for which individuals
can reveal no preferences directly (Frey et al. 2010). While this pertains to the
valuation of democratic institutions, crime, corruption, freedom, or macroeconomics
variables such as inflation, unemployment rates or inequality, in the present case, the
hedonic evaluation of public goods such as the level of pollution or environmental
quality are of paramount importance. When accounting for the usual known influ-
ences on subjective well-being, adding variables for the above-mentioned factors
allows to assess their effects on subjective well-being directly. If e.g. new forms of
work organization (self-employment, increases in flexibility of working arrange-
ments, decreased job security) increase incomes but at the same time also negatively
impact on individuals’ sense of autonomy, security or meaning in life, a subjective
well-being view offers the potential to measure the summary welfare assessment,
while an income-based welfare framework would neglect this. Empirical knowledge
about the relevant life domains that have reliable influence on subjective well-being
(Helliwell et al. 2013) will thus allow a more nuanced assessment of societal
progress as well as inform citizens about options of improving their lives and
policy-makers about welfare-improving policies. Regarding the former, it is well
known that individuals often mispredict the resulting happiness from different



consumption activities and life choices (Wilson and Gilbert 2005). In the present
context, this would pertain to welfare effects of curbing down consumption or living
in ecologically sustainable ways. Knowing better about these effects can help
citizens consume in more “civically engaged” ways. With respect to policies, such
a broader framework can be used to better justify policies before implementation and
it can help to figure out trade-offs between different policies that have positive and
negative impact on different life domains. Subjective well-being here would offer
the ultimate summary judgement (the common currency) to decide on the benefits or
costs of a policy. Other metrics are useful, too, and should not be discarded, but
subjective well-being in this view would provide a “Leitbild” (a leitmotiv, or guiding
principle) that offers a coherent framework for public policy (obviously public
policy has other goals, but it is difficult to argue against the importance of well-
being as basic value for society, Layard 2005). With the measurement of SWB and
the effects different life domains (among them the environment) will have on it,
these concerns will have a more systematic place on policy-makers’ agendas (what is
measured is becoming a target for policy).
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The empirical findings from subjective well-being research will provide useful
input in discussions about the sustainable development of societies in a variety of
more concrete ways (Gowdy 2005; Costanza et al. 2007; Fritz and Koch 2014;
Giannetti et al. 2015; Frugoli et al. 2015). Within such a framework, sustainable
development would centre around the improvement of societal well-being as indi-
cated by the summary judgement on the subjective well-being of the populace (Hall
2013). This does not mean that all other indicators of progress should be neglected
but rather that they be systematized along the life domains which empirically have
shown to impact on individuals’ well-being (“happiness-relevant functionings”, see
Binder 2014). Subjective well-being as the overall summary judgement on how
people are doing aggregated over all these life domains remains the overarching
guidance principle and offers an empirically-informed measure of how individuals
trade-off life domains vis-à-vis each other. Income, jobs, the social domain, inequal-
ity, the environment (etc.) all are domains with a set of indicators that gain their
systematic relevance through their impact on subjective well-being. To account for
individual heterogeneity and individual agency, and to deal with the objection that
happiness-based policies conceive of the individual as mere “metric stations” (Frey
and Stutzer 2010), policy-makers should focus centrally on improving individuals’
subjective well-being capabilities, i.e. creating institutions and opportunities for
individuals to attain happiness through the various life domains and channels within
the framework. Concerns of sustainability and the environment here gain their
systematic place through a direct SWB impact (channels here being pollution or
vice versa an intact environment as well through behaving altruistic towards future
generations and nature). Existing multidimensional frameworks such as the OECD’s
“How’s life” initiative are related to this proposal (OECD 2013), but lack one
unifying principle to trade-off the different dimensions of societal progress (it is
left open in these approaches how to assess improvement in one dimension when
other dimensions show deterioration. Is society then on a path of improvement or



not?). Within such a framework, notions of “degrowth” (Ayres 1996) and civic
consumerism could hold a systematic place through the impact they create on
various life domains and hence subjective well-being.
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One may criticize that such a subjective well-being view of sustainable develop-
ment might make sense for developed societies who have attained a level of wealth
that allows them to proceed to considerations “Beyond GDP” but that it is irrelevant
for the poorest countries that find themselves in poverty traps and rather need
increases in their material standard of living. The above view, however, is fully
compatible with this idea and research supports this by finding that at low levels of
income, countries experience strong improvements in subjective well-being through
raising GDP (Inglehart et al. 2008; Helliwell et al. 2013). Only at higher levels of
GDP, the relationship between income and subjective well-being becomes less
pronounced, with the marginal utility of income decreasing (Layard et al. 2008)
and many (positional) consumption activities becoming self-defeating from a sub-
jective well-being point of view (compare also the above-mentioned threshold of
75,000 USD above which individuals seem to gain no more benefits at least in terms
of emotional well-being, see Kahneman and Deaton 2010). For poor countries,
successful development, even within a subjective well-being framework, will coin-
cide with rising levels of income. A subjective well-being framework will, however,
even in the case of the bottom billion, stress that income is a means to an end and that
sustainable increases of subjective well-being can only be reached by fostering the
right uses of income. Some determinants of SWB might also be favourably
influenced by policies in the absence of high incomes (e.g. strengthening commu-
nities and social networks). Sustainable development here will take into account the
various other factors that influence well-being and help in establishing institutions
that will positively impact on these domains. Increasing GDP at massive expense to
the environment, to social solidarity and community, at the expense of creating
inequality, increases in corruption or decreases in political freedom (and associated
institutions) will all lead to offsetting well-being losses that would find no systematic
place in a standard-income-based development framework, but which find system-
atic assessment and consideration within the larger subjective well-being view.

China provides a good case study for this argument as it has seen massive
increases in income in the last decades as a result of a deep transformation of its
society towards market-based organization: while per-capita income and consump-
tion expenditures have risen four-fold from 1990 to 2010 (Easterlin et al. 2012) and
absolute poverty levels have decreased from 80% to 13% from 1978 to 2009
(Brockmann et al. 2009), levels of subjective well-being have not increased (they
have exhibited somewhat of a u-shape over these years and life satisfaction as
measured by WVS data has decreased by –0.53 points; Easterlin et al. 2012, p.
2).12 What would be labelled a success-story in purely income-based terms, gives a
much less positive impression in the framework proposed here and would lead

12A similar development can be seen for other developing countries (e.g., Graham and Pettinato
2002).



policy-makers to try to understand why the Chinese development has not improved
subjective well-being. It would then lead to an analysis of different life domains that
impact on subjective well-being and in which China has seen marked deteriorations
during this time: rising incomes in China have been accompanied with strong
increases in uncertainty and both rapid growth and societal change seem to impact
negatively on SWB (“paradox of unhappy growth”, Graham and Lora 2009). At the
same time, rising incomes have led to rising aspirations and where aspirations rise
quicker than incomes, frustration ensues (“paradox of frustrated achievers”, Graham
and Pettinato 2002). Similarly, material inequality negatively impacts on SWB and
China may have experienced a raise in absolute incomes, but large parts of society
are worse off in relative terms (much of the gains have gone to a small elite;
Brockmann et al. 2009, p. 393). Finally, the rising incomes were also accompanied
by a worsening of the social safety nets and rising rates of (urban) unemployment,
both of which are important (non-)income drivers of subjective well-being (Easterlin
et al. 2012, p. 3). Other factors such as increased corruption and criminality might
also play a role in explaining why China’s development over the past decades has
been disappointing for many in the Chinese populace. Applying a broader subjective
well-being view with subjective well-being as summary indicator and a range of
subsidiary life domain indicators will provide societies with a better focus on what is
important for a life going well and would have allowed to avoid such a development
path earlier on. Such a view does not mean that development will always proceed
along lines, where all dimensions that impact on SWB improve simultaneously, yet
it does allow a society to pay more attention to trade-offs involved in fostering
sustainable well-being development and allows citizens to lead a debate (in the face
of scarce resources) where to put the emphasis on (Binder 2014).
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A final point of overlap between notions of sustainability and a subjective well-
being framework on the macro-level lies in the systematic exploration of inefficien-
cies in the attainment of given levels of subjective well-being (Common 2007). A
well-publicized example of this has been the “Happy Planet Index” (NEF 2013),
which sets a country’s average happy life years in relation to its ecological footprint.
It is thus a measure of the sustainability of subjective well-being attained (countries
rank low if their well-being is attained at high expense of the environment, so the
measure is both about the happiness of the planet and its populace). This idea
generalizes and allows to add a complementary welfare measure for societies,
namely that of “happiness efficiency” (Binder and Broekel 2012). Such a measure
would allow to track how efficiently individuals reach given levels of subjective
well-being in different societies and with different means and helps to avoid waste in
the inputs that generate SWB (inputs might be natural resources but also any other
resource). While in the sustainable well-being context, the well-being generated per
natural resource expenditure is of paramount importance because it focusses on
reaching well-being at the lowest cost to the environment, such measures are also
important when it comes to different life domains and hedonic adaptation patterns
within them: research has shown that the well-being gain of income increases level
off very quickly, while this is less so the case for pleasures of giving or in the social
domain (see Frederick and Loewenstein 1999). Shifting one’s lifestyle towards



things that promise more lasting subjective well-being increases efficiency (for any
given absolute level of well-being) and leads to a more efficient use of one’s
resources in general. Here again, an approach that comes from production theory
and has been used otherwise in promoting sustainability in production and conser-
vation of resources can be fruitfully applied within the subjective well-being frame-
work spelled-out above.
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8.5 Summary and Outlook

Decades ago, Richard Easterlin made social scientists aware that improvements in
the human lot cannot easily be equated with economic growth. Yet even today,
sustainable development is too often seen through the lens of the standard income-
based welfare framework. The present chapter offered a subjective well-being
framework to incorporate into the field of sustainability research. Subjective well-
being was argued to enrich the present debates about sustainability and offers fruitful
ways of how to conceive of and operationalize sustainable development. Homo felix
has been argued to present a better view of human economic behaviour and the
normative force that such conceptions of individual behaviour play in shaping future
consumers and leaders should not be underestimated (Frank et al. 1993).

While one would prima facie have thought that a subjective well-being view is at
odds with the idea of sustainability (with consumerism as means to achieve happi-
ness and materialistic life-styles leading to resource exploitation), it turns out that
quite the opposite is true: such a view does not prompt excessive consumerism but
rather prompts concerns that are embedded in the Brundtland Commission’s defini-
tion of sustainability (compare also Sachs 2013). Individuals derive more lasting
satisfaction from social activities, from caring for others, from bringing about social
change and from caring for nature. On a societal level, higher levels of subjective
well-being are likely to be realized by changing patterns of consumption towards
activities that do not heavily tax the environment and future generations. Living
green does not necessarily imply sacrifice in the currency of subjective well-being.
Policy-makers can use a subjective well-being framework to more coherently incor-
porate ideas of sustainable development and well-being, de-growth, corporate social
responsibility and civic consumerism.

One could object to the argument above that such a proposal replaces one view of
self-interested behaviour with another, that individuals now chase happiness instead
of money to the detriment of the environment. This criticism concerns the question
whether just and virtuous behaviour can never be in parts associated with well-being
and should impart a cost on the individual. Is altruism devalued if it is done (partly)
for one’s own sake? I do not want to deny that some behaviours might be necessary
to ensure sustainable development that will impact negatively on SWB. These
behaviours should be pursued nevertheless because we are morally obligated to be
stewards to our planet and future generations, one could hold. But these latter
concerns per se do not invalidate the above argument. Especially when considering



that individuals might hold moral views about the environment but often lack the
motivation to follow through on these (moral obligations per se often seem to have
no motivating force, compare the value-action gap), harnessing knowledge that
moral behaviour can often lead to a “warm glow” of happiness can offer a powerful
motivating force to close the value-action-gap and help ingrain behaviours that are
sustainable. And although my argument has been predominantly prudential, a view
of homo felix is also at least in parts moral (through our altruistic and fairness
concerns) and more naturally integrates the two perspectives (Sachs 2013). Further-
ing subjective well-being in this way can be seen akin to the idea of enlightened self-
interest, but going beyond this by allowing for both selfish and altruistic behaviour
being entangled within the individual as human being.
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A second concern could be that a subjective well-being framework (not unlike its
alternatives) would systematically neglect long-term concerns by focussing attention
to present measurements. Short-term policy focus on GDP or any other indicators
such as subjective well-being would then still systematically neglect long-term
sustainability considerations. One way to deal with such an objection within the
framework discussed above would be to complement a focus on subjective well-
being measures with a set of objective indicators ordered along well-being-relevant
dimensions (see more extensively Binder 2014). In that way, a dimension “environ-
ment” could consist of indicators relating to conservation of the environment and
natural resources, being justified by their above-mentioned relevance to improving
individuals’ subjective well-being. The above framework thus provides an orienta-
tion of how to select a set of multidimensional indicators (and a systematic rationale
for selecting them), some of which can be very well long-term oriented.

Sustainability and subjective well-being are thus not at odds but rather could
reinforce each other. Further research should more fully explore the extent to which
individuals and society alike can simultaneously live sustainably and happily.
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Chapter 9
Distaste for Inequality? The Role of Risk
Aversion

Ada Ferrer-i-Carbonell and Xavier Ramos

Abstract Risk aversion is an important argument to explain why individuals may
dislike inequality. However, this relationship has not been empirically tested for
large representative samples. Using a representative panel for Germany, we estimate
this relationship by linking subjective well-being (a proxy for utility), inequality, and
self-reported risk attitudes. The results confirm that risk aversion has a positive effect
on dislike for inequality: more risk averse individuals are also more inequality
averse. This relationship however is partly driven by other individual characteristics
(gender, education, and income) that are correlated with risk attitudes.

9.1 Introduction and Background

In recent years there has been an accumulation of empirical evidence suggesting that
individuals dislike inequality (Alesina and Giuliano 2011; Dawes et al. 2007).
Individuals’ preference for inequality are shaped by several factors, including:
(i) their own characteristics, such as endowments and abilities; current income, for
instance, is a good predictor of preferences for redistribution (Romer 1975; Meltzer
and Richard 1981), (ii) their individual history, which in turn shapes subjective
expectations on own economic position (Piketty 1995; Bénabou and Ok 2001;
Ravallion and Lokshin 2000; Alesina and La Ferrara 2005), and (iii) social norms
and fairness perceptions; e.g. in societies where individual effort, and not luck, is
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thought to determine economic success, individuals are likely to be less concerned
about inequality (Alesina and Glaeser 2004; Alesina and Angeletos 2005).1

196 A. Ferrer-i-Carbonell and X. Ramos

Within the group of individual characteristics, risk attitude is an important factor
that shapes individuals’ taste for inequality directly, but also in indirect ways. The
direct effect operates mainly through the information that the current income distri-
bution may reveal about individual’s future position. If indeed the current income
distribution is informative about the income distribution in the near future, as risk
attitudes influence the weight that individuals assign to different points of the income
distribution (Vickerey 1945; Harsanyi 1955), more risk averse individuals will
assign a higher utility value to worse outcomes and therefore have a strongest dislike
for inequality. For instance, the notion that good prospects of upward mobility may
explain distaste for inequality-reducing policies even amongst poor individuals only
holds if individuals are not too risk averse, for otherwise (risk averse) individuals
will “realize that redistribution provides valuable insurance against the fact that their
income may go down as well as up” (Bénabou and Ok 2001, p. 448). Likewise, more
risk averse individuals are more in favor of welfare policies that socially insure
against income-risk and reduce income disparities, such as unemployment or dis-
ability benefits.

Indirectly, risk attitudes also exert influence on inequality tolerance, as they also
shape or condition some of the factors that in turn have a direct effect on individuals’
taste for inequality. For example, individuals’ risk attitudes are correlated with
gender, education, and wages, which in turn correlate with inequality aversion. In
addition, risk attitude is also the channel through which other factors affect inequal-
ity preferences. As outlined above, individual history is related to their taste for
inequality. Now, the effect of individual history, and especially of negative life
experiences, such as unemployment spells or negative income shocks is (partly)
captured by risk attitudes, as such negative life experiences makes individuals more
risk averse—which in turn increases their inequality dislike (Alesina and Giuliano
2011). In Sect. 9.2.2 we discuss the endogeneity issue.

Despite the theoretically appealing importance of risk attitudes on shaping indi-
viduals’ dislike for inequality, the empirical literature on individual dislike for
inequality, however, has not paid much attention to the role of risk attitudes. The
relationship between risk attitudes and distaste for inequality has only been tested in
the lab, and not for general population samples. Using experimental data, Carlsson
et al. (2005) find that more risk averse people tend also to be more inequality averse.
Kroll and Davidovitz (2003) as well as Brennan et al. (2008) report evidence in
support of the positive relationship between risk aversion and inequality
intolerance.2

1See Alesina and Giuliano (2011) for a recent comprehensive survey of the many determinants of
individual preference for redistribution.
2A related strand of the literature examines the relationship between social welfare judgments and
choice under uncertainty from a normative standpoint, using questionnaire experiments (Amiel
et al. 2009; Bosmans and Schokkaert 2004; Bernasconi 2002). Ours is a positive and not a
normative study.
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This paper fills this gap by characterizing dislike for inequality according to
individuals risk aversion. To this end, we use for first time a large representative
panel data set with about 25,000 individuals living in Germany to estimate this
relationship. In particular, we study whether the correlation between inequality and
utility depends on individuals’ risk attitudes by using a self-reported measure of
satisfaction as a proxy for utility. Our findings corroborate that more risk averse
individuals show a stronger dislike for inequality. These results are robust to
different specifications, econometric methods, and to the inclusion of variables
that correlate with individual risk attitudes and individual economic vulnerability.
In this paper we use a self-reported measure of satisfaction as a proxy for utility, one
of the empirical strategies used to understand individuals’ dislike for inequality.
Subjective measures of satisfaction have been increasingly used in economics since
the pioneer work of Easterlin in 1974. Since then, subjective measured have empir-
ically shown its validity as a measure of individuals’ well-being and utility and have
been therefore used in various applications. The existing empirical evidence has
shown that inequality, usually measured as the Gini coefficient in the region or
country where the individual lives, has a negative effect on self-reported well-being
or life satisfaction (see Ferrer-i-Carbonell and Ramos 2014, for a recent survey).
This means that other things being equal individuals in more unequal societies report
on average a lower score in the satisfaction scale.

The rest of the paper is organized as follows. Section 9.2 explains our empirical
strategy and describes the data and key variables, notably our direct measures of
utility and risk as well as the measure of inequality. Section 9.3 presents our main
findings, robustness checks, and heterogeneous effects, while the last section pro-
vides concluding comments.

9.2 Empirical Strategy

9.2.1 The Model and Its Estimation

We start from the premise that, ceteris paribus, individual utility U (or satisfaction)
depends on the inequality I existing in the region and year where the individual lives.
In other words

U ¼ f X; Ið Þ ð9:1Þ

where X is a set of variables that describe the situation of the individual. Assume a
linear functional form, we can rewrite (9.1) as

U ¼ αþ βI þ γX ð9:2Þ



where, in accordance with previous literature, we expect β to be negative. The
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objective of this paper is to try to disentangle whether the relationship between
inequality dislike (β) and life satisfaction (U ) can be partly explained by individuals’
risk attitudes. To test for this, we estimate β for individuals with different risk
attitudes, using the following augmented specification:

Uit ¼ αþ βrIgt þ γrXit þ δrT þ ζrGþ ηiþεit ð9:3Þ

where i indicates the individual, t the time, g the region where the respondent lives,
and r ¼ (L,H ) represents the individual risk attitude. Since we use a measure of
willingness to take risk (as opposed to aversion to risk), H denotes high willingness
to take risk, while L denotes low willingness to take risk—we explain below in Sect.
9.2.2 how high and low willingness to take risk are defined and measured. Different
βr estimates for individuals with different risk attitudes would indicate that the effect
of inequality on individuals’ satisfaction or utility is partly explained by their risk
attitude. If, as explained above, inequality dislike is positively related to risk
aversion (i.e. negatively related to willingness to take risk) we should find βH > β > βL.
If β < 0, this means that βL<0. However, βH, may take any sign, and if negative needs
to be larger than βL. It will be also negative if risk lovers are also worse-off with
higher inequality levels, or alternatively positive if regional inequality increases risk
lover’s life satisfaction.

Equation (9.3) includes a set of time dummy variables (T ), which capture all
those unobservable variables that are time specific, and a set of regional dummy
variables (G), which indicate in which of the 39 Government Regions
(Regierungsbezirke, corresponding to NUTS2) the respondent lives. The inclusion
of time and region variables will allow us to distinguish the inequality effect from
that of other regional and time characteristics, such as inflation or tax systems, which
we do not specifically control for. Although the regional and time dummy variables
collapse characteristics that can be correlated with both, inequality and life satisfac-
tion, we do control in Eq. (9.3) for regional unemployment (unemployment shapes
inequality over the business cycle), GDP growth, median income in the region, and
poverty separately. While the first two variables are obtained from official sources,
the other two are calculated from the data.

The empirical analysis uses longitudinal data and we can thus include an indi-
vidual fixed effect (ηi) that captures individual traits that are unobservable and time
persistent (e.g. cognitive and non-cognitive abilities). Finally, the equation includes
the usual error term (εit). Since observations are clustered at the regional level, we
use two methods to address the possible correlation of errors within the cluster. To
start with, we report standard errors clustered at the region level. Now, since the
number of clusters (39) is too small (Angrist and Pischke 2008; Cameron and Miller
2010; Wooldrige 2006), we also report bootstrapped standard errors that result from
estimating the fixed effect regression with clustered standard errors at regional level



500 times. Since we cannot include the regional dummies in the specification of the
bootstrapped regressions, point estimates of the two methods will be different. Since
there is virtually no difference in terms of trade-offs between variables and statistical
significance between estimating equation by means of a linear or an ordered cate-
gorical estimator (Ferrer-i-Carbonell and Frijters 2004), we estimate the equation
using a linear estimator (OLS extensions), as it is usually done in the literature.
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9.2.2 Measuring Strategy

9.2.2.1 Life Satisfaction

The empirical strategy uses a measure of subjective life satisfaction, as in Easterlin’s
pioneering work in 1974, as a proxy for well-being or utility. Since Easterlin’s first
work, there is accumulating evidence that individuals are able and willing to provide
a meaningful answer when asked to value their satisfaction with their live. Over the
last years, economists have used this self-reported satisfaction measure as a proxy for
utility so as to contribute to a better understanding of individuals’ preferences and
behavior by empirically testing existing theoretical assumptions and concepts, and
socially and politically relevant ideas. One such application is the measurement of
inequality dislike or inequality aversion by examining the correlation between
inequality in the region and individuals’ reported life satisfaction (Alesina et al.
2004; Morawetz et al. 1977; Schwarze and Harpfer 2007). This evidence points to a
negative relationship between inequality and life satisfaction, i.e., individuals are
inequality averse. In this paper we extend this current work by looking at heteroge-
neity defined through individual risk aversion. This indirect way of measuring
inequality dislike avoids some important shortcomings of the alternative experimen-
tal methods used for the same purpose, which are based either on Okun’s (1975)
leaky bucket experiment (Pirttilä and Uusitalo 2010; Amiel et al. 1999) or on directly
letting respondents choose between different income distributions in a hypothetical
society (Carlsson et al. 2005). The increasing availability of self-reported satisfaction
questions in large representative datasets allows estimate inequality aversion param-
eters that are representative of the population of a country. In addition, evidence
from the lab is prone to biases, such as the social desirability bias, which are not
present when estimating inequality attitudes indirectly with life satisfaction.

In the data set used in this paper individuals are asked How satisfied they are with
their life, all things considered, where the answers are reported on a 0 (completely
dissatisfied) to 10 (completely satisfied) scale. The three basic assumptions under-
lying subjective satisfaction measures (Ferrer-i-Carbonell and Frijters 2004) are:
(i) individuals are able to evaluate their life satisfaction, (ii) there is a positive
monotonic relationship between the answer to such questions and the theoretical



concept we are interested in, and (iii) the answer to such questions are interpersonal
comparable. A good account of such measures, the underlying assumptions, its
applications, and its (empirical) validity can be found in Clark et al. (2008), Ferrer-
i-Carbonell and Frijters (2004), Senik (2005), and Van Praag and Ferrer-i-
Carbonell (2004).
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9.2.2.2 Risk Attitudes

The German Socio-Economic Panel (SOEP) questionnaire asked respondents to
report their willingness to take risk in 8 years: 2004, 2006, and every year from
2008 to 2013. Our sample is confined to these 8 years. The question runs as follows:
“How do you see yourself: Are you generally a person who is fully prepared to take
risks or do you try to avoid taking risks?” Respondents can answer on a 0 (risk
averse) to 10 (fully prepared to take risks) scale. The answer to this question provides
a direct measure of risk on an 11 point scale. Such measure contrasts with indirect
approaches in which measures of risk attitudes are derived from observed behavior,
such as playing the lottery or investing in risky assets. Direct measures of risk can be
easily introduced in general large household panel questionnaires, as the present case
proofs. This allows the researcher to test for new ideas in general large population
surveys, which contrasts with the most experimental studies done with small groups
of individuals, which may suffer from external validity as they are often difficult to
generalize to the whole population. In other words, the use of general measures of
risk attitudes (or attitudes in general) opens up new lines of research in the same way
that subjective satisfaction measures did. It remains very important to validate this
direct measure of risk, which has been done by a group of economists (Dohmen et al.
2005) involved in the introduction of this survey measure in the German SOEP.
Their main result is that there is a relationship between the answer to the risk
question used in this paper and individual behavior. To come to this conclusion,
the authors perform a complementary experiment with a group of individuals that are
comparable to the ones answering the German SOEP questionnaire. In addition, the
authors show that there is a correlation between the reported willingness to take risk
and self-reported behavior in the questionnaire, such as holding stocks, smoking,
and occupational choice. We have also examined the relationship between this
measure of risk attitude and a set of individual characteristics that are known to
correlate with risk attitudes and came to very consistent results, e.g. women are more
risk averse, and years of education and income correlate negatively with risk
aversion.

As outlined in Sect. 9.2.1, to explore the role of risk attitudes on inequality
dislike, we will compare the effect of inequality on life satisfaction for risk lovers
(βH), i.e. respondents who report being very much prepared to take risks
(corresponding to answers 9 and 10), and no risk lovers (βL). Risk lovers comprise
a small proportion, 2.6%, of the sample. This divide between the two groups allows
identifying risk lovers as those individuals who show different behavior from the rest
of the population.
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9.2.2.3 Are Risk Changes Endogenous to Life Events and Individual
Characteristics?

A relevant question is whether risk attitude is a persistent trait (e.g., Cooper et al.
2000; Zuckerman and Kuhlman 2000) or instead it changes over time or, most
importantly, it depends on individuals’ changing circumstances that at the same time
are related to characteristics correlated with life satisfaction. We check our data for
yearly changes on risk attitudes (or 2 years for 2006 and 2008) on the 0–10 original
scale. The average yearly change for all observations (over 115,000) is –0.026
(sd. 2.24), 25% of which do not report any change, 31% report a one-point change,
and 11% report a two points change on the 0–10 scale. If we look at the longer term
difference from 2004 to 2013, we have over 7900 respondents who participated in
both years. The average difference between those two nineteen-years-apart reported
risk is –0.23 (sd 2.51). While only 20% of the respondents do not change their risk
attitude, 30% change it with by one point, 21% by two points, and the remaining
30% change it by 3 (half of them) or more points. Most important, changes in risk
attitudes from one wave to the other do not correlate with most individual charac-
teristics. Regression analysis shows that the only statistically significant coefficient
between risk attitudes and individual characteristics is being disabled (1.6% signif-
icance). The remaining coefficients are non-significant and are very small in size.
The complete table is in the appendix (Table 9.10).

9.2.2.4 Inequality: The Gini Coefficient

To examine the impact of inequality on life satisfaction or utility we need to estimate
a measure of inequality that is able to reflect individual’s perceptions. To this end,
we will measure inequality at Government region level (Regierungsbezirke,
corresponding to NUTS2), which is an area closer to the individual than the country
and, at the same time, is large enough not to be picking up relative income effects.3

In order to capture changes over time, the inequality measure will be allowed to
change for every sample year. This means that we distinguish among 39 different
government regions in 8 different time periods. In line with the literature, we use the
Gini coefficient to measure inequality in the distribution of equivalized income of the
region, that is, income deflated by the modified OECD scale, which weights the first
adult by 1, the second and subsequent adults by 0.5, and each child by 0.3. The Gini
coefficient is known to give more importance to income disparities in the middle of
the distribution than the tails, when aggregating income differences. To check the
robustness of our findings we will use the Mean Log Deviation (MLD) and the Theil

3Measuring individual’s perceptions about (income) inequality is far from trivial. Individuals may
have incorrect perceptions about the ‘true’ level of inequality depending on the relative position
they have in their reference group (Cruces et al. 2013). As the SOEP does not report information
about this source of bias, we cannot correct for it and rely on the standard estimate that results from
reported income levels.



index, two measures of the Generalized Entropy Family that give more weight to
differences in the lower tail of the distribution (Cowell 2011).
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9.2.3 The Data

The empirical analysis uses the German Socio-Economic Panel (SOEP) (Wagner
et al. 2007), a representative German household panel that started in 1984 in West
Germany, which includes East German respondents since 1990. As outline above,
we use data for the 8 years for which there is available information on individual risk
attitudes, that is, 2004, 2006, and every year from 2008 to 2013. Table 9.1 shows
descriptive statistics for the main variables used in the empirical analysis.

Table 9.1 shows that on average individuals are rather satisfied with their life,
which is a usual finding in Western societies. Although the Gini coefficient is
calculated by using equivalent income, in explaining life satisfaction we use

Table 9.1 Sample descriptive statistics, German SOEP 2004, 2006, 2008–2013

Variable Mean Std. Dev.

Life satisfaction (0–10) 6.99 1.77

Prepared to take risks (0–10) 4.42 2.31

NUTS 2 Gini coefficient 0.27 0.04

Ln (age)2 15.13 2.79

Individual has a partner [0,1] 0.62 0.49

Household income (per month, after taxes) 2864.64 2140.93

Individual is unemployed [0,1] 0.05 0.22

Individual does not work [0,1] 0.43 0.49

Savings (in €) 330.32 869.71

Individual is disabled [0,1] 0.14 0.34

Ln (number of adults in the household) 1.12 0.26

Ln (number children in the household) 0.24 0.42

Ln (years education) 2.48 0.21

Federal GDP 99.11 7.12

Federal unemployment rate 7.92 3.96

Federal Poverty 0.13 0.02

Federal Median income 1457.65 152.10

Year

2006 0.14 0.35

2008 0.12 0.33

2009 0.13 0.33

2010 0.12 0.32

2011 0.12 0.32

2012 0.12 0.33

2013 0.12 0.33



household income. The reason behind this decision is that if we were to use
equivalent income we would be imposing the same transformation to all individuals
and we would therefore ignore the different consumption patterns and preferences
that households may have. In order to control for differences in household size,
however, the regression equation for life satisfaction introduces the number of adults
and children as explanatory variables. The regression analysis also includes other
individual characteristics that are typically found important determinants of life
satisfaction: amount of savings in Euro, age of the individual (introduced in squared
logarithms), whether the individual has a partner, is unemployed, does not work, or
suffers from some disability, and years of education.
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The average willingness to take risk is 4.42 (sd. 2.31) with most individuals
(21%) concentrated at 5 and 47% of them reporting a 4 or less. In other words, 68%
of individuals report a 5 or below. Individuals classified as risk lovers (categories
9 and 10) represent 2.6% of the sample. The average unemployment rate over the
sample period is about 7.9%, ranging from 3% (in Bavaria in 2013) to 22.4%
(Saxony-Anhalt in 2004). The regional unemployment trends reflect the business
cycle of the German economy as well as the regional disparities that tend to persist
over time. The GDP growth also shows large regional and time variations.

The average Gini coefficient across the 39 Government regions over the sample
period is 0.265. Within state (over time) variation of the Gini coefficient is key to our
empirical strategy. As Fig. 9.1 shows, such variation is not driven by few states or
certain episodes. Gini differences between Government regions are time persistent
and range from an average Gini over the years of 0.218 (nuts Middle Hesse) to 0.342
(nuts Muenster). As Fig. 9.1 clearly shows, the largest Gini estimate for region
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Fig. 9.1 Distribution (Box-Cox) of Gini coefficient by Government regions



–

Brunswick is implausibly larger than any other estimate. However, our main results
are robust to dropping this possible outlier from the analysis. Variation over time is
smaller than between region variation, and ranges from 0.281 in 2004 to 0.271 in
2013.
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9.3 Results

9.3.1 The Effect of Inequality on Satisfaction

Table 9.2 shows the results of estimating Eq. (9.3) with individual fixed effects. As
outlined above, we present estimates and its standard errors, when the latter are
clustered at regional level (in the upper panel), and when the standard errors are
obtained by bootstrapping Eq. (9.3) with 50 replications (lower panel). Recall that
point estimates are different because we cannot include regional fixed effects in the
lower panel.

In the first specification we do not allow risk attitudes to play any role on life
satisfaction, and find the expected negative relationship between inequality (mea-
sured by the Gini coefficient at NUTS 2 level) and life satisfaction. This means that
on average individuals dislike inequality. This finding is in line with the previous
literature that has also used subjective measures to empirically test inequality
aversion in Western European countries (Alesina et al. 2004; Schwarze and Harpfer
2007).

In order to assess the importance of individuals’ dislike for inequality, we can
compare its effect on life satisfaction with that of other variables of interest
(e.g. income). For example, we can compute the equivalent income of a change in
inequality, using the results of the upper panel of Table 9.2. This is the income
change equivalent, in terms of life satisfaction, to a percentage change in inequality.
A 0.05 drop in the Gini coefficient (which represents about an 18.9% reduction from
the current level) would be equivalent to a 10.94% income increase, which is
equivalent to 314 Euro a month at the sample mean. Similarly, a 10% reduction in
the average Gini is equivalent to a 5.77% household income increase, at sample
mean this is 165 Euro per month.

As outlined above, our inequality aversion estimates are in line with previous
empirical evidence. Using the same data for Germany (SOEP) for a time period
previous to ours (1985–1998), a similar regression-based approach and estimation
method, Schwarze and Haerpfer (2007) find a similar estimate of inequality aver-
sion: a 5.5% income increase offsets the negative effect on life satisfaction of a 10%
increase in average inequality. The effect of the Gini coefficient and of log house-
hold income on life satisfaction is estimated to be 0.362 and 0.319 respectively.

The coefficient estimates for the control variables shown in Appendix Tables 9.8
and 9.9 offer no surprises: we find the usual positive relationship between life
satisfaction and household income, having a partner, amount of savings, and the
logarithm of age squared, and the also common negative relationship between



Table 9.2 Life satisfaction,
by risk attitudes. German
SOEP, 2004, 2006, 2008–
2013, fixed effects estimators

1 2 3

Total sample Risk taking No risk taking

Clustered standard errors

Gini 0.536*** 0.919 0.558***

0.195 2.242 0.198

Bootstrapped standard errors

Gini 0.482* 1.336 0.511**

0.25 2.517 0.251

N 137,851 3548 134,303

Individual FE regression with year (and NUTS 2 in the upper
panel) FE. Standard errors clustered at NUTS 2 level. Botstrapped
standard errors obtained after 500 replications
Controls include: ln2(age), partner, ln (household income), unem-
ployed, not employed, savings, disability, ln(number of adults), ln
(number of children), ln(years of education), unemployment rate,
GDP, poverty rate, and median income at the federal level
Standard errors in parentheses; * p < 0.1, ** p < 0.05, *** p < 0.01

– – –

– –
– – –

– –
– – –

satisfaction and being unemployed, being disabled, the number of adults and
children in the household, and years of education. In order to control for time and
region characteristics and to distinguish them from the inequality in the region and
year, we included a set of dummy variables indicating the region and year where the
respondent lives. In addition, and as we have pointed out above, since regional
unemployment, economic growth, poverty, and median income affect life satisfac-
tion and may correlate with inequality, we have singled out these two macro vari-
ables from the regional and time characteristics and have separately controlled for
it. The results in Appendix Tables 9.8 and 9.9 show that GDP growth, poverty, and
median income do not have an independent effect beyond the effects already
captured by the regional and time dummies. Regional unemployment, like the
Gini, however does have a statistically significant negative coefficient.
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9.3.2 The Role of Risk on Shaping Inequality Dislike

This section focuses on the main empirical test of this paper, namely to examine the
role that individual’s risk attitudes have on determining inequality dislike. To this
end we estimate Eq. (9.3) for two groups that differ in their risk attitudes, and test
whether the βr coefficient, which measures dislike for inequality, is the same or differs
across the two groups, i.e. we test whether βL¼ βH. In particular, the expected positive
relationship between inequality dislike and risk aversion implies βH > β > βL.

Columns (2) and (3) of Table 9.2 report βH and βL, respectively. The estimate of
βL in column (3) indicates that inequality reduces life satisfaction of individuals who
are not prepared to take risks. This result is statistically significant regardless of the
estimation method used to compute standard errors. The effect of inequality on life



satisfaction, however, is the opposite for individuals who are prepared to take risks,
although the point estimate is very imprecisely estimated, with a standard error larger
than the coefficient. Now βH>0, implying that risk lovers like inequality. Thus, we
conclude that inequality does not seem to affect risk takers, and if it does, the effect
would be positive. Finally, a simple test of means indicates that βH > βL, as expected
(p-value <0.000 in both panels).

206 A. Ferrer-i-Carbonell and X. Ramos

In order to assess the importance of risk attitudes in shaping individuals’ inequal-
ity dislike, we calculate the equivalent income of a 0.05 decrease in the Gini for
individuals who are not prepared to take risks, using the estimates of the upper panel,
where standard errors are clustered at regional level. A 0.05 decrease in the Gini
coefficient increases the life satisfaction of non-risk-takers by 0.028 ((–0.558) *
(–0.05)), which is equivalent to an 11.7% income increase or, at sample average
334 Euro per month. At sample averages, this implies an elasticity of 0.002 (0.4%/
18.9%).

In sum, the results using self-reported life satisfaction as a proxy for utility
indicate that risk attitudes are one of the reasons why individuals might dislike
inequality, to the extent that risk lovers do not show inequality aversion.

9.3.3 Robustness Analysis

For the sake of comparability with previous findings in the literature, our baseline
analysis relies on the Gini coefficient. This index, however, has two salient features
which bear on the inequality estimates and orderings across regions and years: First,
the Gini coefficient is mostly sensitive to differences in income shares in the middle
part of the distribution, which implies that it is less sensitive to such differences in
either tail of the distribution, where outliers may lie. Because of this, the Gini
coefficient is more robust to outliers than other indices. Second, the distance concept
of the Gini coefficient is rank dependent. That is, the relative position of individuals
in the income distribution matters for the inequality assessment.

In this section we check whether our main findings are robust to using indices of
inequality that are sensitive to different parts of the income distribution and whose
distance concept does not depend on rank. Tables 9.3 and 9.4 show the effect of
inequality on life satisfaction by risk attitudes, when inequality is measured by the
Mean Logarithmic Deviation (MDL) and Theil’s entropy index, respectively. Both
the MLD and the Theil index are members of the Generalized Entropy Family of
inequality indices, which satisfy basic properties such as the principle of transfers,
anonymity, scale invariance and population invariance, like the Gini coefficient.
Both indices however use a distance concept which is rank independent and are more
sensitive to differences in income shares in the bottom part of the distribution,
especially so the MLD (Cowell 2011).



Table 9.3 Effect of
inequality (MLD) on life
satisfaction, by risk attitudes.
German SOEP, 2004, 2006,
2008–2013, fixed effects
estimators

1 2 3

Total sample Risk taking No risk taking

Clustered standard errors

Theil 0.325*** 0.826 0.350***

0.103 1.381 0.107

Bootstrapped standard errors

Theil 0.307 0.898 0.334*

0.19 1.735 0.19

N 137,851 3548 134,303

Individual FE regression with year (and NUTS 2 in the upper
panel) FE. Standard errors clustered at NUTS 2 level. Botstrapped
standard errors obtained after 500 replications. Same controls as in
Table 9.2
Standard errors in parentheses; *p < 0.1, **p < 0.05, ***p < 0.01

Table 9.4 Effect of
inequality (Theil) on life
satisfaction, by risk attitudes.
German SOEP, 2004, 2006,
2008–2013, fixed effects
estimators

1 2 3

Total sample Risk taking No risk taking

Clustered standard errors

Theil 0.151*** 0.305 0.165***

0.043 0.651 0.045

Bootstrapped standard errors

Theil 0.144 0.322 0.158

0.13 0.948 0.131

N 137,851 3548 134,303

Individual FE regression with year (and NUTS 2 in the upper
panel) FE. Standard errors clustered at NUTS 2 level. Botstrapped
standard errors obtained after 500 replications. Same controls as in
Table 9.2
Standard errors in parentheses; *p < 0.1, **p < 0.05, ***p < 0.01

– – –

– –
– – –

– –
– – –

– – –

– –
– – –

– –
– – –
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The estimates displayed in Tables 9.3 and 9.4 suggest that our main finding
(i.e. risk aversion shapes individual’s dislike for inequality) is robust to how
inequality is measured. Inequality dislike is larger amongst individuals who are
not very prepared to take risks than amongst risk takers. The negative estimate of
inequality dislike is statistically significant when standard errors are clustered by
NUTS2, but are more imprecisely estimated when standard errors are bootstrapped,
regardless of the inequality index employed. In particular, the effect of both the
MLD and the Theil on life satisfaction is more imprecisely estimated than that of the
Gini coefficient, when standard errors are bootstrapped. This may be due to the
larger robustness of the Gini coefficient to extreme or outlier observations, pointed
out above.



9.3.4 Heterogeneous Effects

This section explores heterogeneous effects of risk attitudes on inequality dislike,
across the individual characteristics that are found to correlate with risk attitudes,
namely gender, education, and income (Hartog et al. 2002). As argued in the
introduction, risk attitudes correlate with other individual characteristics that, at
the same time, correlate with inequality aversion. In particular, women, lower
educated and also poorer individuals tend to be more risk averse and, at the same
time, more inequality averse, as they face larger risks of falling down in the income
distribution. To this we estimate βr in Eq. (9.3) for four population subgroups,
defined by the interaction of risk attitude, on the one hand, and gender (men and
women), education attainment (high education (tertiary education) and lower edu-
cation); or poverty status (when the poverty line is set at 60% of the median
equivalent household income, at the year and federal level). Tables 9.5, 9.6 and
9.7 show the estimates by risk attitudes and gender, poverty status, and education,
respectively.

Given the smaller sample sizes, point estimates for risk takers have large standard
deviations, which render the interpretation of heterogeneous effects for risk takers
meaningless. We shall thus discuss heterogeneous effect amongst no risk takers. The
upper panel of Table 9.5 shows that the inequality dislike for non-risk-taker women
is –0696, while that for non-risk-taker men is –0.405 (and imprecisely estimated).
Therefore, women show a stronger inequality dislike than men (the difference
between the two point estimates being significant with a p-value<0.000, regardless
of the estimation method). Non-risk-taker poor individuals also show a stronger
distaste for inequality than non-risk-taker non-poor individuals (see Table 9.6).
Although the point estimate for non-poor individuals is not precisely estimated,
the difference between the two coefficients is statistically significant ( p-
value<0.000, regardless of the estimation method). Table 9.7 shows that by

Table 9.5 Effect of inequality on life satisfaction, by risk attitudes and gender. German SOEP,
2004, 2006, 2008–2013, fixed effects estimators

– – – – –

– – – –
– – – – –

– – – –
– – – – –
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1 2 3 4 5

Total
sample

Female no risk
taker

Male no risk
taker

Female risk
taker

Male risk
taker

Clustered standard errors

Gini 0.536*** 0.696*** 0.405 2.931 3.054*

0.195 0.211 0.386 4.059 1.762

Bootstrapped standard errors

Gini 0.482* 0.636** 0.361 3.149 3.627

0.25 0.287 0.49 7.27 2.275

N 137,851 71,043 63,260 1227 2321

Individual FE regression with year (and NUTS 2 in the upper panel) FE. Standard errors clustered at
NUTS 2 level. Botstrapped standard errors obtained after 500 replications. Same controls as in
Table 9.2
Standard errors in parentheses; *p < 0.1, **p < 0.05, ***p < 0.01



Table 9.6 Effect of inequality on life satisfaction, by risk attitudes and poverty status. German
SOEP, 2004, 2006, 2008–2013, fixed effects estimators

1 2 3 4 5

Total
sample

Not poor no risk
taker

Poor no risk
taker

Not poor risk
taker

Poor risk
taker

Clustered standard errors

Gini 0.536*** 0.457** 1.211 1.729 6.048

0.195 0.175 0.786 1.725 4.855

Bootstrapped standard errors

Gini 0.482* 0.466** 1.017 2.617 4.538

0.25 0.224 0.941 2.139 16.973

N 137,851 117,226 17,077 2925 623

Individual FE regression with year (and NUTS 2 in the upper panel) FE. Standard errors clustered at
NUTS 2 level. Botstrapped standard errors obtained after 500 replications. Same controls as in
Table 9.2
Standard errors in parentheses; *p < 0.1, **p < 0.05, ***p < 0.01

Table 9.7 Effect of inequality on life satisfaction, by risk attitudes and education level. German
SOEP, 2004, 2006, 2008–2013, fixed effects estimators

1 2 3 4 5

Total Not high educated High educated
Not high
educated risk
taker

High educated

Clustered standard errors

Gini 0.536*** 0.653** 0.315 2.957 2.528

0.195 0.255 0.256 2.985 1.557

Bootstrapped standard errors

Gini 0.482* 0.603* 0.273 2.864 1.472

0.25 0.327 0.339 3.379 3.153

N 137,851 97,303 37,000 2682 866

Individual FE regression with year (and NUTS 2 in the upper panel) FE. Standard errors clustered at
NUTS 2 level. Botstrapped standard errors obtained after 500 replications. Same controls as in
Table 9.2
Standard errors in parentheses; *p < 0.1, **p < 0.05, ***p < 0.01

– – – – –

– – – –
– – – – –

– – – –
– – – – –

– – – – –

sample no risk taker no risk taker risk taker

– – – –
– – – – –

– – – –
– – – – –

education level, non-risk-taker lower educated individuals also display lower toler-
ance for inequality than their higher educated counterpart, who displays a lower and
imprecisely estimated point estimate. Again, the difference between the two coeffi-
cients is statistically significant ( p-value<0.000, regardless of the estimation
method).
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In sum, conditional on not being very prepared to take risks, women, poorer and
lower educated individuals show larger distaste for inequality. These population
subgroups are also found to be more risk averse. Although poorly estimated, we can
argue that the role that risk attitudes play on shaping inequality aversion is partly



driven by individual characteristics (gender, education, and income) that are corre-
lated with risk attitudes. In fact, our sample sizes already show that there are more
males, poor individuals, and low educated not willing to take risk, while the opposite
is true for risk takers.
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9.4 Conclusions

Individual preference parameters are central to the modelling and understanding of
individual behavior. Risk aversion has been said to help explain why individuals
may dislike inequality, since it influences the weight that individuals give to the risk
of having a worse social or income position in the future. Only recently, researchers
have started to elicit individual preferences for equality separately from individuals’
attitudes towards risk and have explored the relationship between the two. So far,
this has been only done by means of experiments and not for large representative
samples. This paper employs a self-reported happiness question as in Easterlin
(1974) and a measure of risk attitudes from a large and representative panel data
set for Germany (SOEP) to empirically identify the link between the two. To the best
of our knowledge these are the first estimates ever obtained from representative
survey data. We empirically explore the relationship between inequality and risk
aversion and find that risk attitudes is and individual characteristic that explains
dislike for inequality. These findings are in line with patterns found in experimental
setups. The role of risk attitudes in shaping inequality aversion can be assessed by
examining the income equivalent of a change in current inequality. Our results show
that while most individuals would be indifferent between a 0.05 Gini reduction (18%
of the average Gini across years and regions) and an about 11% household income
increase, this number is negative although very imprecisely estimated for risk lover
individuals (2.6% of the sample). In other words, most individuals in our sample
would be willing to give up 11% of their income to see the Gini coefficient in their
region reduced by 18%. Our results are rather robust to other measures of inequality.
In the paper however we also show that the importance of risk attitudes on shaping
individuals own inequality aversion is partly driven by other individual characteris-
tics (gender, education, and income) that are correlated with risk attitudes. In other
words, inequality aversion is not only driven by risk attitudes per se, but also by
individual characteristics that strongly correlate with them. Disentangling the inde-
pendent effect of both is a difficult task that falls outside the realm of this paper.
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Appendix

Table 9.8 Effect of inequality on life satisfaction, by risk attitudes. German SOEP, 2004, 2006,
2008–2013, fixed effects estimators. Clustered standard errors

(1) Total sample (2) Risk taking (3) No risk taking

Std.
Error

Std.
Error

Std.
Error

giniEQInuts 0.536 0.195 0.919 2.242 0.558 0.198

Individual characteristics

Ln (age)2 0.065 0.053 0.062 0.39 0.075 0.054

Individual has a partner [0,1] 0.122 0.032 0.393 0.219 0.121 0.032

Ln (Household income (net,
monthly))

0.258 0.025 0.517 0.238 0.253 0.024

Individual is unemployed [0,1] 0.559 0.037 0.28 0.252 0.554 0.04

Individual does not work [0,1] 0.007 0.023 0.084 0.233 0.009 0.023

Savings (in €)

Individual is disabled [0,1] 0.228 0.03 0.727 0.388 0.23 0.029

Ln (# of adults in the household) 0.108 0.051 0.281 0.399 0.117 0.051

Ln (# children in the household) 0.018 0.035 0.241 0.234 0.022 0.035

Ln (years education) 0.405 0.155 0.416 1.148 0.426 0.163

Federal State variables

Federal GDP 0.006 0.003 0.027 0.029 0.005 0.003

Federal unemployment rate 0.036 0.005 0.028 0.051 0.036 0.005

Federal Poverty 0.034 0.351 3.347 3.355 0.118 0.339

Federal Median income 0 0 0.004 0.002 0 0

Constant 6.436 0.88 15.427 5.424 6.128 0.886

Nuts 2 dummies Yes Yes Yes

Year dummies Yes Yes Yes

Std. dev. Individual fixed effect 1.55 2.797 1.556

Std. dev. Error term 1.184 1.43 1.176

R2: Within 0.016 0.078 0.015

R2: Between 0.031 0.004 0.025

R2: Overall 0.032 0.004 0.027

Corr(regresors, ind. fixed eff.) 0.072 0.74 0.098

Number of observations 137,851 3548 134,303

Number of individuals 34,345 2476 33,950

Individual FE regression with year and NUTS 2 fixed effects. Standard errors clustered at NUTS
2 level
Controls include: ln2(age), partner, ln(household income), unemployed, not employed, savings,
disability, ln(number of adults), ln (number of children), ln(years of education), unemployment rate,
GDP, poverty rate, and median income at the federal level
Standard errors in parentheses; *p < 0.1, **p < 0.05, ***p < 0.01

Variable Coeff. Coeff. Coeff.

– –

–

– – –
–

0 0 0 0 0 0

– – –
– – –
– – –
– – –

– – –
– – –
– – –

–

– – –
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Table 9.9 Effect of inequality on life satisfaction, by risk attitudes. German SOEP, 2004, 2006,
2008–2013, fixed effects estimators. Bootstrapped standard errors

(1) Total sample (2) Risk taking (3) No risk taking

Variable Coeff.
Std.
Error Coeff.

Std.
Error Coeff.

Std.
Error

giniEQInuts 0.482 0.25 1.336 2.517 0.511 0.251

Individual characteristics

Ln (age)2 0.065 0.051 0.047 0.4 0.074 0.052

Individual has a partner [0,1] 0.122 0.03 0.352 0.24 0.121 0.03

Ln (Household income (net,
monthly))

0.259 0.026 0.459 0.244 0.254 0.025

Individual is unemployed [0,1] 0.558 0.038 0.175 0.263 0.554 0.041

Individual does not work [0,1] 0.006 0.023 0.181 0.227 0.009 0.023

Savings (in €)

Individual is disabled [0,1] 0.228 0.029 0.764 0.382 0.23 0.028

Ln (# of adults in the household) 0.11 0.052 0.191 0.396 0.119 0.052

Ln (# children in the household) 0.02 0.035 0.161 0.244 0.022 0.035

Ln (years education) 0.397 0.141 0.339 1.177 0.417 0.147

Federal State variables

gdpfederal 0.006 0.003 0.038 0.031 0.005 0.003

urfederal 0.037 0.005 0.06 0.055 0.037 0.005

poverty 0.165 0.375 3.842 3.793 0.247 0.364

medianincome 0 0 0.002 0.002 0 0

Constant 6.146 0.828 13.197 5.327 5.982 0.841

Nuts 2 dummies No No No

Year dummies Yes Yes Yes

Std. dev. Individual fixed effect 1.54 1.883 1.544

Std. dev. Error term 1.184 1.443 1.176

R2: Within 0.015 0.046 0.015

R2: Between 0.037 0.053 0.031

R2: Overall 0.038 0.058 0.033

Corr(regresors, ind. fixed eff.) 0.004 0.059 0.032

Number of observations 137,851 3548 134,303

Number of individuals 34,345 2476 33,950

Individual FE regression with year fixed effects. Botstrapped standard errors obtained after
500 replications
Controls include: ln2(age), partner, ln(household income), unemployed, not employed, savings,
disability, ln(number of adults), ln (number of children), ln(years of education), unemployment rate,
GDP, poverty rate, and median income at the federal level
Standard errors in parentheses; *p < 0.1, **p < 0.05, ***p < 0.01

– –

–

– – –
–

0 0 0 0 0 0

– – –
– – –
– – –
– – –

– – –
– – –
– – –

–

– – –
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Table 9.10 Changes in risk attitudes across waves German SOEP, 2004, 2006, 2008–2013

Variable Coeff. Std. Err.

Constant 0.212 0.161

Ln (age)2 0.001 0.004

Individual has a partner [0,1] 0.034 0.021

Ln (Household income (net, monthly)) 0.015 0.02

Individual is unemployed [0,1] 0.033 0.041

Individual does not work [0,1] 0.026 0.02

Savings (in €

Individual is disabled [0,1] 0.056** 0.024

Ln (# of adults in the household) 0.02 0.041

Ln (# children in the household) 0.011 0.022

Ln (years education) 0.052 0.043

Number of observations 77,733 77,733

Standard errors in parentheses. Statistical significance: * 0.1 ** 0.05 *** 0.01
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Chapter 10
Advertising as a Major Source of Human
Dissatisfaction: Cross-National Evidence
on One Million Europeans

Chloe Michel, Michelle Sovinsky, Eugenio Proto, and Andrew J. Oswald

Abstract Advertising is ubiquitous in modern life. Yet might it be harmful to
the happiness of nations? This paper blends longitudinal data on advertising with
large-scale surveys on citizens’ well-being. The analysis uses information on
approximately 1 million randomly sampled European citizens across 27 nations
over 3 decades. We show that increases in national advertising expenditure are
followed by significant declines in levels of life satisfaction. This finding is robust
to adjustments for a range of potential confounders -- including the personal and
economic characteristics of individuals, country fixed-effects, year dummies, and
business-cycle influences. Further research remains desirable. Nevertheless, our
empirical results are some of the first to be consistent with the hypothesis that,
perhaps by fostering unending desires, high levels of advertising may depress
societal well-being.
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10.1 Introduction

In a classic article, Richard Easterlin (1974) documented some of the first evidence
for the striking idea that society does not seem to become happier as it grows richer.
He suggested that one mechanism at work might be an intrinsic tendency of human
beings to compare themselves with their neighbors. Easterlin’s thesis drew, in part,
on Thorstein Veblen’s (1899, 1904) arguments about people’s desires for conspic-
uous consumption. If humans have ‘relativistic’ preferences, so that they constantly
look over their shoulders before deciding how contented they feel, then as those
individuals consume more and more goods they might fail to become happier
because they see others around them also consuming more and more. The pleasure
of my new car might be nullified by the fact that Ms. Jones, in the parking spot next
to mine, has also just bought one.

218 C. Michel et al.

As Thorstein Veblen anticipated, there is today a global industrial sector -- known
as the advertising industry – that is devoted to the unceasing encouragement of
consumption. Advertising plays a prominent role in all countries of which we are
knowledgeable. Might that industry, by fostering discontent with what people
already own, be harmful to human happiness, perhaps because of the relativistic
kinds of utility functions alluded to by scholars such as Richard Easterlin?

It is not known for certain how much advertising the typical citizen witnesses.
However, one modern study, Speers et al. (2011), concluded for the United States
that on prime-time television the brand names of food, beverages and restaurants
appeared approximately 35,000 times in 1 year. Coca Cola products, for example,
were seen 198 times by the average child and 269 times by the average adolescent.
These influences appear to be gradually strengthening through time. Other research,
by Cowling and Poolsombat (2007), documented a four-fold increase in real adver-
tising per-capita in the US over 5 decades.

Links between advertising and human well-being are imperfectly understood.
Effects might operate along two broad channels. First, one way to conceive of
advertising is as a force for good. Advertising informs. It may therefore promote
human welfare by allowing people to make better choices about the right products for
them. Second, an alternative way to conceive of advertising is as a force that creates
dissatisfaction and stimulates potentially infeasible desires. If correct, that would
imply that advertising might reduce net human welfare by unduly raising the con-
sumption aspirations of human beings. Since Veblen, many writers have worried about
the possibility of, and in some cases found small-scale evidence for, negative effects of
advertising upon people’s well-being (see e.g. Richins 1995; Easterlin and Crimmins
1991; Bagwell and Bernheim 1996; Sirgy et al. 1998; Dittmar et al. 2014; Frey et al.
2007; Harris et al. 2009). A moderately large literature exists, primarily on the likely
detrimental effects upon children (Andreyeva et al. 2011; Borzekowski and Robinson
2001; Buijzen and Valkenburg 2003a; Opree et al. 2012; Buijzen and Valkenburg
2003b), although the most recent work, by Opree et al. (2016), producedmixed results.
More broadly, Clark (2018) reviews recent evidence consistent with important ‘com-
parison effects’ in adult humans, and Mujcic and Oswald (2018) document longitudi-
nal evidence consistent with negative wellbeing consequences from envy.
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At the national level, it is not known which of the two forces -- one beneficial and
one detrimental -- is dominant. There are apparently no cross-country econometric
studies on representative samples of adults. The now-large modern literature on the
social science of well-being, described in sources such as Easterlin (2003), Oswald
(1997), Layard (2011) and Clark (2018), has so far paid little attention to the role of
advertising. A number of national variables have been shown to influence well-being
in country fixed-effects equations (in particular, the generosity of the welfare state
and various macroeconomic variables such as unemployment, in sources such as Di
Tella et al. 2001, Di Tella et al. 2003, and Radcliff 2013).

In this study we examine -- and provide evidence of -- links between national
advertising and national well-being. Using longitudinal information on countries
(built up from pooled cross-sectional surveys), this study finds that rises and falls in
advertising are followed, a small number of years later, by falls and rises in national
life-satisfaction. The results thus reveal an inverse connection between advertising
levels and the later well-being levels of nations.

To perform the statistical analysis, we take a sample of slightly over 900,000
randomly sampled European citizens, who report information on their life-satisfac-
tion levels and on many other aspects of themselves and their lives. The data are
from repeated surveys, collected annually, for 27 countries from 1980 to 2011. For
each nation, and each year, total advertising expenditure levels are also gathered
(details are given later in the appendix on Data and Methods). We then match one set
of data with the other. To adjust in the analysis for possible confounding factors, we
use regression analysis, and estimate fixed-effects equations in which the
unobservable characteristics of nations can be held constant. Although strict causal
interpretations are not possible, none of the paper’s results depend on elementary
cross-sectional regression equations.

10.2 Results

Figure 10.1 illustrates the study’s key idea. The figure divides the data into tertiles
and then plots the (uncorrected) relationship between the change in advertising and
the change in life satisfaction. The three vertical bars separate the data into countries
that over our period of study had particularly large increases in advertising expen-
diture, moderate increases, and small increases. Fig. 10.1 demonstrates that the
greater is the rise in advertising within a nation, the smaller is any later improvement
in life satisfaction.

Regression equations in Table 10.1 provide evidence of a more formal kind. They
demonstrate the same type of pattern as in Fig. 10.1. The variable “Adv Expendi-
ture” measures the level of advertising expenditure in that particular country in that
particular year.

In column 1 of Table 10.1, the now-standard statistical specification for national
happiness equations (as in Di Tella et al. 2001, for example) fits the data in the
conventional way. A variable for the person’s age enters with the quadratic form that
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Fig. 10.1 An illustration of the inverse longitudinal relationship between changes in advertising
and changes in the life satisfaction of countries. This is based on a sample of approximately
1 million individuals over the years 1980–2011 (or for shorter periods where full data are not
available for a particular country). Here are the details about the three groups: Bottom Tertile: Mean
Change: 2.925241. Countries: Czech Republic, Germany after 1989, Estonia, Finland, Lithuania,
Hungary, Latvia, Poland, Romania, Slovakia. Middle Tertile: Mean Change: 2.154662. Countries:
Bulgaria, Western Germany (before 1989), Denmark, UK, Sweden, Slovenia, Netherlands, Turkey,
Spain. Top Tertile. Mean Change: 1.457801. Countries: Austria, Belgium, France, Greece, Croatia,
Ireland, Italy, Norway, Portugal

is commonly found in the well-being literature; being married and highly educated
are both associated with greater satisfaction with life; being unemployed is associ-
ated with low levels of life satisfaction; the unemployment rate in the country enters
negatively. Interestingly, the coefficient on GDP is positive but, consistent with
Easterlin’s famous ‘paradox’, statistically weak.
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Columns 2–9 of Table 10.1 reveal a correlation between life-satisfaction scores in
the current period with past advertising levels. Table 10.1 shows what happens when
advertising variables are included within the regression equation, where columns 4
and 7 give the base results without advertising included. In each case, the advertising
variables enter negatively, with small standard errors (this is after adjustment for
potential biases from clustering). In column 2, for example, the coefficient on the
logarithm of advertising expenditure is –0.069 with a standard error of 0.028. This
variable is for advertising lagged one period. In column 3, the coefficient on the
stock of advertising (measured as the sum of advertising expenditures over three
previous years, again in logarithms) is 0.097 with a standard error of 0.036.

There is a natural potential criticism of the regression equations in the second and
third columns of Table 10.1. It is that an advertising variable might in some way be
erroneously standing in for earlier business-cycle movements. The later columns of
Table

–

10.1 probe that possibility. In each case, however, the study’s key result
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appears to be robust. The most general specifications are in columns 8 and 9 of Table
10.1, but even with three GDP per-capita terms included (that is, current GDP and
two variables for lagged GDP in each of the two prior years) the advertising variables
continue to be negative, statistically significantly different from zero, and of similar
size to that in earlier columns. Hence the advertising variables seem not to be
creating a spurious association that is attributable merely to the state of the business
cycle in any particular year or country.
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One noticeable feature of Table 10.1 is that the estimated GDP coefficients tend to
become somewhat larger after the inclusion of the advertising variables (for exam-
ple, in column 2 compared to column 1). This is consistent with the hypothesis that,
although rises in GDP may ceteris paribus be beneficial, the benefits of economic
growth are somewhat offset by a rise in advertising expenditure. Following the
tradition in much of the literature on the economics of advertising (Bain 1956;
Bagwell 2001), Table 10.1 also checks a specification that uses a variable for the
‘stock of advertising’. This is designed to capture the idea that commercial organi-
zations spend money on advertising to build up a lasting brand in the minds of their
consumers.

The results reported here allow for the following covariates: age, whether unem-
ployed, whether married, whether male, size of family, level of education, the
unemployment rate in the country, and GDP-per-capita in the country (for a detailed
specification of these variables, see the appendix). Throughout the paper’s tables,
variables for country dummies and year dummies are included. Unlike previous
longitudinal studies of national well-being, the data set has the advantage that it
makes it possible to incorporate measures of advertising expenditure for each
country and year.

It may take time for advertising to have its effects upon human beings. Table 10.2
therefore explores a range of lag lengths. The approximate robustness of the original
result is evident: rises in advertising are precursors to declines in well-being. The
size of the predictive power of advertising on later life-satisfaction depends on the
time lag between the two variables. Longer lags, as in the right-hand columns of
Table 10.2, are associated with more-negative estimates.

In these tables the estimated advertising effect-size is substantial. For column 3 of
Table 10.1, for example, the coefficient on the stock of advertising is –0.097.
Because this variable is in logarithms, the percentage change of life satisfaction
with respect to the percentage change in (the stock of) advertising is approximately
–0.03 (this calculation uses the fact that the mean of life satisfaction is 2.98, which
has to be used to divide the number –0.097), and –0.03 can thus be thought of
approximately as the long-run elasticity of national well-being with respect to
advertising spending. This implies, given the assumed cardinalization, that a hypo-
thetical doubling of advertising expenditure would result in a 3% drop in life
satisfaction. Around the mean of 2.98, therefore, that 3% figure would translate
into a fall of 0.09 life satisfaction points when measured on the one to four scale used
in the Eurobarometer Surveys. That is not minor in size. It is approximately one half
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Table 10.2 Life satisfaction equations for 27 countries from year 1980 to year 2011, OLS. [Long
Lags Included]

Explanatory variables (1) (2) (3) (4)

Demographics

Age –0.022***
(0.001)

–0.022***
(0.001)

–0.022***
(0.001)

–0.022***
(0.001)

Age squared 0.000***
(0.000)

0.000***
(0.000)

0.000***
(0.000)

0.000***
(0.000)

Unemployed –0.382***
(0.027)

–0.385***
(0.027)

–0.386***
(0.027)

–0.385***
(0.025)

Married 0.170***
(0.008)

0.170***
(0.008)

0.170***
(0.008)

0.171***
(0.008)

Male –0.017**
(0.007)

–0.018**
(0.007)

–0.017**
(0.007)

–0.017**
(0.007)

Size of the household 0.005
(0.003)

0.005
(0.003)

0.005
(0.003)

0.005
(0.003)

Age when completed education

Up to 14 –0.227***
(0.022)

–0.227***
(0.022)

–0.226***
(0.022)

–0.229***
(0.022)

Between 15 and 19 –0.156***
(0.019)

–0.156***
(0.019)

–0.155***
(0.019)

–0.157***
(0.019)

Older than 20 –0.030**
(0.013)

–0.030**
(0.013)

–0.028**
(0.013)

–0.030**
(0.013)

Macroeconomic variables

Log GDP per Capita 0.213*
(0.115)

0.234*
(0.121)

0.264**
(0.127)

0.296**
(0.132)

Unemployment rate in the
country

–0.009**
(0.004)

–0.008*
(0.004)

–0.006
(0.004)

–0.005
(0.005)

Log of adv expenditure (Natural Logarithm)

Log total adv expenditure –0.051*
(0.029)

Log 1st Lag Total Adv
Expenditure

–0.069**
(0.028)

Log 2nd Lag Total Adv
Expenditure

–0.085***
(0.029)

Log 3rd Lag Total Adv
Expenditure

–0.094***
(0.031)

Country FE Yes Yes Yes Yes

Year FE Yes Yes Yes Yes

Constant 1.738 (1.095) 1.638 (1.138) 1.485 (1.201) 1.195 (1.226)

Observations 760,252 742,497 717,441 683,551

R-squared 0.214 0.213 0.214 0.215

Significance ***p < 0.01, **p < 0.05, *p < 0.1. Clustered (by country) robust standard errors in
parentheses. Number of clusters: 27. All regressions include year and country dummies (base line
country is Austria). Dependent variable: reported life satisfaction. The exact question is: “On the
whole, are you very satisfied, fairly satisfied, not very satisfied or not at all satisfied with the life you
lead”. The overall mean of the dependent variable is 2.98. Natural logarithm of GDP per capita and
lagged advertising expenditures is used. Advertising expenditures are in constant 2005 million USD
and GDP per capita in constant 2005 USD
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the absolute size of the marriage effect on life satisfaction, or approximately one
quarter of the absolute size of the effect of being unemployed (the coefficient on
marriage is 0.17 and that on unemployment is 0.38).
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Table 10.3 Advertising expenditure by country: as percent of GDP and per capita

Country Adv exp as % of GDP Adv exp per capita

Austria 0.822 297.682

Belgium 0.590 191.633

Bulgaria 1.425 63.014

Czech Republic 0.549 79.078

Western Germany before 1989 . 228.417

Germany after 1989 0.852 277.089

Denmark 0.804 331.678

Estonia 0.037 4.025

Spain 0.828 178.838

Finland 0.750 253.400

France 0.591 177.633

UK 0.911 288.355

Greece 0.802 147.355

Croatia 2.087 224.648

Hungary 0.746 83.254

Ireland 0.374 126.301

Italy 0.426 120.146

Lithuania 0.446 38.557

Latvia 0.496 38.553

Netherlands 0.737 257.164

Norway 0.454 226.266

Poland 0.585 53.950

Portugal 0.473 80.912

Romania 0.119 6.617

Sweden 0.677 260.986

Slovenia 0.006 1.194

Slovakia 0.849 114.504

Turkey 0.314 23.551

Total 0.683 195.003

As background, Table 10.3 summarizes the levels of advertising expenditure for
the different nations. On average, countries spend just under 1% of GDP in this way.
Table 10.4 presents results for fixed-effects models in which the kind of advertising
expenditure is disaggregated into five different categories (newspapers, magazines,
TV, radio, cinema). It is the first two kinds that exhibit large and significant
negatives. Tables 10.5 and 10.6 show that, dividing the data period into two halves
for the non-transition countries, the coefficient on advertising is fairly stable across
time. This is a check on robustness. Importantly, all twelve of the coefficients, across
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Table 10.4 Life satisfaction equation for 27 countries from year 1980 to year 2011, OLS.
[Disaggregated Measures]

Explanatory variables (1) (2) (3) (4)

Demographics

Age –0.022***
(0.001)

–0.022***
(0.001)

–0.021***
(0.001)

–0.021***
(0.001)

Age squared 0.000***
(0.000)

0.000***
(0.000)

0.000***
(0.000)

0.000***
(0.000)

Unemployed –0.387***
(0.025)

–0.385***
(0.025)

–0.382***
(0.024)

–0.381***
(0.024)

Married 0.171***
(0.008)

0.171***
(0.008)

0.178***
(0.008)

0.178***
(0.008)

Male –0.017**
(0.007)

–0.017**
(0.007)

–0.017**
(0.007)

–0.017**
(0.007)

Size of the household 0.005 (0.003) 0.005 (0.003) 0.005*
(0.003)

0.005*
(0.003)

Age when completed education

Up to 14 –0.229***
(0.022)

–0.229***
(0.022)

–0.228***
(0.024)

–0.228***
(0.024)

Between 15 and 19 –0.157***
(0.020)

–0.157***
(0.019)

–0.159***
(0.022)

–0.159***
(0.022)

Older than 20 –0.030**
(0.013)

–0.030**
(0.013)

–0.035**
(0.015)

–0.034**
(0.014)

Macroeconomic variables

Log GDP per capita 0.413***
(0.080)

0.297**
(0.138)

0.409***
(0.123)

0.408*
(0.210)

Country in transition 0.389**
(0.148)

0.233 (0.219) 0.212 (0.250) 0.214 (0.361)

Unemployment rate in the
country

–0.006
(0.005)

0 (0.005)

Stock of adv expenditure (1st to 3rd lags)

Sum of log total adv
expenditure

–0.118***
(0.031)

–0.097**
(0.036)

Sum of log newspaper adv
expenditure

–0.080**
(0.033)

–0.079**
(0.035)

Sum of log magazines adv
expenditure

–0.053*
(0.029)

–0.053*
(0.030)

Sum of log TV adv
expenditure

0.051 (0.033) 0.05 (0.035)

Sum of log radio adv
expenditure

0.003 (0.020) 0.003 (0.019)

Sum of log cinema adv
expenditure

0 (0.023) 0 (0.024)

Constant 0.24 (0.717) 1.286 (1.249) 0.051 (1.18) –0.043
(2.005)



Table 10.4 (continued)

Explanatory variables (1) (2) (3) (4)

Country FE Yes Yes Yes Yes

Year FE Yes Yes Yes Yes

Observations 686,139 683,551 572,226 569,638

R-squared 0.215 0.215 0.207 0.208

Significance ***p < 0.01, **p < 0.05, *p < 0.1. Clustered (by country) robust standard errors in
parentheses. Number of clusters: 27. All regressions include year and country dummies (base line
country is Austria). Dependent variable: reported life satisfaction. The exact question is: “On the
whole, are you very satisfied, fairly satisfied, not very satisfied or not at all satisfied with the life you
lead”. The overall mean of the dependent variable is 2.98. Natural logarithm of GDP per capita and
lagged advertising expenditures is used. Advertising expenditures are in constant 2005 million USD
and GDP per capita in constant 2005 USD

the two tables, are negative. In Table 10.5 the advertising coefficient is approxi-
mately –0.06, and in Table 10.6 it averages to a similar size (though is somewhat
smaller for lagged advertising and bigger for the stock of advertising). Standard
errors, of course, are inevitably larger than for the full sample of 30 years taken as a
whole; the appropriate test is instead for stability in coefficient sizes.
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We also check, in the spirit of a Granger-causality test, for possible reverse
linkages. Encouragingly, Table 10.7 reveals no evidence that lagged values of life
satisfaction have predictive power in an advertising equation.

10.3 Conclusions

This study explores a potentially important question in social science: how is the
well-being of a nation affected by large-scale advertising? We believe this is the first
empirical study of its kind.

Our results are consistent with societal concerns raised more than a century ago
by authors such as Thorstein Veblen (1904) and Joan Robinson (1933); they are
consistent with arguments discussed by Easterlin (1974, 2003) and in Layard (1980);
they may also be consistent with ideas about the deleterious consequences of
materialism (Sirgy et al. 2012; Burroughs and Rindfleisch 2002; Speck and Roy
2008; Snyder and Debono 1985). Rises and falls in advertising expenditure in
Europe’s nations have been found here to be followed by -- respectively -- falls
and rises in life-satisfaction levels.

Although much remains to be discovered about genuinely causal mechanisms,
there is evidence of an inverse longitudinal relationship between national advertising
and national dissatisfaction. The estimated effect-size here seems substantial and not
merely statistically well-determined. These issues demand further scrutiny.
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Appendix on Data and Methods

For this paper, data are taken from three different sources: The Eurobarometer
Survey, Zenith-Optimedia, and the World Bank. The Eurobarometer survey,
which began in 1972, is a set of public opinion surveys conducted on behalf of the
European Commission. Each spring and autumn, face-to-face interviews are
conducted for a new sample of residents of European Union (EU) Member States
(around 1000 per country). The questions that respondents are asked are varied and
include items intended to assess life satisfaction, to elicit opinions about the state of
politics in Europe, to gain insight into perceptions of political institutions, etc. The
data recorded in the Eurobarometer are used by the European Commission to
monitor the evolution of public opinion and ultimately to aid in decision making.

For this study, data are gathered from individuals from 27 countries over the years
1980–2011. Specifically, data are available on the following transition European
countries: Bulgaria, Czech Republic, Estonia, Croatia, Hungary, Latvia, Lithuania,
Poland, Romania, Slovenia, Slovakia, and Turkey, and on the following non-tran-
sition countries: Austria, Belgium, Germany, Denmark, Spain, Finland, France, UK,
Greece, Ireland, Italy, Netherlands, Norway, Portugal, and Sweden. The survey
contains information on individual demographics, such as age, gender, education,
marital status, employment status, and household size, as well as life satisfaction
indicators. In particular, the survey asks “On the whole, are you very satisfied, fairly
satisfied, not very satisfied or not at all satisfied with the life you lead?” Answers to
this question are available for every year except 1996.

Annual country total advertising expenditure data are available from Zenith-
Optimedia, which is a global media services company. They publish a quarterly
report (the “Advertising Expenditure Forecasts”) that covers advertising from a large
number of markets around the world. This record contains the total amount spent on
advertising in the country historically as well as forecasts for the future. Here
historical data are used from 1980 to 2011, as reported in the issue “Advertising
Expenditure Forecasts of December 2013.” Further details are available in Austin A,
Barnard J, Hutcheon N, Advertising Expenditure Forecasts. Zenith-Optimedia,
December 2013.

Macroeconomic indicators are taken from the World Bank. In particular, data are
available by country for the years 1980–2011 on GDP, GDP per capita, and the
national unemployment rate. These are published in World Development Indicators.
Information is combined from all three data sources for the same 27 countries and
time periods (1980–2011). The final sample-size for the current study consists of a
little over 900,000 observations on randomly sampled European citizens.

http://ec.europa.eu/public_opinion/index_en.htm
http://ec.europa.eu/public_opinion/index_en.htm
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The data are used to estimate coefficients from linear regression models, where
robust clustered standard errors are computed to account for the fact that the errors
may be correlated within countries. Life satisfaction scores are regressed on a variety
of control variables as detailed below. Specifically, the main Eq. (10.1) that is
estimated is

LSijt ¼ αþ βAdvExp jt þΦDemoijt þ ΓMacro jt þ ν j þ ηt þ Eijt ð10:1Þ

where i denotes an individual, j a country, and t a year. The variable LSijt is reported
life satisfaction, AdvExpjt represents advertising expenditures (measured, in turn, as
the lag of natural logarithm of total advertising expenditure and as the sum of three
previous lags of natural logarithm of total advertising expenditures), the vector
Demoijt contains individual demographic characteristics (age, education, gender,
etc.), and Macrojt is a vector of macroeconomic variables that may impact life
satisfaction, such as the lag of GDP per capita and the unemployment rate. To
control for common country and year attributes, the statistical analysis allows for
country (νj) and time (ηt) fixed effects. The Eijt term captures an individual, country,
year specific error. A number of different specifications are estimated as robustness
checks.
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Chapter 11
What Makes for a Good Job? Evidence
Using Subjective Wellbeing Data

Christian Krekel, George Ward, and Jan-Emmanuel De Neve

Abstract We study what makes for a good job, by looking at which workplace
characteristics are conducive or detrimental to job satisfaction. Using data from
37 countries around the world in the 2015 Work Orientations module of the
International Social Survey Programme, we find that having an interesting job and
good relationships at work, especially with management, are the strongest positive
predictors of how satisfied employees are with their jobs, along with wages. Stressful
or dangerous jobs, as well as those that interfere with family life, have the strongest
negative correlation with job satisfaction. We discuss implications for firms and
other organisations as well as for public policy-makers, and point toward future
avenues for research in the area.
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11.1 Introduction

Work plays a central role in most people’s lives. In OECD countries, for example,
people spend around a third of their waking hours in paid work.1 Not only do we
spend considerable amounts of our time at work, but work and employment also
frequently rank among the most important drivers of how happy we are in our lives
overall.2 Yet, what exactly is it about work – and the characteristics of different jobs
and workplaces – that makes some jobs more enjoyable and others less so? In this
chapter, we shed light on this question by examining the ways in and extent to which
workplace and job characteristics are associated with subjective wellbeing.
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The question of what makes for a satisfying work life is not only important
because work plays such a significant role for people’s overall wellbeing, but also
because people’s wellbeing is a significant predictor of important labour market
outcomes themselves (De Neve and Oswald 2012). Such outcomes include job-
finding and future job prospects when people are out of work (Krause 2013; Gielen
and van Ours 2014), productivity while they are in work, and, ultimately, their firms’
performance (Harter et al. 2002; Edmans 2011, 2012; Bockerman and Ilmakunnas
2012; Tay and Harter 2013; Oswald et al. 2015; Krekel et al. 2019).3 Being happier
also brings with it objective benefits such as increased health and longevity, which
themselves can contribute positively to work outcomes (De Neve et al. 2013;
Graham 2017). Likewise, wellbeing has been shown to be positively associated
with intrinsic motivation and creativity (Amabile 1996; Amabile and Kramer 2011;
Yuan 2015). For policy-making, which often boils down to prioritising attention and
resources, it is important to know which characteristics of work, and workplace
quality, most strongly drive people’s wellbeing. This can help point the way towards
what should be focused upon in any efforts to improve overall wellbeing, which is an
important good in itself, and in doing so potentially unlock any subsequent perfor-
mance gains.

This chapter looks at these characteristics in a systematic way. We employ data
from the International Social Survey Programme, a dataset that comprises nationally
representative samples of 37 countries around the world, and includes information
on a wide array of working conditions and job characteristics, as well as subjective
wellbeing. We study the extent to which each of these characteristics is associated
with job satisfaction – an important domain of people’s overall subjective wellbeing
(Easterlin 2006) – and then complement these analyses with findings from the
academic literature. The chapter concludes with a discussion of the implications
for firms and policy-makers, as well as of important areas for future research.

1See OECD (2017a) for data on daily time use in OECD countries.
2See Web Appendix Table W1, adapted from van Praag et al. (2003).
3See Tenney et al. (2016) for a review on the relationship between people’s wellbeing and labour
market outcomes, as well as Judge et al. (2001) and Harrison et al. (2006) for recent meta-analyses.
See Whitman et al. (2010) for a recent meta-analysis on people’s wellbeing and firm performance.
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11.2 Data and Methods

Our principal data source is the Work Orientations module of the 2015 International
Social Survey Programme. Our outcome of interest is job satisfaction. Respondents
are asked: “How satisfied are you in your main job?” The question offers six answer
possibilities, including “completely satisfied”, “very satisfied”, “fairly satisfied”,
“neither satisfied nor dissatisfied”, “fairly dissatisfied”, and “very dissatisfied”. We
assign numerical values to these categories, and use the indicator as a cardinal
measure. We then standardise it such that it has mean zero and standard
deviation one.

Not only does this measure offer a distinctively democratic way of asking people
what exactly makes a good job, but it is also strongly correlated with employee
retention, an outcome that is itself highly important to firm performance. In fact, if
we correlate job satisfaction with the willingness of employees to turn down a
competing job offer, which is also reported in this survey, we obtain a sizeable
correlation coefficient of about 0.4, suggesting that employees who are more satis-
fied with their jobs are also, to a large extent, more likely to remain in their jobs.

Our goal is to find out which elements of workplace quality explain job satisfac-
tion, our outcome of interest. Within a multivariate linear regression framework, we
regress job satisfaction on various domains of workplace quality as well as a rich set
of control variables. Building on Clark (2009), we define twelve domains:

– Pay
– Working Hours
– Working Hours Mismatch
– Work-Life Balance
– Skills Match
– Job Security
– Difficulty, Stress, Danger
– Opportunities for Advancement
– Independence
– Interesting Job
– Interpersonal Relationships
– Usefulness

In some cases, a domain includes a single element, as in case of working hours
(it simply includes the actual working hours of the respondent). In other cases, a
domain includes several elements. For example, Pay includes both the actual income
of the respondent and her subjective assessment of whether that income is high. In
such cases, we conduct a principle component analysis to extract a single, latent
explanatory factor from these elements, and then relate job satisfaction to this factor.
In other words, we first establish which broad domains of workplace quality are
relatively more important for job satisfaction than others, and then go on to look at
the different elements within these domains in order to measure their specific
contribution to job satisfaction.
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As with our outcome, we standardise our explanatory variables such that they
have mean zero and standard deviation one. This makes interpretation easier: the
coefficient estimate of an explanatory variable is the partial correlation coefficient
and, when squared, indicates the variation in job satisfaction that this variable
explains.

To account for potentially confounding individual characteristics of respondents
that may drive both working conditions and wellbeing, we control for a rich set of
demographic variables by holding them constant in our regression. These include a
wide array of individual demographic characteristics, including age, gender, and
education. In the appendix, we provide full definitions as well as summary statistics
of job satisfaction, the different elements of workplace quality, and the control
variables.

In our main specification, we also include industry and occupation fixed effects. It
is quite imaginable that there are significant differences in job satisfaction between
different occupations and industries. We are not principally interested in explaining
level differences in job satisfaction between, for example, a manager in the pharma-
ceutical industry and a farmer. Instead, we are interested in answering the more
fundamental question of which broad domains of workplace quality are relatively
more important for job satisfaction than others in more directly comparable occu-
pations and industries.4 Finally, we control for the respective country in which the
respondent lives, for the same reason, and restrict the sample to private households
with individuals who report to be working (regardless of age or how many hours).

11.3 Results

We now turn to our regression results, and look more deeply into which of these
domains of workplace quality are relatively more important for job satisfaction than
others. Figure 11.1 plots the coefficient estimates obtained from our regression of job
satisfaction on the different domains. The corresponding, more detailed regression
results are available in Table 11.1. Table 11.2 employs, instead of the broad domains
of workplace quality, the different constituent elements within these domains.5

In what follows, we discuss, in turn, the relative importance of the different
domains of workplace quality, including, where appropriate, the different elements
within these domains, for job satisfaction. We look mostly at their association with
job satisfaction for the average employee, but, where interesting, point towards

4Of course, some of these domains are more prevalent in certain occupations and industries than in
others.
5For a comprehensive summary of a systematic review on the relationship between job quality and
wellbeing, see also What Works Centre for Wellbeing (2017a).



Fig. 11.1 Workplace quality and job satisfaction (International Social Survey Programme, Module
on Work Orientations, Year 2015; 95% Confidence Intervals). (Notes: The figure plots effect
estimates obtained from regressing job satisfaction on different domains of workplace quality. All
variables (both left and right-hand side) are standardised with mean zero and standard deviation one.
Squaring a regressor yields the respective share in the variation of job satisfaction that this regressor
explains. Pay, Working Hours Mismatch, Work-Life Imbalance, Skills Match, Difficulty, Stress,
Danger, Independence, Interpersonal Relationships, and Usefulness are principle components
obtained from separate principle component analyses that condense various variables in the
respective domain of workplace quality into a single indicator; see Section 2 for a description of
the procedure and Table W8 in the Web Appendix for summary statistics of the variables. The
sample is restricted to all individuals who state that they are working and who report working hours
greater than zero. See Table 11.1 for the corresponding table)

effect heterogeneities between the employed and the self-employed (Fig. 11.2a),
full-time and part-time (Fig. 11.2b), and between basic demographic characteristics
such as gender (Fig. 11.2c) and different levels of education (Fig. 11.2d).
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11.3.1 Pay

It may come as little surprise that we find pay to be an important determinant of job
satisfaction. In classic economic theory, labour enters the utility function negatively,
and theory predicts that individuals are compensated by wages that equal the
marginal product of labour. That said, pay is not only an important compensation
for the hardship that individuals incur when working but also an important signal of
their productivity. We thus expect job satisfaction to be higher the greater the wedge
between compensation and hardship incurred, and the more social-status relevant
pay is.

The importance of pay for job satisfaction seems universal, with no statistically
significant differences between respondents who are employed or self-employed and



Table 11.1 Workplace quality and job satisfaction, aggregated domains

Workplace quality Coefficient S. E.
Ranking of importance for job
satisfaction

Pay 0.131*** 0.016 3

Working hours 0.011 0.010 12

Working hours mismatch 0.027** 0.011 11

Work-life imbalance 0.106*** 0.007 4

Skills match 0.047*** 0.009 9

Job security 0.073*** 0.009 6

Difficulty, stress, danger 0.092*** 0.011 5

Opportunities for advancement 0.060*** 0.012 7

Independence 0.055*** 0.011 8

Interesting job 0.267*** 0.023 2

Interpersonal relationships 0.281*** 0.015 1

Usefulness 0.040*** 0.010 10

Constant Yes

Controls Yes

Occupation fixed effects Yes

Industry fixed effects Yes

Country fixed effects Yes

Observations 16,326

Adjusted R-squared 0.422

Robust standard errors clustered at country level in parentheses
***p < 0.01, **p < 0.05, *p < 0.1
Notes: All variables (both left- and right-hand side) are standardised with mean zero and standard
deviation one. Pay, Working Hours Mismatch, Work-Life Imbalance, Skills Match, Difficulty,
Stress, Danger, Independence, Interpersonal Relationships, and Usefulness are principle compo-
nents obtained from separate principle component analyses that condense various variables in the
respective domain of workplace quality into a single indicator; see Section 2 for a description of the
procedure and Table W8 in the Web Appendix for summary statistics of the variables. The sample is
restricted to all individuals who state that they are working and who report working hours greater
than zero. See Table W2 in the Web Appendix for the full set of controls
Source: International Social Survey Programme, Module on Work Orientations, Year 2015

Perhaps more surprising is the finding that, although pay is an important deter-
minants of job satisfaction, it is not the most important one. In fact, it only ranks
third, behind interpersonal relationships at work and having an interesting job. We
discuss these determinants in detail below.

Most people, when being asked why they are working, respond that they are
working to earn money. This is, of course, true, but once they are working, other

–
–
–

–

working full-time or part-time, or between gender and different levels of education.
In our analysis, the domain Pay consists of two elements: the actual income of
respondents and their subjective assessment of whether that income is high. Both
elements are almost equally important, but objective income a little more.

246 C. Krekel et al.



11 What Makes for a Good Job? Evidence Using Subjective Wellbeing Data 247

Table 11.2 Workplace quality and job satisfaction, disaggregated domains

Workplace quality Coefficient S. E.

Pay

High income 0.087*** 0.012

Individual income (natural log) 0.105** 0.051

Working hours

Working hours (natural log) 0.011 0.010

Working hours mismatch

Wants to work same hours Reference category

Wants to work more hours 0.010 0.007

Wants to work less hours 0.030*** 0.010

Work-life imbalance

Working on weekends 0.017** 0.007

Work interfering with family 0.109*** 0.009

Difficulty of taking time off 0.039*** 0.009

Skills match

Skills match 0.048*** 0.009

Skills training 0.019** 0.009

Job security

Job security 0.070*** 0.008

Difficulty, stress, danger

Hard physical work 0.007 0.012

Stressful work 0.085*** 0.011

Opportunities for advancement

Opportunities for advancement 0.054*** 0.011

Independence

Independent work 0.028** 0.011

Working from home 0.010 0.011

Daily work flexible Reference category

Daily work fixed 0.011 0.008

Daily work free 0.039*** 0.010

Working hours flexible Reference category

Working hours fixed 0.002 0.007

Working hours free 0.003 0.008

Working schedule flexible Reference category

Working schedule fixed 0.021** 0.008

Working schedule free 0.017** 0.008

Interesting job

Interesting job 0.265*** 0.022

Interpersonal relationships

Contact with other people 0.006 0.009

Relationship with management 0.222*** 0.011

Relationship with co-workers 0.091*** 0.012

–

–
–

–
–

–
–

–

–

–
–

–
–

(continued)



workplace characteristics become more salient, and thus potentially more important
than previously thought. Experimental research, for example, has shown that intrin-
sic motivations gain in importance relative to extrinsic ones (such as income) once
individuals are engaged in an activity (Woolley and Fishbach 2015). Purpose, in
particular, may be such a characteristic: Ariely et al. (2008) show, in a laboratory
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Table 11.2 (continued)

Workplace quality Coefficient S. E.

Usefulness

Helping other people 0.026*** 0.009

Being useful to society 0.036*** 0.009

Constant Yes

Controls Yes

Occupation fixed effects Yes

Industry fixed effects Yes

Country fixed effects Yes

Observations 16,326

Adjusted R-squared 0.438

Robust standard errors clustered at country level in parentheses
***p < 0.01, **p < 0.05, *p < 0.1
Notes: All variables (both left- and right-hand side) are standardised with mean zero and standard
deviation one. See Table W8 in the Web Appendix for summary statistics of the variables. The
sample is restricted to all individuals who state that they are working and who report working hours
greater than zero. See Table W3 in the Web Appendix for the full set of controls

Fig. 11.2a Workplace quality and job satisfaction, by employment status (International Social
Survey Programme, Module onWork Orientations, Year 2015; 95% Confidence Intervals). (Notes:
See Figure 2. See Table W4 in the Web Appendix for the corresponding table)
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Fig. 11.2b Workplace quality and job satisfaction, by working time (International Social Survey
Programme, Module on Work Orientations, Year 2015; 95% Confidence Intervals). (Notes: See
Figure 2. See Table W5 in the Web Appendix for the corresponding table)

Fig. 11.2c Workplace quality and job satisfaction, by gender (International Social Survey
Programme, Module on Work Orientations, Year 2015; 95% Confidence Intervals). (Notes: See
Figure 2. See Table W6 in the Web Appendix for the corresponding table)



Fig. 11.2d Workplace quality and job satisfaction, by education level (International Social Survey
Programme, Module on Work Orientations Year 2015; 95% Confidence Intervals). (Notes: See
Figure 2. See Table W7 in the Web Appendix for the corresponding table)

setting, that people who see a purpose in what they do perform relatively better at
work, even in the context of simple, repetitive effort tasks.6 Using both experimental
and observational data, Hu and Hirsh (2017) find that employees report minimum
acceptable salaries that are 32% lower for personally meaningful jobs compared to
jobs that are perceived as personally meaningless. The important role of purpose
may be even more pronounced when in interplay with good management practices
(Gartenberg et al. 2016), including employee recognition (Bradler et al. 2016).

11.3.2 Working Hours
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As labour enters the utility function negatively, classic economic theory predicts a
negative relationship between the number of working hours and wellbeing. This is
precisely what we find for job satisfaction.

Interestingly, however, when controlling for all other domains of workplace
quality, the relationship between working hours and job satisfaction is not only
tiny (it ranks as the least important domain of workplace quality) but turns out to be
statistically insignificant altogether. This finding is again universal: there are no

6The important role of purpose for performance has also been studied in educational contexts:
Yeager et al. (2014) show that promoting a pro-social, self-transcendent purpose improves aca-
demic self-regulation in students.



statistically significant differences between respondents who are employed or self-
employed and working full-time or part-time, or between gender and different levels
of education.
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This seems odd at first, but as we shall see below, is in line with a growing
evidence base that documents the negative impact of working hours mismatch and
work-life imbalance on people’s wellbeing.

11.3.3 Working Hours Mismatch

Rather than the total number of working hours, what seems to matter more for job
satisfaction is working hours mismatch, defined as the difference between the actual
and the desired number of working hours.

Individuals differ in their preferences for how much they want to work, and
classic economic theory assumes that they can freely choose their desired bundle of
labour and leisure hours. Empirical evidence, however, suggests that this is often not
the case: work contracts, labour market conditions, and social norms, amongst
others, may affect their choices, and may lead to a realised bundle that is different
from the desired one. In Britain, for example, more than 40% of employees who
work full-time report to prefer working fewer hours (Boeheim and Taylor 2004). In
such situations, theory predicts that individuals end up on a lower utility level.

Working hours mismatch has a significant negative association with how satisfied
employees are, on average, with their jobs. It is still unsettled in the literature,
however, whether underemployment is more detrimental to people’s wellbeing, as
has been found for Germany (Wunder and Heineck 2013), or overemployment, as
has been found for Australia (Wooden et al. 2009) or Britain (Angrave and
Charlwood 2015). In our analysis, the domain Working Hours Mismatch consists
of two elements: the desire to work more hours (for more pay) and the desire to work
less hours (for less pay). We find that the latter drives the tempirical linkage of
working hours mismatch to job satisfaction, suggesting that overemployment is
more of an issue than underemployment. Diverging results in the literature may
point towards the importance of accounting for differences in institutional settings
between countries, including, for example, differences in labour market regulations
(especially regarding job security), social policy, social norms, and lifestyles. Note
that working hours mismatch has also been found to have negative spillovers on
other household members (Wunder and Heineck 2013).

It turns out that the negative association between working hours mismatch
and job satisfaction is driven primarily by the employed as opposed to the self-
employed (who probably have more control over their working hours) and, in line
with our finding for overemployment, by employees working full-time as opposed to
part-time.

Importantly, there is a gender dimension to working hours mismatch: its negative
association with job satisfaction is driven primarily by women. Evidence shows that
women spend considerably larger amounts of time caring for other household



members (for example, they spend more than twice as much time on childcare) and
doing routine household work than men, even in the case that actual working hours
are equal between women and men (OECD 2014). For women, achieving a better
balance between the actual and the desired number of working hours would therefore
be an effective means of reducing time crunches. The fact that working fewer hours
may be detrimental to their long-term career prospects presents a dilemma, and may
– at least in part – explain the declining life satisfaction of mothers over the past
decades (Stevenson and Wolfers 2009).
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In sum, we find that working hours mismatch, in particular overemployment, has
a significant negative impact on job satisfaction. The size of this association, however,
is rather small: in fact, working hours mismatch is only ranked eleventh out of twelve
domains of workplace quality in terms of their importance for job satisfaction.
If working hours mismatch is not so bad after all, then what is? The answer is
work-life imbalance.

11.3.4 Work-Life Balance

Working hours mismatch may not be so bad as long as it does not seriously interfere
with other important domains of life, especially the family. If, however, work and
private life threaten to get out of balance, negative consequences for people’s
wellbeing are large.

Although work-life (im)balance ranks only fourth out of twelve domains of
workplace quality in terms of power to explain variation in job satisfaction, it is
the domain that has the strongest negative impact on job satisfaction amongst all
negative workplace characteristics. It is highly significant, and statistically indistin-
guishable from having a job that is difficult, stressful, or even dangerous. The
negative association between work-life imbalance and job satisfaction job satisfac-
tion seems to be almost universal: there are no statistically significant differences
between respondents who are employed or self-employed and between gender.
Perhaps not surprisingly, employees working full-time are more heavily affected
than those working part-time, and there is some evidence that the negative conse-
quences of work-life imbalance are stronger for workers with low levels of
education.

In our analysis, the domain Work-Life Balance consists of three elements, which
have a clear ranking in terms of importance: work interfering with the family exerts,
by far, the strongest negative impact on job satisfaction, followed by the difficulty
of taking time off on short notice when needed. The coefficient for working on
weekends actually suggests a positive relationship, but is negligible in terms of
effect size.

From our findings on working hours mismatch and work-life balance, we can
derive some important policy implications: policies that target more supportive and
flexible working time regulations have the potential to considerably increase peo-
ple’s wellbeing. This is especially true for people who experience disproportionally



more time crunches, including, amongst others, women, parents (especially single
parents), and caretakers of other household members such as elderly. The public
policy mix that enables people to strike a better balance between their work and
private lives can be quite diverse, ranging from specific labour market regulations on
flexible working times to the provision of infrastructure such as public transportation
in order to reduce commuting times or early childcare facilities in sufficient quantity
and quality. At the same time, for firms, offering more flexible working times may be
a promising strategy to effectively attract and retain skilled workers.
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Is there a trade-off between flexible work practices and performance? To answer
this question, Bloom et al. (2014) conducted an experiment at Ctrip, a NASDAQ-
listed Chinese travel agency with more than 16,000 employees. The authors ran-
domly allocated call centre agents who volunteered to participate in the experiment
to work either from home or in the office for 9 months. They found that working
from home led to a 13% performance increase, due to fewer breaks and sick days as
well as a quieter and more convenient working environment. At the same time, job
satisfaction rose and attrition halved. Conditional on their performance, however,
participants in the experiment were less likely to get promoted.7

For employees, of course, this raises the question of whether flexible work
practices are associated with a career penalty. This does not necessarily have to be
the case: Leslie et al. (2012) show, in both a field study at a Fortune 500 company
and a laboratory experiment, that flexible work practices result in a career penalty
only in case that managers attribute their use as being motivated primarily by reasons
related to personal lives. To the extent that mangers attribute their use to reasons
related to organisational needs, however, their use can actually result in a career
premium. The latter category includes reasons related to, for example, work perfor-
mance and efficiency. Part of this attribution is communication, and training super-
visors on the value of demonstrating support for employees’ personal lives while
prompting employees to reconsider when and where to work can help reduce work-
family conflict (Kelly et al. 2014).

Finally, Moen et al. (2011) studied the turnover effects of switching from
standard time practices to a results-only working environment at Best Buy, a large
US retailer that implemented the scheme sequentially in its corporate headquarters:
eight months after implementation, turnover amongst employees exposed to the
scheme fell by 45.5%. Evidence therefore suggests that carefully designed,
implemented, and communicated flexible work schemes can actually have positive
impacts on organisational performance.

7The company later offered the option to work from home to the whole firm, allowing formerly
treated employees to re-select between working from home or working in the office: about half of
them switched back, which almost doubled performance gains to 22%. This highlights the impor-
tance of accounting for self-selection and learning. In fact, in a recent discrete choice experiment,
Mas and Pallais (2017) demonstrate that employee preferences for flexible work practices are quite
heterogeneous: while most employees prefer a little extra income over flexibility, to a small number
of employees, flexible work practices are very important.
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11.3.5 Skills Match

A job that is asking too much from the skills of an employee can lead to frustration,
and so can a job that is asking too little. Matching the demand for and the supply of
skills in a particular job, and enabling employees to effectively apply the skills they
have or, if necessary, to acquire new skills, should thus be reflected in higher job
satisfaction.

This is precisely what we find. Achieving a skills match in a particular job has a
significant positive association with how satisfied employees are with that job. This
is again an almost universal finding: there are no statistically significant differences
between respondents who are employed or self-employed, between respondents who
are working full-time or part-time, and between gender. Differences between levels
of education are minor. The domain Skills Match includes two elements: whether
respondents have participated in a skills training in the previous year and their
subjective assessment of whether their skills generally match those required in
their job. Both elements matter, but their subjective assessment a little more.8

Importantly, skills match is not only directed towards the self but also towards
others in the workplace. In fact, Artz et al. (2017) find that supervisor technical
competence is amongst the strongest predictors of workers’ job satisfaction. Willis
Towers Watson, a leading human resources consultancy, estimates that in companies
where leaders and managers are perceived as effective, 72% of employees are highly
engaged (Willis Tower Watson 2014). On a more abstract level, the concept of skills
match may also be applied to matching individual character strengths, although there
is yet little evidence on the causality of this relationship in organisational settings.

Although skills match ranks only ninth out of twelve domains of workplace
quality in terms of power to explain variation in job satisfaction, places five to
nine are close to each other, and thus constitute a category of medium importance for
wellbeing at work.

What are the wellbeing returns to essential skills training in practice? UPSKILL
was a workplace literacy and essential skills training pilot in Canada (Social
Research and Demonstration Corporation, 2014a). It was implemented as a
randomised controlled trial, involving 88 firms (primarily in the accommodation
and food services sector) and more than 800 workers who were randomly allocated
to receiving 40 hours of literacy and skills training on site during working hours. The
pilot was not only effective in increasing basic literacy scores and thus job perfor-
mance and retention, but, importantly, also in increasing mental health: at follow-up,
participants in the treatment group were 25% points more likely than those in the
control group to have reported a significant reduction in stress levels. Effects were
particularly pronounced amongst participants with low baseline skills at the outset.
These positive impacts at the worker level also translated into positive impacts at the
firm level: even though firms bore the full costs of training and release time for
workers, they incurred a 23% return on investment, primarily though gains in

8On the importance of learning on the job for wellbeing, see also What Works Centre for Wellbeing
(2017b).



revenue (customer satisfaction increased by 30% points), cost savings from
increased productivity (wastage and errors in both core tasks and administrative
activities were significantly reduced), and reductions in hiring costs. Besides firms’
commitment to learning and training, organisations that offered work environments
with high levels of trust gained relatively more from the programme (Social
Research and Demonstration Corporation, 2014b). This is in line with a growing
evidence base on the importance of trust in the workplace (Helliwell et al. 2009;
Helliwell and Huang 2011; Helliwell and Wang 2015).

11 What Makes for a Good Job? Evidence Using Subjective Wellbeing Data 255

11.3.6 Job Security

Slightly more important than skills match is job security: it ranks sixth out of twelve
domains of workplace quality, and is thus also part of the category of medium
importance for wellbeing at work.

Job security is universally important: we find no evidence of effect heterogene-
ities between respondents who are employed or self-employed and working full-time
or part-time, or between gender and different levels of education. The literature
shows that the unemployment rate in a particular region has a significant negative
effect on the life satisfaction of the employed in that region (Luechinger et al. 2010).
This is often interpreted as a signal of general job insecurity, which is detrimental to
happiness.

11.3.7 Difficulty, Stress, Danger

Not surprisingly, we find that jobs which are associated with difficulty, stress, or
even danger are also associated with lower levels of job satisfaction. This holds true
even when controlling for all other domains of workplace quality, including pay,
working hours, and job security. This is an interesting finding in itself, as classic
economic theory predicts that workers should be compensated, either monetarily or
non-monetarily, for any job disamenities such that the net wellbeing effect is zero.
Empirical evidence on so-called compensating differentials, however, is rather
mixed. In our data, which are clearly limited (for example, we are not fully able to
account for ability differences), we find little evidence of them.

In our analysis, the domain Difficulty, Stress, Danger consists of two elements:
hard physical and stressful work. It turns out that the latter drives the negative
empirical linkage of this domain to job satisfaction; the former, on the contrary,
turns out statistically insignificant. The fact that stress at work is detrimental to
health is well-established in the literature: for example, Chandola et al. (2006), in a
large-scale prospective cohort study involving more than 10,000 men and women
aged 35 to 55 who were employed in 20 London civil service departments, study the
relationship between exposure to stressors at work and the risk of developing the
metabolic syndrome, a cluster of at least three of five medical conditions including,



amongst others, obesity, high blood pressure, and high blood sugar. They find that
employees with chronic work stress were more than twice as likely to develop the
syndrome 14 years into the study than those without.
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Having a job that is difficult, stressful, or even dangerous ranks fifth out of twelve
domains of workplace quality in terms of power to explain variation in job satisfac-
tion. It is the domain that has the second strongest negative association with job
satisfaction amongst all negative workplace characteristics, and comes right after
work-life imbalance from which it is – at least in terms of effect size – statistically
not distinguishable. We find little evidence that its negative impact varies for
different people.

11.3.8 Opportunities for Advancement

We know from the literature that being in a stable employment relationship, be it
full-time or part-time, has a positive relationship with how people evaluate their lives
globally, as well as how they feel on a daily basis. Part of why this is the case is that
jobs provide opportunities for advancement, be it steps to climb up the career ladder,
new challenges that give room for personal development, and many others.

Our data do not discriminate between different types of opportunities for
advancement, but simply ask respondents whether their current job provides them.
This gives respondents the freedom to interpret the question in whatever way they
themselves find most important.

We find that opportunities for advancement have a significant positive impact on
the job satisfaction of the average respondent. There is quite some effect heterogeneity,
though: the association is primarily driven by respondents who are employed as
opposed to self-employed (probably because the self-employed are themselves more
in control of which opportunities for advancement to create or not) and by respondents
who work full-time as opposed to part-time. There also seems to be a gradient in
education: opportunities for advancement become more important for job satisfaction
the higher the level of education. They are equally important to men and women.

Opportunities for advancement rank seventh out of twelve domains of workplace
quality in terms of power to explain variation in job satisfaction. Perceived progress
through well-defined goal-setting and planning as well as measurable evaluations –
based on clearly defined expectations and performance – and employee recognition
may increase agency and make the way towards career advancement more transpar-
ent, thereby contributing positively to wellbeing at work.

11.3.9 Independence

Independence at work can have many facets. Our survey asks respondents to what
extent they can work independently, whether they often work at home, and whether
they have agency about the organisation of their daily work, their working hours, and
their usual working schedule.
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We find that independence at work occupies the middle ground of importance for
wellbeing: it has a significant positive relationship with job satisfaction, with an
effect size similar to skills match, job security, opportunities for advancement, and
usefulness. It is ranked eighth out of twelve domains of workplace quality in terms of
power to explain variation in job satisfaction. Independence at work seems to be
important to everybody: there are no statistically significant differences between
respondents who are employed or self-employed and working full-time or part-time,
or between gender and different levels of education.

In our analysis, the domain Independence includes eight elements: the subjective
assessment of respondents as to what extent they can work independently, how often
they work at home during their usual working hours, and whether the organisation of
their daily work, their working hours, and their usual working schedule is entirely
free for them to decide as opposed to fixed. Some of these elements are important,
others are not. There also seems to be a ranking of importance: we find that the
positive impact of independence at work on job satisfaction is driven primarily by
whether respondents report that they can freely organise their daily work, followed
by their subjective assessment as to what extent they can work independently. The
nature of having discretion about the usual working schedule is more complex: we
find that both full discretion and no discretion at all have a negative impact on job
satisfaction. Here, it seems that the reference category – having limited discretion –

yields a higher job satisfaction than both ends of the spectrum.
Independence at work is related to the concept of job crafting (Wrzesniewski and

Dutton 2001), and the question of whether organisations should give their
employees, to a certain extent, the freedom to design their jobs based on personal
needs and resources. Studies have shown that enabling employees to craft their jobs
in this way can have positive benefits in terms of increased employee engagement
and job satisfaction as well as decreased likelihood of burnout (Tims et al. 2013).
More generally, the concept of individual job crafting may be transferred to the level
of the entire organisation, in the sense of organisational design. It can also be applied
to the physical environment: Knight and Haslam (2010) studied, in an experiment
involving different office spaces, the effect of giving employees the opportunity to
design their physical working environment. In line with the notion of social identity,
they found that employees who were randomly allocated to the crafting condition
showed higher organisational identification, job satisfaction, and productivity, mea-
sured in terms of task performance. Independence at work has also been identified as
a contributing factor to creativity (Amabile et al. 1996). Evidence is thus rather
positive about independence at work, but its precise impact is probably highly
context-specific.

Does autonomy over working schedules raise employee wellbeing? STAR (“Sup-
port. Transform. Achieve. Results”) was a flexible working practices pilot developed
by the interdisciplinary Work Family and Health Network (King et al. 2012). It
aimed at (i) increasing employees’ control over their working schedule, (ii) raise
employee perceptions of supervisor support for their personal and family lives, and
(iii) reorient the working culture from face time to results only. Eight hours of
preparatory sessions encouraged managers and their teams to identify new, flexible



work practices, for example, by communicating via instant messenger or by plan-
ning ahead periods of peak-demand more effectively. The pilot was implemented as
a group-randomised controlled trial in a Fortune 500 company, involving 867 IT
workers who were, including their entire team, allocated to either the intervention or
business-as-usual and followed for over a year. Moen et al. (2016) find that the
intervention significantly reduced burnout by about 44% of a standard deviation
while raising job satisfaction by about 30%. These large effect sizes were partially
mediated by decreases in family-to-work conflict and, perhaps less surprisingly,
increases in schedule control. There is also some evidence that the intervention
decreased perceived stress and psychological distress. Although it has not been
evaluated with respect to employee performance (possibly because it is difficult to
measure performance in the given context), recent experimental evidence (see
Bloom et al. (2014), for example) suggests that, in a very similar context, giving
employees more autonomy over where and when to work can have strong, positive
performance impacts.
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11.3.10 Interesting Job

It should not come as a big surprise that having an interesting job is positively
associated with being more satisfied with it.

But it is astonishing just how important interestingness is. Amongst all positive
workplace characteristics, it has the second strongest impact on job satisfaction, right
after interpersonal relationships at work (from which it is, in terms of effect size, not
statistically distinguishable), and thus ranks second out of twelve domains of
workplace quality in terms of power to explain variation in job satisfaction. There
is little evidence that the impact of interestingness varies for different people: having
an interesting job is important to everybody.

Note that interestingness is not the same as purposefulness. A job can score both
high on being interesting and low on being purposeful. In contrast to interestingness,
purposefulness is best described in terms of a long-term alignment between a job and
an individual’s own evolutionary purpose in the sense of doing something greater
than self.

11.3.11 Interpersonal Relationships

In most jobs, employees interact, in one way or another, with supervisors,
co-workers, or clients.9 The way in which these interactions occur, and interpersonal

9On the importance of team work more generally for wellbeing, see What Works Centre for
Wellbeing (2017c).



relationships are maintained, shows up as the most important determinant of how
satisfied employees are with their jobs.
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Interpersonal relationships have a sizeable, significant positive association with
the job satisfaction of the average employee. They rank first out of our twelve
domains of workplace quality in terms of power to explain variation in job satisfac-
tion. The size of the relationship, however, is statistically not different from that of
having an interesting job, which ranks second. Interpersonal relationships are par-
ticularly important for the employed as opposed to the self-employed (probably
because the self-employed can, if necessary, avoid interactions) and employees who
are working full-time as opposed to part-time (probably because people become
relatively more important the more time is spent with them). There is no gender
dimension to interpersonal relationships: they are equally important to men and
women. Their importance for job satisfaction does not vary by educational level
either.

In our analysis, the domain Interpersonal Relationships consists of three ele-
ments: contact with other people in general, the respondents’ subjective assessment
of their relationship with the management, and the equivalent subjective assessment
of their relationship with co-workers. The driver behind the positive impact of
interpersonal relationships on job satisfaction is, by far, the relationship with the
management. The relationship with co-workers is, although important, only half as
important. This is in line with evidence showing that about 50% of US adults who
have left their job did so in order to get away from their manager (Gallup News
2015). Contact with other people seems to matter less for job satisfaction.

How does the relationship between managers and employees affect wellbeing at
work? Managers can have many functions: for employees, they may provide train-
ing, advice, and motivation (Lazear et al. 2015). To effectively fulfil these functions,
managers should be competent. Artz et al. (2017) study the relationship between
managers’ technical competence and employees’ job satisfaction, using the Working
in Britain Survey in the UK and the National Longitudinal Study of Youth in the
US. They find that a manager’s technical competence – measured in terms of
whether the manager worked herself up the ranks, knows her job, or could even
do the employee’s job – is the single strongest predictor of an employee’s job
satisfaction. In terms of effect size, having a competent boss is even more important
for job satisfaction than having friendly colleagues.

In a study on the National Health Service in England, Ogbonnaya and Daniels
(2017) find that Trusts (the organisational entities the National Health Service is
comprised of) which make the most use of people management practices are over
twice as likely to have staff with the highest levels of job satisfaction as compared to
those which make the least use of these practices. People management practices refer
here to training, performance appraisals, team working, clear definition of roles and
responsibilities, provision of autonomy in own decision-making, and supportive
management that involves staff in organisational decisions. Importantly, they are
also three times more likely to have the lowest levels of sickness absence, and four
times more likely to have the most satisfied patients. White and Bryson (2013)
confirm this finding for a wider range of organisations in Britain, using an index



constructed from various domains of human resource management – participation,
team working, development, selection, and incentives – and nationally representa-
tive, linked employee-employee data: firms with more human resource practices in
place tend to score higher in terms of employees’ job satisfaction and organisational
commitment (although the relationship seems to be non-linear).
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Fairness and transparency in managerial decision-making seems to be an impor-
tant factor as well: Heinz et al. (2017) conduct a field experiment in which the
authors set up a call centre to study the impact of treating some employees unfairly
on the productivity of the others. They set up two work shifts, and randomly lay off
20% of employees between shift one and two due to stated cost reductions (which, as
confirmed by interviews with actual HR managers, is perceived as unfair). The
productivity of the remaining, unaffected workers, which are notified by this deci-
sion at the beginning of the second shift, drops by about twelve percent. The effect
size of the productivity decline is close to the upper bound of the direct effects of
wage cuts.

11.3.12 Usefulness

How important is pro-sociality – doing something that is beneficial for other people
or for society at large – when it comes to job satisfaction?

Pro-social behaviour is behaviour intended to benefit one or more individuals
other than oneself (Eisenberg et al. 2013). This type of behaviour can cover a broad
range of actions such as helping, sharing, and other forms of cooperation (Batson
and Powell 2003).10 It has been shown to have positive wellbeing benefits at the
individual level (Meier and Stutzer 2008). At the societal level, it can help build
social capital through fostering cooperation and trust, and social capital is linked to
higher levels of wellbeing in societies (Helliwell et al. 2016, 2017). Pro-sociality is
not the same as purpose (although they probably overlap to a very large extent):
whereas pro-sociality is always directed towards others, purpose could, in the
narrower sense, only be directed towards the self. That said, a job can score both
high on individual purpose and low on pro-sociality. In reality, however, most jobs
probably score either high or low on both constructs.

We can replicate this finding for wellbeing at work: doing something that is
beneficial for other people or for society at large is associated with higher levels of
job satisfaction, on average. However, in line with the notion of humans as condi-
tional co-operators (Fehr and Fischbacher 2003), the size of this relationship is rather
small. Usefulness ranks only tenth out of our twelve domains of workplace quality in
terms of power to explain variation in job satisfaction. There is also quite some effect

10Note that pro-social behaviour is distinct from altruism in that it is not purely motivated by
increasing another individual’s welfare, but can be motivated by, for example, empathy, reciprocity,
or self-image (Evren and Minardi 2017).



heterogeneity: doing something useful is more important for the job satisfaction of
the employed as opposed to the self-employed (probably because the self-employed
have, in the first place, more choice over which activities to engage in or not) and
employees who are working full-time as opposed to part-time. Pro-sociality also
becomes more important the higher the level of education. There are no significant
differences between gender.

11 What Makes for a Good Job? Evidence Using Subjective Wellbeing Data 261

In our analysis, the domain Usefulness consists of two elements: helping other
people and being useful to society. Both are important, but being useful to society a
little more.

There is a growing literature on pro-sociality in the workplace. Anik et al. (2013)
studied the impact of pro-social bonuses – a novel type of bonus spent on others
rather than oneself – on wellbeing and performance. In a field experiment at a large
Australian bank, the authors found that employees who were randomly allocated to
receive bonuses in form of (relatively small) financial donations to be made to local
charities showed significant, immediate improvements in job satisfaction and hap-
piness compared to employees not given these bonuses. In two follow-up experi-
ments, one involving sports teams in Canada and another one involving a sales team
at a large pharmaceutical company in Belgium, they found that spending bonuses on
team members rather than oneself led to better team performance in the longer term.
The finding that spending money on others can buy you happiness has also been
shown by Dunn et al. (2008): the authors find that pro-social spending in form of
gifts to others or financial donations to charities is positively correlated with general
happiness. Longitudinally, they show that (arguably otherwise comparable)
employees who received – unexpectedly – a profit-sharing bonus and spent more
of it pro-socially experienced an increase in general happiness, even after controlling
for income and the amount of the bonus.

Two other intervention studies stand out: Gilchrist et al. (2016) studied the impact
of pay rises – masked as gifts – on performance in a setting where there were no
future employment possibilities. The authors hired one-time data entry assistants on
an online platform for freelancers, and then randomly allocated them into different
experimental conditions, one involving an unexpected, benevolent pay rise. They
found that freelancers allocated to this condition entered 20% more data than those
who were either initially offered the same pay or initially offered a lower pay, both of
which performed equally. In other words, simply paying more at the outset did not
elicit higher task performance, but an unexpected pay rise masked as a benevolent
gift did. Grant (2008), in a randomised field experiment involving fund raisers at a
university, found that bringing together fund raisers and beneficiaries to show the
former the purpose of their work significantly increased their subsequent task
performance.

How organisations can organise work to make it more fulfilling, and connect
people with the pro-social impact they may have, for example, by providing
incentives to elicit behaviours that help accumulating altruistic capital (Ashraf and
Bandiera 2017), is a promising area of research.
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11.4 Discussion

Despite the importance of work for people’s happiness, unfortunately, most people
do not perceive work as a particularly enjoyable activity. A recent study that asked
respondents to record their wellbeing via a smartphone at random points in time on a
given day found that paid work is ranked lower than any other of the 39 activities
sampled, with the exception of being sick in bed (Bryson and MacKerron 2016). In
fact, the worst time of all seems to be when people are with their boss (Kahneman
et al. 2004). Not surprisingly then, costs of absenteeism and presentism are high: in a
recent report for the UK, it was estimated that absenteeism costs UK businesses
about GBP 29 billion per year, with the average worker taking 6.6 days off due to
sickness (PwC Research 2013). Costs of presentism due to, for example, mental
health problems are estimated to be almost twice as high as those of absenteeism
(The Sainsbury Centre for Mental Health 2007). It is imperative, therefore, that we
know which elements of work are least and most conducive to wellbeing, and how
these might be changed in order to make work more satisfying.

This is not only important because work plays such a significant role for individuals’
overall wellbeing, but also because people’s wellbeing is an important predictor of
outcomes related to worker productivity and firm performance. Harter et al. (2010),
exploiting a large longitudinal dataset that includes 141,900 respondents within 2178
business units of ten large organisations across industries, study the relationship between
perceived working conditions of employees and firm-level outcomes. They find that
working conditions – including overall satisfaction within the organisation – are predictive
of key outcomes such as employee retention and customer loyalty. Krekel et al. (2019)
confirm a strong, positive relationship between employee satisfaction and customer
loyalty, employee productivity, and firm profitability as well as a strong, negative
relationship with staff turnover in a meta-analysis of 339 independent studies that include
observations on the wellbeing of 1,882,131 employees and performance of 82,248
business units. Importantly, Harter et al. (2010) are able to show that the effect tends to
run from working conditions to firm-level outcomes rather than the other way around –

this is suggestive of a causal impact. The strength of the relationship is not trivial: in a
previous meta-analysis, Harter et al. (2002) estimate that business units in the top quartile
on employee engagement conditions realise between one and four percentage points
higher profits and between 25% to 50% lower turnover than those in the bottom quartile.

These findings have direct implications for managerial practice. Frey (2017)
argues that managers should create workplaces that are conducive to wellbeing,
for example, by supporting workers’ independence and creativity or by fostering
interpersonal relationships at work. At the same time, work should not be so
demanding and burdensome that workers are unable to enjoy their leisure time.
Providing more flexible working hours may be a means to strike a better balance
between work and life. Income provided should be sufficient to lead a good life with
respect to material standards. All of these factors have been found to be conducive to
wellbeing at work, although to varying degrees. At the same time, however, Frey
(2017) argues that managers should not engage in directly trying to maximising the
happiness of stakeholders (which can be subject to manipulation). Rather, they



should lay the foundations within organisations for stakeholders to achieve happi-
ness in the way they choose themselves. The importance of autonomy, therefore,
applies to the question of how to achieve happiness itself.

11 What Makes for a Good Job? Evidence Using Subjective Wellbeing Data 263

The importance of work, and workplace quality, in influencing wellbeing (as well
as the impact of wellbeing on key firm-level outcomes) suggests there is a case for
active policy intervention. Independent staff wellbeing audits may be one means to
raise awareness for wellbeing at work. Awards for work environments that are
conducive to wellbeing may also be bestowed on single managers or entire organi-
sations (Gallus and Frey 2016; Frey and Gallus 2017). Systematic measurement of
wellbeing within organisations may serve as a diagnostic tool, for example, to
uncover wellbeing inequalities within organisations, which have been found to be
a powerful driver of behaviour at the community level and may be relevant to
organisations just as well. It may also serve as a vehicle to pave the way towards
interventions, directed at one or more domains of workplace quality. The evidence
presented here and reviewed elsewhere (see Arends et al. (2017) or OECD (2017b),
for example) suggests that workplace quality has positive impacts on productivity
and performance, in line with recent experimental evidence in various contexts
(Bloom et al. 2014; Oswald et al. 2015). Ultimately, however, more experimental
evidence from the field is needed in order to be able to make strong causal claims
about the relationship between individual elements of workplace quality, wellbeing,
and its objective benefits for both individuals and firms.

This chapter can only offer a cautious exploration into the nexus between work
and wellbeing. Clearly, there are methodological issues: first, and foremost, the
evidence presented here is mostly descriptive, and from descriptive evidence alone
we cannot make causal statements. There may be characteristics of respondents that
explain both workplace quality and their wellbeing at the same time. We need
longitudinal data – repeated observations of the same individuals over time – to
get closer to causal effects, and ideally, some sort of randomised experimental
intervention or policy change as an exogenous variation in order to reduce concerns
about self-selection and omitted variables. We bypassed this issue by presenting,
where available, supporting evidence from causal-design studies in the literature.

Our tools are also limited in other dimensions – for example, in that our dataset is
limited in terms of the outcome variable we employ. The latest module on Work
Orientations of the International Social Survey Programme includes only job satis-
faction as a domain-specific, evaluative measure of wellbeing. It is quite possible,
however, that some workplace qualities are more likely to have a stronger impact
either on eudemonic measures of wellbeing such as purpose or on hedonic measures
of workplace mood. We cannot verify this with our data, and importantly, cannot
check which construct is relatively more important for which domain of workplace
quality. Ultimately, firms and policy-makers will likely be interested in tracking a set
of evaluative, experiential, and eudemonic measures to give a more complete picture
of wellbeing at work.11

11For example, at the national level, following recommendations by Dolan and Metcalfe (2012), the
Office for National Statistics (ONS) in the UK now routinely asks people how they think and feel



about their lives, including four items, on evaluative (life satisfaction), experiential (happiness,
anxiousness), and eudemonic (worthwhileness) measures of subjective wellbeing in its surveys.
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Concerning variables on workplace characteristics, most datasets today focus on
rather standard items and ignore some of the more modern elements of labour
markets related to technology and the future of work such as aspects pertaining to
the so-called “gig economy” or (fear of) automation and artificial intelligence. Items
sampled in different surveys are also quite heterogeneous. The OECD Guidelines on
Measuring the Quality of the Working Environment, are therefore, a right step into
the direction of establishing a unified framework for measuring workplace quality,
focusing on objective job attributes and outcomes measured at the individual level
(OECD 2017b). These guidelines divide job characteristics into six broad categories,
including the physical and social environment of work, job tasks, organisational
characteristics, working-time arrangements, job prospects, and intrinsic job aspects.

Finally, questions remain regarding external validity: while there are few datasets
that are as comprehensive as the International Social Survey Programme, it is known
from country-score comparisons with other datasets that some of its items have low
convergent validity. Note, however, that similar findings on the relationship between
workplace quality and job satisfaction have been identified by De Neve and Ward
(2017) using the European Social Survey. Future research should be directed
towards identifying similar patterns in other datasets. Importantly, this research
should be seen as an ongoing endeavour: the composition of the labour supply
changes continuously, for example, as more and more millennials with preferences
different from previous generations enter the labour force.

In view of these limitations, we end this chapter by looking ahead, and appealing
for more experimentation in the workplace: academics and businesses could and
should cooperate to test how modifications to work processes and practices affect
worker wellbeing, and ultimately, performance. Candidates for such modifications
should be guided by theory, and tested in such a way as to be subject to rigorous
impact evaluation through randomised controlled experiments. This way, we can
avoid issues of omitted characteristics and self-selection, and identify causal effects
of work and workplace quality on wellbeing and performance. It will be important to
establish and agree on a common set of measures, covering evaluative, experiential,
and eudemonic measures of wellbeing, to be used across impact evaluations. And it
will be important to record and report the costs of these trials (less the costs of
impact-evaluating them). This will allow for benchmarking interventions in terms of
cost-effectiveness, and rank them according to which buy more worker wellbeing
and performance per dollar invested. Evidence from behavioural science suggests
that seemingly small, low-cost (or even costless) changes in daily work routines
could produce large gains in wellbeing and performance.

Partly, this vision is already reflected in academic practice. Throughout the world,
experimental methods are making their way onto curricula in the social sciences.
Knowledge generated by way of field experiments should be shared openly as best
practices, and doing so should be incentivised. Governments can also become active
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players themselves by introducing wellbeing interventions within the civil service,
which could also help to promote happiness more widely in society. After all, a
happy and engaged civil service is an obvious starting point for being able to deliver
on policies that aim to put wellbeing at the heart of policy-making.
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Chapter 12
Unhappiness as an Engine of Economic
Growth

Stefano Bartolini

Abstract The citizens of the US, China and India have experienced a significant
decline in happiness, social capital and leisure in the past few decades, as well as an
epidemic of social comparisons. This deep and long-standing social crisis is puzzling
when we consider the sustained economic growth of these countries. Is there a
relationship between social crisis and growth? The defensive growth approach
argues that they may feed each other. The erosion of environmental and social assets
caused by increased market activity limits their accessibility, inducing consumers
and producers to search for substitutes in the marketplace. Defensive growth is a
process whereby market goods and services progressively replace declining
non-market sources of well-being and compensate for the negative externalities
generated by the increased marketization of society. This process is a self-
reinforcing loop: the externalities generated by the expansion of market activities
induce households and producers to compensate by buying more goods, further
expanding market activity. Because the flip side of increasing economic affluence is
rising social and environmental poverty, the impact of defensive growth on happi-
ness is disappointing. I conclude that declining social capital has boosted GDP,
working hours and the decline in happiness in the US, China and India.

12.1 Introduction

The US, China and India account for almost 40% of the world population. In the last
few decades, these countries have been celebrated examples of economic growth
among developed and developing nations. American growth rates of GDP are envied
by most industrial countries, while China and India are experiencing the economic
miracle that every developing country aspires to. However, economic success
coexists with social failure in these countries. Disquieting trends shared by the US,
China and India show a mounting social crisis paralleling the dynamism of their
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economies in the last few decades. Firstly, these countries share a decline in
subjective (and objective) measures of well-being. Secondly, working hours have
increased to the point of making overwork a routine experience for a substantial
share of the working population. Thirdly, social capital has shown a significant
decline. Finally, materialism is on the rise, epitomized by an epidemic of social
comparisons.
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These trends shape a pattern of social change, meaning that they are related and
require a joint explanation. Indeed, cross-country comparisons show that economies
that grow relatively quickly are characterized by a deeper social crisis than slower-
growing economies. Why do downward trends of well-being and social capital tend
to accompany upward trends of social comparisons, working hours and GDP? Why
does rising social distress coexist with fast economic growth?

The concurrence of some of these trends is difficult to explain in the light of the
existing literature. The long-term coexistence of fast growth and declining social
capital challenges the widely-held view that social capital fosters growth, in partic-
ular by reducing transaction costs and improving the performance of local and
national governments (Knack and Keefer 1997; Helliwell and Putnam 1995; Guiso
et al. 2006; Algan and Cahuc 2013; Alesina and Giuliano 2015).

More research has concerned the income-happiness relationship. Adaptation and
social comparisons have been proposed as explanations for the Easterlin paradox,
i.e. the lack of a long-term relationship between the trends of average GDP and
happiness (Easterlin 1974). Adaptation theory posits that positive or negative events
can only alter a person’s well-being in the short term (Lykken and Tellegen 1996;
Lucas et al. 2003; Headey 2008). Evidence of satiation of the impact of income on
happiness has been explained as an effect of adaptation, beyond the level of income
at which basic needs are largely met (Jebb et al. 2018). Social comparisons are a
powerful engine of dissatisfaction (Clark and Senik 2010; Luttmer 2005). In an
economy where income comparisons are what matters for well-being, GDP does not
measure the relevant output. Economic growth is a statistical illusion, because
winners and losers are the output that actually affects well-being. The positional
race is a zero sum game, because one person’s gain implies another’s loss.

Adaptation and social comparisons are solidly grounded in psychological
research and are supported by robust empirical evidence. However, they do not
explain why the most economically successful countries of the last few decades are
precisely the ones where happiness has declined most sharply. Moreover, the
tendency to view adaptation and social comparisons as intrinsic human characteris-
tics, with roots in the biology of the brain (Schmitt et al. 2016; Hopper et al. 2014),
weakens their potential of explaining the differences in happiness across space and
time. In many countries, subjective well-being is trended and trends differ across
countries. Social comparisons also show trends, such as their upsurge in the US,
China and India. Any explanation of these spatial and temporal changes cannot be
centred in human nature.

Happiness trends are more accurately predictable if also social capital is consid-
ered, in addition to adaptation and social comparisons. Social capital is a powerful
predictor of individual happiness and its trends largely predict the trends of average



happiness across and within countries (Helliwell and Aknin 2018; Bartolini and
Sarracino 2014).
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The increasing trend of working hours in the US and the decreasing trend in
Europe have been the subject of heated debate (Schor 1992; Aguiar and Hurst 2007)
Most studies have focused on increased taxation of wages and salaries in Europe as
an explanation for this divergence (Ohanian et al. 2008). Moreover, some evidence
from micro data also shows that overwork is positively associated with social
comparisons (Neumark and Postlewaite 1998; Bowles and Park 2005) and nega-
tively associated with subjective well-being (Angrave and Charlwood 2015). This is
consistent with the trends observed in American, Chinese and Indian societies.

Little is known about the drivers of materialistic values, beyond the roles of the
media and advertising. Materialism and social comparisons are promoted by adver-
tising and their spread has presumably been supported by the soaring media and
advertising pressure of recent decades (Schor 2004; Nairn et al. 2007).

In conclusion, the literature on the trends discussed here is fragmented and a joint
explanation is still in its early stages. In this chapter, I argue that these trends are all
intertwined aspects of defensive growth: an undesirable type of economic growth
generated by the ways in which individuals defend themselves from declining
happiness.

The chapter is organized as follows. Section 12.2 reviews the evidence on long-
term trends of happiness, social capital, working hours, social comparisons and
materialism in the US, China and India. Section 12.3 presents the defensive growth
approach. Section 12.4 provides empirical evidence supporting the defensive growth
viewpoint. Section 12.5 focuses on the role played by the crisis of several forms of
social capital in boosting sectors of the economy that have driven American growth
in the last few decades. Section 12.6 discusses policy recommendations aimed at
preventing defensive growth. Section 12.7 concludes.

12.2 Disquieting Trends

12.2.1 Declining Subjective Well-being

The US, China and India are paradigmatic examples of the Easterlin paradox,
illustrated in Fig. 12.1 in the case of India. The figure shows that average life
satisfaction per income decile shifted downward in 2014 compared to 1990. In
both years, income bought some happiness, but despite much higher incomes in
2014, each income decile was less happy than in 1990. The richest decile in 2014
was only slightly more satisfied than the poorest in 1990. Average life satisfaction
fell by 25% (Bartolini and Sarracino 2019).

In China, average life satisfaction dropped by 7% between 1990 and 2007, the
golden years of the economic boom. In the US, subjective well-being has declined
significantly since the 1970s according to GSS data (Blanchflower and Oswald
2004) and Virginia Slim Polls (Stevenson and Wolfers 2008). Shorter time series



Fig. 12.1 India: relationship between income deciles and life satisfaction in 1990 and 2014. World
Values Survey data. (Source: Bartolini and Sarracino (2019))

(since 2006), retrieved by Gallup World Polls, also indicate declining happiness
(Sachs 2017).
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The declines in subjective well-being of China and India are even more astound-
ing than that of America. Between 1990 and 2005 in China GDP per capita increased
fourfold, more than half a billion people in China were lifted out of absolute poverty
and life expectancy increased from 67 to 73.5 years (World Bank 2014). Indian
figures tell a similar story, just slightly less thriving. China and India are definitely
two countries where growth should have increased well-being.

Declining happiness is not a general phenomenon. In other economically suc-
cessful areas, such as western Europe (which grew less than the US), happiness
increased slightly in the last few decades (Stevenson and Wolfers 2008).

12.2.2 Declining Objective Well-being

Data on the spread of psychiatric drugs, mental illness, suicides and addictions
provides objective information on a population’s (un)happiness. In the US, the
picture emerging from objective data is even worse than that depicted by subjective
well-being time series. The use of psychiatric drugs has risen so much that the US
has become a “sedated society” (Davies 2017). Prescriptions for antidepressants,
stimulants, antipsychotics, mood stabilizers and anxiolytics have soared, bringing
the share of the psychiatrically medicated adult population to 20%.
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This flood of psychiatric drugs in the US is a result of an upsurge in mental
illnesses. Twenge et al. (2010) assessed their evolution over many decades using a
survey, administered to high school and college students since the 1930s, including
many questions regarding symptoms of depression and anxiety. The authors found
that depression and anxiety rose significantly in the period 1938–2007 in the
US. Another survey showed that between 1982 and 2013, symptoms of depression
and anxiety rose significantly in a nationally representative sample of US 12th

graders (Twenge 2015). Using measures of anxiety dating back to (and unchanged
since) the 1950s, Twenge (2000) showed that normal American kids and teens in the
1980s scored as high on the anxiety scale as children in psychiatric care in the 1950s.

As for addictions, American society has been struck by an epidemic, in particular
abuse of opioids. Of the 20.5 million Americans aged 12 or older who had a
substance use disorder in 2015, the substance was prescription opioids in 2 million
cases and heroin in 591,000 cases (ASAM 2016). Deaths from overdose tripled since
the start of the millennium, exceeding 60,000 in 2016, more than the total number of
soldiers killed in the war in Vietnam (Huang 2018). Arguably, such a mass addiction
has its roots in mass unhappiness.

In the period 1999–2014, the age-adjusted suicide rate in the United States
increased by 24%. Suicide rates increased for males and females and for all ages
from 10 to 74 years. A total of 42,773 people died from suicide in 2014, compared to
29,199 in 1999. The rise was particularly steep for women. The suicide rate tripled
among girls 10–14 years of age (Curtin et al. 2016).

While long time series on objective well-being are abundant for the US, such data
is scarce and fragmentary for China and India. However, available evidence suggests
that objective indicators are on the rise in both countries, with the possible exception
of a recent downturn of suicides in China. There are many reports of increasing drug
and internet addiction.1 Eli Lilly, the leading provider of mental health drugs in
China, increased its sales of antidepressant and antipsychotic drugs more than
tenfold in the 2000s (Cyranoski 2010). In India, sales of psychiatric drugs are on
the rise as well (Poduri 2016). India is also seeing a rising trend in addiction to illegal
drugs. The latest available data, from 2004, estimates that 10.7 million Indians are
illegal drug users (Singh and Gupta 2017).

About 17.5% of Chinese have some form of mental illness, one of the highest
rates in the world (Phillips et al. 2009). According to data from the World Health
Organization, 7.5% of Indians suffer from depression or anxiety disorders (Malathy
2017).

In 1967, the suicide rate in India was 7.8 (× 100,000) but showed a steady
increase to about 11.0 in 2013 (Ponnudurai 2015). Estimates from the 1990s showed
that China, with 21.5% of the world’s population, accounted for a staggering 43.6%

1https://www.bbc.com/news/world-asia-india-38824478, (last accessed Jun 15 2018)
http://www.scmp.com/news/china/policies-politics/article/2082474/chinas-synthetic-drug-prob

lem-growing-government-says, (last accessed Jun 15 2018)

https://www.bbc.com/news/world-asia-india-38824478
http://www.scmp.com/news/china/policies-politics/article/2082474/chinas-synthetic-drug-problem-growing-government-says
http://www.scmp.com/news/china/policies-politics/article/2082474/chinas-synthetic-drug-problem-growing-government-says


of the 786,000 suicides worldwide (Murray et al. 1996). Suicides reached their
climax in the 1990s and 2000s and then declined (Sha et al. 2018). However, suicide
is a politically sensitive issue in China and doubts have been raised on the reliability
of recent Chinese statistics (Koetse 2014).
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In conclusion, both subjective and objective data concur to paint a gloomy picture
of the trend of happiness in the US, China and India in recent decades.

12.2.3 Declining Social Capital

The concept of social capital refers to the quality and quantity of an individual’s
connections to other individuals and the community (Putnam 2000). The decline of
American social capital in recent decades was made a popular argument by Putnam
(2000) and was confirmed in the ensuing debate (Paxton 1999; Robinson and
Jackson 2001; Costa and Kahn 2003; Bartolini et al. 2013).

Loneliness has become a mass problem in the US. In 2004, a quarter of Amer-
icans reported that they had no one with whom they could discuss important matters.
This share was 10% in 1985. If family members are not counted, this share amounted
to more than half of Americans in 2004 (36% in 1985). The number of persons the
average American shares confidences with dropped by one third (from nearly
3 persons in 1985 to about 2 in 2004) (McPherson et al. 2006). One out of three
Americans are lonely, up from one out of five in 1980 (Knowledge Networks 2010).
For as many as 15–30% of the general population, loneliness has become a chronic
state (Heinrich and Gullone 2006; Theeke 2009). According to data from the Census
Bureau, “unrelated individuals” (those who do not live in a family group) increased
from 6% in 1960 to 16% in 2000 (Shaw 2001).

From the early 1970s to the 2010s the share of the working age population
responding that most people can be trusted fell from 50% to nearly 30% (Gould
and Hijzen 2016). Solidarity, honesty and associational activity have sharply
declined since the 1970s (Putnam 2000; Bartolini et al. 2013). Families have become
increasingly unstable. Americans marry less, divorce more, live together less and
separate more frequently than in the 1970s (Bartolini et al. 2013).

China has paralleled the American decline in relationships. Trust fell by 11% in
the period 1990–2007. The China Daily lamented that trust has become “a scarce
commodity”.2 Associational activity dropped (–20%), as did civic behavior and the
married population (–16%) (Bartolini and Sarracino 2015). Loneliness spread:
between 2000 and 2010 the number of one-person households doubled in China
(Zang and Zhao 2017). India shows similar patterns of increasing relational poverty.

However, declining social capital is not an ineluctable consequence of economic
growth. There are counter-examples in both the developing and developed worlds.

2https://www.economist.com/special-report/2016/07/07/a-nation-of-individuals

https://www.economist.com/special-report/2016/07/07/a-nation-of-individuals


Social capital has grown in western continental Europe since the 1980s (Sarracino
2012) and in Brazil since the 1990s.3 Interestingly, Brazil and Europe share trends of
income inequality very different from the upsurges experienced in India, China and
the US. In Europe, income inequality has increased much more slowly than in the
US, while in Brazil it has decreased.4 An explanation can be found in the literature
emphasizing the negative impact of high inequality on social capital (Alesina and La
Ferrara 2006; Bjørnskov 2006; Costa and Kahn 2003; Knack and Keefer 1997).
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12.2.4 Soaring Materialism and Social Comparisons

A cross-country survey conducted by Ipsos in 2013 documented that nearly 70% of
Chinese people and 50% of Americans “feel under a lot of pressure to be successful
and make money”. China ranks top among developing countries in the international
comparison of materialism, and the US ranks top among developed nations. This
record is the result of a decades-long rise in materialism in both countries (Luo 2015;
Twenge and Kasser 2013).

The upsurge in social comparisons that Chinese people have shared with Amer-
icans in the past few decades has mirrored soaring materialism (Brockmann et al.
2009). A high concern for social comparisons is a definitional component of
materialism. More materialistic individuals are those who give a high priority to
life goals such as money, image and status (Kasser 2002). The collapse of financial
satisfaction for the majority of Chinese and Indian people in the 1990s and 2000s –
the roaring years of the economic miracle – is only apparently paradoxical (Bartolini
and Sarracino 2015, 2019). Financial satisfaction, in fact, is affected by one’s
relative rather than absolute position (D’Ambrosio and Frick 2007).

The spread of materialism is bad news because more materialistic individuals are
less happy and have poorer social capital than people with less materialistic values
(Kasser 2016). Interestingly, rising materialism is not a general phenomenon.
Bartolini and Sarracino (2017) compared the trends of materialism in western
Europe and the US, finding that materialism increased in the USA and decreased
in western Europe in the period 1980–2005.

3In Brazil trust increased by 50% in the period 1991–2006 (own calculation on World Values
Survey data). Life satisfaction increased as well.
4According to World Bank data, in Brazil the Gini index of income was 60.5 in 1990 and 55.6 in
2006. This is a substantial decline, although levels of inequality remain very high. https://data.
worldbank.org/indicator/SI.POV.GINI?locations¼BR

https://data.worldbank.org/indicator/SI.POV.GINI?locations=BR
https://data.worldbank.org/indicator/SI.POV.GINI?locations=BR
https://data.worldbank.org/indicator/SI.POV.GINI?locations=BR
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Table 12.1 Average hours
worked per year by workers
15–64 years of age

1970 1980a 1990 2004

France 1295 1156 979 905

Germanyb – 1127 1004 934

Italy 1122 996 871 910

United States 1169 1213 1344 1299

Source: OECD, Employment Outlook Database and OECD
Employment Outlook, 2005
aThe 1980 data refers to 1979
bThe data for Germany refers to West Germany

12.2.5 Overwork

Working hours have increased in the US in recent decades, whereas they have
diminished in Western Europe. In the mid-1970s, German and French citizens
worked an average of 5–10% longer hours than American citizens. Thirty years
later, their working hours were only 70–75% those worked by the average American
(Prescott 2004, see also Alesina et al. 2005 and Stiglitz 2008). Table 12.1 shows the
evolution of working hours in France, Germany, Italy and the US in the period
1970–2004.

The current situation is that Americans work longer hours and have shorter
vacations than Europeans. The initial situation, when Americans worked less than
Europeans, was reversed as a result of opposite trends in hours worked (Burda et al.
2007).

The difference in the working hour trends between Europe and the US is
mitigated by the different trends for housework, i.e. unpaid work in the home,
which dropped more sharply in the US. Indeed, Europeans self-produced part of
the services that Americans had to buy (Davis and Henrekson 2004; Olovsson 2009;
Freeman and Schettkat 2005; Burda et al. 2007; Aguiar and Hurst 2007; Rogerson
2008). However, the stereotype that European mothers cook more at home than their
American counterparts –who eat out at restaurants more frequently – is not sufficient
to belie the evidence that Europeans do indeed have more free time (Bonatti 2008).

Moreover, one should not attach “much weight to those studies emphasizing that
because the number of hours of homework has been reduced, true leisure has
increased” in the US (Stiglitz 2008, p. 46). The reason is that housework is often
not a cost. “For a farmer to toil in his field is work but for a middle-class American or
European to toil in his garden is pleasure. Cooking may be toil but for many
individuals (. . .) on occasion cooking is a pleasure” (Stiglitz 2008, p. 46). Lastly,
“unpaid domestic work is especially important for the quality of life of families with
young children”, since “most of the time spent caring for children is usually
delivered while performing other tasks” (Stiglitz et al. 2009, p. 175).

For China and India, reliable long time series on working hours are lacking.
However, reports of increasingly long work hours and extensive over-work are no
surprise since all industrial revolutions are based on an upsurge in the labour supply
(Lewis 1954; Todaro 1969). Industry intensively employs labour that was previously



underemployed in agriculture. Rates of activity and dependent employment often
doubled in the space of 10 years during industrial revolutions, as in the case of the
Asian Tigers in the 1990s (Krugman 1995).
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12.3 Defensive Growth

Rising social comparisons combined with a poverty of relationships, free time and
well-being among American, Chinese and Indian people point to a deep and long-
standing social crisis. This evidence is puzzling when compared with the dynamic
economies of these nations: is there a relationship between economic growth and
social crisis? The defensive growth approach provides an affirmative answer. Defen-
sive growth models not only emphasize the importance of the negative externalities
that the growth process – and the related expansion of market activity – brings about,
but also the important role played by negative externalities in fuelling GDP growth
(Bartolini and Bonatti 2003, 2008a; Antoci and Bartolini 2004). In fact, the erosion
of environmental and social assets caused by increased market activity limits their
accessibility, inducing consumers and producers to search for substitutes in the
marketplace. This creates a self-reinforcing loop: the externalities generated by the
expansion of market activities induce households and producers to defend their well-
being by buying more goods and services, further expanding market activity. During
this growth process, market goods and services progressively replace declining
non-market sources of well-being, as a consequence of people’s attempts to com-
pensate for the negative externalities generated by the increased marketization of
society. Under these conditions, GDP growth “goes too far”, in the sense that its
harmful effects on well-being outweigh its benefits.

Defensive growth is based on the idea that money is a defense – real or illusory –
against poverty of social capital. If an old person is alone and ill, the solution is a
care-giver. If our children are alone, the answer is a baby-sitter. If we have few
friends and the city has become dangerous, we can spend our evenings at home with
home entertainment. If our cities are too hectic, we can lift our spirits with a holiday
in some tropical paradise. If we quarrel with someone, we can hire a lawyer to defend
us. If we do not trust someone, we can pay to have him monitored. If we are afraid,
we can protect our possessions with security systems. While in these examples
money offers real protection from poor relationships, advertising spreads illusions
of protection. Its message is that if we lack fulfilling relationships, we can be
reassured by consumption, status or success. Advertising reminds us that if we feel
like losers, we can seek identity and compensation through consumption: “I buy,
therefore I am”. In advertising goods requite our love, although in our daily life they
are lifeless.

Private goods promise to protect us from the decay of resources that were once
common and free: a liveable city relatively free of crime, trust and communication
among neighbours, a social fabric of neighbourhoods and companionship for chil-
dren and the elderly. The resulting expenditures drive us to increased workload and



production, generating economic growth. When social ties break down, the economy
of solitude and fear becomes a driving force of the economy. The same holds for the
quality of our environment. Vacations in unspoiled places offer us the clean air, seas
and rivers that we can no longer find in our unliveable cities.5
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These are all examples of defensive expenditures (Hirsch 1976). They occur
when private goods substitute declining common goods. In order to finance these
defensive expenditures individuals must work more. The increasing expenditure
needed to defend oneself against the decline in relational and environmental condi-
tions stimulates a passionate hunt for money even in affluent societies. By amplify-
ing spending needs, the decay of commons stimulates growth, which results in
increasing negative externalities. Such growth is fuelled by its own destructive
power. This self-feeding loop results in growing economic affluence and increasing
environmental and social poverty. Degradation of commons becomes the flip side of
private prosperity, giving rise to the contrasts typical of the “affluent society”
(Galbraith 1958).

Various public policies can be applied to protect social and environmental assets.
Such policies have been adopted to very different degrees in the history and
geography of capitalism. For instance, in the decades considered in this study,
socially and environmentally protective policies were more often applied in Europe
than in the US. Where these policies are lacking or ineffective, defensive growth
takes off.

When growth is defensive, the negative impact on well-being of the declining
quality of the environment and relationships, as well as high workload, offsets the
positive effects of higher income. In this context, haste and unhappiness are two
sides of the same coin. People work more when money becomes the private solution
to the decay of what they have in common. This decay explains why greater
economic prosperity may not lead to greater well-being.

The traditional view of growth only tells a partial story, namely that luxury goods
for one generation become standard goods for the next generation and basic needs
for the following one. The history of economic growth is obviously full of such
examples (appliances, cars, trips, medicine, cultural consumption, etc.). The dark
side of this story is that goods that were free for one generation become scarce and
costly for the next generation and luxury goods for the generation after that. Silence,
clean air, a dip in a clean ocean or lake, pleasant walks in flowering meadows or lush
forests, crime-free neighbourhoods, low-cost meeting places or simply human
curiosity are examples of goods that previous generations had for free but that are
now scarce.

5Other environmental examples include double glazing to defend against noise, mineral water as a
substitute for tap water and private swimming pools as a response to the deterioration of local
beaches. Expenditure for pollution abatement/prevention, treatment of illnesses caused by pollu-
tion, soil restoration, global warming mitigation (such as investment in energy saving, green
transport and conservative agriculture) and emergencies/reconstruction after extreme climate events
is a direct response to environmental degradation.
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12.3.1 Defensive Growth in Developing Countries

The rapid transitions from an agricultural to an industrial economy, called industrial
revolutions, probably offer the clearest examples of the link between economic
growth and social and environmental disruption. Although industrial revolutions
have taken many forms, they all share certain features of the Industrial Revolution in
Britain: erosion of traditional institutions and communities, environmental devasta-
tion, reduced access to land for farmers, rapid urbanization, massively increased
labour market participation, increasing income inequality, replacement of traditional
values with materialistic values.

A long-standing tradition in development studies has identified the decay of
traditional institutions and values, environmental disruption and reduced access to
land as ‘push’ factors. Push factors force farmers to feed the ranks of the cheap urban
labour force indispensable for industrial take-off. According to Polanyi (1968),
economic development is the effect and cause of the erosion of rural communities,
cultures and environmental resources. Their decline releases the labour supply that
fuel industrialization. Rapid industrialization is thus the cause and consequence of
shifts in patterns of production and consumption, from commons-based to market-
based.

Although the Chinese industrial revolution was the first transition to capitalism
managed by a communist party, it is no exception. Reduced water flow and pollution
in the Yellow River basin, heartland of Chinese agriculture, are a contemporary
version of the environmental wreckage that accompanied Britain’s Industrial Rev-
olution. The expropriation of agricultural land for industrial or residential purposes,
provoking thousands of riots every year in China, boosted urban migration much in
the same way as enclosures had done in Britain.

China and India replicate – on Chinese and Indian scales – features typical of all
industrial revolutions, where growth nourishes and is nourished by massive destruc-
tion of environmental and social assets and by cultural change. Current reports of a
sharp decline in social capital and an upsurge in social comparisons paralleling the
Chinese and Indian take-off seem to mirror similar phenomena in the industrial
revolutions of the past, with urbanization linked to the erosion of social capital in
rural areas. Urban immigrants (between 100 and 200 million in China depending on
the estimates) lose the safety nets offered by community relationships. These
phenomena can be described in terms of defensive growth: negative externalities
affecting social and environmental resources drive people to increasingly rely on the
labour and goods market, thus feeding economic development.

Evidence of pervasive negative externalities connected to current industrial take-
offs echoes the arguments of nineteenth century critics of the Industrial Revolution,
who generally saw the new social order as devastating for social ties. Market
relations were considered responsible for the decline of traditional institutions and
of family and social ties. Romantic, conservative and socialist critics of the Industrial
Revolution saw the world shaped by the new economic order as destructive of social
bonds. The metaphors they used to describe the effects on traditional societies
ranged from “dissolution”, “erosion”, “corrosion” and “contamination” to “penetra-
tion” and “intrusion” by the “juggernaut market” (Hirschman 1982). Sociology arose



as a result of concerns about the potential decline of communities due to industri-
alization and the advent of modernity.
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Loss of life satisfaction has been particularly sharp for the Chinese and Indian
working classes, due to a relatively strong decline in social capital and upsurge of
social comparisons (Bartolini and Sarracino 2015, 2019). In these countries the rise
in wages did not compensate for the tremendous social and cultural shock experi-
enced by the working class. These findings seem to replicate previous observations
on working class conditions during industrial revolutions, including those by Marx
and Polanyi. One does not need to agree that “proletarians have nothing to lose but
their chains” to suspect that the transition to a market industrial economy may not be
an easy walk for many members of the working class.

12.3.2 The Key Equations of Defensive Growth

Defensive growth is obtained by inserting some key equations in traditional exog-
enous or endogenous growth models. The first equation is the period
(or instantaneous) utility function of the representative household, which is increas-
ing in its three arguments:

Ut ¼ U C1t; Lt;Xtð Þ, UC > 0, UCC < 0, UL > 0, ULL, UX

> 0, UXX<0, LH ≤ H ð12:1Þ

where C1t is a consumer good that can be purchased on the market, Lt is leisure time
and Xt is a service that is provided by combining a good can be purchased on the
market, C2t, and a renewable resource, Rt, to which everybody has free access
(a “common”).

The second equation captures the modality through which C2t can substitute for Rt

in the provision of Xt:

Xt ¼ S C2t; Rtð Þ, SC2 > 0, SR > 0 ð12:2Þ

The third equation gives us Yt, that is the amount of market output in period t, as a
function of leisure time and—possibly—of a bunch of additional variables (such as
productive assets):

Yt ¼ F H – Lt; . . .ð Þ FL < 0 ð12:3Þ

where H is the total time endowment of the representative household.
The fourth equation governs the motion of the renewable resource:

Rtþ1 ¼ G Yt;Rtð Þ, GY < 0, GR > 0 ð12:4Þ

Notice that the amount of market production affects negatively the future endow-
ment of Rt.
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Finally, we have the economy’s resource constraint:

C1t þ C2t ≤ Yt ð12:5Þ

Equations (12.1), (12.2) and (12.4) characterize defensive growth and contain the
three critical hypotheses on which such models are based: (i) individuals well-being
is affected by a common resource; (ii) such common can be substituted by a market
good; (iii) the common resource is affected by negative externalities increasing in the
level of market output. As for Eqs. (12.3) and (12.5), they can assume one of the
standard forms employed in endogenous or exogenous growth models.

Equations (12.1), (12.2) and (12.4), if inserted in traditional growth models
generate defensive growth, meaning that aggregate output grows more than in the
corresponding traditional growth model.6 In exogenous growth models, where the
steady-state level of economic activity is flat, defensive growth generates a higher
steady-state aggregate output. In endogenous growth models, where growth is
perpetual in the steady-state, defensive growth generates a higher steady-state rate
of output growth.

The engine of defensive growth are negative externalities. The greater they are,
the more output grows. Individuals protect their well-being from negative external-
ities by increasing defensive consumption (C2t). The ensuing growth in production
feeds back into negative externalities, leading to a self-fuelling mechanism in which
negative externalities generate growth and growth generates negative externalities.

This growth however, is undesirable. Growth goes too far in the sense that, as a
result of the internalization of the negative externalities, a benevolent planner would
lead the economy towards a steady-state characterized by a lower level of output
(or of growth) and a higher well-being of the representative household.

Defensive growth differs from the endogenous growth paradigm, with its insis-
tence that individuals unintentionally generate increasing returns through positive
externalities. This gives rise to a self-reinforcing mechanism whereby growth causes
externalities and externalities cause growth. Defensive growth offers a complemen-
tary explanation, this too based on the unintended effects of individual actions, but
with the difference that in our case the externalities under consideration are negative.

12.4 Evidence of Defensive Growth

12.4.1 Envying Alone

In this section I summarize an empirical test on micro data of the hypothesis, implied
by Eq. (12.2), that private consumption and the common resource are substitutes in

6More precisely, to obtain defensive growth Eqs. (12.1) and (12.2) should substitute for the utility
function used in standard growth models, while Eq. (12.4) should be added to standard models.



Table 12.2 Moderation effects: absolute and relative income matter less for the life satisfaction of
people with rich social lives, German data from SOEP 1985–2011

SC index 1¼ SC index 2¼ SC index 3¼ SC index 4¼
Absolute income 19% 28% 42% 48%

Reference income 38% 60% 78% 105%

the utility functions (Bartolini et al. 2019). This hypothesis is critical for defensive
growth, which is a process of substitution of commons with private consumption.
Defensive growth crucially hinges on the assumption that the search for money is
stimulated by the decline of common resources to a substantial extent. In this test, the
common is measured by social capital and utility by subjective well-being, while
consumption is proxied by income.
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The hypothesis of substitution between income and social capital implies that
income should be more important for the well-being of individuals with poor social
capital, than for individuals with a rich social life. Conversely, if social capital and
income were complements, the well-being of individuals with more social capital
should be more dependent on their income, compared to individuals with less social
capital.

Bartolini et al. (2019) test these predictions by focusing on the way social capital
interacts with both absolute and relative income in generating subjective well-being.
Table 12.2 shows an example of their findings. It documents the results of a life
satisfaction regression with interaction terms between an index of social connec-
tions, and reference and absolute income. Reference income is the average income of
the reference group, defined by gender, age and geographical area. Social capital has
a strong moderating effect on the income-life satisfaction relationship. The correla-
tion between both income variables and life satisfaction is weaker for people with
thriving social lives than for others. On average, the life satisfaction of a socially
isolated person (index ¼ 0) depends twice as much on his absolute income than the
life satisfaction of a socially active person (index ¼ 4). With regard to reference
income, socially engaged individuals are not concerned about it: their well-being is
unrelated to whether the Joneses are more or less well-off.

Moderation effects indicate by how much each level of the social capital index reduces the
income coefficients of the life satisfaction regression. The reference category is social capital
index ¼ 0. The social capital index reaches a maximum score of four if a person is involved
in the following four activities at least once a month: social gatherings, helping friends,
volunteering, participation in local politics. The index has a minimum score of zero for
persons who are involved in such activities less often than once per month. Method: OLS
regression with individual fixed effects and interaction effects. Effects are significant at 10%
or more. Source: Bartolini et al. 2019

We also examined whether the importance of money changes when people’s
social capital changes throughout their lives. We found that absolute income
becomes 13% less important for people’s life satisfaction if their social activities
increased over the previous year, while reference income loses one third of its
importance. In other words, past increases in social capital reduce the importance

– – – –
– – – –



of absolute and reference income for life satisfaction. This lagged impact suggests
that relational poverty is a cause of money concerns.
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We checked the robustness of these findings using more than 350,000 interviews
from the European Union Statistics on Income and Living Conditions (EU-SILC)
and the European Social Survey (ESS). We used various measures of subjective
well-being, absolute and reference income, social capital (including trust and social-
izing with friends), and we obtained the same result: the dependence of people’s
wellbeing on money is strongly promoted by relational poverty. Roughly 50% of
absolute income has a defensive nature. Indeed, the impact of personal income on
well-being halves when individuals are socially engaged, compared to socially
isolated individuals. This moderating effect of social capital is stronger for social
comparisons, which are entirely defensive. In fact, their importance completely
cancels out for individuals with a rich social life. Isolated people are the most
concerned about how much more or less they earn than other people.

12.4.2 Socially Rich Countries have Low Well-being
Inequality

To what extent are the rich happier than the poor? In other words, to what extent does
the distribution of income affect the distribution of well-being among income
groups? According to the following scatterplot, the answer depends on a country’s
trust (Bartolini et al. 2019). Figure 12.2 shows the relationship between trust and a
measure of the distribution of well-being among income groups, across 32 European
countries. The distribution of well-being is measured by the difference in average life
satisfaction between the richest and poorest income quintiles, while trust is measured
by the share of a country’s population who are highly trusting.

In countries rich in trust, there is less difference between the well-being of the rich
and poor. The lower a country’s trust, the more money matters for well-being. In
Serbia or Bulgaria, where trust is very low, the difference in life satisfaction between
the rich and poor is more than 25%, whereas in high trust countries – such as
Switzerland or Netherlands – it is around 7%. One may think that these differences
in well-being are due to income inequality, which is greater in Serbia or Bulgaria
than in Switzerland or Netherlands. However, income inequality only partially
affects differences in well-being between income groups. Holding constant the
Gini index of income inequality, countries where trust is higher exhibit substantially
lower subjective wellbeing inequality between income groups. A similar analysis on
99 European countries provide the same results.

These findings, confirmed by other data sources, are the cross-country mirror of
the results based on micro data summarized in the preceding section. In fact, the
greater the importance of income for well-being, the more income disparities
translate into well-being disparities between income groups. Since good relation-
ships make money less important for individuals, in socially richer countries the



Fig. 12.2 The life satisfaction gap between rich and poor people is smaller in high-trust countries
than elsewhere. EU-SILC data (2012) from 32 European countries. (Source: Bartolini et al.

difference in well-being between income groups shrinks. Relational affluence
reduces the impact of income inequality on the distribution of well-being. In
conclusion, social capital strongly moderates the extent to which money buys
happiness. This is consistent with substitution between income and social capital
in the utility functions and it is inconsistent with complementarity. This evidence
supports the defensive growth viewpoint that money concerns prosper amidst poor
social contexts.
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2019)

12.4.3 Work Hours and US-Europe Differences

Consistent with a defensive growth hypothesis, “individual differences in happiness
appear to be solidly anchored in the invisible threads of connection to others”
(Cacioppo et al. 2008). In China, India and the USA, the decline in average reported
well-being is largely predicted by the decline in social capital and growing social
comparisons, exacerbated by a context of rapidly increasing income inequality
(Bartolini et al. 2013; Brockmann et al. 2009; Bartolini and Sarracino 2015, 2019;
Lane 2000).

The defensive growth view that the decline of social capital and the increase in
working hours are connected by bi-directional causality is supported by empirical



evidence. Bartolini and Bilancini (2011), using US survey data for 1972–2004 in a
structural equation model, have shown that individuals with poorer social capital
tend to work more. People seem to find, in money and work, compensation for the
poverty of their social capital. At the same time, those individuals who work more
tend to have poorer social capital, because work takes away time and energy that
could instead be allocated to relationships. The US may be the paradigmatic example
of this mechanism in the light of three decades of declining social capital and
increased working hours. US society may be trapped in a vicious circle, in which
the poverty of social capital causes an increase in hours worked, which in turn causes
a greater poverty of social capital.
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Defensive growth can also shed light on some well-known US–Europe differ-
ences. Slower growth, shorter work hours and (weakly) increasing happiness in
Western Europe from the 1980s to the mid-2000s are connected to a more positive
evolution of social capital than in the US. Lower inequality and a less socially
aggressive economic model may be at the root of the evidence suggesting that
defensive growth is less at work in Europe than in the US. The inability of US
economy to promote happiness and leisure time, as well as its capacity to grow, may
be a symptom of the disease of social capital.

12.5 US: Loneliness, Fear and Ill-Being as Drivers
of Growth

American economic growth in the past few decades has been largely boosted by
expenses for defence against the decline of social capital. Examples go well-beyond
the impressive boom of the home entertainment sector, fuelled by the loss of social
character of leisure. Several sectors of the American economy that are enhanced by
rising loneliness, conflict, fear and malaise grew more quickly than the rest of the
economy, becoming driving forces of economic growth.

12.5.1 The Industry of Fear: Security and Social Control

The substitution between free and costly goods operates not only in our consumption
patterns but in our production patterns as well (Bartolini and Bonatti 2008a, 2008b).
The loss of trust, shared social norms, honesty fairness, integrity, business and work
ethics, makes market transactions more complicated and therefore costlier. Wallis
and North (1986) documented the long-term expansion of the (private plus public)
transaction cost sector: 26.1% of US GDP in 1870 and 54% in 1970.

The paradigmatic example of expenditures engendered by declining trust is
spending on security and social control, which rocketed since the late 1970s (Putnam
2000). Police and guards increased by 40% and lawyers and judges by 150% over



Fig. 12.3 Work supervisors as a share of the workforce: international comparisons in 2002.
Source: my calculation on Jayadev and Bowles (2006) data

the levels that had been projected in 1970 (Putnam 2000, p. 146). According to
Jayadev and Bowles (2006), the US workforce share employed as work supervisors
and guards (police, correctional officers and security personnel) remained stable
from 1948 to 1966 (about 10.8%) and then grew to 13.4% in 1979 and shot up to
17.9% in 2002.
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This is an astonishing figure: in 2002, the job of almost one out of five American
workers consisted in controlling someone else. One out of six American workers
monitors other workers. In the US the share of work supervisors as a percentage of
the total workforce outnumbers any other country except the UK, as shown in
Fig. 12.3.

The flip side of the coin of the upsurge of the security sector is the astounding
increase in the US prison population, which skyrocketed from 200,000 inmates in
1973 to 2.2 million in 2009, resulting in a historically unprecedented and interna-
tionally unique incarceration rate of nearly 1%” (National Research Council 2014).
Expenditures related to the prison and criminal justice system can also be regarded as
defensive. Imprisonment, in fact is a deterrent to would-be criminals.

Notice that spending on “guard labour” measured by Jayadev and Bowles is only
a fraction of the total spending on security and control. People protect themselves
against declining trust not only by buying labour, but also goods (monitoring
technologies, property protection systems). The American widespread obsession
for weapons must be framed within this context. The extraordinary dimension of
American society’s disciplinary apparatus gives a concrete idea of the high costs
engendered by the erosion of trust. This thriving industry of fear fed American
economic growth.
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12.5.2 The Industry of Economic Segregation: Urban Sprawl

Urban sprawl was the backbone of the construction boom that contributed vigor-
ously to American growth until the recession of 2008. Not less importantly, urban
sprawl was the engine of soaring residential income segregation. This term desig-
nates the tendency of families with different incomes to cluster in different
neighbourhoods. Since the 1980s, as a consequence of suburbanization,
neighbourhoods in which families with different incomes mixed have gradually
disappeared from American cities. Indeed, urban sprawl is a pattern of income
segregation. The similarity of houses in suburban neighbourhoods shows that they
are conceived for people with similar incomes. Segregation increased at both ends of
the income distribution: high- and low-income families alike became increasingly
residentially isolated, exacerbating the polarization of neighbourhoods by income
(Reardon and Bischoff 2011).

At the root of suburbanization there is a collapse of mutual trust between persons
with different incomes, and this is closely linked to the astronomical increase in
income inequality. Fear and insecurity have played a critical role in boosting
American urban sprawl. Income segregation was the goal of middle-class house-
holds who sought refuge from unsafe inner-city areas by moving out to the suburbs.
They wanted to live among people with similar middle-class incomes.

Urban sprawl is a consequence of the crisis of relationships between different
income classes. In turn, it feeds this crisis because in cities segregated by income,
people with different incomes meet and become acquainted less. Residential segre-
gation by income also causes segregation by income of major amenities that benefit
large shares of the population, such as schools, parks and public services. Different
income groups end up having nothing in common. The growing lack of social
connections feeds mistrust between different income groups. Defensive growth
well describes a pattern of urban expansion that responds to a crisis of social capital
and results in even less social connection.

12.5.3 The Industry of Malaise: Healthcare

Healthcare is probably the sector that most fed American economic growth in the
past few decades. Figure 12.4 shows that in only 12 years, the weight of healthcare
spending on the American GDP increased by almost 30%.

The size reached by the US healthcare sector is unequalled in any other country.
In European countries the ratio of healthcare spending to GDP is around 10%, with
far better results in all health outcome indicators.

There are supply-side reasons for the disproportionate cost of American
healthcare, such as the higher rate of inflation for health-related goods and services
as compared to other goods and services, which is largely connected to routine use of
expensive high-tech devices (Callahan 2008). However, soaring demand plays a
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Fig. 12.4 Healthcare spending as a percentage of GDP in the United States, 2000–2011. (Source:
OECD Health Data 2013)

crucial role. Spending on healthcare is boosted by the worsening health of Ameri-
cans shown in the next section.

Such evidence comes as no surprise to epidemiologists in the light of the trend of
American social capital and happiness. Indeed, in the past 50 years, epidemiology
documented that psycho-social factors such as unhappiness, poor relationships and
social comparisons are major risk factors for psychological as well as physical
health. Studies conducted in many countries, adopting different methods and mea-
sures of happiness, following samples of hundreds, thousands, sometimes tens of
thousands of persons over many years, sometimes decades, find that malaise trans-
late into increased morbidity. Initial well-being predicts the development of cardio-
vascular disease (Hemingway and Marmot 1999), incidence of cancer and survival
of cancer patients (Williams and Schneiderman 2002), speed of recovery after
coronary by-pass surgery and speed of return to normal activities after discharge
from hospital (Scheier et al. 1989), probability of survival after stem-cell transplant
(Loberiza et al. 2002), hypertension (Raikkonen et al. 1999), female fertility (Buck
et al. 2011), mortality among the chronically ill (Guven and Saloumidis 2009), HIV
seropositivity (Moskowitz 2003), diabetes (Moskowitz et al. 2008), immune com-
petence, cardiovascular reactivity (Lyubomirsky et al. 2005) and wound healing
speed (Kiecolt-Glaser et al. 2005).

Similarly, citizens of highly unequal countries experience poorer health and
shorter lives than citizens of more equal countries (Wilkinson and Pickett 2009).
Inequality boosts social comparisons and since they play a critical role in generating
distress, their impact on health is likely to be mediated by happiness. The same holds
for relational poverty, which is a source of poor health probably because it is a
powerful source of ill-being. Since the seventies, a flood of research has documented



that having friends, identity and loving relationships, participating in groups and
associations, and enjoying social support are effective ways to protect our health
(Berkman and Glass 2000; Stanfeld 2006). A meta-analysis of 148 longitudinal
studies, observing more than 300,000 individuals for an average of 7.5 years, found
that individuals who have poor social connections have double the mortality risk of
individuals with strong social ties (Holt-Lunstad et al. 2010). This effect is greater
than that of other well-established risk factors for mortality, such as physical
inactivity and obesity, and comparable with cigarette smoking.
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The negative impact of poor relationship on health is even stronger for the older
population, the major burden of healthcare. Isolated older adults are at greater risk
for all-cause mortality (Valtorta and Hanratty 2012). Similarly, older individuals
who are lonely are at greater risk of increased morbidity related to the major causes
of disease burden in the elderly. Social isolation has been associated with increased
risk of development and progression of cardiovascular disease (Hawkley and
Cacioppo 2010; Knox and Uvnäs-Moberg 1998), dementia (Fratiglioni et al.
2000), memory losses (Ertel et al. 2008), Alzheimer’s disease. The longest study
of adult life ever conducted tracked the lives of 724 males for 75 years. Those who
were more connected were happier, physically healthier, and lived longer than those
who were less well connected. On the other hand, loneliness killed. People who were
more isolated were less happy, their health declined earlier in midlife, their brain
function declined sooner and they lived shorter lives than people who were not
lonely.7

Psycho-social risk factors increase the risk of mental as well as physical disease
because they induce people to lead less healthy lifestyles and, above all, weaken the
immune and cardiovascular system (Wilkinson and Pickett 2009; Hawkley et al.
2003). This implies that part of healthcare spending is aimed at repairing or mitigat-
ing the unhealthy consequences of unhappiness, relational poverty and social com-
parisons. This part of healthcare spending is defensive in nature. The booming
healthcare industry is one more example of the disproportionate size in the American
economy of the sectors that are fueled by declining relationships and happiness.

12.5.4 Troubled Lives, Troubled Health

Ill-being is costly for the healthcare system. In 2003, the United States spent around
$100 billion to treat its citizens’ mental illnesses (Wilkinson and Pickett 2009). The
crisis of opioids in the US generated 1.3 million hospitalizations in 2016. The profile
of the American citizen most affected by addiction provides much information about
the causes of the distress that underlies such a mass vulnerability to addiction. Young
or middle aged, poorly educated, non-Hispanic white males who live in the Rust Belt
(previously known as the industrial heartland of America), were more frequent

7http://www.adultdevelopmentstudy.org/

http://www.adultdevelopmentstudy.org/


victims of the opioids epidemic (Huang 2018). This is the profile of the losers of
globalization. Deindustrialization eroded the community and social connections,
beyond the jobs and the self-esteem of white males. The decline in marriages and
fertility, and the rise in the share of children born to unmarried mothers or living in
single-parent households, were particularly sharp in the Rust Belt (Autor et al. 2017).
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Increasing distress boosted morbidity and healthcare spending. Case and Deaton
(2015) recently provided large scale evidence of the health problems caused by
malaise. In one population group, middle-aged white non-Hispanics, distress was so
sharp as to lead to increased morbidity and mortality since 1998. The list of causes
for the increase in mortality (alcohol poisoning, suicide, chronic liver disease and
cirrhosis) speaks volumes about the underlying epidemic of dissatisfaction. Concur-
rent declines in self-reported health, mental health and ability to work, increased
reports of pain and deteriorating measures of liver function – particularly among
middle-aged whites – all point to increasing midlife distress. This data aroused much
attention because it shows an exception to the worldwide increasing trend in
longevity. What strikes in Case and Deaton’s findings is the extent to which mass
dissatisfaction and frustration can turn into health deterioration. And of course, into
health spending.

Graham and Pinto (2018) show that data on subjective well-being and mortality
has a very similar geographical, racial and generational distribution in the US. Both
mortality and various subjective measures of well-being, such as optimism, life
satisfaction and stress, depict a sharp crisis in a population group: low-income,
middle aged, rural whites. This is the America that mobilized to support Trump.
The crisis of happiness and hope in the traditional white middle class of America,
worst hit by deindustrialisation and increasing inequality, is not only an excellent
predictor of the crisis of its health; it predicts Trump’s election as well.

12.6 Policies for Social Capital

In defensive growth models, negative shocks affecting common resources increase
the steady-state growth rate (or level of activity) of the economy. This growth-
enhancing effect of exogenous reductions of common goods is not surprising in a
context in which the expansion of the economy is fed by their decline. Such shocks
can be provoked by institutional changes. A reduction in the quality or in access to
public schooling, the privatization of a common, the Tudor enclosures (that caused
access to land to collapse for the poorest segments of the rural population), are all
examples of institutional shocks that reduce access to a common resource. The same
can be said of the firing of millions of workers in state-owned companies in China –
with the loss of job-related safety nets, such as healthcare. In this light, the diverging
evolution of the US and Europe underlined in this chapter may be linked to the
greater abundance of universal entitlements and collective infrastructure in Europe
and to the “starve the beast” therapy imposed on the US welfare state since the
1980s. This defensive growth viewpoint is consistent with the notion that



privatizations and the shrinking welfare state enhance growth but not for the reasons
set out in neo-liberal theories. Neo-liberal reforms work for growth because they
worsen quality of life, not because they improve it. Defensive reactions of individ-
uals to declining commons boost growth and are the key to growth’s undesirable
impact on happiness.
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In particular, the evidence I summarized suggests that the crises of one common
asset – social capital – is critical in promoting defensive growth. Policies that prevent
defensive growth therefore crucially rely on policies that promote social capital.
Quantitative evidence and successful implementations suggest that public policies
promoting social capital are possible in three domains: urban planning, schooling
and regulation of advertising.

Urban planning plays a major role in the formation of social capital. High
residential density, walkability, pedestrian areas, parks, car restrictions, public
transport and cycling can relieve the urban pressure of cars, which is essential for
enhancing social capital. Indeed, in a city the social fabric is created in common
spaces – such as squares and streets – where citizens meet and get to know each
other. Cities were created 5000 years ago to aggregate people and the quality of
common spaces have always been critical for aggregation. Recently however
(in historical terms), cars invaded streets and their relational function collapsed.
Car-oriented urban development after WW2 especially damaged the relational
opportunities of individuals with reduced mobility, such as the elderly and children,
whose connections largely depend on access to the social fabric within walking
distance. Contemporary cities are largely responsible for transforming children and
old people into the population groups most at risk of solitude (Pinquart and Sorensen
2001). Until a few generations ago, old people and children maintained dense social
connections. These ideas are at the centre of New Urbanism, an urban design
movement that emphasizes pedestrian-oriented, mixed-use, high-density
neighbourhoods as a means for building relationships among residents. According
to New Urbanists, residents are more likely to walk about in such neighbourhoods
and therefore have more chance of casual interactions (encounters, conversations,
exchange of favours). This enhances the neighbourhood’s social fabric, engagement
of residents in neighbourhood-related activities, and sense of community. Urban
planning aimed at social capital is well-established in many northern European cities
and is being taken up across the world (Montgomery 2013).

Education is a stressing experience for most students (OECD 2017). Traditional
(or vertical) teaching – based on lecturing, memorization and repetition – overlooks
the role of positive emotions and intrinsic motivations in promoting learning.
However, in recent decades many northern European countries have increasingly
integrated participatory teaching into mainstream education (Brulé and Veenhoven
2014). Participatory teaching, aimed at promoting the engagement of students in
their own learning, was first developed in the context of Montessori education
(Montessori 1964). This century-old schooling system (Biswas-Diener 2011) has
been found to fosters social and academic skills more than traditional education



(Lillard and Else-Quest 2006). Participatory teaching emphasizes students working
in groups on common projects, in student-centred classrooms, where the central
relationship is between students. Participatory practices have been shown to be
supportive of several dimensions of students’ social capital, including cooperation
with other students and teachers, membership in associations, trust in institutions,
and participation in civil society (Algan et al. 2011). These results support the notion
that beliefs and skills underlying social capital are acquired through the practice of
cooperation. Predictably, schooling practices that are more cooperative form indi-
viduals that are more cooperative.
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Advertising has a negative impact on people’s happiness and relationships. The
reason is that advertising fosters materialistic values and in particular social com-
parisons, by triggering feelings of exclusion in those who do not buy the advertised
products (Schor 2004). This effects are amplified in kids and teens compared to
adults (Goldberg and Gorn 1978; Pollay 1986; Greenberg and Brand 1993; Buijzen
and Valkenburg 2003; Schor 2004; Nairn et al. 2007). For this reason, young people
have become the primary target of advertising. In the United States, total spending
on advertising targeting children in the early 2000s was 150 times the amount spent
in 1983 (Schor 2004). Various western countries have regulated advertising as a
consequence of an increasing awareness of the harm associated with mounting
commercial pressure on children and teenagers. Sweden, Norway and Greece
banned television advertising to children, New Zealand prohibits advertising of
junk food, Austria and Flanders (Belgium) do not allow ads targeting children
before, during or after children’s TV programs. Australia, Canada, and the UK
have powerful advertising regulating authorities, who are at the forefront in regulat-
ing children’s media (Lisosky 2001; Caron and Hwang 2014). As advertising fosters
social comparisons among adults as well, regulating advertising would benefit
them too.

Importantly, these policies are relatively inexpensive to implement and may
ultimately improve public budgets because they are expected to decrease morbidity
and thus spending on healthcare. The healthcare system appears to be the end station
of distress, because ill-being translates into greater morbidity.

12.7 Conclusion

The coexistence over the long-term of high growth, decline in happiness, loss of
social capital, longer working hours and soaring social comparisons is difficult to
explain in the light of the existing economic literature. In the framework presented
here, these trends emerge as interconnected aspects of defensive growth. The
evidence provided in this paper highlights the role played by defensive growth in
giving rise to the Easterlin paradox. Defensive growth emphasizes the contribution
of declining social capital, increasing overwork and soaring social comparisons to
the happiness decline. At the same time, it underlines that these factors enhance
economic growth. In particular, the crisis of social capital feeds social comparisons



and ambitious consumption goals, which can only be afforded under a high work-
load. In this way defensive growth is a key to why high-growth countries show
substantial and persistent negative trends of happiness. The reason is linked to their
substantial and persistent declines in social capital, which feed GDP and
unhappiness.

12 Unhappiness as an Engine of Economic Growth 295

The coexistence of fast growth and declining social capital is especially puzzling
for the dominant view that considers social capital an ingredient of economic
growth. The explanation provided by defensive growth theory is that declining
social capital and rapid growth may coexist because they feed each other. This
explanation is not incompatible with the plausible idea that social capital contributed
to trigger the path to economic prosperity in the West many decades ago. However,
in recent decades, and especially in the US, this type of growth has been replaced by
defensive growth, which is fuelled by the erosion of social capital.

The issue of the social quality of growth is critical for developing countries,
although their need for any kind of economic growth may appear more compelling
than for developed countries. China and India are striking examples of the Easterlin
paradox. These countries warn us that social sustainability is not a luxury that can
only be afforded when primary needs are reasonably met. The signs of defensive
growth are clearly visible in the Chinese and Indian take-offs.
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Chapter 13
Keynes’ Grandchildren and Easterlin’s
Paradox: What Is Keeping Us from
Reducing Our Working Hours?

Johannes Hirata

Abstract In1930 Keynes famously predicted that 100 years later—i.e. in 2030—
the “economic problem” would be solved and we would be living in an “age of
leisure and of abundance” working only 3 h a day. In the same text, Keynes stated
that there are absolute and relative needs (“in the sense that we feel them only if their
satisfaction lifts us above, makes us feel superior to, our fellows”), but he thought
that relative needs are of minor importance. Richard Easterlin’s work, on the other
hand, suggests that relative needs are pervasive and that wellbeing depends much
more on one’s relative income than Keynes once thought.

It will be argued in this text that Richard Easterlin’s findings, in spite of proving
Keynes off the mark in his understatement of relative needs, strengthens the case for
working time reductions: the larger the proportion of goods subject to the relative-
income effect, the greater are the benefits of working fewer hours. Perhaps the main
explanation for why we are still sticking to the 40-h work-week is that the Easterlin
paradox has not been widely understood yet.

13.1 Introduction

In 1930, John Maynard Keynes famously predicted that 100 years later—i.e. in
2030—“the economic problem” (Keynes 1978, 326) would be solved and we would
be living in an “age of leisure and of abundance” (p. 328), working only 3 h a day.
Keynes guessed that “the standard of life in progressive countries” would grow
between four and eightfold (p. 325–26) until the year 2030 and that this would
satisfy our needs “in the sense that we prefer to devote our further energies to
non-economic purposes.” (p. 326).

Keynes prediction of economic growth is turning out to be astonishingly correct:
if we take per capita real GDP—a concept yet to be invented at the time Keynes
wrote his essay—as an indicator for the “standard of life”, a little more than a decade
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before his target year the standard of life in the United Kingdom has grown more
than fourfold and that in the USA fivefold since 1930 (The Maddison Project 2013;
Bolt and van Zanden 2014). However, his prediction of our working time is far off
the mark: despite substantial reductions of working hours in many countries since
1930, the typical employed person in the high-income countries still works about
40 h per week rather than only 15 h per week or 3 h per day. How could Keynes get it
so wrong?
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Satisfaction was not being measured in Keynes’ times, so he must have relied for
his prediction on the extrapolation of observation and introspection and, perhaps, on
the fundamental assumption of economic theory that consumption has diminishing
marginal utility. Given that leisure time competes with consumption in the classical
utility function, a world in which utility maximizing individuals use real wage
increases to buy both more consumption and more leisure time is perfectly consistent
with standard economic theory, even though the result depends on the relative
magnitudes of the substitution effect and of the income effect (see below for a
further discussion of these two effects).

Shortly after Keynes died in 1946, the systematic collection of life satisfaction
data began in a few countries and then gradually expanded across the world. Richard
Easterlin was the first economist to seize the opportunity that these new data offered:
one could finally test the fundamental assumption of economic theory that happiness
depends positively on the material standard of living. His famous 1974 paper and the
subsequent research that gained momentum in the 1990s seem to be key to under-
standing Keynes’ mistake and to developing reasonably realistic scenarios for a
happiness-augmenting reduction of working hours.

In addition to Keynes’ prudential case for working-hour reductions, more
recently a strong moral case for reducing working hours in high-income countries
has been added: since rising consumption contributes to environmental damages,
ceteris paribus,1 limiting consumption can be seen as a moral obligation towards the
victims of environmental deterioration, including future generations. While working
time reductions are probably not the most directly targeted instrument for reducing
the environmental impact—people could theoretically make more ecologically sus-
tainable consumption choices or they could reduce consumption without earning
less—, reducing working hours can be seen as a particularly effective way of
lowering environmental damages, and one that does not risk leading to rising
unemployment as would a one-sided reduction of aggregate demand that is not
accompanied by a reduction in aggregate supply. What makes it particularly attrac-
tive, however, is precisely the prudential case made by Keynes: working fewer hours
may make us happier and more responsible at the same time.

1This ceteris paribus clause is meant to take continuous technological progress for granted,
including innovations that improve resource efficiency. Even if technological progress leads to
absolute decoupling (cf. UNEP 2011) between consumption growth and total environmental costs,
rising consumption will entail more environmental costs than stationary consumption levels for any
given technology. Absolute decoupling as such does not settle the moral debate around consumption
restraint.
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In the following, I will contrast Keynes’ prediction regarding working hours with
the data. I will then take a closer look at the explanations he offered (or implied),
discussing some potential sources for his misprediction. Next I will turn to Richard
Easterlin’s work and show how his more than four decades old interpretation of the
early data covered almost all plausible explanations of Keynes’ misprediction.
Easterlin’s later writings and those of some other authors will also be explored in
order to arrive at a better understanding of the role of aspirations and how they are
shaped—one of the central themes in Easterlin’s argument.

13.2 Secular Trends in Working Hours: Evidence
and Explanations

Keynes’ piece was a short essay that was first presented in 1928 and which he then
expanded into a lecture,2 but it was not an elaborate piece of meticulous research. We
therefore are not told what his prediction of a 3-h workday exactly meant in terms of
annual or lifetime work hours because he said nothing about vacation days or
retirement age. It is important to be rather specific because there is a world of
difference between 3 h of work from Monday to Friday for each fully employed
person and 3 h on average across the entire adult population and across 365 days of
the year. One might even argue, as Jeffrey Sachs (2017, 6) does, that Keynes was
almost exactly right if he had the latter interpretation in mind. Based on rough
estimates, Sachs arrives at 3.2 working hours per day on average on each of the
365 days of the year averaging across all American adults, which compares to an
average of 7.8 h in 1900. However, Keynes clearly did not have such a gross average
number in mind since he himself talked about “[t]hree-hour shifts or a fifteen-hour
week”: he was not averaging across a wide population and 365 days, but was rather
talking about actual workdays of working adults.

How did the actual number of working hours develop and what is the trend for
Keynes’ target year 2030? Anyone who has ever tried to analyze working time data
will know that there is a large variety of specifications and quite some methodolog-
ical difficulties. What can be said, using UK figures as an example, is the following:
since 1930 the number of years that men work during their lifetime has declined by
about 5 years to around 47 years, which was also roughly the duration of the working
life in the middle of the nineteenth century. Yet, the average number of hours per
week and the number of weeks per year at work have decreased substantially. In
sum, the total number of hours that British men work over their lifetime is estimated
to have decreased from 123,000 h in 1931 to 88,000 h in 1981, or by about 28%
(Ausubel and Grübler 1995, 198). However, the duration of the work week for the
full-time employed has stayed at around 40 h since the 1990s in most European

2See the editors’ note introducing Keynes’ essay in the “Collected Writings, Vol. 9” edited by
Elizabeth Johnson and Donald Moggridge.



countries (Messenger 2011, 298), and data for the US even show a 12% increase
from 1973 to 2000 in total hours worked per year per employed person (Schor 2003,
p. 7) and a 20% increase for joint hours of paid work per week for married couples
from 1970 to 1997 (Jacobs and Gerson 2001, 51).
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The big picture therefore shows that it is safe to say that Keynes’ prediction will
not come true until 2030 in any country, and not even close. Rather than 15 h per
week, full-time workers typically work more than twice as much. The increase in
part-time work has started to reduce average hours per employed person in a few
countries, but nowhere to less than 30 h (as of 2006; Messenger 2011), and this trend
also reflects an increase in female labor force participation, implying a simultaneous
increase in joint working hours for couples.

Through the lens of microeconomic theory, one can speculate that Keynes was
misled in his prediction by the erroneous inference that continuous labor productiv-
ity growth combined with the diminishing marginal utility of consumption must
make leisure more attractive. In fact, however, economic theory predicts that
increasing labor productivity (assuming it translates into higher real wages) has
two contrary effects: on the one hand the income effect raising demand for leisure,
consistent with Keynes’ conclusion. On the other hand, however, increasing hourly
wages also mean that the opportunity cost of leisure goes up, implying a substitution
effect in the opposite direction, and it is not a priori clear which of the two effects
will prevail (Stiglitz 2010).

Another explanation for Keynes’ mistake might be that he did not anticipate how
much people would intrinsically like spending time on the job in the twenty-first
century. Maybe he did not sufficiently envision the improvement of working conditions
and the positive role of mechanization and automation in making paid work less of a
burden and, at least for some workers, even enjoyable. This argument is not easy to
verify because there seem to be no data on work satisfaction from the early twentieth
century, and it is certainly not consistent with the neoclassical economics assumption
that work is a source of disutility. Still, just going by historical accounts, it does not
seem implausible to assume that for many people work is less arduous and more often
even gratifying today than at the time Keynes wrote his essay (cf. Sachs 2017).

Any effect of an improvement in working conditions on people’s leisure prefer-
ence should be expected to be gradual: it would make people less eager to take more
leisure time, but of course not unwilling to spend any time away from work.

We thus have a couple of possible effects working in both directions that are
difficult or impossible to ascertain individually. If we could trust that actual working
hours reflect a labor market equilibrium in which every worker works exactly the
desired number of hours, then we could at least say that the joint effect of these
forces is the rather stable pattern we have been observing over the last decades.
However, labor markets are inherently inflexible and unlikely to come close to an
ideal welfare maximizing equilibrium (cf. Golden and Gebreselassie 2007, p. 19), so
a revealed preference approach would be misleading.

A more promising way to find out if people preferred to work fewer hours as
incomes go up even if they do not actually have that choice is to ask them directly.
Fortunately, various surveys ask such a question, all of them asking respondents in



one or another way to take the effect of changes in working hours on income into
account. Unfortunately, however, the results vary widely, apparently because the
wording of the question and context make a decisive difference (Golden 2014), even
though the exact pattern is still poorly understood (Holst and Bringmann 2017).
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For example, in the 2004 wave of the German Socio-Economic Panel (GSOEP),
54% of employed people said they wanted to work fewer hours than they actually
worked while 18% said they wanted to work more (cf. also Bell and Freeman 2001,
p. 184; Grözinger et al. 2008, p. 10). Similarly, an EU-wide survey of 1998 asking a
similar question confirmed this picture: on average across all countries surveyed,
employed workers would prefer to work almost 10% fewer hours per week, namely
34 instead of 37.7 h (Bielenski et al. 2002, p. 67; quoted in Grözinger et al. 2008, p. 11).

On the other hand, according to data from the International Social Survey
Programme reported by Bell and Freeman (2001, p. 185), in 1997 21% of German
workers said they would rather work more hours than currently and only 10.3% said
they would rather work fewer hours (the difference was even larger in the US). The
German Micro Census data produce a similar picture, even though with lower
percentages (Holst and Bringmann 2017, p. 1).

While the evidence does not settle the question if people would work fewer hours
if they could choose freely, even those surveys suggesting people would prefer to
work less come up with a value more than twice as high than what Keynes predicted.
Yet, this does not necessarily mean that he was fundamentally wrong about the
welfare maximizing consumption-leisure tradeoff before the backdrop of further
increases in labor productivity. Perhaps he simply underestimated an important
aspect that became apparent when Richard Easterlin studied the relationship between
happiness and income.

13.3 Easterlin’s Paradox

In his essay, Keynes noted in passing that there are two different kinds of needs, one
of which is insatiable. It is worthwhile to quote this paragraph in full:

Now it is true that the needs of human beings may seem to be insatiable. But they fall into
two classes—those needs which are absolute in the sense that we feel them whatever the
situation of our fellow human beings may be, and those which are relative in the sense that
we feel them only if their satisfaction lifts us above, makes us feel superior to, our fellows.
Needs of the second class, those which satisfy the desire for superiority, may indeed be
insatiable; for the higher the general level, the higher still are they. But this is not so true of
the absolute needs—a point may soon be reached, much sooner perhaps than we all of us are
aware of, when these needs are satisfied in the sense that we prefer to devote our further
energies to non-economic purposes (Keynes 1978, p. 326).

Here Keynes is clearly up to something, but he does not pursue the role of relative
needs any further in his essay. One reason for this neglect is probably that he sees
“relative needs” as limited to situations where people want to feel superior to others,
even though the scope of relative needs is much wider than that (cf. Frank 2010).



Another reason is probably that Keynes did not have the benefit of happiness data
that allowed Richard Easterlin and others to empirically estimate the role of relative
needs.
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The first such study was of course Easterlin’s famous 1974 paper in which he
found no positive happiness trend in a time series for the US from 1946 to 1970
despite real per capita GDP growth of 63% over that period (The Maddison Project
2013). He was well aware of the limitations of a single short time series and
concluded carefully that “it seems safe to say that if income and happiness go
together, it is not as obvious as in the within-country cross-sectional comparisons”
(Easterlin 1974, p. 111). This prima facie contradiction—a positive within-country
cross-section correlation between income and happiness but no correlation between
average income and average happiness over time—is now known as the Easterlin
paradox.

What is remarkable, though, is that in his original study, Easterlin already
provided an interpretation of the paradox that included the two general effects that
summarize almost all subsequent theoretical explanations: relative-income effects
and hedonic adaptation.

Making reference to James Duesenberry (1949) and citing several lines of
sociological and economic research as evidence, including two of his own earlier
papers (Easterlin 1969, 1973), Easterlin argued that the satisfaction value of indi-
vidual consumption depends negatively on other people’s consumption. The con-
sumption of others within one’s society constituted a “frame of reference” or
“consumption norms” (p. 112), and a person’s happiness would depend on own
consumption relative to this consumption norm. This interpretation was not entirely
novel—Adam Smith already clearly saw this when he wrote in hisWealth of Nations
that “[b]y necessaries I understand . . . whatever the custom of the country renders it
indecent for creditable people, even of the lowest order, to be without” (Smith 1776,
869–870). In fact, the idea can be traced all the way back to Roman and Greek
ancient philosophy (Schneider 2007).

Easterlin, just as Adam Smith, did not commit Keynes’ mistake of believing that
the only reason for which relative income mattered is people’s desire to feel superior.
Instead, Easterlin’s interpretation allowed for any number of unspecific mechanisms
mediating between rising consumption standards and subjective (as well as objec-
tive) well-being, notably those highlighted by Robert Frank (1989, 1997, 2010,
2012) that do not necessarily have to do with a desire to feel superior, with envy or
even with social comparison in a wider sense. In other words, relative-income may
matter even when people are not at all concerned about favorable comparisons but
merely about their objective quality of life because that happens to also depend on
relative consumption. Moreover, even where comparison plays a role, one need not
assume a desire for superiority—a desire to merely “keep up with the Joneses”,
rather than to “surpass the Joneses”, is all it takes for SWB to depend on relative
income (Lichtenberg 1996).

Easterlin’s second point was that people get used to improved living conditions.
As economic growth raises the material standard of living, people come to take
historical improvements for granted and derive less and less satisfaction from a given



standard of living. This effect later came to be called hedonic adaptation
(cf. Frederick and Loewenstein 1999) and, in contrast to the relative-income effect,
does not depend on comparisons with others but rather on one’s own past
experience.
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In any specific setting or in empirical studies, it is often difficult to separate both
effects. For some purposes this distinction is also not very important because their
effects are similar: the higher the consumption standard in a given society, the more
people consumption it takes for people to be satisfied with their lives.

13.4 Relative Income, Hedonic Adaptation
and Working Time

A key concept that Easterlin used to describe and analyze both effects, the relative-
income effect and hedonic adaptation, is aspirations (e.g. Easterlin 1974, p. 90,
2001). A given person’s aspirations can be expected to increase when others around
her consume more or when she experienced an increase in consumption in the past.
An increase in aspirations would mean that satisfaction for any given level of
consumption would decrease.

To back up his hypothesis, Easterlin’s 1974 paper cited from qualitative
research—something few economists do and many regard with skepticism.
Re-reading the quotations (which he took from Cantril 1965), however, makes one
wish that qualitative research were more accepted in economics because the state-
ments by Indian and American survey respondents are uniquely compelling and
provide more explanatory depth to the rather sterile econometric evidence that is
now abundantly available. Easterlin (1974, p. 114–15) quoted Indian respondents
describing as their aspirations to “have a cow for milk and ghee”, “to own a fan and
maybe a radio”, and one of them states that “[i]f the food and clothing problems were
solved, then I would [. . .] be satisfied.” American respondents, in contrast, often
mentioned a new car as one central aspiration and also “better furniture [. . .] and
more vacations”, “a boat”, to have “all my bills [. . .] paid, [. . .] play more golf and to
hunt more than I do.” Clearly, the satisfaction obtained from a particular standard of
living by a given person is not independent of context as economic theory would
have one believe.

An instructive way to look at this picture is to take seriously another axiom of the
economic theory of consumer behavior: the axiom of the stability of preferences over
time. This is just another way of reconciling the utility-maximization view of the
homo economicus with the evidence of more or less stagnant life satisfaction over
time. While the first way assumes that preferences (and therefore aspirations) change
over time (which may be called the endogenous-preferences approach, cf. e.g. Pollak
1978), the second assumes that preferences and aspirations remain fundamentally
stable over time because they are defined on a different conceptual level. What
changes over time in this view is the amount or the quality of goods required to



satisfy those preferences, meaning that preferences are not defined over goods but
over inner states or relevant outcomes. To take a straightforward example (and one
unrelated to the relative-income effect or to adaptation), when the sale of air
conditioning appliances increases over the years because summers get hotter, this
would be interpreted not as a change in preferences for air conditioning appliances
but as a change in the amount of goods required to achieve a constant relevant
outcome, such as a tolerable room temperature. This interpretation is sometimes
framed in terms of (stable) meta-preferences (Jonsson 1996) and has been put
forward most prominently by Gary Becker (1976, p. 99–103). A methodological
benefit of this approach is that changes in observed preferences would have to be
non-arbitrary, i.e. a preference change itself can be explained as an exercise in utility
maximization along stable meta-preferences.3

310 J. Hirata

In the case of the relative-income effect and of hedonic adaptation, the increase in
the amount of goods required to achieve a constant relevant outcome (i.e., utility) is
triggered by an increase in consumption itself, either that of others or that of oneself
in the past. A classic example is that of increasing car ownership leading to
deteriorating public transport, fewer neighborhood shops and changing social
norms (cf. Frank 1989, p. 82). As a consequence of these changes, people will
have to get a car just to avoid a deterioration of their life in terms of relevant
outcomes and life satisfaction. Their new car may end up simply restoring the
original level of life satisfaction rather than lifting it above the situation in which
nobody owned a car.4

As Easterlin noted, this process works in essentially the same way as inflation:
just as rising prices mean that people need more nominal income to afford a given
consumption basket, “real income is being deflated by rising material aspirations, in
this case to yield essentially constant subjective economic well-being” (Easterlin
1996, p. 153). To highlight the close analogy between the relative-income effect and
hedonic adaptation on the one hand and monetary inflation on the other, this effect
can be labeled “secondary inflation” (Hirata 2011, p. 46): whereas monetary inflation
stands for the increase in the monetary units required to purchase a given basket of
goods and service, secondary inflation stands for the increase in goods and services
required to attain a given level of satisfaction or utility, be it due to the relative-
income effect or to hedonic adaptation.

3I am not endorsing this approach for the purposes Becker had in mind—I rather agree with
Amartya Sen (1978) that the utility maximization paradigm is deeply flawed. Nevertheless,
Becker’s method can be illuminating for better understanding the relative-income effect and
hedonic adaptation.
4Of course, a given individual may derive additional benefits from car ownership that end up raising
her utility above the original situation. Determining the size of these two effects—restoring lost
satisfaction or gaining additional satisfaction—will be difficult or impossible in any practical
setting, but for conceptual clarity I will assume that these two effects can be observed and analyzed
separately.
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13.5 Explaining Labor Supply in Terms of Income
and Substitution Effects

Secondary inflation may help explain Keynes’ misprediction in the following way:
As mentioned earlier, according to standard microeconomic theory, rising hourly
wages will only make people choose fewer working hours if the positive income
effect outweighs the negative substitution effect (“positive” and “negative” referring
to the effect of wage increases on the desired amount of leisure time). The dominant
interpretation of the empirical evidence, however, seems to be that both effects are of
about the same absolute size (Kimball and Shapiro 2008, p. 1–4). While it is
inherently difficult to infer “pure” labor supply preferences from labor market data
(because the observed data reflect the interaction of supply with demand at going
wages and also of institutional influences), this interpretation would be consistent
with the relatively small observed correlation over time between wage levels and
hours worked as reported above (see also Kimball and Shapiro 2008). In this view,
starting from a short-term optimum of, say 40 h of work per week where the
marginal utility of one extra hour of work equals that of one extra hour of leisure,
the additional utility of that amount of consumption to be had from working one
extra hour would be unaffected by changes in hourly wage rate (and therefore remain
equal to the additional utility of one more hour of leisure time). Thus, as one’s hourly
wage increases, the reduced benefit from an additional unit of consumption (because
of diminishing marginal utility per unit of consumption) is exactly offset by the
additional “consumption reward” per hour of labor (or, equivalently, by the
increased opportunity cost of leisure). As a result, people do not find it worthwhile
to forgo even a part of the additional income to “buy” more leisure time.

Figure 13.1 sketches this interpretation: the length of the horizontal axis repre-
sents total available time (such as 8760 h per year) where time spent working (L ) is
measured from left to right and leisure time (H, defined as time not spent working for
pay) from right to left, and any point along that axis represents a certain division of
that time budget between paid work and leisure. The downward-sloping curve
A shows the marginal utility of consumption with respect to changes in the number
of hours worked, L, where consumption is given by the number of hours worked
times the hourly wage rate (assuming no savings). The right-hand curve J, to be read

Fig. 13.1 Dominant
interpretation of evidence

J A 

B 

L H

U(H) U(C) 

L1 



from right to left, shows the marginal utility of leisure. (This graphical representation
is based on the simplifying assumption that utility from consumption and utility from
leisure are additively separable in order to isolate the effects under consideration.)
The individual maximizes utility at that allocation of hours where marginal utilities
of consumption (with respect to hours of work) and of leisure are equal, i.e. L1. If the
hourly wage goes up but the observed labor supply remains at the same number of
hours because the substitution effect offsets the income effect, this must mean that
curve A became steeper in such a way that it still intersects curve J at L1, such as
curve B.
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In this conceptual framework, the relative-income effect and hedonic adaptation
could mean that an increase in consumption standards (of others and of one’s past
self) has the same effect as a decrease in one’s real hourly wage, once again exactly
as monetary inflation. If the effect of secondary inflation is sufficiently large, a
gradual increase in wages may be offset entirely by secondary inflation, leaving
people treading in the same place as far as the utility-value of leisure and consump-
tion is concerned.5 Graphically, this would mean that an increase in consumption
standards tilts a person’s marginal utility of consumption curve to make it flatter.

In this interpretation, the failure of labor supply to go down over time as much as
Keynes predicted would not reflect an offsetting substitution effect. Instead, the
explanation for the continually large labor supply choices would lie in the devalu-
ation of the utility-value of goods and services through rising consumption standards
due to the relative-income effect and hedonic adaptation. We do not know how a
person’s labor supply would change in the absence of secondary inflation—perhaps
Keynes was right in believing that the income effect of rising wages outweighs the
substitution effect, but he drew the wrong conclusions because he underestimated
the relevance of secondary inflation. Graphically speaking, in the absence of sec-
ondary inflation, a wage increase may shift the marginal utility of consumption curve
from A to D in Fig. 13.2, resulting in a reduced labor supply L2. However, secondary
inflation induced by rising consumption standards would have the effect of tilting
curve D back to A. Curve D would stay in place if other people’s wages remained
constant, or, importantly, if they cut their working hours as their wages go up,
leaving consumption levels stationary.

The relative-income effect implies a straightforward game-theoretical explana-
tion for our failure to further reduce our working hours: we are trapped in the Nash-
equilibrium of a prisoners’ dilemma because even though we would all collectively
be better off working fewer hours, everyone individually would be worse off

5I am making the simplifying assumption here that secondary inflation simply downscales the
utility-value of consumption in a proportionate manner, even though this is not necessarily the case.
For example, cutting back on public transport because of increasing car ownership may affect
low-income earners more than high-income earners, thus having an asymmetric effect on the
marginal utility of consumption of different groups of people. Bowles and Park (2005) argue that
an asymmetric Veblen effect where utility depends on upward comparison only is a more plausible
model than a symmetric relative-income effect that depends on average earnings.
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working fewer hours if others do not cut their working hours at the same time.6 The
obvious welfare-maximizing solution to this prisoners’ dilemma is to have a collec-
tive agreement enforcing a reduced number of working hours, or some kind of
disincentive or Pigou tax. Indeed, working time laws, labor union agreements and
mandatory retirement saving schemes can be interpreted as (partial) solutions to this
prisoners’ dilemma (Frank 1999, p. 159–170). However, as discussed above, pro-
gress in this direction has stalled a few decades ago and has not covered all high-
income countries equally, and if my reading of the news is any guide, this is not so
much due to resistance by employers or lawmakers to demands for working time
reductions, but primarily reflects a low priority of working time reductions on the
wish list of workers and labor unions.
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A particularly interesting case study provides at least some anecdotal evidence for
explaining the limited interest on the side of unions in working time reductions. In the
wake of the financial crisis, Amador County in California responded to a shrinking
budget in 2009 by cutting salaries and working hours of county employees by 10%,
thus avoiding layoffs and having employees come in from Monday to Thursday for
9 h each day, giving them Fridays off. Workers and the union protested because the
pay cut was deemed unacceptable, but the union eventually agreed to the scheme for a
limited period of two years in order to prevent immediate layoffs. In 2011, the 40 h
work week was restored, but union members insisted on a vote on sticking with the
4-day (36 h) week which won with a clear margin of 71–29%, and the four-day week
was restored, also saving 16 jobs that would otherwise have been lost. One county
employee explained that “I was at first very concerned about losing the 10%, but I
found that I could make it work without a huge hardship. And I found that what I
gained in time actually outweighed what I lost in money” (Graaf et al. 2014, p. 206).

This case study suggests that people either overestimate the benefits of consump-
tion or underestimate the benefits of increased leisure time or both. The problem is
that, if people mispredict the satisfaction they get from different leisure-consumption

6Since the simple prisoners’ dilemma is a perfectly symmetric game, this is only true if all players
have the same preferences for more leisure. In reality, of course, there will always be some workers
who would prefer to work longer hours. This means that the suggested “solution” is of course no
Pareto improvement. Rather, any solution will be a political arbitration between conflicting
interests, as in all real-world collective choice exercises.
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bundles, we can no longer rely on their observed choices to be utility maximizing
even from an individual’s own perspective. This also implies that it is not hedonic
adaptation as such that poses a problem, but the fact that hedonic adaptation to
consumption is not correctly anticipated (Loewenstein and Schkade 1999). We
would expect fully rational utility maximizers to learn from past hedonic adaptation
and to factor that experience into forward looking choices, but that may not be an
accurate description of how people think about work and consumption choices.
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People may underestimate the value of additional collective leisure time for
another reason. An individual pondering whether to cut his work week down to
4 days may see limited benefit in having Fridays off if none of his friends are
available for leisure activities on Fridays. The benefit of having Fridays off would be
larger if many others also don’t have to work on Fridays. A collective move to a
4-day week will likely have Friday or Monday as a focal point, and empirical
evidence supports the notion that the utility of “synchronous leisure” (Hallberg
2003) may be larger than that of asynchronous leisure due to a social multiplier
effect (Hamermesh 1999; Glaeser et al. 2003; Jenkins and Osberg 2004; cf. also
Alesina et al. 2006). In other words, an individual’s decision to take more leisure
time may have a positive externality on the value of other people’s leisure time or,
equivalently, a person’s decision to spend more hours on the job may have a negative
externality, giving rise to multiple working time equilibria, not all of which are
welfare maximizing (Jenkins and Osberg 2004, 114). If all workers take Fridays off
at the same time, the positive externality might shift each worker’s marginal utility of
leisure curve upward, such as from J to K in Fig. 13.3. Thus, in the presence of
positive leisure externalities and secondary inflation effects, a collective move to
more leisure will lead to an even lower equilibrium number of working hours such as
L3. If people fail to anticipate the shift in the marginal utility of consumption
associated with the shift from A to D (reflecting stationary consumption standards)
and the shift in the marginal utility of leisure associated with the shift from J to K,
they may be locked in the equilibrium L1 even though a collective transition to L3
would increase welfare.

The Amador County experience does not shed much light on the impact of the
relative-income effect because the scheme did not affect the consumption patterns of
the entire socio-economic environment of the county employees concerned. In fact,



since the relative-income effect predicts that an individual’s utility from consump-
tion will depend on the consumption standards of thousands or even millions of
people, it is difficult to think of any case study, let alone a controlled experiment, to
test for the effect of relative income on work-leisure preferences. However, econo-
metric approaches are suggestive of a positive relationship between income inequal-
ity on labor supply, which is exactly what the relative-income effect would predict
(Bowles and Park 2005, F405). Another piece of suggestive evidence comes from an
analysis of US data of the 1980s showing that a woman is more likely (by about
20%) to take on a job when her husband earns less than her sister’s husband
(Neumark and Postlewaite 1998, p. 180).
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13.6 Conclusion

It is safe to say that Keynes prediction will not come true: 15 h will not be the typical
work week in any country a decade hence. While the trend in many European
countries seemed to be almost on track to validate Keynes until the 1980s, working
times have not decreased much since then.

A temptingly simple explanation for this pattern would be to conclude that people
simply value additional consumption sufficiently to prefer using wage increases for
additional consumption rather than for additional leisure and that therefore current
working time patterns express individual and social preferences and maximize
welfare. Yet this view assumes that there is no interaction between work-leisure
choices and consumption standards, and there is quite some evidence to suggest that
this view needs to be discarded.

A more plausible view would take advantage of the long tradition of theories that
explain why the value of one’s own consumption also depends on others people’s
consumption and on one’s own past consumption. These theories boil down, as
Richard Easterlin recognized, to relative-income effects and hedonic adaptation, and
their combined effect is very similar to that of monetary inflation, which should
make it rather easy for economists to incorporate these effects into standard theory.

Since it is difficult to estimate the size of the effects in question, it is not possible
to determine the welfare maximizing number of working hours per person. There is
some anecdotal evidence that people might benefit from working fewer hours even if
they do not expect that ex ante, but that is of course too weak a basis for substantive
predictions.

To end on a positive note, the preceding considerations suggest that a collective
reduction of working hours is a much less costly way of reducing our environmental
impact than standard theory would have it (taking the future benefits of less
environmental damage into account, one should expect a substantial welfare gain).
Maybe selfish utility maximization would make people prefer a 40 h work week, but
working only 30, 20 or, at some point, even 15 h may turn out not to be so bad if
working hours are reduced collectively. Even if Keynes prediction is off the mark,
there are good reasons to welcome further progress towards the 15 h work week.
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Chapter 14
Using Well-Being Metrics to Assess Social
Well-Being and Ill-Being: Lessons from
Rising Mortality Rates in the United States

Carol Graham and Sergio Pinto

Abstract Richard Easterlin inspired the use of well-being metrics in economics.
This chapter highlights their potential to help us identify and understand social
ill-being. The 2016 election in the United States exposed unhappiness and frustration
among poor and uneducated whites. The starkest marker is the rise in preventable
deaths and suicides among the middle aged of this cohort. In contrast, minorities
have higher levels of optimism, and their life expectancies continue to rise.
Low-income respondents display the largest differences, with poor blacks by far
the most optimistic, and poor whites the least. African Americans and Hispanics also
report higher life satisfaction and lower stress than poor whites, with the gaps
peaking in middle age. We explored the association between our well-being data
and mortality trends. The absence of hope among less than college-educated whites
matches the trends in premature mortality among 35–64 year olds. Reported pain,
reliance on disability insurance, low labor force participation, and differential levels
of resilience across races all have mediating effects in the desperation-mortality
associations. We explore the role of place, which is also associated with the well-
being trends for different cohorts. The matches between indicators of well-being and
mortality suggest that the former could serve as warning indicators in the future,
rather than waiting for rising mortality to sound the alarms.
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14.1 Introduction

Over the past several years, stark disparities in well-being have emerged across the
U.S. population, revealing pockets of desperation and despair. Most notably, minor-
ities, who have traditionally faced discrimination, are more optimistic and less
frustrated than are poor and uneducated whites, who live primarily in suburban
and rural areas in the heartland. Rising mortality among uneducated whites – driven
by preventable deaths such as suicides and opioid poisoning – is the starkest marker
of this desperation.

These trends reflect a social crisis with multiple and complex causes, not all of
which we fully understand. An important first step is to seek better understanding of
its reach and causes. We hope that the results of our research, based on metrics of
well-being, such as life satisfaction and optimism about the future on the one hand,
and stress, worry, and anger on the other, contribute to that effort. The usage of these
metrics in economic analysis, meanwhile, was inspired by Richard Easterlin, the first
modern economist to study happiness and a distinguished demographer.

We found marked differences in life satisfaction, optimism, and stress across poor
blacks, Hispanics, and whites. The latter cohort demonstrates signs of deep desper-
ation and the former two are happier, more optimistic, and less stressed (our measure
of optimism is a question that asks respondents where on a 0–10 scale ladder they
think their life satisfaction will be in 5 years). The gaps between African Americans
and whites peak in the middle age years. We also find that individuals who exercise
more and smoke less are happier and less stressed. Poor rural whites, meanwhile, are
the least hopeful among the poor groups. Additionally, we find important differences
across places after controlling for respondents’ traits and map the states associated
with higher and lower indicators of well-being. Finally, we explore the associations
between the patterns in premature mortality and in well-being by matching our
individual well-being data with CDC mortality statistics.

Our metrics highlight the high costs of being poor in the U.S. and uncover costs
that are less in the form of the material deprivation more typical of poverty in poor
countries, and more in the form of stress, insecurity, poor health, and lack of hope.1

These costs manifest themselves differently across race and place, and show up
among poor and uneducated whites in the form of deep desperation.

14.1.1 Existing Studies

What explains these surprising trends, which are, at least among wealthy countries,
unique to the U.S.? A number of studies have focused on differential trends in

1For example, the high material costs of being poor in Latin America in the 1970s, which included
paying as much as 18 times more per unit of water and electricity, with inferior health outcomes
(Adrianzen and Graham 1974).



mobility (and fear of downward mobility, Cherlin 2016); differential health behav-
iors (Chetty et al. 2016); inequality of opportunity (Chetty et al. 2014); and structural
economic trends. The latter include the bottoming out of manufacturing in many
regions and a related increase in dropouts from the labor market (Krueger 2017).
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Numerous studies provide evidence of particular policies or shocks that result in
changes in the happiness and/or hope of particular cohorts (Herbst 2013; Angelini
et al. 2015). In the U.S. in recent decades, it is likely that employment trends in
manufacturing regions, followed by the 2008–2009 financial crisis, had a strong
negative effect in the same places. At the same time, the causality likely runs in the
other direction as well, and the unhappiness and lack of hope related to these trends
has broader implications for health and longevity. Happier people tend to be
healthier and more productive (Graham 2008; Graham et al. 2004; deNeve et al.
2013). And individuals with a greater sense of purpose—described as eudemonic
well-being by some economists and psychologists, and as “flourishing” by others—
also tend to live longer (Steptoe et al. 2015; Keyes and Simoes 2012).

In November 2015, Case and Deaton (2015a) published a study showing a
marked increase in the all-cause mortality of high school (and below) educated
white middle-aged non-Hispanic men and women between 1999 and 2013.2 The
change reversed decades of progress in mortality and is most prevalent among
uneducated non-Hispanic whites. Drug and alcohol poisoning, suicide, chronic
liver diseases, and cirrhosis were the major factors in the mortality rate increase.
Self-reported health, mental health, and ability to conduct activities of daily living in
this group also saw a marked decrease.

The authors’ follow-up (Case and Deaton 2017) suggests that the trends in
mortality encompass a broader range of ages and that these cohorts experienced a
stalling of progress against other major conditions (e.g., heart disease and cancer),
with obesity and smoking as possible contributors. They also found that the trends
pertained not only to rural areas but also to smaller cities and suburban areas, with
the exception of the largest coastal cities.

Dwyer-Lindgren et al. (2016) found that cardiovascular disease mortality tended
to be highest along the Mississippi River, while self-harm and interpersonal violence
were elevated in southwestern counties, and chronic respiratory disease was highest
in Kentucky andWest Virginia. Deaths from self-harm declined in the past decade in
California, Texas, and other coastal areas, but increased in the Midwest and in parts
of New England. Our primary focus was on the increase in premature deaths due to
these so-called “deaths of despair” and the extent to which reflect the patterns in
desperation that we found in our data.

Neither blacks nor Hispanics experienced an increase in death rates during the
same period. Assari and Lankarani (2016) found that while black Americans have
worse health indicators than white Americans on average, they are better off in terms

2Gelman and Auerbach (2016) posit that these trends are driven in part by aggregation bias at the
older ages of the 45–54 cohort.



of mental health: depression, anxiety, and suicide are all more common among
whites.
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Shiels et al. (2017) show the preventable death increases occurring at an earlier
age (25–30) for white men and women, as well as for Native Indian men and women,
in addition to the increases in the 30–49 age group for these same cohorts. The
increase in suicides and accidental deaths underlying these increases stand in sharp
contrast to the flat or decreasing trends for these kinds of deaths for the same age
groups of blacks and Hispanics.

Pierce and Schott (2016) found that U.S. counties with more exposure to exog-
enous trade liberalization had an increase in suicide deaths. Despite the geographic
variation, these were concentrated among whites, a group with disproportionately
high employment in manufacturing.

14.2 Data and Empirical Specification

The main data source of our paper is the Gallup Healthways (GH) survey, collected
daily for adult individuals all across the U.S. It covers a wide range of demographic
details and economic and self-reported health conditions of the respondents, as well
as a series of subjective well-being questions. In some specifications, we comple-
ment the GH with data from the American Community Survey (ACS), the Centers
for Disease Control and Prevention (CDC), and the Survey of Epidemiology and
End Results (SEER).3 These three data sources allow us to compute several variables
at the Metropolitan Statistical Area (MSA) level: household income, income
inequality, mortality rates, and population race shares.

In our main specification, we use only GH data and we focus on the 2010–2015
period. While our interest is the entire U.S. adult population, data availability
imposes some constraints. Firstly, we only consider those living in MSAs. As of
2015, according to United States Census Bureau (USCB) estimates,4 the 381 MSAs
in U.S. territory accounted for 85.6% of the population.5 Secondly, GH only
computes MSA-level sampling weights for MSAs with more 300 respondents.6 As
a result, between 188 and 190 of the 381 MSAs can be used for 2010–12
(representing about 89% of the population living in MSAs), and between 105 and
108 can be used for the 2013–15 period (approximately 79% of the population living
in MSAs). Because the number and definition of MSAs changed in 2013, a total of
196 MSAs appear in at least 1 year, and 103 are present in every year between 2010

3Obtained through NBER at http://www.nber.org/data/seer_u.s._county_population_data.html
4Source: http://factfinder.census.gov/faces/tableservices/jsf/pages/productview.xhtml?pid¼PEP_
2015_PEPANNRES
5This proportion has increased very slightly over time: from 85% to 85.5% from 2010–2014.
6In additional specifications, we use national-level weights (doubling the number of MSAs), with
no meaningful changes.

http://www.nber.org/data/seer_u.s._county_population_data.html
http://factfinder.census.gov/faces/tableservices/jsf/pages/productview.xhtml?pid=PEP_2015_PEPANNRES
http://factfinder.census.gov/faces/tableservices/jsf/pages/productview.xhtml?pid=PEP_2015_PEPANNRES
http://factfinder.census.gov/faces/tableservices/jsf/pages/productview.xhtml?pid=PEP_2015_PEPANNRES


and 2015 (approximately 78% of the population living in MSA). In broad terms, the
196 MSAs tend to correspond to those above 300,000 people and the more restricted
group of 103 to those above 500,000 people.7
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For the 2010–15 period, GH provides us with a repeated cross section of
approximately 1.6 million U.S. adults, of which 1.3 million live in MSAs, with the
remaining in micropolitan statistical areas or even smaller counties. Over 1 million
have MSA-level survey weights. From these, approximately 0.8 million have data
for both the dependent variables under analysis and the controls. This group will be
the focus of our analysis, although we also have some analyses that include the
smaller areas.

In some instances, we had to make additional adjustments to the individual level
data. The income variable collected in GH assigns respondents to a 0–10 scale for
the household’s pretax income, with 0 being the lowest value (below $720/year) and
10 the highest (above $120,000/year). That prevents us from directly applying the
Census bureau poverty thresholds based on exact values.8 We divided respondents
into three categories: poor, middle-income, and rich. Respondents in the top income
bracket defined by GH, those with a pretax household income of over $120,000/year
identified as “rich” (roughly 18% of total respondents). We assigned those in the
bottom five categories, whose pretax income is below $22,000 per household to the
“poor” category (approximately 17% of the respondents).9 We classified those in the
remaining five income categories as middle income. For race, GH assigns respon-
dents to one of five categories (Asian, Black, Hispanic, Other Race, and White).

Equation (14.1) below describes the empirical specification for our race-income
exploration:

WBijt ¼ β0 þ β1
*( )
poorhhijt þ β2

*( )
richhhijt þ β3

*( )
blackijt

þβ4
*( )
hispanicijt þ β5

*( )
asianijt þ β6

*( )
other raceijt

þβ7
*( )
poorhhijt * ( )

blackijt þ β8
*( )
poorhhijt * ( )

hispanicijt
þβ9

*( )
poorhhijt * ( )

asianijt þ β10
*( )
poorhhijt * (other raceijt) ð14:1Þ

þβ11
*( )
richhhijt * ( )

blackijt þ β12
*( )
richhhijt * ( )

hispanicijt
þβ13

*( )
richhhijt * ( )

asianijt þ β14
*( )
richhhijt * (other raceijt)

þβ15
*( )
Zijt þ∅j þ γt þ εijt

WB represents one of the well- or ill-being markers under consideration for
individual i, in MSA j, for time t. We consider: (i) reported life satisfaction today,
(ii) expected life satisfaction in 5 years (i.e., optimism), (iii) experienced stress

7GH halved the number of daily interviews to 500 in 2013, decreasing the number of
weighted MSAs.
8We employed alternative definitions for poor, middle-income, and rich individuals, including that
from the Census Bureau. The results we obtained are quantitatively similar to those in our main
specification.
9This percentage and the previous one do not use Gallup’s survey weights. The corresponding
shares of weighted respondents are 15% and 24%.



yesterday, (iv) worry yesterday, (v) satisfied with place of residence,
(vi) experienced anger yesterday, and (vii) has a social support network that can
be relied on in times of need. The first two questions are on a 0–10 scale, while the
remaining ones are binary (0–1 scale). We estimate all specifications using linear
OLS models for ease of interpretation (we also provide the estimation results under
ordered logistic and logistic regression models – see Sect. 14.3 for additional
details).
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Poorhh and richhh are dummy variables identifying if the respondent belongs to a
poor or a rich household, respectively. Black, Asian, Hispanic, and Other race are
dummy variables identifying the respondent’s race. They are interacted with those
for income level (poorhh and richhh) to explore race-income heterogeneities. The
omitted category for income corresponds to middle-income respondents, while that
for race corresponds to whites.

Z is a vector of individual socio-demographic controls. These include the follow-
ing dummy variables:

• age groups10 (18–24, 25–34, 35–44, 45–54, 55–64, 65+);
• gender (male and female);
• marital status (single, married or in a domestic partnership, divorced or separated,

and widowed);
• educational level (high school dropout, high school graduate, technical/voca-

tional school, college dropout, college graduate, post-graduate);
• employment status (employed full-time, employed part-time, self-employed,

employed part-time but wanting full-time, unemployed, and not in the
workforce);

• religious preference (preference, no preference, or atheist);

We also included binary variables for several health-related characteristics:
experiencing pain the previous day; having (self-reported) health problems that
prevent “normal” activities for someone of the respondent’s age; body mass index
(BMI)-based categories (underweight, normal range, overweight, obese); smoking;
and having exercised at least once over the previous week. We controlled for
reporting lack of money for food or for healthcare over the previous 12 months.
∅j represents MSA dummies and γt represents year dummies. All regressions use
MSA-level survey weights unless otherwise specified.11

As an additional control within our baseline framework, we use two specifica-
tions where the dependent variable is the expected future life satisfaction. In the first,
we follow Eq. (14.1) precisely, while in the second one we include current life
satisfaction as an additional control. The reason is that individuals may anchor their

10The age dummies have ranges that contain a similar number of observations and generally match
the age brackets present in the other databases that we used, such as the CDC’s Compressed
Mortality File.
11The inclusion of (MSA)*(Year) interactions, month of interview dummies, other types of survey
weights, and no survey weights at all, does not meaningfully change in the coefficients.



beliefs about future life satisfaction on their own answer about their current life
satisfaction. As a result, if a certain group (e.g., low-income respondents) reports low
life satisfaction, they may also report low future expected life satisfaction, although
that might only be a reflex of their low starting point, rather than an indication of
unusually low optimism.
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We estimate all specifications using linear OLS models for ease of interpretation.
The use of nonlinear models makes direct interpretations of the estimated coeffi-
cients difficult, as they express log odds rather than linear effects. Additionally, our
main parameters of interest include the coefficients for race and income variables, as
well as the corresponding interactions. The latter type of variables makes the
computation of odds ratios more complex, as they depend on the value of the
components of the interaction term. The results we obtain under OLS are fairly
similar to those under ordered logit (for current and expected life satisfaction) and
logit (for the remaining dependent variables) specifications and our findings are
robust to the choice of model.12 In addition, with either specification, as all the
independent variables are binary, the coefficients reflect relative magnitudes that we
can compare to the omitted category.

14.3 Baseline Results and Interpretation

14.3.1 Results

We first used a simple specification exploring the race-income interactions without
other individual sociodemographic controls.13 Yet our results here are remarkably
similar to the specification including the full battery of controls (Table 14.1). The
main result (in both specifications) is that poor blacks are significantly more opti-
mistic about their future life satisfaction and both less stressed and less worried than
poor whites (Table 14.1). The black-white optimism difference holds across income
levels, although it diminishes as incomes increase. Hispanics demonstrate a similar
trend, with poor Hispanics also more optimistic than poor whites, but the gap is less
stark than between blacks and whites, and there is no trend across income categories.
Heterogeneities across races are also visible in life satisfaction and in incidence of

12While the logit and ordered logit models are technically the appropriate specification, it has
become accepted practice to use OLS in happiness regressions, for ease of interpretation, as long as
the results are very close. In our case, the OLS specifications yield slightly more significant
coefficients for some variables of interest, but the patterns are otherwise identical and the choice
of model does not affect our conclusions.
13However, we include both year and MSA dummies in every specification.
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Fig. 14.1 Differential optimism associated with different race groups (relative to white), within
each income group

stress and worry, in particular among the poor, where whites fare clearly worse than
other race groups.14
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When we control for socio-demographic factors blacks are again by far the most
optimistic cohort. This is particularly so within poor respondents, where they are
almost an entire point (0.90) higher on the 0–10 scale than are poor whites
(Table 14.1; Fig. 14.1).15 Again, the gap decreased as one moves from lower to
higher income classes. Among rich individuals, African Americans are only half a
point (0.43) higher than whites on the optimism scale.16 There are modest

14We also explored reported depression and found that it was also highest among low-income
whites. A more comprehensive account, however, would require a separate study. Depression and
happiness are distinct emotional states. While positive emotional states, such as happiness and
smiling, tend to track closely, negative states – stress, anger, and depression – track differently, with
depression the most distinct. See Stone and Mackie (2013).
15We computed Fig. 14.1 using the coefficients from column (2), the BPLA regression without BPL
as a control. When we use current BPL as a control (column (3)), we get slightly lower gaps
between poor blacks and poor whites and they decrease less as income increases.
16These race-income heterogeneities are also very strong when generating separate regressions
by year.
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Fig. 14.2 Differential stress incidence, by race group (relative to white), within each income group

differences in the results based on the specification that controls for current life
satisfaction, but they do not alter our main findings.
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The inclusion of individual socio-economic controls accentuates the heterogene-
ities across race groups for life satisfaction, worry, and stress, particularly between
black and white respondents. Nevertheless, blacks in general reported lower levels of
satisfaction with their place of residence and lower levels of social support.17 This
discrepancy suggests that the findings are not simply a “polyanna” effect, but rather
that blacks are distinguishing between their circumstances and challenges today and
where their future is going. Along these same lines, our results on anger are
noteworthy. Poor blacks and poor Hispanics are more likely to experience anger
the previous day than are poor whites, even though they are more optimistic about
the future at the same time. Reported pain, meanwhile, had a higher positive
correlation with stress, worry, and anger than any other control variable, and a
negative (although not the most negative) correlation with current and future life
satisfaction.

Stress is an important marker of ill-being and the differences between poor blacks
and their white counter-parts are large, even after accounting for all the controls in

17The social support and anger questions were asked in 2008–2012 and 2010–2013 respectively.
Therefore, the time period under consideration differs for those two cases.



Table 14.1. Poor blacks are 14 percentage points less likely than are poor whites to
report experiencing stress in the previous day. Unlike optimism, these differences
between blacks and whites remain constant across income groups (Fig. 14.2).
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For an alternative and perhaps simpler interpretation of these baseline results, we
also standardized the dependent variables of interest, so that we can measure each
coefficient in terms of standard deviations. For example, when controlling for socio-
demographic factors as in Table 14.1, among the poor and holding everything else
constant, being black is associated with an optimism increase of 0.43 standard
deviations (the standard deviation for the optimism variable is approximately
2.122). Regarding worry and stress (with standard deviations of 0.47 and 0.49,
respectively), among the poor being black decreases stress by 0.21 and 0.28 standard
deviations.

Table 14.1 also displays the coefficients for the socio-economic controls. After
controlling for other individual-level factors, males have lower levels of life satis-
faction and optimism, lower likelihood of being satisfied with the place of living and
of having social support, and higher likelihood of reporting anger. They also report
lower incidence of stress and worry. Reporting pain or health problems is associated
with lower life satisfaction and more stress, worry, and anger. Exercising the
previous week has the opposite associations. Smoking is associated with lower life
satisfaction and likelihood of stress, worry, and anger, but also with higher opti-
mism. Unemployment has the usual large negative association with life satisfaction
and increases worry.

Additionally, we attempted to address some potential concerns regarding the
robustness of our race-income heterogeneity results. We re-estimated Eq. (14.1)
using several household size adjustments to the income variable. We built on these
and incorporated the Census Bureau poverty measure. We checked the possibility
that MSAs with a small number of African American respondents drove the results.
We also assessed the robustness of our results to the inclusion of both month and
(MSA) x (Year) dummies. Finally, we checked the sensitivity of our estimates to the
inclusion and type of survey weights used. The results are robust to all these
measures. Finally, as referenced in the previous section, there may be a concern
regarding the use of OLS in the estimation of potentially nonlinear relationships. We
replicated the exercises using ordered logit and logit models instead of OLS, and
those estimates show that our conclusions are robust to the choice of estimation
framework.

The coefficients for the age categories are of particular interest. Column (1) in
Table 4.1 displays the previously established age-life satisfaction U curve (Graham
and Ruiz-Pozuelo 2017; Blanchflower and Oswald 2008). Social support (Column
(8)) seems to display a similar, though less pronounced, trend. Optimism (columns
(2)–(3)) displays a different pattern, however, as it decreases with age, with partic-
ularly large negative effects in middle and old age. Stress and anger (columns (5) and
(7), respectively) also decrease with age, worry tends to display an inverted U shape,
peaking in middle age, and satisfaction with place of living (column (6)) increases
with age.

https://doi.org/10.1007/978-3-030-15835-4_4
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We assessed if the heterogeneities across races change with age. We estimated an
analogous specification to that outlined in Eq. (14.1), but interacting race with age
groups, instead of income (Table 14.2). Because we find the largest optimism gap
between African Americans and whites and due to space considerations, we display
only the coefficients for black, age groups, and black-age interactions.

The black-white gaps in life satisfaction and optimism are larger for those
between 45 and 64. The gap in worry incidence is also highest for that group.
Younger blacks are more likely to report anger and less likely to have social support
(relative to young whites). This trend reverses for anger after age 35, as older whites
are increasingly more likely to report feelings of anger than their black counterparts.
The gap on social support also decreases with age up to the 55–64 group, as whites
become less likely to report social support.18

14.3.2 Discussion

There are many potential explanations for these findings. Poor whites have fallen in
status in relative terms, as competition for low-skilled jobs has intensified. In
contrast, minorities have made gradual, hard-fought progress, although many chal-
lenges remain. Black-white wage and education gaps have narrowed. Black males
earned 69% of the median wage for white males in 1970 and 75% by 2013. While
the gaps in educational achievement and proficiency have widened across income
groups, they have narrowed between blacks (and Hispanics) and whites, with the
former becoming larger than the latter (Porter 2015).

Gaps in life expectancy between blacks and whites have also narrowed, from
7.0 years in 1990 to 3.4 in 2014 (Tavernise 2016; Case and Deaton 2017).
Blanchflower and Oswald (2004) showed a closing in the historical black-white
happiness gap. Oswald and Wu (2011) use mid-2000s data and find that blacks
reported fewer bad mental health days than whites.

Assari and Lankarani (2016, cited above) highlight higher levels of resilience
among blacks and other minorities. Resilience — defined as maintaining health in
spite of a range of psychosocial risk factors — may be higher among blacks and
minorities as they have had more experience with adversity. Community and
religious factors may also be at play; in our data, blacks are the most likely group
to report that religion is important in their lives. Other accounts of the role of religion
and community in African Americans’ lives (Jackson 2015; Ryff 2015) corroborate
this. While we control for religion in our analysis, it is plausible that it also affects
optimism in ways that we cannot observe.

18We also collapsed the data at the MSA level, using MSA fixed effects to control for non-time-
varying MSA-specific unobservables. This reduces the significance of some variables, but the main
ones hold.
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Another sign of differential resilience is the higher level of optimism of older
blacks, among older respondents (cited above). In general, older respondents are less
optimistic about their future life satisfaction, which makes objective sense if respon-
dents are predicting health and other troubles to increase with age (Graham 2017).
Schwandt (2016) found that younger respondents tend to overestimate their future
life satisfaction, while older ones underestimate it, but in our data that is less the case
for older blacks.

There are two other plausible explanations for the higher levels of black optimism
compared to whites, neither of which appear to be supported by the data. One is that
black optimism levels are a result of the raised hope associated with the election and
two-term tenure of the first African American president. Yet the time trends –

including from other data sets – do not support this. Black life satisfaction began
to increase steadily in the 1970s, decades before President Obama’s time. In
addition, black life satisfaction and optimism for the future remained steady through-
out his tenure, including through ups and downs, and the conclusion of his tenure.19

Another potential explanation is that poor black optimism is simply a “polyanna”
or “happy peasant and frustrated achiever” effect, associated with low expectations
and/or adaptation to adversity.20 Yet the available evidence – including the psycho-
logical and sociological studies cited above and recent historical work (Isenberg
2016) – suggests otherwise, highlighting resilience and determination rather than
low expectations. A review of our work by Blanchflower and Oswald (2018),
meanwhile, contrasts rising black happiness levels with a flat trend in blacks’
financial satisfaction. Similarly, in the regressions reported in Table 14.3, we find
that the same poor optimistic black respondents are far less satisfied with their place
of living than are poor whites. These results do not support the “polyanna” interpre-
tation nor suggest that poor blacks have a different conception of happiness than do
their Hispanic or white counter-parts.

These trends contrast sharply with the experiences of working class whites.
Krugman (2015) noted that the economic setbacks of this group have been partic-
ularly bad because they expected better: “We’re looking at people who were raised
to believe in the American Dream, and are coping badly with its failure to come
true.” A recent study by Cherlin (2016) found that poor and middle-class blacks are
more likely to compare themselves to parents who were worse off than they are,
while blue-collar whites have more precarious lives and employment than their
parents did. Not coincidentally, this latter group formed the base of support for
Donald Trump’s populist, anti-establishment electoral campaign.

19While we find a sharp drop in the life satisfaction and optimism of Democrats and Independents in
weeks following the 2016 election, a partial recovery seems to be underway by the end of the year
(https://www.brookings.edu/blog/up-front/2017/02/02/the-trump-unhappiness-effect-nears-the-
great-recession-for-many/). We do not yet have the data to test if there is a longer-term negative
effect of trends since then – and plan to do so going forward. The evidence above, though, suggests
that this is not a finding that is explained by short-term events.
20Graham and Pettinato (2002) coined the term “happy peasants and frustrated achievers” to
describe such optimistic poor individuals in many poor countries over a decade ago.

https://www.brookings.edu/blog/up-front/2017/02/02/the-trump-unhappiness-effect-nears-the-great-recession-for-many/
https://www.brookings.edu/blog/up-front/2017/02/02/the-trump-unhappiness-effect-nears-the-great-recession-for-many/
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Chetty et al. (2016) found that, beyond income, there are also strong geographic
markers associated with these trends. Mortality rates and the associated behaviors
are particularly prevalent in rural areas in the Midwest and much less in cities. This
could be due to healthier behaviors associated with living in cities (e.g., more
walking) and to the combination of social isolation and economic stagnation in
rural areas. Krugman (2015) also noted the regional dimension to these trends: life
expectancy is high and rising in the Northeast and California, where social benefits
are highest and traditional values weakest, while low and stagnant life expectancy is
concentrated in the Bible belt.

14.3.3 Alternative Specifications Across Race and Rural
Areas

We explored whether there were differences in our race and optimism findings
among poor individuals in rural versus urban areas. To do this, we used only poor
respondents but no longer restricted our sample to respondents living in MSAs,
instead including both those living in counties belonging to micropolitan areas and
those living in smaller counties.21 We again modify Eq. (14.1) and now use race by
urban/rural status interactions. Table 14.3 shows that poor rural blacks are modestly
less optimistic than their urban counterparts. Similarly, poor rural whites are also less
optimistic than their poor urban counterparts.

We then focused only on whites and explored income by urban/rural status.
Table 14.4 shows the income gradient that might be expected, with richer individuals
generally being more likely to report higher life satisfaction, optimism, satisfaction
with place of living (only in urban areas), and social support, and less likely to report
worry and anger. However, rural respondents across income groups report higher life
satisfaction and lower incidence of worry, stress, and anger than urban ones
(although they are still less optimistic about the future and exhibit lower satisfaction
with their place of living).

14.4 Do Desperation and Premature Mortality Go
Together? An Initial Exploration

The mortality data and our well-being metrics highlight a paradox of higher well-
being and improving health among minorities juxtaposed against the opposite trend
among uneducated whites. Here we explore the extent to which our markers of well

21These use national-level, rather than MSA-level, survey weights.



–
–

–
–

–
–

–
–

–
–

–

–

–
–

–

–
–

–
–

–

14 Using Well-Being Metrics to Assess Social Well-Being and Ill-Being:. . . 341

T
ab

le
14

.4
In
co
m
e
an
d
ru
ra
l-
ur
ba
n
he
te
ro
ge
ne
iti
es

(2
01

0–
20

15
)

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

(8
)

O
L
S
:b

pl
O
L
S
:b

pl
a

O
L
S
:b

pl
a

O
L
S
:w

or
ry

O
L
S
:s
tr
es
s

O
L
S
:c
ity

sa
t

O
L
S
:
an
ge
r

O
L
S
:
S
oc
ia
l

su
pp

or
t

V
ar
ia
bl
es

F
ul
l
se
to

f
co
nt
ro
ls

F
ul
l
se
to

f
co
nt
ro
ls

F
ul
l
se
to

f
co
nt
ro
ls
+

bp
l
co
nt
ro
l

F
ul
l
se
to

f
co
nt
ro
ls

F
ul
l
se
to

f
co
nt
ro
ls

F
ul
l
se
to

f
co
nt
ro
ls

F
ul
l
se
to

f
co
nt
ro
ls

F
ul
l
se
to

f
co
nt
ro
ls

R
ur
al

0.
04

6*
**

0.
05

6*
**

0.
08

4*
**

0.
01

5*
**

0.
02

0*
**

0.
01

0*
**

0.
01

1*
**

0.
00

5*
**

(0
.0
07

1)
(0
.0
08

7)
(0
.0
08

5)
(0
.0
02

1)
(0
.0
02

2)
(0
.0
02

4)
(0
.0
01

5)
(0
.0
01

6)

P
oo

r
ho

us
eh
ol
d

0.
28

7*
**

0.
19

2*
**

0.
01

6
0.
02

8*
**

0.
02

0*
**

0.
01

9*
**

0.
00

6*
**

0.
02

2*
**

(0
.0
13

1)
(0
.0
11

2)
(0
.0
10

3)
(0
.0
02

2)
(0
.0
02

2)
(0
.0
01

8)
(0
.0
01

8)
(0
.0
02

7)

R
ic
h
ho

us
eh
ol
d

0.
36

8*
**

0.
25

7*
**

0.
03

1*
**

0.
00

3*
0.
01

6*
**

0.
02

2*
**

0.
00

1
0.
00

7*
**

(0
.0
05

6)
(0
.0
06

9)
(0
.0
07

0)
(0
.0
01

5)
(0
.0
02

2)
(0
.0
01

8)
(0
.0
01

6)
(0
.0
01

4)

(R
ur
al
)*
(P
oo

r
ho

us
eh
ol
d)

0.
03

4*
*

0.
09

5*
**

0.
07

4*
**

0.
00

6
0.
00

5
0.
00

1
0.
00

2
0.
00

3

(0
.0
16

8)
(0
.0
15

2)
(0
.0
15

2)
(0
.0
03

9)
(0
.0
04

6)
(0
.0
02

8)
(0
.0
02

9)
(0
.0
04

5)

(R
ur
al
)*
(R
ic
h

ho
us
eh
ol
d)

0.
01

7
0.
03

8*
0.
04

8*
*

0.
00

0
0.
01

4*
*

0.
02

0*
**

0.
00

7*
0.
01

1*
*

(0
.0
17

5)
(0
.0
21

4)
(0
.0
19

6)
(0
.0
04

1)
(0
.0
05

4)
(0
.0
03

3)
(0
.0
04

1)
(0
.0
04

1)

O
bs
er
va
tio

ns
92

6,
90

1
92

6,
90

1
92

6,
90

1
92

6,
90

1
92

6,
90

1
92

6,
90

1
72

1,
24

0
40

8,
11

0

R
-s
qu

ar
ed

0.
20

2
0.
16

8
0.
39

0
0.
13

3
0.
13

8
0.
05

3
0.
05

9
0.
09

9

S
ta
te
du

m
m
ie
s

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Y
ea
r
du

m
m
ie
s

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

C
lu
st
er
ed

st
an
da
rd

er
ro
rs
(a
tt
he

S
ta
te
le
ve
l)
in

pa
re
nt
he
se
s

N
ot
e:
T
he
se

re
gr
es
si
on

s
in
cl
ud

e
on

ly
w
hi
te
no

n-
hi
sp
an
ic
in
di
vi
du

al
s.
T
he

re
m
ai
ni
ng

in
di
vi
du

al
-l
ev
el
co
nt
ro
ls
th
at
w
er
e
us
ed

fo
r
T
ab
le
14

.1
w
er
e
al
so

us
ed
,b
ut

ar
e
no

t
di
sp
la
ye
d

**
*p

<
0.
01

;*
*p

<
0.
05

;
*p

<
0.
1



and ill-being have a statistically robust association with the trends in mortality. We
matched our metrics of well-being from the GH – using the same individual level
data as in Table 14.1 – with MSA-level mortality data from the CDC, along with
some other MSA-level controls.

342 C. Graham and S. Pinto

For mortality rates, we rely on 2010–2015 data from the CDC Compressed
Mortality File.22 We compute a MSA-level composite mortality measure using the
causes of death that Case and Deaton (2015a) identified as being key drivers of the
change. We use the classifications as defined by the International Statistical Classi-
fication of Diseases and Related Health Problems 10th Revision codes (ICD 10):

• intentional self-harm (ICD10 codes X60-X84) and sequelae of intentional self-
harm, assault and events of undetermined intent (Y87);

• alcoholic liver disease (K70), chronic hepatitis, not elsewhere classified (K73),
and fibrosis and cirrhosis of liver (K74);

• multiple types of accidental poisoning (X40-45);
• multiple types of poisoning with undetermined intent (Y10-15);
• analgesics, antipyretics and anti-inflammatory drugs (Y45), sedatives, hypnotics

and antianxiety drugs (Y47), and psychotropic drugs, not elsewhere classified
(Y49).

We take into account all individuals aged 35–64 years old, and subsequent
references to mortality rates in this section refer to this measure.23 The mortality
rate varies across MSAs from 27 to 151 deaths per 100,000 people (with a mean of
56) and tends to decrease with MSA size.

We use the ACS to obtain MSA-level measures for mean household income and
inequality (as measured by the Gini coefficient). These variables allow us to account
for possible correlations between income, inequality, and mortality. For instance, if
higher mortality MSAs are also those with lowest average incomes and/or higher
inequality levels, then our mortality variable might simply be picking up the effects
of low income or high inequality. Finally, we use the SEER for MSA-level popu-
lation statistics, broken down by race groups, and use the share of white
non-Hispanics as a proxy for (lack of) racial diversity.

We found that MSA-level mortality rates for 35–64 year olds are significantly and
negatively associated with current and future expected life satisfaction, and posi-
tively associated with feelings of worry (Table 14.5). For instance, holding all else
constant, a 50% increase in a MSA’s composite mortality rate –a relatively small
change for the range of rates indicated in earlier paragraphs – would be associated
with a 0.04 point decrease in expected future life satisfaction, a 0.45% decrease

22National Center for Health Statistics. Compressed Mortality File, 2008–2015 (CD-ROM Series
20, No. 2 U) Vital Statistics Cooperative Program. Hyattsville, Maryland. 2016.
23The three decades considered (35–44, 45–54, 55–64) all had similar “composite” mortality rates.
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relative to its mean.24 A similar increase would be associated with a 1 percentage
point increase in the incidence of worry, a 3.14% increase relative to its mean.
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We also ran the same regression, but omitting all health-related variables, and the
coefficient estimates increased their magnitude.25 This is precisely what we would
expect if the mortality level is negatively associated with both subjective well-being
and self-reported health.

Individuals who live in more racially homogeneous MSAs are more likely to have
lower life satisfaction and lower satisfaction with the place of living.26 This com-
plements the general pattern of premature mortality rates being higher – and subjec-
tive well-being markers being lower – among whites compared to minorities.

These are associations, of course, and we cannot assume causality. Indeed, one
can imagine dual directions. Having less hope about the future could increase one’s
likelihood of premature death (e.g., via under-investment in one’s health and/or via
simply giving up); at the same time, living with more premature death in one’s locale
could dampen hope and increase worry and other markers of ill-being. Even without
causality, the association between our metrics of ill-being and these “deaths of
despair” suggests that they could play a leading role in highlighting desperation
among certain cohorts or in certain places rather than waiting for rising death rates to
sound the alarm bells.

14.5 Interrelated Trends and Explanations

There are several other trends in the data that suggest a pattern of interrelated
explanations. Our baseline regressions include a variable measuring reported pain,
which Case and Deaton (2015b) found to correlate with suicide rates. Pain, not
surprisingly, positively correlates with stress and worry and is highest in middle-
aged years, precisely when life satisfaction is lowest (and when the mortality rate
increases among uneducated whites are highest). Individuals who experience pain
have a decrease in expected future life satisfaction of 0.33 points (Table 14.1) or .15
standard deviations. The magnitudes on stress, worry, and anger are larger: individ-
uals that experience pain are 18 percentage points more likely to report both worry
and stress and 11 percentage points more likely to report anger. Reported pain for
poor whites is also higher in rural areas than in MSAs (Fig. 14.3).

In addition to pain – and possibly related to it –, the reliance on disability
insurance increased over the past two decades, from under 3% of the working age

24The calculation is: exp –0:087 * log 1:50ð Þð Þ. The log represents a 50% increase and
log 1:50ð Þ ¼ 0:40547ð Þ; the product equals approximately –0.04. The mean optimism or expected
future life satisfaction is 7.86, so the change above corresponds to approximately 0.5% of this mean
value.
25Regression results available from the authors.
26This is not the case in Table 14.5, but is indeed the case when using a logit estimation framework.
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Fig. 14.3 Pain incidence by rural status, for low income, white individuals

population to almost 5% for men, and from 1.3% to 4.5% for women.27 While it is
concentrated in former coal mining regions, it extends beyond them and roughly
patterns the reported pain data in GH. While disability insurance provides an
important and often lifelong safety net for many, it also introduces additional barriers
to labor force participation. Potential recipients cannot participate in the labor force
during the wait time for approval for disability, a period that can last up to 2 years.28

Long-term unemployment is strongly associated with unhappiness and is a condition
that most individuals do not adapt back from (Clark and Oswald 1994; Clark 2006).
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Another trend which may help explain the lack of optimism we find is that of
prime age (25–54-year-old) males dropping out of the labor force, with projections
from 15% today to 25% in 2050 (Eberstadt 2016). Krueger (2017) finds that between
25–35% of prime age males out of the labor force are on SSDI and that another 30%
applied in the past and may be awaiting a decision. Yet the rise in SSDI is
concentrated among 55–64 year olds, while the post-2000 decrease in participation
rates is highest among younger cohorts (Ruffing 2017). Demand-driven factors (e.g.,
declining labor market opportunities, lack of active job search and training assis-
tance, high incarceration rates) are also important (Black et al. 2016).

Another issue is the difficulty of moving to new places to seek jobs. Moving rates
declined in the years surrounding the financial crisis, and a common explanation was

27Social Security Advisory Board: http://www.ssab.gov/Disability-Chart-Book. These are not
age-adjusted numbers.
28We thank Henry Aaron for raising this.

http://www.ssab.gov/Disability-Chart-Book


the decline in the housing market. The ability of people to move to new jobs hinges
on their ability to foreclose on their mortgages and on being in a position to find jobs
elsewhere. The common traits of prime age blue-collar workers who have dropped
out of the labor force are not associated with a strong possibility of finding employ-
ment in another location (Krueger 2017).
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A potentially reinforcing factor in this cycle is that these same cohorts, who are
disproportionately in remote rural areas, are less likely to have a range of social
connections outside their locales or broadband internet. A recent study found that the
majority of rural youth live in “Civic Deserts” – places characterized by a dearth of
opportunities for civic and political engagement. The limited access to broadband
internet limits both social connections and information about jobs outside their
immediate area (Kawashima-Ginsburg and Sullivan 2017).29

14.5.1 The Role of Place

In addition to the trends discussed above, there are unobservable differences across
places that make it more (or less) likely that particular demographic cohorts are
happy, optimistic, and healthy. In the maps below, we show patterns across states in
life satisfaction, optimism, and worry – the three variables that are most closely
associated with premature mortality in our regressions above – for non-Hispanic
whites and for minorities,30 respectively.

To explore the place-specific patterns, we ran a standard regression with the well-
being variable of interest as the dependent variable, and again for simplicity of
interpretation we use OLS. We control for socio-demographic variables such as age,
gender, race, marital status, education, employment status, religiosity, and use month
and year of interview dummies.31 We also include state-specific identifiers. We then
rank the states by the estimated coefficients on these identifiers; these values
represent the left over differences specific to states that different levels of education,
employment status, and so forth, do not account for.

For each map, the comparison is relative to the state with the lowest coefficient.
For life satisfaction and optimism, we kept the original 0–10 scale. For worry, we
rescaled the state coefficients into a 0–100 scale, so that state-level variations can be
comparable to percentage point increases. For life satisfaction and optimism, higher
values are better, while for worry lower values are better. The colors on the maps
reflect what range of values specific states are in for each race group, with dark green
being a higher score and light green a lower one, so that dark green states are better
for life satisfaction and optimism, but worse for worry. States that are coded gray do

29For the distribution of broadband, see: https://www.broadbandmap.gov/technology
30In this case, minorities comprise only African Americans and Hispanics.
31We omitted income variables as otherwise state dummies would disproportionately pick up the
disadvantageous state-level aspects, such as higher costs of living (Oswald and Wu 2011).

https://www.broadbandmap.gov/technology


Fig. 14.4 The geography of life satisfaction, optimism, and worry (“Authors’ Calculations” based
on Gallup Healthways)

not have sufficient observations to allow an estimate for the race group and variable
of interest (Fig. 14.4).32

14 Using Well-Being Metrics to Assess Social Well-Being and Ill-Being:. . . 349

Our geographic analysis yields many patterns that are consistent with those
reported in other kinds of data – and in our earlier work. As the maps show, the
best places in terms of optimism for minorities, except for the District of Columbia,
are the Southern states, where there are proportionately more minorities and a well-
established African American culture (although at the same time worse objective
health and poverty conditions). The patterns are quite different for non-Hispanic
whites. The most optimistic states for this group are Hawaii, Alaska, California,
Delaware, Texas, Florida, and Arizona. The most desperate states are in Appalachia

32We excluded states with less than 50 observations/year for the group in question.



and the Midwest, mirroring the patterns in poor health and lack of employment for
these same cohorts.
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The subtle differences across place are difficult to quantify. There are factors,
such as historical levels of segregation, which tend to vary at more disaggregated
levels such as counties (Andrews et al. 2017), which we have not explored here, but
hope to in future research, as there is much more to understand about these trends –
including the specifics of place.

14.6 Conclusions and Potential Policies

Our findings identified linkages between markers of reported ill-being, such as lack
of hope, high levels of stress, and reported pain, and the rising rates of mortality
among uneducated whites. These markers stand in sharp contrast to much higher
levels of life satisfaction and hope for the future and lower levels of stress among
poor blacks and Hispanics, who are continuing to make gradual progress in
narrowing gaps in life expectancy with whites. Our findings are strong associations,
but we cannot claim causality.

Our findings also suggest a role for place. MSAs that are more racially homoge-
neous (white) and rural, and have more social isolation are more likely to have higher
mortality rates. They also tend to have worse health behaviors, such as smoking
prevalence and a lack of physical activity. Respondents in these areas are also more
likely to report pain, which is a channel to suicide. The combination of fear of
downward mobility, weak safety nets, and eroding social cohesion likely contributes
to the high levels of desperation that we have found. In contrast, places with more
diversity and higher concentrations of minorities – and likely their shared cultures
and extensive informal safety nets as well – tend to be the most optimistic.

While our results suggest a need to restore hope and sense of purpose to places
characterized by desperation and premature death, it is not obvious how to do
so. One component (of many) should include a major effort to introduce healthier
behaviors. One part of this will entail taking on the role of prescription practices in
generating the excess supply of opioids.33

Our safety nets, meanwhile, are notoriously weak compared to other rich
countries, and their reach is uneven across states. With the exception of disability
insurance, they are also very weak for those out of the labor force (Trisi 2016a, b).
While the Earned Income Tax Credit (EITC) is an effective program for working
families, it is far less so for those unable to find work or out of the labor force. A
related challenge is the strong anti-government sentiment among uneducated
whites, which makes designing effective policies difficult. Much of the
U.S. political dialogue stigmatizes recipients of welfare assistance and the

33The U.S. has the world’s highest per capita consumption of opioids: http://www.painpolicy.wisc.
edu/country/profile/united-states-america

http://www.painpolicy.wisc.edu/country/profile/united-states-america
http://www.painpolicy.wisc.edu/country/profile/united-states-america


bureaucracies are particularly difficult to navigate. Not by coincidence, the effi-
cient bureaucracies that administer universal programs like social security and
Medicare are distinctly different, and many recipients are not aware they are on
government programs.34

14 Using Well-Being Metrics to Assess Social Well-Being and Ill-Being:. . . 351

The same places with hollowed out labor forces and high deaths of despair tend to
have low rates of internet access and are more likely to be “civic deserts”, at a time
that the internet is an increasingly important means for access to safety net programs
and other community outreach efforts. Building up communities, meanwhile, is a
related challenge. There are many relevant lessons in the rich literature on well-
being, which highlight the benefits of volunteering and participating in other com-
munity level activities, particularly for those out of the labor force.35

There are, no doubt, other possible solutions, many of which are long-term in
nature, including improvements in public education, vocational training, and relo-
cation incentives. Importantly, while the starkest trends in terms of lack of hope and
mortality incidence are among poor whites, policies directed at improving opportu-
nities and well-being must also focus on poor minorities, who despite higher levels
of resilience, continue to face real disadvantages are real.

A first step is to get a better handle on the causes of the problem. This must entail
listening to what desperate people themselves have to say, as well as learning from
those who have shown more resilience when coping with crisis. Well-being metrics
can play a role, for example by undertaking regular polling to gauge life satisfaction,
optimism, pain, stress, and worry across people and places, an approach which is in
keeping with Easterlin’s careful attention to demographic trends in all of his eco-
nomic analysis. Meanwhile, countries such as the U.K. are already collecting these
metrics. Reporting on the patterns and trends regularly in public and policy discus-
sions would be a simple and inexpensive way to monitor the well-being and ill-being
of our society. It certainly seems a better path than waiting for mortality rates to
sound the alarm bells.
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Chapter 15
When Does Economic Growth Improve
Well-Being?

Francesco Sarracino

Abstract Is economic growth the way to pursue better lives? After the second world
war, many industrialized countries experienced an unprecedented economic growth
that significantly improved people’s living conditions. However, the raising wealth
did not result in higher well-being. This conclusion is inconsistent with the well
established belief that economic growth is the way to improve the human lot. In this
chapter I discuss the evidence on some of the conditions for durable improvements
in well-being, namely promoting social capital, and reducing income inequality.
I conclude that the quality of growth matters for well-being and that it is possible to
adopt policies to make economic growth and well-being compatible.

15.1 Introduction

As governments worldwide seek to promote well-being via economic growth,
scholars hold mixed opinions. Thus, governments wishing to improve their citizens’
well-being miss clear indications about which policies to adopt. Researchers have
been investigating whether economic growth is the way to pursue higher well-being
for many years. To date the answer seems to be: “it depends”. While the initial
literature polarized on two opposite views, the supporters and the opponents of
economic growth as a way to improve well-being, some recent evidence suggests
that the way to better lives depends on the quality of economic growth. United States
and China, for example, are two paradigmatic cases of economic growth that failed
to increase well-being. In both countries increasing income inequality and declining
social capital are among the causes of such disappointing results.

Whether economic growth increases well-being is a matter of its social, political,
economic, cultural and institutional features: if economic growth is compatible with
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a cohesive and inclusive society, it is reasonable to expect that well-being will
improve. Vice-versa, if economic growth leads to isolation and inequality, well-
being may arguably reduce. This chapter briefly reviews the literature on the
relationship between economic growth and well-being, and it discusses the empirical
evidence supporting the view that policy makers should promote social capital, and
reduce income inequalities to pursue durable improvements in well-being.
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Just as economic growth, also income inequality and social capital can be object
of policies. In particular, recent studies showed that social capital can change over
time because of ad-hoc policies, such as those concerning urban environment,
educational and work-related organization, healthcare, as well as media and
advertisement.

For long time scholars acknowledged that the “quality” of economic growth
mattered for well-being. Now we know a bit more about what characterizes such
“quality”, and how to pursue it to promote durable well-being.

15.2 Easterlin Paradox and Beyond

The measurement and analysis of subjective well-being is rooted in social psychol-
ogy, and it boomed after the year 2000, when subjective well-being entered the
vocabulary and the research agendas of other social sciences, including economics
(Bruni and Porta 2007). The information underlying this literature is trivial for it
comes from a very simple question: in the course of surveys, people are asked to
evaluate their lives as a whole, i.e. their subjective well-being1.

The availability of a valid and reliable way to observe people’s well-being allows
answering an important question: after years of almost uninterrupted economic
growth, to what extent have modern societies truly benefited? Paraphrasing Easterlin
(1974): did economic growth keep its promise of improving the human lot? Contrary
to the common belief that a growing economy is the key to better lives, available

1Subjective well-being is usually observed thanks to questions asking the respondents to state how
happy or satisfied with their lives they are. For example, subjective well-being, sometimes also
referred to as “happiness” or “life satisfaction”, is usually observed through answers to survey
questions such as: “Taking all things together, how happy would you say you are?” or “All things
considered, how satisfied are you with your life as a whole these days?” (Van Praag et al. 2003).
These measures proved to be reliable sources of information about individual’s well-being and, in
the last decades, have been employed in many fields of applied social research. The reliability of
these measures has been corroborated by experimental evidence from several disciplines. For
example, subjective well-being correlates with objective measures of well-being such as heart
rate, blood pressure, frequency of Duchenne smiles, and neurological tests of brain activity
(Blanchflower and Oswald 2004; Van Reekum et al. 2007). Moreover, subjective measures of
well-being are strongly correlated with other proxies of subjective well-being (Schwarz and Strack
1999; Wanous and Hudy 2001; Schimmack et al. 2010) and with the judgments about the
respondent’s happiness provided by friends, relatives or clinical experts (Schneider and Schimmack
2009; Kahneman and Krueger 2006; Layard 2005).



evidence suggests that modern societies shouldn’t expect significant improvements
in well-being from economic growth (Easterlin et al. 2010).
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Two main theories have been proposed to explain the paradox: adaptation and
social comparisons (Blanchflower 2009). Both theories rest on the idea that one’s
income aspirations negatively affect subjective well-being (Frederick and
Loewenstein 1999; Truyts 2010). Aspirations may depend either on one’s own
past income (adaptation) or on the income of one’s own reference group (social
comparisons). In the first case, the negative effect of higher income depends on
people’s past achievements. On the basis of what they get, people set their future
aspirations. For example, last year’s wage is the reference point for the current year’s
wage: if the actual wage does not meet the aspirations, the result for well-being is
negative. The second mechanism works in a similar way, but relies on comparing
people’s achievements with those of others. In this case, the effect of a higher income
for well-being depends on a relative amount: do I earn more, the same, or less than
my colleagues, neighbors and friends? These “others” may comprise various groups
of people whom we consider a reference point to assess our success. Both theories
are well-established in economic and psychological literature, and they are both
supported by a large body of empirical evidence (Brickman et al. 1978; Frank 1997;
Diener et al. 2009).

The idea that economic growth does not translate in well-being gains – the
essence of the so-called “Easterlin paradox” – is not commonly shared. The reasons
are twofold. On one hand, some authors criticize the evidence supporting the
Easterlin paradox and question its existence (see e.g. Stevenson and Wolfers 2008;
Deaton 2008; Sacks et al. 2012; Veenhoven and Vergunst 2013). This discrepancy is
due to the fact that these researchers neglected the temporal dimension of the
relationship between economic growth and well-being. Easterlin et al. (2010) clar-
ified that economic growth improves people’s well-being only over the business
cycle (1 or 2 years), but in the long run (more than 10 years) economic growth does
not have any significant effect on well-being. In other words, the positive effect of a
flourishing economy on well-being lasts for only a few years. This evidence found
further support in some recent works (see e.g. Bruni and Stanca 2008; Easterlin and
Angelescu 2009; Becchetti et al. 2011; Clark et al. 2012). Moreover, Beja (2014)
showed that even if the trends of subjective well-being and economic growth are
statistically related, the magnitude is small for growth to have a meaningful impact
on well-being. On the other hand, the availability of newer and longer time-series
clarified that subjective well-being is not always flat over time: for instance, it
declines in United States (Easterlin 1974; Bartolini et al. 2013a) and China
(Brockmann et al. 2009; Easterlin et al. 2012; Steele and Lynch 2013; Bartolini
and Sarracino 2015), whereas it follows a U-shape trend in many transition countries
(Bartolini et al. 2017), including Russia (Easterlin 2009). Vice-versa, there are
countries where quality of life improved along with economic growth, such as
Denmark and Switzerland. This indicates that economic growth, per se, is not
sufficient to warrant better lives: its quality matters too (Helliwell 2008).

Although the literature has often investigated whether economic growth
improves well-being, the issue is rather when – under which conditions – economic



growth durably improves well-being. Oishi and Kesebir (2015) and Mikucka et al.
(2017) provided evidence indicating that economic growth correlates with well-
being when income inequality declines and social capital increases. Although the
evidence about the relationship between income inequality and well-being is mixed
(see, for instance, Clark and D’Ambrosio 2015), increasing income inequality seems
to have negative consequences for well-being. When income inequality increases,
the differences among people widen, and the opportunities to establish social
comparisons increase, thus undermining the positive effect of income growth for
well-being. Raising income inequality can undermine well-being also by reducing
feelings of fairness and trust in others (Oishi et al. 2011). Finally, empirical studies
suggest that when economic growth is accompanied by increasing income inequal-
ity, social linkages and feelings of cooperation weaken, leading to well-being losses
(Graham and Felton 2006). A number of recent studies documented that social
capital – and, in particular, the quality of the relationships among people – has a
predominant impact on well-being (Uhlaner 1989; Helliwell and Putnam 2004;
Helliwell 2006, 2008; Bruni and Stanca 2008; Becchetti et al. 2009). Bartolini and
Sarracino (2014) showed that social capital is a strong correlate of well-being in the
long-run, and that such correlation weakens in the short run, when economic growth
exerts a stronger influence on well-being. These studies refer to social capital as
“networks together with shared norms, values and understandings that facilitate co-
operation within or among groups” (OECD 2001, p. 41). Finally, Easterlin (2013)
showed that the disconnect between economic growth and well-being in China and
Russia is largely due to the deterioration of the social safety net and to the privat-
ization of social insurance which accompanied the transition. In sum, whether
economic growth improves the human lot is a matter of conditions.
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15.2.1 Defensive Growth

Why are economic growth and well-being associated in some countries, and not in
others? The theories proposed to explain the Easterlin paradox can’t answer this
question: both adaptation and social comparisons predict flat trends of subjective
well-being, but they are not able to explain growing, declining, or curvilinear trends.
The possible existence of a trade-off between economic growth and well-being over
time is the subject of a long-lasting debate (Polanyi 1968; Hirsch 1976). Bartolini
and Bonatti (2008) proposed a theory of defensive growth according to which
economic growth is the outcome of a substitution process of free public goods
for expensive private ones. Free goods – natural (e.g., air, water, sun, etc.) and
social (e.g., trust, honesty, generosity, pro-social behaviors) resources – are renew-
able and available to everybody, and people benefit from the consumption of such
goods (Helliwell and Putnam 2004; Helliwell 2007).

In societies where free goods become scarce, people buy substitute goods which
are expensive and private. For example, if cities become polluted, dangerous, and
unfriendly, people compensate for the lower quality of the living environment by



buying a second home at the seaside or in the countryside. In other words, people
engage in a new layer of expenses – so-called defensive expenditures – to defend
themselves from the degradation of the social and natural environment. Also social
relationships – and more in general social capital – normally freely available, can be
substituted by private goods, which are provided by the market. This process feeds
economic growth because the consumption of private and expensive goods, differ-
ently from free goods, is recorded in national accounts. Moreover, to afford greater
levels of private consumption, people need to increase their working hours, further
feeding economic growth. In this way, the erosion of social capital, and of other free
goods, increases the demand for private substitute goods. The result is an economic
growth that undermines free goods. Increasing private expenditures and working
time result in less time available for other activities, affecting the opportunities to
cultivate social relationships. This is a vicious circle in which economic growth and
social erosion reinforce each other.
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Summarizing, according to the defensive growth theory, economic growth pro-
duces negative externalities which, in turn, fuel economic growth: when the quality
of their living environment erodes, people are pushed to consume private goods to
compensate for their lower levels of well-being. The defensive growth theory pre-
dicts that the higher the rate of economic growth, the longer the working time, the
more negative the trend of well-being, and the greater the erosion of free goods,
social capital in particular. These predictions found empirical support in a number of
cross-country and within country studies (Bartolini and Bilancini 2011; Sarracino
and Mikucka 2017; Bartolini and Sarracino 2017; Bartolini et al. 2016).

15.3 Conditions for a Happy Growth

Previous literature found that economic growth and well-being are associated when
at least one of the following three conditions are met: presence of a welfare state
(Easterlin 2013; Ono and Kristen 2016), growing social capital (Uhlaner 1989;
Helliwell 2003, 2008; Bartolini et al. 2013a; Clark et al. 2012), and reducing income
inequality (Oishi and Kesebir 2015; Mikucka et al. 2017). It goes without saying that
these are only some of the possible aspects to safeguard while promoting well-being
through economic growth. Other aspects may include environmental quality, health,
tolerance, religiosity, in sum all those aspects that matter for well-being and that,
under given circumstances, may be eroded by economic growth. From this point of
view, the quest for other relevant aspects is just beginning (Table 15.1).

15.3.1 Cross-Country Studies

Bartolini and Sarracino (2014) explored the long-term relationship among economic
growth, social capital and well-being at aggregated level using WVS-EVS data. The



Table 15.1 Long-term trends
of proxies of subjective well-
being over trends of social
capital and GDP*

Happiness Life satisfaction

Group membership 0.608** 0.330**

2.19 3.58

Log GDP 0.01 0.0447

( 0.07) 0.35

Constant 0.690*** 0.634***

( 3.88) ( 6.87)

Observations 27 27

Adjusted R2 0.302 0.087

t-statistics in brackets
Source: Bartolini and Sarracino (2014), WVS-EVS integrated
data-set
*All the variables are standardized
*p < 0.1; **p < 0.05; ***p < 0.01

– –
–
– –
– –
– –

authors compared the trends of social capital – as proxied by the participation of
people in groups and associations – with the trends of subjective well-being and of
GDP per capita. Results support the view that in the long run the trend of group
membership is significantly and positively correlated with the trend of subjective
well-being (see Fig. 15.1). This is a robust result since it holds after controlling for
the trend of GDP per capita (see Table 15.1). Additionally, it confirms Easterlin’s
evidence that in the long run economic growth is not correlated with the trends of
subjective well-being.
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This result is confirmed also after adopting another proxy of social capital: social
trust, available in the European Social Survey (ESS). Table 15.2 reports the results of
the correlations of the trends of subjective well-being with those of social trust and of
GDP per capita computed over a period of at least 6 years, a medium rather than a
long-term. Also in this case, the coefficients associated with the trends of trust in
others are strongly and significantly associated with the trends of well-being,
whereas economic growth shows a weak correlation.

However, this result can be driven by more developed countries, where basic
needs have been met and people are free to care for something else, such as social
relationships. Evidence from poorer countries is scarce, nonetheless two recent
works provided some evidence in this regard. Easterlin (2009) and Bartolini et al.
(2017) show that even if economic growth does matter for well-being in transition
countries, social relationships remain an important correlate of subjective well-
being.

Oishi and Kesebir (2015) and Mikucka et al. (2017) applied multilevel regression
analysis to a large sample of countries extracted from the integrated World Values
Survey – European Values Study data-set. They studied the conditions under which
economic growth and subjective well-being correlate in the long run. Oishi and
Kesebir (2015) found that economic growth correlates positively with well-being
when income inequality decreases. Mikucka et al. (2017) tested the same relation-
ship accounting for social capital and income inequality. The results of the two teams



– –

– –
–
–
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Fig. 15.1 Correlation among long-term trends of subjective well-being and social capital.
Trends are computed regressing the proxies of subjective well-being and the share of people who
are members of at least one group or association over a time variable including all the years when
the dependent variable is observed. The β coefficients thus represent the average yearly change of
the dependent variable as measured over a period of at least 15 years. Trends are computed
separately for each country and then standardized to ease comparisons among variables. (Source:
Bartolini and Sarracino (2014), WVS-EVS integrated data-set)

Table 15.2 Trends of
subjective well-being over
changes of the index of social
trust and trends of GDP

Happiness Life satisfaction

Index of social trust 0.797*** 0.731***

4.03 8.06

Trend of log GDP 0.268** 0.323*

2.41 2.02

Constant 7.96e – 10 5.56e – 10

( 0.00) 0

Observations 24 24

Adjusted R2 0.702 0.63

t-statistics in brackets
*The index of social trust is the weighted average of the answers to
questions about whether most people can be trusted or not,
whether other people try to take advantage of others and whether
people try to be helpful or rather looking for themselves. Each of
these three items ranges on a 0–10 scale, where the lowest cate-
gory corresponds to the worst judgement and the highest to the
best one. Weights are obtained from a factor analysis. All the
trends are standardized. (Source: Bartolini and Sarracino (2014),
ESS data-set)
*p < 0.1; **p < 0.05; ***p < 0.01



Fig. 15.2 Life satisfaction and GDP across time in China**GDP per capita (2000 US$), World
Development Indicators, The World Bank. (Source: Bartolini and Sarracino (

of researchers are strikingly consistent. To illustrate the results, I will focus on the
predictions for China, a country of particular interest in this literature. Until 1990s,
China was a substantially poor country. However, since then its economy grew at a
pace of about 10% each year, radically transforming Chinese society and signifi-
cantly improving the living conditions of millions of people. Mainstream economic
theory suggests that such a “leap forward” should have significantly improved
Chinese well-being. Figure 15.2 illustrates the trends of GDP per capita and of
average life satisfaction over time (Bartolini and Sarracino 2015). The dashed line,
representing real GDP per capita (expressed in US dollars of 2000), points upward,
whereas average life satisfaction – the solid line – declines. Despite the moderate
recovery of life satisfaction between 2001 and 2007, the two curves depict an
extreme example of Easterlin paradox: in China, life satisfaction declined – it did
not stay constant, as the paradox suggests – while the economy took off.
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2015), WVS data-set)

What does explain the discrepancy between economic growth and the trend of life
satisfaction? The answer is represented graphically in Fig. 15.3 (Mikucka et al.
2017). The chart is organized on two axes: the y-axis reports inequality changes over
time – above the zero, inequality increases; below the zero, inequality decreases. The
x-axis reports the changes of social trust over time: on the right of the zero, social
trust increases; on the left of the zero, social trust decreases. The area of the diagram
is color-coded: red areas indicate a negative association between economic growth
and well-being over time, whereas green areas indicate a positive association. More
intense colors stand for stronger associations. The dots on the diagram are the
countries included in the available sample as predicted by the multilevel model.



Fig. 15.3 Increasing income inequality and stagnating social trust predict the decoupling of
economic growth and life satisfaction in China. The prediction is the result of a multilevel
regression analysis to model people’s life satisfaction as a function of both individual and country
characteristics, including the changes over time of social trust, economic growth and income
inequality (Gini index). The model allows average life satisfaction to vary randomly across
country-waves and across countries (random intercept model). The macro variable social trust is
derived from aggregating the individual-level variable trust in others. Real GDP per capita is
derived from the Penn World Table 9.0 (expenditure-side) and is expressed in international dollars
of the year 2011 transformed into logarithm. The Gini index (based on individual income) is
extracted from the World Income Inequality Database. (Source: Mikucka et al. (

For ease of interpretation, the dots relative to China have been emphasized. By
observing the dots, it is possible to see the evolution of the relationship between
economic growth and well-being in China from 1990 to 2012. The fact that the dots
move gradually from the green to the red area suggests that over time the relationship
between economic growth and well-being turned from positive to negative. This
shift, according to the model, is accompanied by two transformations: a negligible
change in social trust over time, and a strong increase in income inequality. This
conclusion is supported by the descriptive statistics of Fig. 15.4, which reports the
evolution of well-being and the Gini index since 1990. The figure shows that the first
years of economic take-off were associated to a strong acceleration of income
inequality which frustrated Chinese well-being.
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2017), WVS data-
set)

Summarizing, the evidence from two different data-sets providing internationally
comparable information about social capital and well-being trends across countries



Fig. 15.4 Inequality and life satisfaction in China. The Gini index (based on individual income) is
extracted from the World Income Inequality Database. Average life satisfaction is computed using
sample weights and it is issued from the WVS. (Source: Author’s own elaboration)

confirms that economic growth is only weakly associated with the trend of well-
being. The longer the perspective, the less important is the role of GDP and the more
social capital matters for well-being.
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This conclusion hinges on cross-country studies – analyses run with aggregated
data on sample of various countries. This casts the doubt that present results are an
artifact due to pulling together countries with different histories, socio-economic
backgrounds and political and cultural systems. For this reason, in the next section, I
will review the evidence from within-country studies.

15.3.2 Within Country Studies

Using data from the US General Social Survey over the last 30 years, Bartolini et al.
(2013a) show that a large portion of the declining American happiness trend is
explained by four forces acting in contrasting directions. The first one is the increase
in per capita income, which positively affects subjective well-being, while the
remaining three have a negative effect. These forces are: first, social comparisons,
which erode approximately 2/3 of the positive impact of increasing income; second,
the decrease in the confidence in institutions, a component of social capital and,
third, the erosion of social capital. Many studies suggest that the American society
experienced an increase in solitude, communicative difficulties, anxiety, loneliness,
distrust, family instability, generational cleavages, civic engagement, social



participation and a reduction in solidarity and honesty (Putnam 2000). The magni-
tude of the effect of the erosion of social capital for well-being is comparable to the
one exerted by social comparisons. Moreover, simulations reveal that, if social
capital had stayed constant at its 1975 levels, American subjective well-being
would have been higher today.
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These relationships have been confirmed more recently also for three other
countries: Germany, Luxembourg and China. Using the German Socio-Economic
Panel and a wider set of variables, Bartolini et al. (2013b) confirm previous results
about the US showing that the variation in the German subjective well-being
between 1994 and 2007 is explained by the same forces shaping the American
well-being. The only difference, in this case, is that, during the last 15 years, German
social capital has been increasing with an overall positive effect on subjective well-
being. If social capital had not increased, the net result for subjective well-being
would have been the same as the American one.

Looking at data from the European Value Study, Sarracino (2013) focused on the
relationship between social capital and subjective well-being in Luxembourg.
Despite its small dimensions and its peculiarities (the small population size as well
as the high share of migrant workers), Luxembourg is one of the countries with the
highest income per capita. Hence, it is an interesting case to study whether people in
rich countries are destined to wealthy but unsatisfactory lives. After accounting for
the heterogeneous social fabric of the country, the figures between 1999 and 2008
document that in Luxembourg social capital, in the form of trust in others, partici-
pation in groups and associations and confidence in various institutions, increased
together with subjective well-being. These results are encouraging because they
suggest that the erosion of social capital is not a legacy of the richest countries in the
world.

In an international perspective, the cases of Germany and Luxembourg indicate
that economic performance can be compatible with overall rich social environments
and well-being. This evidence has important implications for policy making since it
supports the idea that the way economic systems are organized matters for their
social and well-being outcomes. In other words, whether economic growth is
associated to unhappiness and erosion of social capital is a matter of economic and
social organization.

More recently, Easterlin et al. (2012), Brockmann et al. (2009), Steele and Lynch
(2013), and Easterlin et al. (2017) have used various datasets to explore the rela-
tionship between economic growth and well-being in China. An average yearly
economic growth of 9.7% should result in a general improvement of several social,
economic and sanitary conditions of people’s life and of their well-being more in
general. However, Chinese economic growth failed to keep its promise of improving
the human lot. What is behind this failure? Since the early 1990s, employment
conditions deteriorated and were slow to improve due to restructuring of state-owned
companies, and to large rural to urban migration. The loss of jobs was accompanied
by the loss of social safety nets which were tied to jobs. Partly as a result of these
changes, inequalities – in particular income inequality – increased (see Fig. 15.4). At
a micro level increasing income inequality corresponds to increasing social



comparisons, which many studies identify as the main driver of Chinese dissatis-
faction. In particular, Bartolini and Sarracino (2015) usedWVS data and the Blinder-
Oaxaca decomposition to analyze what happened to Chinese well-being between
1990 and 2007. In line with previous results, the authors find that the increased
importance of social comparisons largely contribute to explain the disappointing
trend of well-being. However, a second force also contributed to shaping the trend of
Chinese well-being: the erosion of social capital. Estimates suggest that about 18.6%
of the well-being loss in China is related to social capital. Moreover, the computa-
tions suggest that if the latter stayed constant at its level of 1990, the loss of well-
being would have been 6% smaller. In sum, the declining life satisfaction in China
can be explained by increasing income inequality, which increased the opportunities
for social comparisons; declining social capital; and increasing unemployment and
the associated loss of social safety nets.
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Overall, there seems to be convincing evidence that in the long run what really
matters for people’s well-being are inequality and social relationships rather than
money. Shall we conclude that economic growth has no role for well-being? Data
show that economic growth has a clear and strong effect on life satisfaction, but only
in the short run. For instance, when the changes over time are computed over
intervals of 2 years, economic growth is almost two times more strongly correlated
to well-being than social capital (Bartolini and Sarracino 2014; Bartolini et al. 2017).

The evidence coming from both within and cross-country studies, various tech-
niques and different data-set supports the conclusion that, except for transition
economies, in the long run economic growth correlates with well-being if certain
conditions are met. The conditions explored so far include increasing social capital,
decreasing income inequality, and extensive social safety nets. Hence, having happy
lives in countries that grow wealthy is a matter of economic and social organization.

15.4 Conclusion

Available evidence suggests that – a priori – economic growth is neither good nor
bad for well-being: what matters is its quality. Economic growth does not work in
the same way everywhere. It can benefit everybody or only a few; it can create
healthy communities or it can weaken the bonds among people. This evidence stems
from the studies on the Easterlin paradox and it represents one of its evolutions.
Rather than asking whether economic growth is the way to pursue better lives, this
line of research asks “when”, under which conditions economic growth can be
compatible with raising life satisfaction in the long-run.

Scholars expected that social capital, and in particular the quality of the relation-
ships among people, should matter: social capital is an important correlate of well-
being, and it is one of the few aspects to which people’s happiness does not adjust.
Additionally, societies rich in social capital provide their members with material
help, social support and shared activities. This contributes to well-being, and it
favors longer and healthier lives. Available evidence indicates also that economic



growth correlates with increasing well-being in presence of effective social safety
nets and, more in general, of generous welfare states. One of the reasons for this
result is that welfare state allows to meet people’s needs independently from their
income. In other words, the welfare state is an antidote to income inequality:
societies with few, very rich people and many poor ones are, on average, less
happy because of the decreasing marginal utility of income. Moreover, very high
inequality may be associated to violence, crime, and social cleavages which may
ultimately undermine well-being. Various cross-country and within country studies,
using various sources of data and techniques, supported these expectations: eco-
nomic growth and well-being are more likely to grow together in presence of
increasing social capital, decreasing income inequality, and extensive social safety
nets.
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This observation suggests that, to pursue durable improvements in well-being,
both rich and poor countries should adopt a “promote, protect and reduce” policy
agenda: promote social safety nets, protect social capital, and reduce income
inequality. The good news is that some governments have already adopted policy
agendas that, at least in part, are consistent with this framework. This is why in some
countries, such as Denmark, Netherlands, Switzerland, Brazil and Japan, well-being
increases along with economic growth. The redistribution of income and the
strengthening of the welfare state are basic policies to decouple the ability to meet
basic needs from people’s income. In other words, policies to reduce income
inequality make people less dependent on income to satisfy their needs. Which
policies are possible to promote social capital? Some examples – for instance in
urban organization, education, or advertising regulations – show that it is possible to
adopt specific policies to preserve or enhance social capital and well-being (Rogers
et al. 2011; Helliwell 2011; Bartolini 2014). Hence, the way many existing institu-
tions work could be reconsidered in the light of the new role that these studies
attribute to social capital.

New scenarios are available for policies aiming at increasing well-being. A
growing body of research confirms that well-being asks not only for material
needs, but also for further aspects coming from the delicate connection of human
relationships with others and the surrounding environment. The quest for which
conditions and policies matter to durably improve well-being is only at the begin-
ning. Hopefully, new research on high quality data and the availability of new case
studies will shed new light on this issue.
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Chapter 16
The Subjective Well-Being Political
Paradox: Evidence from Latin America

Lucía Macchia and Anke C. Plagnol

Abstract The subjective well-being political paradox describes that individuals are
on average more satisfied with their lives under left-leaning (liberal) governments
than under right-leaning (conservative) governments; however, at the individual
level, people who identify as leaning politically more to the right show higher life
satisfaction than those who describe themselves as leaning to the left. The present
study investigates whether this paradox, previously found in Europe, can also be
found across 18 Latin American countries by using data from 9 waves of the
Latinobarómetro survey. In addition to life satisfaction, we consider respondents’
self-rated ability to meet their financial needs in a satisfactory manner, which can be
seen as a proxy for satisfaction with income. Latin America is an interesting region
to study this question because of its political history and the emergence of left-
leaning governments during the last 15 years. After controlling for macroeconomic
indicators and socio-demographic factors, we find that people report higher life
satisfaction and a better ability to meet their financial needs under left-leaning
governments compared to centre and right-leaning governments. In contrast, con-
servative individuals report higher financial and overall well-being than liberal
individuals. Our findings confirm the subjective well-being political paradox previ-
ously found in Europe.

16.1 Introduction

Richard Easterlin famously asked in 1974 whether economic growth improves the
human lot (Easterlin 1974). His analysis suggested that despite a positive income-
happiness relationship at one point in time, economic growth is not positively
associated with well-being, i.e. the income-happiness association is nil over time
(an observation which other authors later called the Easterlin paradox). Neverthe-
less, policymakers have long focused on increasing the gross domestic product
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(GDP) as a good way to improve well-being in a society. The promotion of well-
being as the central role of governments was already discussed by Adam Smith and
Jeremy Bentham, but how societal well-being can be adequately captured remains a
subject of considerable debate. The predominant belief in GDP as an adequate proxy
for societal well-being (e.g., Sirgy et al. 2006) is reflected in a number of government
policies which emphasise economic growth and incomes. At first, this appears to be
a reasonable approach because as other authors apart from Easterlin confirmed GDP
is significantly positively associated with subjective well-being (SWB) in the cross-
section (e.g., Di Tella et al. 2003; Stevenson and Wolfers 2008). However, the
second observation that forms the Easterlin happiness-income paradox – namely the
nil relationship between economic growth and well-being – has also been confirmed,
both in developed and developing countries (Easterlin et al. 2010).
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This observation and other known shortcomings of GDP as a measure of societal
progress (e.g., Stiglitz et al. 2009) put into perspective the way in which societal
well-being has traditionally been assessed. Increasingly, policymakers are now
advocating the use of subjective well-being measures to assess their citizens’ well-
being (e.g., Adler and Seligman 2016; Dolan and White 2007). However, even if an
increased use (or at least proposed use) of subjective well-being measures suggests
that subjective well-being is starting to be taken more seriously as a goal of
government policies, it needs to be established whether governments can indeed
actively improve their citizens’ well-being. Is individual well-being significantly
associated with government policies and activities, as proxied by governments’
political orientation? Do preferences for certain policies, as reflected in individuals’
political orientation, matter for subjective well-being?

The present chapter aims to contribute to the answers to these questions. The aims
of our analysis are twofold: we first ask whether average subjective well-being varies
significantly under governments with different political orientations. Governments
that can be found on the left of the political spectrum typically implement and
promote policies that are in stark contrast to governments on the right of the political
spectrum. Second, we ask to what extent individual political orientation, which is
typically related to preferences for certain polices, is associated with individual
subjective well-being. We employ data from Latin America for our analysis.

A study that employed European data identified a new kind of subjective well-being
paradox, namely the subjective well-being political paradox. This pardox describes the
observation that individuals are on average more satisfied with their lives when they
live in welfare states with higher levels of decommodification, welfare spending, and
equality than other countries; however, people who identify as leaning politically more
to the right show higher levels of life satisfaction than those who describe themselves
as leaning to the left (Okulicz-Kozaryn et al. 2014). By simultaneously considering
political orientation at the micro (individual) and macro (government) level, our
analysis will demonstrate whether the subjective well-being political paradox can
also be found in Latin America – a region with a recent turbulent economic and
political past, which differs considerably from Europe in many aspects. For this
purpose, we look at a typical subjective well-being measure, namely life satisfaction,
as well as a proxy for financial satisfaction; and the association of these two measures
with political orientation at the government and individual level. In contrast to the
study by Okulicz-Kozaryn and colleagues (2014), we employ direct measures of the



current government’s political orientation, whereas they employed three welfare state
indicators and a measure of the aggregate of individual political orientation in a country
to look at macro-level political orientation. However, it is possible that some welfare
indicators are a legacy of previous, maybe more liberal, governments and we therefore
prefer a direct measure of the political orientation of the party in power which will
better reflect which policies are promoted in the year of the survey. Due to the strong
association between a governments’ political orientation and the policies implemented
and favoured by that government, our analysis further contributes to the debate on
which type of policies might improve well-being in a society.
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Right-leaning and left-leaning governments are located at the two extremes of the
political spectrum and their opinions on economic and social policies often differ
markedly. While conservative governments often avoid interference in economic
decisions and favour the free market, left-leaning (liberal) governments typically aim
to formulate policies that address the social needs of the population. For instance,
liberal governments often focus on policies which reduce unemployment, increased
equality, and improve access to quality healthcare, education and social protection,
among other things.

Our study focuses on Latin America, a region with considerably less economic,
political and democratic stability than Europe during the last decades. For instance,
Latin America has long been a volatile region with numerous major episodes of
political violence (for an overview see Justino and Martorano 2018). The marked
differences between the two regions imply that the existence of the subjective well-
being political paradox is not obvious in Latin America. During the 1990s, many
Latin American countries implemented conservative policies based on free market
principles. After an external debt crisis in 2001, there was a shift from right-leaning
to left-leaning governments and by 2003, left-wing (liberal) political parties were in
power in most countries in Latin America. Subsequently, the focus of many gov-
ernment policies changed across the region.

16.2 Background

Previous studies have shown that people’s quality of life can be affected by the
functioning of the government as it provides citizens with many services crucial for
individual well-being (Frey and Stutzer 2000; Helliwell and Huang 2008). For
instance, at the individual level, health, education and social capital are positively
associated with subjective well-being (e.g., Blanchflower and Oswald 2004; Putnam
2000) – these are all domains in which government provision of key services could
potentially make a big difference for individual well-being. Indeed, public social
spending has previously been found to be an important predictor of different
happiness patterns in Latin America (Switek 2012).

Liberal policies often aim to increase equality in a society, for example through
access to education. An unequal distribution of income in a society has been found to
be negatively associated with subjective well-being (Alesina et al. 2004; Fahey and
Smyth 2004; Schwarze and Härpfer 2003). In Latin American countries, income



inequality is seen as a sign of unfairness as it provides an advantage for the rich;
subsequently, it is negatively associated with the happiness of the poor but not of the
rich (Graham and Felton 2006).
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Whereas conservative or right-leaning governments typically favour free mar-
kets, liberal or left-wing governments tend to play an active role in economic and
political decisions in order to promote equality and provide citizens with protection
against economic, social and political hardship (Green-Pedersen 2004). Therefore,
the political orientation of a government can be seen as a proxy for the type of
policies and the level of intervention in the provision of services that are potentially
beneficial for people’s quality of life. Citizens who live in countries with liberal
governments, which typically promote policies that aim to improve people’s well-
being directly instead of indirectly through economic growth, are more likely to
report higher subjective well-being than citizens who live in countries led by
conservative governments (Bok 2010; Pacek and Radcliff 2008; Radcliff 2001).
This observation has been attributed to livability theory which posits that govern-
ment policies that create better, more liveable conditions in a country will lead to
higher average subjective well-being (e.g., Okulicz-Kozaryn et al. 2014; Veenhoven
and Ehrhardt 1995). In contrast, at the individual level, conservative individuals tend
to report higher subjective well-being than liberal individuals (Napier and Jost
2008). This fact may be explained by system justification theory which describes a
preference for the status quo and the belief that the political system is fair (for a
summary see Okulicz-Kozaryn et al. 2014). In this view, individuals that find
themselves more on the right of the political spectrum may report, on average,
higher subjective well-being because they find (in their mind) good justifications
for social inequalities and other societal factors that are often associated with lower
SWB (Napier and Jost 2008).

As most studies focus on life satisfaction, it remains to be seen whether a
government’s political orientation is significantly associated with specific domains
of subjective well-being. After all, it is possible that government policies affect some
domains of life positively while simultaneously decreasing satisfaction in other
domains. Our study will partly fill this gap by looking at a proxy for financial
satisfaction (in addition to life satisfaction). Financial satisfaction is of course closely
related to income, which was the subject of many of the early studies on subjective
well-being conducted by economists. Income has been found to be positively
associated with subjective well-being, especially, when income helps to cover
basic needs (e.g., Oswald 1997). In some cases, the significant and positive associ-
ation between subjective well-being and absolute income only exists in the lower
part of the income range (Argyle 1999). However, once basic needs are met, the
relationship between absolute income and subjective well-being is nil as aspirations
rise in lockstep with income (Easterlin 2001). Relative income also matters for
subjective well-being (e.g., Blanchflower and Oswald 2004; Ferrer-i-Carbonell
2005; Luttmer 2005; McBride 2001) as people tend to compare their living standard
to that of their peers (Easterlin 1995).

In the following, we will investigate the existence of the subjective well-being
political paradox in Latin America, and then explore which government policies
might contribute to the results found here.
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16.3 Methods

16.3.1 Data

We employ data from the Latinobarómetro, an annual opinion survey which includes
responses collected in 18 Latin American countries with about 1000 respondents per
country in each survey year (Latinobarómetro Corporation 2016). The data are
repeated cross-sections representative of the population in the majority of the
countries in each survey year.1 Our final sample of 180,069 observations includes
all 18 Latin American countries for the 2004–2007 and 2009–2015 survey periods (9
waves). However, only 137,321 of these respondents answered the question
concerning their political orientation. We focus on these waves because the answer
categories of the life satisfaction measure – one of our main variables – remain
constant across these years. Moreover, the survey question appears at the very
beginning of the questionnaire which avoids potential bias resulting from preceding
questions.

16.3.2 Measures

16.3.2.1 Dependent Variables

Our analysis employs two dependent variables – one assessing overall life satisfac-
tion and one that can be seen as a proxy for financial satisfaction. The latter variable
describes the respondent’s subjective evaluation of their ability to cover their
financial needs in a satisfactory manner. In particular, the survey question asks
respondents: “Does the salary you receive and your total family income allow you
to cover your needs in a satisfactory manner? Which of the following statements
describes your situation? It is sufficient, can save (1); It is just sufficient, doesn’t
have major problems (2); It is not sufficient, has problems (3); It is not sufficient, has
big problems (4)”. The four answer categories were reverse coded for the analysis
and treated as ordered categorical such that a higher value denotes a better ability to
cover one’s financial needs. We denote this variable as Ability to cover financial
needs in the statistical analysis.

Our second dependent variable assesses the respondent’s life satisfaction based
on the following question: “In general, would you say you are satisfied with your
life? Would you say you are very satisfied (1), quite satisfied (2), not very satisfied
(3) or not satisfied at all (4)?” This variable was reverse coded such that a higher
value denotes a higher level of life satisfaction.

1Data are representative for all countries except for Chile, Colombia and Paraguay.
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Political Orientation

We employ two measures to assess political orientation both at the government
(macro) and individual (micro) level:

– Respondent’s political orientation: This measure is based on the following
question “In politics, people normally speak of ‘left’ and ‘right’. On a scale
where 0 is left and 10 is right, where would you place yourself?”. We kept the
original coding for our study.

– Government’s political orientation: The Latinobarómetro does not include a
measure indicating the present government’s political orientation. We therefore
created a variable which indicates whether the government in power at the time of
the survey in the respondent’s country is considered left wing, centre or right
wing. This classification was primarily derived from information from the Data-
base of Political Institutions (Cruz et al. 2016). Any remaining gaps were filled
with information from the Political Database of the Americas (2015), which lists
the political party of the president elected in each country in the years used in this
study. We also consulted the relevant literature on the topic to confirm the
governments’ political orientation classification (e.g., Alcántara Sáez and
Freidenberg 2001; Flores-Macías 2012; Middlebrook 2000).

Additional Measures

We further included three macroeconomic indicators for each country which have
previously been found to be associated with subjective well-being: the unemploy-
ment rate (% of total labour force), the inflation rate (GDP deflator, annual %), and
the log of gross domestic product (GPD) per capita (in constant 2010 US$).2 These
measures were obtained from the World Bank (2017). Both the unemployment rate
and the inflation rate typically show a negative relationship with subjective well-
being (Clark and Oswald 1994; Di Tella and MacCulloch 2001).

We further account for socio-demographic variables, such as age, gender, edu-
cation, employment and socioeconomic status. As previous research suggests that
subjective well-being is U-shaped in age (e.g., Blanchflower and Oswald 2008;
Frijters and Beatton 2012; Graham and Pettinato 2001), we model age as non-linear
by including both age and age squared. Gender is included as a control variable as
women tend to report higher subjective well-being than men (Alesina et al. 2004).
We include a number of employment status categories with ‘self-employed’ as the
reference category in the statistical models as it presents the largest share of
respondents. The informal employment sector – which is likely captured by the
‘self-employed’ category – is large in Latin America but recent research has shown
that informal labour status is not necessarily associated with political attitudes

2Inflation rate and GDP per capita data are not available for Venezuela in 2015.



Variable N Mean Min Max

¼ ¼

–

(Baker and Velasco-Guachalla 2018). Previous studies have found unemployment to
be negatively associated with subjective well-being (e.g., Clark 2003; Clark and
Oswald 1994; Winkelmann and Winkelmann 1998). Education (e.g., Blanchflower
and Oswald 2004) and income (e.g., Oswald 1997) are both usually positively
associated with subjective well-being. We include the respondent’s socioeconomic
status as estimated by the interviewer as a proxy for household income as the
Latinobarómetro does not provide a direct measure of the respondent’s income.
Table 16.1 shows summary statistics of the variables included in the analysis.
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Table 16.1 Summary statistics

St.
Dev.

Ability to cover financial needs 176,153 2.436 0.842 1 4

Life satisfaction 179,278 2.989 0.839 1 4

Government’s political orientation

Left 180,069 0.55 0.497 0 1

Centre 180,069 0.229 0.42 0 1

Right 180,069 0.221 0.415 0 1

Respondent’s political orientation 137,321 5.365 2.658 0 10

(left 0; right 10)

Unemployment rate 180,069 7.023 3.129 1.8 18.4

Inflation rate 178,869 7.734 7.511 4.62 45.94

Log of GDP per capita 178,869 8.611 0.662 7.24 9.593

Male 180,069 0.485 0.5 0 1

Age 180,069 39.997 16.359 18 99

Level of education

Without education 180,069 0.097 0.297 0 1

Between 1 and 6 years 180,069 0.308 0.461 0 1

Between 7 and 12 years 180,069 0.402 0.49 0 1

High school/academies/incomplete technical
training

180,069 0.021 0.143 0 1

High school/academies/complete technical
training

180,069 0.04 0.196 0 1

Incomplete university 180,069 0.071 0.257 0 1

Complete university 180,069 0.061 0.239 0 1

Employment status

Self-employed 180,069 0.323 0.467 0 1

Temporarily out of work 180,069 0.06 0.237 0 1

Don’t work / responsible for shopping and
house work

180,069 0.234 0.406 0 1

Salaried employee in a private company 180,069 0.076 0.265 0 1

Salaried employee in a public company 180,069 0.178 0.383 0 1

Student 180,069 0.061 0.24 0 1

Retired 180,069 0.068 0.251 0 1

Socioeconomic status 180,063 3.279 0.896 1 5
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16.3.3 Analytical Strategy

We run ordered logit regressions as our two dependent variables are ordered
categorical. Ordinary least squares regressions (OLS) yield the same substantive
results, suggesting that our results are robust to methodology. We also include
country and year fixed effects to account for unobserved variables related to the
year of the survey and the country in which the respondent lives.

16.4 Results

Does the subjective well-being political paradox also exist in Latin America? Our
regression analysis suggests that people who live in a country where the ruling
political party can be classified as left-leaning report a better ability to cover their
financial needs and higher life satisfaction than people who live in a country with a
centre or right-leaning government (Table 16.2). However, in the life satisfaction
regression, the coefficient for right-leaning governments is small and only significant
at the 10% level. A larger difference can be observed between the life satisfaction of
individuals in countries with a left-leaning government and the life satisfaction of
people who live in countries with a centre government. We test the hypothesis that
the coefficients for centre and right-leaning governments are identical and find that
they are in fact significantly different from each other; i.e., respondents who live in
countries with right-leaning governments report better outcomes for both dependent
variables than those living under governments that can be found in the centre of the
political spectrum.

We do find evidence for the subjective well-being political paradox in Latin
America. At the individual level, right-leaning individuals rate, on average, their
ability to cover their financial needs and their life satisfaction higher than left-leaning
individuals. At the government level, individuals who live in a country with a left-
leaning government rate their ability to cover their financial needs and their life
satisfaction higher than people who live in a country with a right-leaning govern-
ment. In all our regressions, we account for gender, age, education, employment
status and socioeconomic status as well as three important economic indicators,
namely the log of GDP per capita, the unemployment rate and the inflation rate.

We find that the log of GDP per capita is significantly positively associated with
both dependent variables. The unemployment rate is significantly negatively asso-
ciated with the ability to cover financial needs and significantly positively associated
with life satisfaction. In contrast, the inflation rate is significantly positively associ-
ated with the ability to cover financial needs but significantly negatively associated
with life satisfaction.

Men rate their ability to cover financial needs and life satisfaction higher than
women. The negative coefficient of age and the positive coefficient of age-squared
in both regressions confirms the U-shape in age that has been found in previous
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Table 16.2 Ordered logit regressions for Ability to cover financial needs and Life satisfaction

Government’s political leaning (ref: left)

Dependent variables

Ability to cover financial
needs

Life
satisfaction

Centre 0.326*** 0.146***

0.022 0.021

Right 0.124*** 0.042*

0.022 0.022

Respondent’s political orientation 0.004** 0.024***

(left 0; right 10) 0.002 0.002

Log of GDP per capita 1.198*** 1.352***

0.009 0.021

Unemployment rate (%) 0.035*** 0.011***

0.004 0.004

Inflation rate (%) 0.005*** 0.008***

0.001 0.001

Male 0.157*** 0.018

0.012 0.011

Age 0.043*** 0.029***

0.002 0.002

Age squared/100 0.040*** 0.027***

0.002 0.002

Level of education (ref: no education)

Between 1 and 6 years 0.159*** 0.017

0.021 0.022

Between 7 and 12 years 0.466*** 0.025

0.022 0.022

High school/academies/incomplete technical
training

0.610*** 0.192**

0.041 0.041

High school/academies/complete technical
training

0.667*** 0.115***

0.034 0.033

Incomplete university 0.749*** 0.118***

0.029 0.029

Complete university 1.009*** 0.219***

0.03 0.03

Employment status (ref: self-employed)

Temporarily out of work 0.515*** 0.216***

0.023 0.023

Don’t work/responsible for shopping and house
work

0.142*** 0.042***

0.016 0.016

Salaried employee in a private company 0.120*** 0.053***

0.016 0.015

Salaried employee in a public company 0.106*** 0.168***

0.021 0.02

Student 0.119*** 0.084***

0.026 0.026



Dependent variables

Ability to cover financial
needs

Life
satisfaction

Retired 0.001 0.065**

0.026 0.026

Socioeconomic status 0.654*** 0.176***

0.006 0.007

Financial ability to cover one’s needs – 0.355***

0.007

Country fixed effects Included Included

Year fixed effects Included Included

N 133,605 133,163

Pseudo R2 0.203 0.132

Note: *p < 0.1; **p < 0.05; ***p < 0.01. The regression models show raw ordered logit coefficients
with standard errors in parentheses. Observations from 18 Latin American countries were included
from 2004 to 2015 (except 2008). Cut points (standard errors) are 3.138 (0.027); 5.534 (0.029);
7.505 (0.031) for life satisfaction; 17.520 (0.028); 19.625 (0.029); 22.224 (0.031) for ability to
cover financial needs

Government’s political leaning (ref: left)

– –

– –

–

studies. People with higher levels of education report a better ability to cover their
financial needs and higher satisfaction with their lives than people with no educa-
tion. Only those who are temporarily out of work struggle more to cover their
financial needs and report lower life satisfaction than self-employed individuals in
both regressions. All other employment categories (except for ‘Don’t work/respon-
sible for shopping and house work’ in the first regression in Table 16.2) report a
better ability to cover their financial needs and higher life satisfaction than self-
employed individuals, suggesting that self-employment may be associated with
jobs of low quality in Latin America. Socioeconomic status is significantly posi-
tively associated with ability to cover financial needs and life satisfaction. The life
satisfaction regression further includes the subjective ability to cover one’s finan-
cial needs as a control due to its close association with people’s personal income.
The association between our two main variables of interest is significant and
positive: people who report a better ability to cover their financial needs report,
on average, higher levels of life satisfaction. (Table 16.2, model 2).
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Table 16.2 (continued)

16.5 Discussion and Conclusion

We used data from the Latinobarómetro collected between 2004–2007 and 2009–
2015 (9 survey years) across 18 Latin American countries to examine whether the
subjective well-being political paradox that has previously been observed in Europe
can also be found in Latin America. Do political inclinations both at the individual



(micro) and at the government (macro) level show different associations with
subjective well-being? We employed two measures to assess subjective well-
being: life satisfaction and the self-reported ability to cover financial needs in a
satisfactory manner, which can be seen as a proxy for financial satisfaction – a
domain satisfaction measure.
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We find that people who live in a country with a left-leaning government report,
on average, a better ability to cover financial needs and higher life satisfaction than
people who live in a country with a right-leaning or centre government. In contrast,
individuals who describe themselves as more right-leaning tend to report higher
levels of life satisfaction and ability to cover their financial needs. These results are
obtained after controlling for age, gender, level of education, employment and
socioeconomic status and three macroeconomic indicators. The individual-level
association between conservative values and subjective well-being should therefore
not be driven by the potentially more privileged background of right-leaning respon-
dents. The ability to cover financial needs is significantly positively associated with
life satisfaction – a result that is consistent with the subjective well-being literature
which usually finds a positive income-subjective well-being association at one point
in time (however, not for the same individuals or countries over time, as was
famously reported by Richard Easterlin in 1974).

At the macro level, the government’s political orientation can be seen as a proxy
for the policies that left, centre and right-leaning ruling parties typically favour. Our
findings suggest that with respect to financial and overall subjective well-being,
individuals tend to fare better under left-leaning governments. It is possible that the
policies favoured by left-leaning governments exert a positive influence on various
domains of life that are important for subjective well-being; other than simply
people’s income. Indeed, previous research has shown that attainments in non-
pecuniary life domains, such as family life and health, are likely more important
for long-term subjective well-being than attainments in the financial domain (e.g.,
Plagnol and Easterlin 2008). While individuals often adapt rather quickly to changes
in income with respect to subjective well-being (Easterlin 2001), this is not the case
for changes in relationships, for example through divorce and widowhood (e.g.,
Lucas 2005; Lucas et al. 2003), changes in health status (e.g., Oswald and
Powdthavee 2008), or unemployment (e.g., Winkelmann and Winkelmann 1998).

It is possible that left-leaning governments are more likely to provide the services
that are crucial for people’s quality of life and that this is in turn reflected in their
higher subjective well-being. For example, policies that aim to reduce
unemployment, promote domestic production and incentivise people to set up their
own businesses likely improve income and steady employment and, thus, exert a
positive influence on people’s ability to cover their financial needs – the domain
satisfaction measure in our analysis. Moreover, left-leaning governments are more
likely than other types of ruling parties to address social needs such as access to good
quality education, healthcare and social protection; all of which are likely to be
positively associated with life satisfaction.

Several limitations of our study should be addressed in future research. The
Latinobarómetro data are cross-sectional and thus do not allow us to establish the



direction of causality of the relationships observed in the analysis. The use of panel
data and experimental research might strengthen the results found in this study.
However, to the best of our knowledge, such data are not currently available for
Latin America. Moreover, most of our measures are self-reported and thus poten-
tially suffer from social desirability bias and other drawbacks of subjective
measures.
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Our study thus provides a preliminary picture of the association between political
orientations and individual subjective well-being in Latin America, which suggests
that individuals fare better with liberal policies. However, those who are least likely
to vote for left-leaning political parties – i.e. those who report right-leaning political
inclinations – tend to report higher subjective well-being than self-described left-
leaning individuals. Maybe these respondents are already living a comfortable life
and are therefore not in need of liberal policies. We tried to address this possibility
through the inclusion of suitable control variables (i.e., education, socioeconomic
status, employment status) but it is possible that the measures we employed do not
fully capture socio-economic differences between respondents. Overall, we con-
clude that the subjective well-being political paradox can also be observed in Latin
America.
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Chapter 17
Born to Be Mild? Cohort Effects Don’t
(Fully) Explain Why Well-Being Is
U-Shaped in Age

Andrew E. Clark

Abstract The statistical analysis of cross-section data very often reveals a U-shaped
relationship between subjective well-being and age. This paper uses 18 waves of
British panel data to try to distinguish between two potential explanations of this
shape: a pure life-cycle or aging effect, and a fixed cohort effect depending on year
of birth. Panel analysis controlling for fixed effects continues to produce a U-shaped
relationship between well-being and age, although this U-shape is flatter for life
satisfaction than for the GHQ measure of mental well-being. The pattern of the
estimated cohort effects also differs between the two well-being measures and, to an
extent, by demographic group. In particular, those born earlier report more positive
GHQ scores, controlling for their current age; this phenomenon is especially prev-
alent for women.

17.1 Introduction

Interest in subjective well-being across the social sciences has developed in parallel
with both the greater availability of panel data, where the same individuals are
followed over time, and the wider use of statistical tools to better model individual
fixed effects. These statistical techniques consist of the use of panel data, or cross-
section analysis with careful controls (for example, twin studies, where the initial
distribution of the genetic pack of cards can be controlled for: see Bouchard et al.
1990; Kohler et al. 2005; Tellegen et al. 1988). The application of these techniques
allows subjective well-being to be split up into a permanent or fixed part, and a
transitory component that depends on life events. Contributions in this spirit include
Lucas et al. (2003, 2004), Frijters et al. (2004), Van Praag and Ferrer-i-Carbonell
(2004), Zimmerman and Easterlin (2006) and Blanchflower and Oswald (2008).

This interest in the effect of fixed individual characteristics has spilled over into
the analysis of the relationship between well-being and age: in an econometric world
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plagued by accusations of endogeneity, age, sex and ethnicity typically stand out as
exogenous variables, and have consequently received a great deal of attention. Early
work emphasised that older individuals tended to be happier/more satisfied than
younger individuals. More recent analyses have refined this approach by considering
non-linear relationships between well-being and age. The results here differ some-
what between economics and psychology.
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Mroczek and Kolarz (1998) find that positive affect follows an upwardly curved
profile with age, while Mroczek and Spiro (2005) suggest that subjective well-being
follows an inverted U-shape, peaking at around retirement age. At the same time, a
vigorous literature in Economics has introduced terms in age and age-squared into
well-being regressions, producing strong evidence of a U-shaped relationship which
typically bottoms out somewhere between the mid-thirties and the mid-forties.1

Curves of this type have now been identified many times in a wide variety of
datasets across different countries.2

Two popular competing interpretations of this U-shaped relationship have been
proposed. One is that it reflects the passage of individuals through various stylised
life events; another is that it reflects a cohort effect, so that individuals born in the
1950s, say, have (and always will have) particularly low levels of subjective well-
being (hence producing a U-shape in cross-section analysis of 1990s data).3 This
paper uses two measures of well-being in 18 waves of British panel data to test the
hypothesis that the age and well-being U-shape is a pure cohort phenomenon. Two
types of test are presented, the first indirect, although intuitive, and the second direct.
The tests are carried out on both unbalanced and balanced panel data.

The first intuitive test is based on the estimated minimum point of the U-shape. If
this latter is picking up a cohort phenomenon, then the point of lowest well-being
should move to the right by 1 year from data wave t to wave t + 1. The age of
minimum well-being should therefore be 17 years greater in Wave 18 than in Wave
1. This turns out not to be the case. The conclusion is that there is an aging
phenomenon in well-being: this is something that we will all (statistically) go
through, no matter when we were born.

The second test is direct. Panel well-being regressions are estimated which
control for unobserved individual fixed effects. These regressions, which hold all
cohort effects constant, continue to produce U-shaped relationships between age and
well-being. It is important to underline that the age effect here is obtained by
examining the different levels of well-being of the same individual at different

1The sample in Mroczek and Spiro (2005) actually consists of veterans over the age of 40, so that
their finding of an upward-sloping profile is not inconsistent with a U-shape over all ages.
2Graham and Ruiz Pozuelo (2017) find a U-shape in 44 out of 46 countries investigated in Gallup
World Poll data. This conclusion does not however hold for all well-being measures. In Stone et al.
(2010), a U-shape is found for the Cantril ladder and positive emotions in Gallup data, but not for
negative emotions.
3Putnam (2000), page 141, concludes that the decline in trust in the US is purely a cohort
phenomenon, with each cohort’s trust not changing over time.



ages. Again, the conclusion is that the U-shaped relationship between age and well-
being is at least partly driven by aging, rather than being a pure cohort effect.
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The remainder of the paper is organised as follows. Section 17.2 describes the two
tests of cohort effects, and the data on which they will be carried out. Section 17.3
contains the main results regarding the persistence of the U-shaped relationship
between well-being and age. Last, Sect. 17.4 concludes.

17.2 Cohort or Life-Cycle?

Empirical work which introduces age as one of the explanatory variables in the
analysis of subjective well-being (such as life satisfaction or happiness) very often
finds a U-shaped relationship, minimising somewhere in the mid-thirties to the mid-
forties. As highlighted in Frey and Stutzer (2002), there is less agreement over why
this U-shape so consistently results. One interpretation is that, loosely speaking, the
U-shape reflects the different events that occur to individuals over the life cycle,
which have a fairly systematic relationship to their age. This reading is found in
Argyle (1989), Hayo and Seifert (2002) and Blanchflower and Oswald (2004).
Alternatively, we might argue that, controlling for observables, well-being is broadly
flat over the life-cycle, with the U-shape coming from unobserved individual
heterogeneity or cohort effects.4 In this case, with our data from the 1990s and
2000s, the hypothesis is that those in the late 1950s/late 1960s birth cohorts report
lower well-being scores than do those born earlier or later.

Cross-section data does not allow us to distinguish between the life-cycle and
cohort components of well-being; neither does twin data, as age and year of birth (the
cohort effect) are identical across matched subjects. Progress can however be made
with repeated cross-section or panel data in which we have repeated observations on
individuals of the same birth cohort, over different ages, allowing the two effects to
be identified separately. The increasing availability of long-run panel data has been a
huge boon for the social sciences. This is particularly the case with respect to
research on aging or the life-cycle.

Blanchflower and Oswald (2008) use long-run repeated cross-sectional data from
the US and Europe to independently model the effect of age (in five-year blocks) and
birth cohort (in 10-year blocks) on measures of subjective well-being. Heuristically,
over a long enough time period, they will observe people of the same age (group) but
born in different birth cohorts. This allows the separate identification of the two
effects.

4This is the conclusion reached by Easterlin and Schaeffer (1999), using 20 years of cohort data
from the US General Social Survey. Kassenböhmer and Haisken-DeNew (2012) suggest that the U-
shape in German Socio-Economic Panel (SOEP) data is entirely explained by individual fixed
effects and experience in the panel. Cribier (2005) is an evocative account of the differences in life
experience between two cohorts of French workers born only 14 years apart.
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This paper appeals to the same kind of identification strategy, using 18 waves of
British panel data to distinguish between life-cycle and cohort effects. We consider
two separate tests of the hypothesis that the U-shape represents a cohort effect.

The first, indirect, test relies on the prediction of the cohort explanation that the
whole U-shape should move 1 year to the right per year. In the current paper’s BHPS
data, the unhappy people who were born in 1955 will be unhappy at age 36 in Wave
1 (in 1991), but equally unhappy at age 37 in Wave 2, and so on. One measure of the
position of the U-shaped relationship is its minimum. The first test thus consists in
seeing whether the point of minimum well-being shifts to the right by 1 year per
wave.

The second, direct, test involves controlling explicitly for fixed effects in panel well-
being regressions. These fixed effects will include by definition the individual’s year of
birth: her cohort. Any effect of age variables in fixed-effect well-being regressions must
then reflect life-cycle or aging effects: systematic changes in well-being that happen to
all individuals (no matter when they were born) as they age.

17.2.1 Data

The data come from the first 18 waves of the British Household Panel Survey
(BHPS), a general survey initially covering a random sample of approximately
10,000 individuals in 5500 British households. The Wave 18 sample consists of
around 15,000 individuals in 9000 households.5 The BHPS includes a wide range of
information about individual and household demographics, employment, income
and health. More information on this survey is available at https://www.iser.essex.
ac.uk/bhps/. There is both entry into and exit from the panel, leading to unbalanced
data. The BHPS is a household panel: all adults in the same household are
interviewed separately. The wave 1 data were collected in late 1991 – early 1992,
the wave 2 data were collected in late 1992 – early 1993, and so on. The analysis in
this paper refers to individuals aged between 16 and 64, and will be carried out on
both unbalanced and balanced panel data.

The central question addressed here is whether individual well-being changes
systematically over the life cycle.6 Two measures of subjective well-being are con-
sidered: the 12-item version of the General Health Questionnaire (GHQ-12), which
appears in all waves of the BHPS, and overall life satisfaction, which appears in
Waves 6–10, and then 12–18. There are 2161 individuals who provided a GHQ score
at every wave of the BHPS, so that the balanced panel analysis can be carried out on a

5The wave 1 sample was drawn from 250 areas of Great Britain. Additional samples of 1500
households in each of Scotland and Wales were added to the main sample in 1999, and in 2001 a
sample of 2000 households was added in Northern Ireland.
6More precisely: whether subjective well-being changes systematically in a way that cannot be
explained by the standard set of explanatory variables (covering income, employment, health,
demographics etc.).

https://www.iser.essex.ac.uk/bhps/
https://www.iser.essex.ac.uk/bhps/


maximum of 38,898 observations. Equally, 3063 individuals provided 12 separate
life-satisfaction scores, for a maximum balanced sample consisting of 36,756 life
satisfaction observations. In practice, the balanced regression analysis uses slightly
fewer observations due to missing values for some of the explanatory variables.
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The GHQ-12 (see Goldberg 1972) reflects overall mental well-being. It is
constructed from the responses to 12 questions (administered via a self-completion
questionnaire) covering feelings of strain, depression, inability to cope, anxiety-
based insomnia, and lack of confidence, amongst others (the 12 questions are
reproduced in Appendix A). Responses are made on a four-point scale of frequency
of a feeling in relation to a person’s usual state: “Not at all”, “No more than usual”,
“Rather more than usual”, and “Much more than usual”.7 The GHQ is widely used
in medical, psychological and sociological research, and is considered to be a robust
indicator of the individual’s psychological state. The between-item validity of the
GHQ-12 is high in this sample of the BHPS, with a Cronbach’s alpha score of 0.90.

This paper uses the Caseness GHQ score, which counts the number of questions
for which the response is in one of the two ‘low well-being’ categories. This count is
then reversed so that higher scores indicate higher levels of well-being, running from
0 (all 12 responses indicating poor psychological health) to 12 (no responses
indicating poor psychological health).8 The distribution of this well-being index in
the BHPS sample is shown in the first panel of Appendix B (Table 17.4). The median
and mode of this distribution is 12: no responses indicating poor psychological
health. There is however a long tail: one-third of the sample have a score of 10 or
less, and 13% have a score of 6 or less.

The second measure is satisfaction with life, which appears in Waves 6–10
and 12–18 of the BHPS. Respondents are asked “How dissatisfied or satisfied are
you with your life overall”, with responses measured on a scale of one (not
satisfied at all) to seven (completely satisfied). The distribution of replies is
shown in the second panel of Appendix B (Table 17.5). The median score is
five, with a mode of six and a mean of 5.2.

7One worry is that the GHQ is singularly unsuitable for this kind of analysis, as its constituent parts
are explicitly phrased in terms of comparisons to usual. It is worth noting that the empirical
literature on GHQ scores treats them unambiguously as indicators of the level of well-being, and
it was for this purpose that the instrument was designed. On a practical level, the employed’s GHQ
is more strongly correlated with job satisfaction levels in the BHPS data than with job satisfaction
changes. Last, with 18 years of balanced panel data, a relatively direct test of the usefulness of the
GHQ score in this respect can be envisaged. If events become more ‘usual’ as an individual ages,
then the standard deviation of GHQ scores (and of its individual components) will fall with age.
There is no evidence of this phenomenon in balanced BHPS panel data.
8Alternatively, the responses to the GHQ-12 questions can be used to construct what is known as a
Likert measure. This is the simple sum of the responses to the 12 questions, coded so that the
response with the lowest well-being value scores 3 and that with the highest well-being value scores
0. This count is then reversed, so that higher scores indicate higher levels of well-being. The
measure thus runs from 0 (all 12 responses indicating the worst psychological health) to 36 (all
responses indicating the best psychological health). Practically, the results are very similar between
the Caseness and Likert measures.
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The following section considers how both of these well-being measures are
related to age, both with and without controls for cohort effects.

17.3 Well-Being and Age: Pooled and Panel Results

17.3.1 Well-Being and Age in Pooled Data

Table 17.1 sets the scene by presenting the results from what are by now fairly
‘standard’ well-being equations, here estimated on pooled data. All of the regres-
sions in this paper are estimated using linear techniques. The pooled analysis in
Table 17.1 comes from OLS estimation; the panel results below come from ‘within’
regressions. It can, of course, be objected that the assumption of cardinality required
for OLS is unlikely for well-being measures (is someone with a life satisfaction score
of six exactly twice as happy as someone with a life satisfaction score of three?).
However, Ferrer-i-Carbonell and Frijters (2004) have shown that, practically, the
difference between the ordinal and cardinal estimation of subjective well-being is
small compared to the difference between pooled and panel results. More pragmat-
ically, all of the results presented in this paper can be reproduced using appropriate
ordinal estimation methods (ordered probit for the pooled analysis, and conditional
fixed effect logits for the panel regressions).

Column 1 of Table 17.1 shows the results from pooled cross-section regressions of
GHQ scores, while column 2 carries out the same analysis for life satisfaction. The
regressions include age and age-squared as explanatory variables, as well as a standard
set of controls (for the log of monthly income, sex, education, labour-force status,
marital status, number of children, renter, and wave and region dummies). The very
significant coefficients on age (negative) and age-squared (positive) reveal that, ceteris
paribus, well-being is U-shaped in age. Some simple algebra shows that the age of
minimum well-being is 39 for GHQ and 42 for life satisfaction.

The estimated coefficients on the other right-hand side variables are all by now
common in the empirical well-being literature. Unemployment, marital status and
health have large impacts on both measures of well-being in the expected direction.
There are, however, three notable variables that have opposing effects on GHQ and
life satisfaction. Both income9 and self-employment are associated with higher life-
satisfaction scores, but also greater mental stress. On the contrary, men report lower
life-satisfaction scores, but also less mental stress.10 One last point to note in the
context of well-being and age is that it is contentious to include health as a right-hand

9Income is measured in real terms, having been deflated by the CPI.
10Nolen-Hoeksema and Rusting (1999) conclude in their survey article that women exhibit higher
incidence rates for almost all of the mood and anxiety disorders, but in general report higher levels
of happiness.



side variable,11 although this practice is widespread in the literature. Including health
does imply that we are comparing individuals of different (working) ages, but with
the same level of health. We will return to this issue below.
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17.3.2 Test 1: Does the U-Shape Move to the Right by One
Year Per Survey Wave?

If the U-shape in age is a pure cohort phenomenon, then the age distribution of well-
being should shift to the right by 1 year per wave. This hypothesis can be tested by
re-running Table 17.1’s regressions separately for each of the 18 waves of the BHPS,
and calculating the estimated age of minimum12 well-being in each wave. The
results are summarised in Fig. 17.1. Under the pure cohort hypothesis, the estimated
age of minimum well-being would increase by 1 year per wave, tracing out a 45-
degree line. Figure 17.1 shows little evidence of this for either of our well-being
measures. Although the estimated minimum of GHQ does rise a little at the very
beginning of the sample period, there is no strong trend thereafter.

The BHPS is an unbalanced panel. It is therefore theoretically possible that the
pattern of well-being amongst those who enter and exit the data distorts the true
relationship between well-being and age. To investigate, the bottom panel of Fig.
17.1 repeats the analysis using balanced panel data (over all 18 waves for the GHQ,
and over 12 waves for life satisfaction). The balanced results again provide little
support for the hypothesis that the age distribution shifts to the right by 1 year per
wave.13

There is of course quite severe selection in the bottom panel, as we require
individuals to be present in all waves for which subjective well-being is measured.
As a halfway house, we can look at the balanced results using only the last 10 years
of the BHPS (i.e. waves 9 through 18). This more than doubles the number of
individuals in the balanced GHQ analysis (from 2161 to 4727) and increases the
number in the life-satisfaction analysis by just over a half (3063 to 4828). The results
continue to show only weak evidence of a U-shape that shifts to the right by 10 year
per year. The age of minimum GHQ figures does rise from Waves 9–18 here, but
only in the last two waves, while the rise in the age of minimum life satisfaction is of
3 years over the 10-year period, again concentrated in the last two waves.

This evidence then points to at least some role for a pure life-cycle effect,
whereby well-being for the same individual evolves systematically with age. It

11Blanchflower and Oswald (2004) explicitly do not control for health in their statistical analysis.
12Alternatively, interaction terms between age and wave can be introduced into Table 1’s regres-
sions; these give qualitatively very similar results.
13Blanchflower and Oswald (2004) carry out a similar test on American General Social Survey data,
and conclude that there is only slight evidence that the minimum moves to the right over time. The
GSS is not, however, a panel.
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Table 17.1 Well-being regressions. BHPS waves 1–18 pooled

Caseness GHQ Life satisfaction

Age 0.077** 0.071**

(0.007) (0.004)

Age-squared/100 0.100** 0.084**

(0.009) (0.005)

Log monthly income 0.065** 0.010*

(0.010) (0.005)

Self-employed 0.076 0.052*

(0.040) (0.021)

Unemployed 1.045** 0.458**

(0.055) (0.031)

Retired 0.103 0.099**

(0.055) (0.029)

Other labour-force status 0.783** 0.242**

(0.038) (0.019)

Male 0.474** 0.070**

(0.027) (0.013)

Married 0.046 0.244**

(0.039) (0.020)

Separated 0.912** 0.243**

(0.082) (0.040)

Divorced 0.311** 0.097**

(0.059) (0.029)

Widowed 0.571** 0.118*

(0.107) (0.055)

One child 0.011 0.029

(0.033) (0.016)

Two children 0.106** 0.027

(0.036) (0.018)

Three+ children 0.083 0.034

(0.056) (0.027)

Renter 0.171** 0.171**

(0.030) (0.015)

Education: high 0.216** 0.073**

(0.036) (0.019)

Education: medium 0.079* 0.065**

(0.036) (0.019)

Health: excellent 2.144** 1.028**

(0.032) (0.015)

Health: good 1.700** 0.676**

(0.029) (0.013)

Wave dummies Yes Yes

Region dummies Yes Yes

Estimated age of minimum well-being 38.5 42.3

Observations 168,794 119,838

Robust standard errors in parentheses
*Significant at 5%; **Significant at 1%



Fig. 17.1 The estimated minimum of the U-shape, by wave

should be borne in mind, however, that the age of minimum well-being, which is the
ratio of two estimated coefficients, is likely measured with a certain degree of error;
as such we cannot consider Test 1’s results to be definitive, but rather suggestive.
What follows is a direct test of the importance of cohort effects that escapes this
criticism.
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17.3.3 Test 2: Introducing Individual Fixed Effects

A perhaps simpler approach to the question is to introduce controls for unobserved
heterogeneity, i.e. individual fixed effects. To allow for a flexible relationship
between well-being and age, ten age dummies are created. The first refers to age
16–19, then 20–24, 25–29 and so on up to 60–64. The youngest age group is the
omitted category, so all of the estimated coefficients in Table 17.2 are to be read as
relative to the well-being of the youngest.

This approach is simple, but does fall foul of the Age-Period-Cohort problem.
Individuals who are born in year C (this is their cohort) and are currently A years old
are interviewed in year P. The issue is that C, A and P are (almost) multicollinear.
For example, a 50 year-old BHPS respondent interviewed in 2008 must have been
born in either 1957 or 1958. We can only identify age, period and cohort effects
separately by (i) Using information on birthdays (as in the example above), and
imagining a discrete jump in subjective well-being on the day of the birthday, (ii)
Parameterising one of the relationships (for example, imposing a quadratic in age),
or (iii) Converting one of the variables into multi-year blocks.

An attractive alternative is to not estimate the cohort effects at all, but rather
difference them out. Here the first-difference change in life satisfaction is estimated
as a function of age. A first contribution here is Van Landeghem (2012), who shows
that this first difference rises somewhat up to age 55 in SOEP data, so that the age to
well-being relationship is convex. More recently, Cheng et al. (2017) show that this
first difference is positive in four datasets (BHPS, HILDA, SOEP and MABEL), and
that it starts negative and then turns positive at around age 30, which is what a U-
shaped relationship would predict.

Table 17.2 takes the third approach above, and shows three sets of regression
results for both GHQ and life satisfaction.14 The first two regressions are estimated
on pooled data. The first of these includes only the age dummies on the right-hand
side, and thus provides a non-parametric unconditional estimate of the relationship
between well-being and age. Well-being is U-shaped, with minimum well-being
occurring at age 40–44 for both measures. The second column then introduces the
other demographic controls used in Table 17.1. These controls make the U-shape
more pronounced, if anything,15 and do not change the age of minimum well-being.

The last column introduces individual fixed effects. The estimated coefficients on
the age dummies in column 3 therefore represent the different levels of well-being
reported by the same individual as they go through the life cycle. Of course, even

14This is also the approach is taken in Blanchflower and Oswald (2008), where the cohort appears in
10-year blocks. Wunder et al. (2013) do not introduce cohort effects at all, and estimate the age
profile semi-parametrically in BHPS and SOEP data, which produces a U-shape (deeper in the
BHPS) up until the age of retirement.
15It has often been observed that income is hump-shaped in age, for example, so that holding
income constant will deepen the well-being U-shape. Equally, Glaeser et al. (2002) suggest that
social capital is hump-shaped in age. Frijters and Beatton (2012) find that introducing controls
deepens the U-shape in their analysis of SOEP, Australian HILDA and BHPS panel data.
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Table 17.2 Pooled and panel well-being regressions

GHQ

Dep.
Var. GHQ

No
controls

Demographic
controls

Demographic controls plus individual fixed
effects

Age 20–24 0.109** 0.157** 0.207**

(0.033) (0.037) (0.042)

Age 25–29 0.043 0.166** 0.290**

(0.036) (0.043) (0.056)

Age 30–34 0.125** 0.267** 0.430**

(0.039) (0.050) (0.074)

Age 35–39 0.232** 0.342** 0.521**

(0.041) (0.054) (0.093)

Age 40–44 0.292** 0.373** 0.586**

(0.043) (0.056) (0.111)

Age 45–49 0.294** 0.312** 0.608**

(0.045) (0.057) (0.130)

Age 50–54 0.228** 0.195** 0.538**

(0.047) (0.058) (0.150)

Age 55–59 0.136** 0.019 0.432*

(0.048) (0.060) (0.170)

Age 60–64 0.120* 0.224** 0.277

(0.048) (0.065) (0.190)

Constant 10.220** 9.532** 9.814**

(0.027) (0.090) (0.147)

Observations 179,582 168,794 168,794

Dep. Var. life satisfaction

Age 20–24 0.141** 0.178** 0.109**

(0.018) (0.020) (0.020)

Age 25–29 0.123** 0.250** 0.079**

(0.020) (0.023) (0.026)

Age 30–34 0.129** 0.314** 0.066

(0.021) (0.026) (0.034)

Age 35–39 0.237** 0.418** 0.099*

(0.021) (0.028) (0.042)

Age 40–44 0.294** 0.477** 0.116*

(0.022) (0.029) (0.050)

Age 45–49 0.311** 0.483** 0.113

(0.023) (0.030) (0.058)

Age 50–54 0.213** 0.396** 0.065

(0.024) (0.030) (0.066)

Age 55–59 0.092** 0.257** 0.019

(0.025) (0.032) (0.074)

Age 60–64 0.092** 0.118** 0.124

(0.026) (0.036) (0.083)

Constant 5.310** 5.103** 4.947**

(0.015) (0.045) (0.071)

Observations 128,408 119,838 119,838

Robust standard errors in parentheses
The regressions in Columns 2 and 3 include all of Table 1’s controls (except for age and age-
squared)
*Significant at 5%; **Significant at 1%



with fairly long-run panel data, we do not observe the complete sequence of ages for
any respondent. In the BHPS, any one individual can appear in a maximum of five
different age categories in the GHQ regressions (over 18 waves) and four different
age categories in the life-satisfaction regressions (between waves 6 and 18).
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The main result from this panel analysis is that, even controlling for individual
fixed effects, well-being continues to show a U-shaped relationship with age. This is
true for both GHQ and life satisfaction, although the U-shape is more pronounced for
the former than for the latter. The age of minimum well-being, controlling for fixed
effects, is in the forties for both measures. The estimated relationships between well-
being and age in pooled and panel data are illustrated in Fig. 17.2. It is notable that

Fig. 17.2 Age and well-being: pooled and panel results



the left-hand side of the ‘U’ in the life-satisfaction regressions with individual fixed
effects depends entirely on the drop in well-being between ages 16–19 and 20–24.
Thereafter, life satisfaction stays fairly flat up until the end of the forties.
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As with Test 1, which looked at the estimated age of minimum well-being by
wave, it is important to take panel exit and entry into account. Table 17.3 therefore
repeats the analysis described in Table 17.2, but now estimated only on the balanced
sample (a little over 2000 individuals for the GHQ score, and just over 3000 for life
satisfaction). Even in this much smaller balanced sample, the top panel of Table 17.3
shows a persistent U-shaped relationship between age and GHQ. In the bottom
panel, the relationship between age and life satisfaction is now less evident. Even so,
the U-shape persists in the estimated coefficients, which are jointly significant. In
addition, the real test of the U-shape is whether the ends are greater than the middle,
loosely speaking. This test passes at around the 1% level comparing both the oldest
and the youngest age-groups to those in their mid-forties.

17.3.4 Interpreting the Results

Well-being continues to be U-shaped in age even after cohort effects (via individual
fixed effects) have been controlled for. As such, the well-being of any one individ-
ual, no matter when they were born, will trace out the profile given by the ‘panel’
lines in Fig. 17.2 as they age. While it is easy to think of some aspects of life which
might systematically be more difficult between the ages of 35 and 45, it is worth
emphasising that the multivariate analyses controls for a number of these (labour-
force and marital status, home ownership, and number of children). One open
question is therefore what lies behind the life cycle events that hit hard between
the ages of 35 and 45. One possibility might be stress at work (perhaps combined
with young or adolescent children), although useful questions measuring such
phenomena are not always present in large-scale datasets.

As a by-product of the regression in column 3 of Table 17.2, we can look at the
distribution of the estimated fixed effects by birth cohort. Specifically, we calculate
the average value of the individual fixed effects by year of birth: these are presented
graphically in Appendix C (Figs. 17.3 and 17.4). A small number of birth years for
which there were fewer than 20 individuals in the cell have been dropped: this
applies particularly to the graphs by level of education. The shape of the cohort
effects presented in Appendix C can actually be inferred from Fig. 17.2. In the latter,
both of the pooled and panel results GHQ curves are U-shaped, and the distance
between the two curves is greater for the older age-groups than for the younger age-
groups: in other words, those born earlier report higher levels of well-being on the
GHQ scale, independent of their current age.16 This is indeed what we see in the top
left panel of Appendix C: those born earlier have higher levels of SWB (which is

16Easterlin (2006) reaches a similar conclusion for happiness in US cohorts.
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Table 17.3 Pooled and panel balanced well-being regressions

Dep. Var.
GHQ

No
controls

Demographic
controls

Demographic controls plus individual fixed
effects

Age 20–24 0.316** 0.180 0.189

(0.114) (0.125) (0.131)

Age 25–29 0.417** 0.352* 0.485**

(0.121) (0.137) (0.146)

Age 30–34 0.580** 0.524** 0.703**

(0.124) (0.146) (0.176)

Age 35–39 0.581** 0.547** 0.735**

(0.127) (0.156) (0.212)

Age 40–44 0.681** 0.617** 0.820**

(0.130) (0.161) (0.249)

Age 45–49 0.728** 0.590** 0.799**

(0.133) (0.166) (0.286)

Age 50–54 0.470** 0.294 0.499

(0.136) (0.173) (0.327)

Age 55–59 0.417** 0.211 0.472

(0.147) (0.190) (0.369)

Age 60–64 0.251 0.094 0.344

(0.169) (0.230) (0.412)

Constant 10.655** 9.833** 9.869**

(0.116) (0.244) (0.258)

Observations 38,898 37,971 37,971

Dep. Var. life satisfaction

Age 20–24 0.071 0.151** 0.138**

(0.055) (0.057) (0.044)

Age 25–29 0.078 0.247** 0.136**

(0.054) (0.060) (0.049)

Age 30–34 0.098 0.310** 0.145*

(0.059) (0.067) (0.061)

Age 35–39 0.193** 0.415** 0.189**

(0.059) (0.070) (0.073)

Age 40–44 0.253** 0.484** 0.216*

(0.059) (0.071) (0.086)

Age 45–49 0.292** 0.502** 0.215*

(0.060) (0.073) (0.098)

Age 50–54 0.220** 0.436** 0.169

(0.062) (0.074) (0.112)

Age 55–59 0.144* 0.353** 0.089

(0.065) (0.080) (0.126)

Age 60–64 0.047 0.310** 0.013

(0.077) (0.095) (0.140)

Constant 5.323** 5.101** 4.900**

(0.054) (0.105) (0.111)

Observations 36,756 35,462 35,462

Robust standard errors in parentheses
The regressions in Columns 2 and 3 include all of Table 17.1’s controls (except for age and age-
squared)
*Significant at 5%; **Significant at 1%



what Blanchflower and Oswald, 2004, concluded from their analysis of US General
Social Survey data as well). Even so, the size of this estimated cohort effect is not
overwhelmingly large: the difference in the cohort effects between those born in the
1930s and those born in the 1970s is about one-eighth of a GHQ point, on the 0–12
scale. By way of comparison, this is the size of the estimated effect of divorce on
well-being in the pooled cross-section estimates in Table 17.1, but only about one-
third of the size of the effect of separation or unemployment.
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The same visual test for the life-satisfaction curves in Fig. 17.2 suggests that the
fixed effects are U-shaped. The pooled results are markedly U-shaped, but the panel
results are less so. The difference between them is the fixed effect, which must
therefore itself have a U-shaped distribution. In this case, it does seem to be true that
those born around the late 1950s to early 1960s have (fixed) lower levels of life
satisfaction. Again, this is what we see in Appendix C.17

Why do the fixed effects have this pattern? Any attempt at explanation will be
speculative, as by definition fixed effects reflect unobserved differences between
individuals. With respect to the GHQ, one such piece of speculation as to why those
born earlier have, ceteris paribus, higher levels of mental well-being appeals to
social comparisons. Researchers in a number of social-science disciplines have
emphasised the importance of comparisons to reference groups (Adams 1965;
Frank 1989; Kapteyn et al. 1978; Pollis 1968). One likely type of comparison here
is with respect to the past, and perhaps even to a certain defined period (the parents’
situation during the individuals’ childhood, or the individual’s first job, for exam-
ple). Secularly-rising living standards will then imply that older cohorts compare
current outcomes to less well-off reference groups, and will consequently report
higher well-being scores.18 Alternatively, Rodgers (1982) posits that older cohorts
might be happier as a result of having survived economic deprivation and other
social hardships, whereas younger cohorts could have higher levels of needs once
basic survival issues have been resolved. Last, comparisons can themselves change
within individual over time, and help to explain the U-shape in age itself (as in
Schwandt 2016).

17.3.5 What Should We Control For?

As mentioned above, there are a number of different ways of looking at the
relationship between age and well-being. An analysis without any control variables,
as in column 1 of Tables 17.2 and 17.3, produces a description of well-being at

17Blanchflower and Oswald (2008) also find a U-shaped pattern of birth cohort effects in life
satisfaction, using 27 years of Eurobarometer data.
18Such comparisons to the past imply that, in the long run, the correlation between GDP per capita
and individual well-being may well be small. For some recent empirical contributions to this debate,
see Diener and Oishi (2000), Easterlin (1995) and Oswald (1997). This literature is surveyed in
Clark et al. (2008).



different ages, without taking into account the sex, income, housing etc. composition
of different age groups. The analyses in the other columns of Tables 17.2 and 17.3 do
include some standard right-hand side control variables, so that we are to an extent
comparing like with like. There does remain, however, the question of how sensible
the latter comparisons are. In particular, some of the control variables (income,
marriage, labour-force status) might be thought to be partly determined by well-
being. To check whether reverse causality is behind the findings above, all of the
regressions have been re-run retaining only exogenous explanatory variables (sex,
wave and region). The qualitative results remained unchanged.
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17.3.6 Is Everyone the Same?

It is of interest to carry out the above analysis separately for different demographic
groups. Specifically, Table 17.2’s regressions were re-run for men and for women,
and for three different educational groups (where high education corresponds to
qualifications obtained in higher education, and medium education to A-Level, O-
Level or Nursing qualifications). The estimated cohort effects are shown in Appen-
dix C.

Both the estimated U-shape and the fixed effects profiles differ by demographic
group. The U-shaped relationship between well-being and age is much more pro-
nounced for men than for women. In addition, the negative trend in the GHQ fixed
effect (so that older cohorts are happier than younger cohorts) is found only for
women. Note that this cannot reflect patterns of employment or number of children,
as these variables are controlled in the regression. The profile is however consistent
with changing work intensity for women, or increasing difficulty in ensuring an
adequate work-life balance. Regarding education, the U-shape is stronger for the
higher-educated than for the other groups, and the negative trend in the GHQ fixed
effect is found only for the higher-educated. However, the U-shaped fixed effect in
life satisfaction is found for all demographic groups.

17.4 Conclusion

This paper has used 18 waves of British panel data to confirm that subjective well-
being is U-shaped in age in pooled data. The application of panel-analysis tech-
niques allows us to distinguish the life-cycle or ageing component of this relation-
ship from the fixed effect or cohort part. The results show that, even controlling for
individual fixed effects, both life satisfaction and GHQ scores remain U-shaped in
age. The analysis of the fixed effect in GHQ scores reveals that individuals from
earlier cohorts (i.e. those who were born earlier) have, ceteris paribus, distinctly
higher levels of subjective well-being, as measured by the GHQ-12 score, than those
from later cohorts. This pattern is markedly different by sex, and by level of
education. The fixed effects in life satisfaction exhibit a U-shaped relationship.
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The main result of this analysis may be considered as essentially negative:
whereas we previously thought that there was only one phenomenon to explain
(the U-shape), there would now appear to be two: a U-shaped life-cycle or aging
effect, and the cohort profiles. This paper has not explicitly tested any theories of
why these data shapes pertain, although the GHQ fixed-effects results are consistent
with reference group theory, in that those born earlier may have lower standards of
comparison, and with increasing work-life balance stress.

This paper’s conclusions are based on British data, although the robust U-shaped
relationship is found across two rather different measures of well-being (while
weaker for life satisfaction than for the GHQ). It may be that other datasets will
produce different results. The simple method used in this paper can be easily applied
to any panel data set of sufficiently long duration. The empirical well-being literature
should perhaps now pay more attention to the structure of the fixed effect, and in
particular to its relationship with year of birth.
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Appendices

Appendix A

The 12 questions used to create the GHQ-12 measure appear in the BHPS question-
naire as follows:

1. Here are some questions regarding the way you have been feeling over the last
few weeks. For each question please ring the number next to the answer that best
suits the way you have felt.

Have you recently. . . .

a) been able to concentrate on whatever you’re doing?
Better than usual 1
Same as usual 2
Less than usual 3
Much less than usual 4

then
b) lost much sleep over worry?
e) felt constantly under strain?
f) felt you couldn’t overcome your difficulties?
i) been feeling unhappy or depressed?
j) been losing confidence in yourself?
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k) been thinking of yourself as a worthless person?
with the responses:

Not at all 1
No more than usual 2
Rather more than usual 3
Much more than usual 4

then
c) felt that you were playing a useful part in things?
d) felt capable of making decisions about things?
g) been able to enjoy your normal day-to-day activities?
h) been able to face up to problems?
i) been feeling reasonably happy, all things considered?

with the responses:
More so than usual 1
About same as usual 2
Less so than usual 3
Much less than usual 4

Appendix B

Table 17.4 The distribution of well-being in the BHPS (Inverted Caseness index of the GHQ-12)

Well-being score Number of observations Cumulative percentage

0 3110 1.7

1 2455 3.1

2 2631 4.6

3 2933 6.2

4 3350 8.1

5 4035 10.3

6 4872 13

7 6026 16.4

8 7517 20.6

9 10,078 26.2

10 14,521 34.3

11 24,646 48

12 93,408 100

Total 179,582 100

Mean 10.08

Median 11

Mode 12

Source: BHPS Waves 1–18
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Table 17.5 The distribution of well-being in the BHPS (life satisfaction)

Well-being score Number of observations Cumulative percentage

1 1839 1.4

2 2952 3.7

3 8190 10.1

4 18,593 24.6

5 39,873 55.6

6 42,801 89

7 14,160 100

Total 128,408 100

Mean 5.16

Median 5

Mode 6

Source: BHPS Waves 6–10 and 12–18

Appendix C
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Fig. 17.3 GHQ fixed effects by year of birth
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Chapter 18
Happiness Amongst Teens in Australia

Tony Beatton and Paul Frijters

Abstract Richard Easterlin’s lifetime happiness theory holds that people get less
happy over the life-cycle as exaggerated expectations hit; this has been found to be
true for the 20–50 age range in many Western countries. This paper looks at the
implications for child happiness and asks: when does the ‘disappointment with
reality’ start to bite in early life, i.e. when does happiness drop? We develop child-
specific scales to measure the effect of personality and childhood life satisfaction
domains. With an internet-based survey, we collect unique data from 389 Australian
children aged 9–14. Adding to previous findings that satisfaction levels Australian
life decline between age 15 and 23 by almost 0.7 on a ten-point scale, we find an
even steeper decline before age 14. Using a decomposition method, we show that the
natural environment domain has no significant effect on childhood life satisfaction,
whilst the children’s school environment and interaction with friends domains
explain over 40% of the decline in childhood life satisfaction. This decline is steepest
when the children transition to high school. As expected, extraverted children are
happier, but unexpectedly, so are conscientious children.

18.1 Introduction

In 1974, Richard Easterlin alerted economists and social scientists generally to the
failure of higher GDP to buy more happiness. Basing himself on 8 countries, and
information for the US going back since the 1940s, he found no long-run relation
between the growth of the overall economic pie and the average level of happiness in
a country. He explicitly explained this with a simple theory of social comparisons
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wherein the amount of happiness that individuals get out of their incomes depends
on what others earn: if the waters rise, all boats rise equally and none has grown
relative to the others.1
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In 2001, Richard then published a more detailed theory of how this might work
over the life-cycle. He postulated that individuals are prone to a particular irratio-
nality: they expect their incomes to grow over their life, but they expect their own
ideas as to what they would need to be happy to remain the same. So they expect to
end up with a lot of income relative to their benchmark level as determined in
childhood, feeling happy about that prospect. As reality sets in, which includes
people adapting their benchmark to what they earned in the recent past and what
their neighbours earn, they get less happy as life goes on, particularly when their
incomes grow less than originally anticipated.

Richard’s elegant 2001 theory was of course highly stylised and by necessity did
not capture all the nuances of real lives. It should thus not be taken too literally, but
nevertheless has a couple of components worth confronting with data. One main one
is of course whether or not people indeed adapt their material benchmarks. Richard
Easterlin’s 2005 paper used the small Roper Foundation surveys from 1978 and
1994, concluding “The evidence I have presented suggests that pecuniary or living
level aspirations tend to change, on average, to about the same extent as actual
circumstances. In contrast, aspirations with regard to marriage and number and
quality of children appear to be more stable and vary less as actual circumstances
change”.

In this paper we want to look at the implications for child happiness that Richard’s
story implies. For one, his 2001 theory implies that people get less happy over the
life-cycle. This has been found to be true for the 20–50 age range in many Western
countries, though the consensus is now that this is followed by a late-life happiness
wave: a retirement surge in happiness that only fades close to death. This perchance
reflects a phenomenon that Richard probably was aware of but couldn’t get to work
in his 2001 model, which is a ‘letting go’ after retirement of the importance of
previous aspirations, followed by a greater capacity to enjoy the lack of responsi-
bilities of retired life.

But when does the ‘disappointment with reality’ start to bite earlier in life? Can
we already see before the age of 20 whether children lose their innocent belief in a
fantastic new future where they will be richer than their benchmark? More simply:
when does the happiness downturn begin?

A related question is the issue of relative comparisons generally. Are children
already affected by relative income comparisons and thus already on the ‘hedonic
treadmill’ of socially determined wants? And if not, when does relative wealth
become more important?

1An important question is of course why countries are so obsessed with higher national incomes. In
Frijters and Foster (2013) it is argued that relative standing between groups is a prime motivator for
the existence and cohesion of the nation state. This is partially from the (somewhat mistaken) belief
of the population that it will make them happier, but it is also connected with military might (money
can buy weapons) and hence with relative power.
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And finally, is it true that children have inflated expectations of the future and
their ability to achieve good outcomes in that future?

We will try to answer these questions, and some others, in a unique dataset that
we gather in 2008 in Queensland, the North-Eastern state of Australia. We were
lucky enough to then be invited to design a web-based survey for school children
who attended exhibitions in a ‘Smart Train’ that went via several regional stations in
Queensland. We ran a lottery to give a prize amongst those willing to participate in
our survey and got some 400 responses from children aged 9–14.

This is not a huge survey. Neither is it very representative. And, in hindsight, we
did not ask all the questions we would have liked to answer the questions above. Yet,
happiness information on children is very rare and we know of no studies that look at
relative income effects amongst children. Also, nothing on our dataset has been
previously published, so using the dataset to look for information on the childhood
implications of Richard’s 2001 theory is our small contribution to celebrate the
immense impact that Richard Easterlin has made on social science.

We first discuss the literature on childhood happiness, moving on to our survey,
the results, and a discussion of those results.

18.1.1 The Literature on the Happiness of Children Versus
Adults

The study of life satisfaction in adults has become a major area of research in the
social sciences (Diener 1984; Stutzer and Frey 2012). Yet, as Heubner and Diener
(2012, p. 383) conclude in their survey of the literature, “Research in children’s
school and life satisfaction is in its infancy”. We add to the small literature on life
satisfaction amongst children by looking at the changes in 9–14-year olds in a
sample of 389 Australian school children.

From the few studies available, Heubner and Diener (2012, p. 379) state that
“Global life satisfaction reports of children, above the age of 8, do not appear to
differ significantly as a function of age”. At the outset, we did not quite believe this:
there are quite a few studies that report that children who are in early junior high
school or in early adolescence experience an increase in mental health problems and
a decrease in their satisfaction with school itself (Hirsch and Rapkin 1987; Huebner
et al. 2000). This raises the possibility that sample sizes or other methodological
issues have so far prevented a clear age-happiness profile to be found amongst
children. We revisit this issue. Relevant to economists is also the question whether
the very strong relation between life satisfaction and perceived relative wealth
amongst adults (Headey and Wooden 2004; Clark et al. 2008) also shows up for
children: does relative wealth buy childhood happiness?

Currently, the main information on life satisfaction in Australia comes from the
Household and Income Dynamics Australia (HILDA 2013). In Fig. 18.1 we show
the age-profile amongst the respondents, showing a drop in happiness of around 0.7
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Household Income and Labour Dynamics in Australia Survey

between the age of 15 and 23 on a ten-point scale, leading to the question of what
happens before then.
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Childhood studies on global life satisfaction are infrequent in the economics
literature but more prevalent in the psychological and other literatures, although
still far fewer than the number of studies on the concept of subjective well-being
(Diener and Suh 1998; Easterlin 2001; Seligman 2011).

In economics, children have usually been considered in the context of the
negative (Stutzer and Frey 2006; White 2006) or positive (Tsang 2003) effect they
have on adult happiness, not their own happiness. A typical example is Bruhin and
Winkelmann (2009) who looked at the relationship between parents and their adult
children’s subjective well-being in a German panel, where the happiness of children
was not measured. In a related vein, some economic studies have looked at the
childhood predictors of adult life satisfaction (Flouri 2004; Frijters et al. 2011).

The few economic studies looking at the life satisfaction of children themselves
have mainly looked at adolescents above 14 and their family. Bedin and Sarriera
(2015) did a comparative analysis of the subjective well-being of parents and their
12 to 16 year-old adolescent children regarding gender, age and social class.
Carlsson et al. (2014) looked at the intergenerational transmission of happiness in
China between preadolescents and their parents. Ebner’s (2008) longitudinal study
used the European Community Household Panel data (ECHP 2015) to reveal that
adolescents are happier when they make the decision to leave the family home. A
study by Dockery (2005) used data from the (1997–2004) Longitudinal Surveys of
Australian Youth (LSAY 2012) and wave 1 of the HILDA and found evidence of



declining levels of happiness in adolescents during periods of unemployment.
He also documents the importance of the quality and type of work to the happiness
of adolescents. Ulker (2008), using the Australian HILDA data, found that adoles-
cents become less happy when their parents’ divorce. Other studies looked at school
performance or aggregate changes amongst children over the age of 14 (Cheng and
Furnham 2004).
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A few studies in economics look at life satisfaction in the 9–14 age range.
Powdthavee and Vernoit (2013) examined the longitudinal relationship between
parental unemployment and 11–15 year-old British children’s self-reported happi-
ness with life scores over time. Fogle et al. (2002) cross-sectional study revealed a
positive relationship between extraversion, social competence and life satisfaction
among children aged 10–15 years from public schools in mid-sized cities in the
South-East of the United States. A positive attitude, confidence in own abilities and
the skills to interact with your peer group were found to be important to childhood
happiness. Also focussing on school children, Huebner et al.’s (2005) cross-sectional
study of public middle school students from South Carolina (U.S.A) proposed that
family, friends, school and the environment in which children live and learn are
important to childhood happiness. Lee and Oguzoglu (2007) longitudinal study of
Australian youths ventured outside the school environment and found that income
support payments contributed to childhood happiness. The main conclusion we draw
from these is that personality, friends, and the school environment are prime
candidates to explain change in the happiness of children over time and thus need
to be included in the survey.

The literature in psychology and other social sciences on life satisfaction amongst
adolescents older than 14 is much larger than in economics and has looked at a huge
range of issues. The many topics looked at include the importance of academic
success (Suldo et al. 2006), bullying (Moore et al. 2012), family structure (Levin
et al. 2012), ethnicity (Campbell and Eggerling-Boeck 2006), obesity (Forste and
Moore 2012), mental health (Ulker 2008; Dear et al. 2011; Antaramian et al. 2010),
and low income (Levin et al. 2011).

If we look at the literature on global life satisfaction of children aged 9–14, there
are far fewer studies, where the main finding relevant to the objectives of this paper is
the lack of any clear change in life satisfaction level over age (Gilman and Huebner
2003). An early study is Huebner et al. (2005), who looked at 2278 public middle
school students in the US and found that the influence of demographic variables in
the level of happiness was limited, although middle school children were particularly
dissatisfied with their school experiences. A later study by Antaramian et al. (2008)
focused on the importance of family structure, finding that children in single parent
or step-parent families were less satisfied with their lives. Heubner and Diener
(2012) review roughly 20 papers that look at child satisfaction, which mainly deal
with the development of proper measurement instruments and particular groups at
risk of experiencing problems. These studies will be important in the next section
dealing with data gathering.
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18.2 Data and Survey Method

18.2.1 The HILDA Data

We use two data sets.2 The first data set is the 15–93 year-olds from waves 2–13 of
the ‘Household, Income and Labour Dynamics in Australia’ Survey (HILDA,
2013)3 and underlies Fig. 18.1. The second is our own data from younger children.

18.2.2 Collecting Data from Children

Collecting data from children is fraught with ethical, logistical and truthful self-
reporting roadblocks (Gilman and Huebner 1997, 2000; Haranin et al. 2007). To
avoid the issue of untruthful reporting when confronted with outside survey collec-
tors, our collecting procedures follow the literature by folding it into the children’s
normal teaching program, wherein school teachers took their classes to local railway
stations to visit a ‘Smart Train’4 that went from urban Brisbane throughout regional
Queensland, with carriages containing university research displays; one of which
explained happiness. Upon returning to school, the children were requested to
complete an internet-based ‘Happiness’ survey. To encourage response, teachers
were provided with ‘Happy Posters’ to hang on classroom walls and ‘Happy
Teaching Guides’ with instructions on how the children could use their school
computers to respond to our Childhood Happiness Survey.5

To answer these questions, we gathered data on school children throughout
Queensland, the north-eastern state in Australia, with the help of teachers and the
Queensland Government. We measure various domains of life for these children,
including school circumstances, social circumstances, the personality of the

2The HILDA data was extracted using the Add-On package PanelWhiz v3.0 (Nov 2010) for Stata.
PanelWhiz was written by Dr. John P. Haisken-DeNew (john@panelwhiz.eu). The PanelWhiz
generated DO file to retrieve the HILDA data used here and any Panelwhiz Plugins are available
upon request. Any data or computational errors in this paper are my own. Haisken-DeNew and
Hahn (2006) describes PanelWhiz in detail.
3This paper uses unit record data from the Household, Income and Labour Dynamics in Australia
(HILDA 2013). The HILDA Project was initiated and funded by the Australian Government
Department of Families, Housing, Community Services and Indigenous Affairs (FaHCSIA) and
is managed by the Melbourne Institute of Applied Economic and Social Research (MIAESR). The
findings and views reported in this paper are those of the authors and should not be attributed to
either FaHCSIA or the MIAESR. We thank FaHCSIA & the Melbourne Institute director, Professor
Deborah Cobb-Clark, and her staff for making the data available.
4More information on the ‘Smart Train’ is at: http://www.abc.net.au/local/photos/2008/05/09/
2240428.htm
5After the 3-week survey response period, the Queensland Government, Department of Innovation,
Tourism Industry Development randomly selected a student who received an individual prize of an
Apple iPod and their school received $1000 to spend on science resources.

http://www.abc.net.au/local/photos/2008/05/09/2240428.htm
http://www.abc.net.au/local/photos/2008/05/09/2240428.htm
https://www.ditid.qld.gov.au/
https://www.ditid.qld.gov.au/


children, and their perceived relative wealth. After looking at the raw profile of
happiness we apply techniques previously used in the economics literature (Frijters
et al. 2004) to decompose the found changes in happiness as a function of changes in
other variables.
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18.2.3 Survey Questions

The meta-analysis of life satisfaction research with children and adolescents by
Gilman and Huebner (2003) provides a summary of childhood happiness-affecting
variables. Their list includes many factors, of which we choose the factors easiest to
gather from the children themselves, including socio-economic variables that econ-
omists usually incorporate into their models of individual happiness (age, gender), as
well as personality factors, life satisfaction domains, environment factors, and school
variables. This means we did not gather variables that would require information of
others, such as parental circumstances, medically assessed health and self-reflecting
behaviour, which one would want to ask of teachers (such as asking whether the
child causes problems for others).

18.2.3.1 The Happiness Question

The dominant happiness surveys are generally targeted at individuals 15 years and
older. Since we wish to compare the findings for young children with these age
ranges, we also use the Global Life Satisfaction question (Cummins 1996; Fordyce
1988; Wessman and Ricks 1966) wherein we ask children on a 1 (very unhappy) to
5 (very happy) scale:

All things considered in your life, how happy would you say you are usually?

The high response rate (100%) as well as the fact that these children had just seen
exhibits on happiness research gives some confidence that children had an intuitive
understanding of what was being asked.

18.2.3.2 Demographic Questions

In order to be able to ascribe changes in happiness to changes in circumstances, we
wanted to have an array of demographic questions, which raised the issue of whether
children as young as 9 would have a reasonable concept of such high-level circum-
stances such as their family’s income. Researchers have long been concerned with
inaccuracies in how adults report their income (Moore et al. 2000), which makes it
likely that the problem of misreporting is even higher amongst children. As a result
we more directly ask about relative wealth, since children do understand the concept
of money as they swap it with others to get what they want (Leiser and Beth
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Halachmi 2006). We furthermore suspected that relative comparisons are easier to
understand than absolute levels: a child might not know what things cost or how
much the family makes, but; will notice whose house is bigger, and; who is jealous
of others for things they cannot afford. We thus asked:
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Would you say that your family is; wealthier; the same; poorer than others in the
neighbourhood.

A drawback of asking children to complete the questionnaire at school was that
we could not ask information about the parents, such as their employment, years of
education, relationship status, and recent shocks.

18.2.3.3 Personality

Amongst adult happiness studies (Lischetzke and Eid 2006; Wilson 1967), the
personality traits most related to happiness are extraversion and emotional stability.
It is an open question whether that is also true of children and hence whether there is
a role for agreeableness, conscientiousness, or openness to experience. However, the
survey instruments measuring these Big-5 personality constructs (Goldberg 1990)
are only suitable for adults and adolescents as young as 12 years (Muris et al. 2005);
not the 9 11 year olds that formed part of our target population.

We thus adopt the Big Five Questionnaire for Children (BFQ-C) of Barbaranelli
et al. (2003). Their analysis of the internal validity of this scale revealed a high
positive correlation between the BFQ-C scale completed by the children and their
parent’s assessment of their child’s personality using the adult Big-5 questionnaire.
In support of its use, del Barrio et al. (2006) successfully used the BFQ-C scale to
assess the personality of eight to 12 year old school children. More recently, the
study of 13–14 year olds by Barbaranelli et al. (2008) used multi-trait methods and
confirmatory factor analysis to assess the validity of the BFQ-C and found conver-
gent validity was supported for all five personality factors.

We had to adapt the BFQ-C scale for our purposes because it had 65 questions;
twelve or more questions per personality trait is lot of questions for an internet
survey.6 Using BFQ-C psychometric property/correlation results from Muris et al.
(2005), we constructed a short-form Big Five Questionnaire for Children (SBFQ-C)
by choosing six questions per personality trait.7 After data collection, confirmatory
factor and Cronbach’s alpha analysis confirmed our chosen six questions per per-
sonality trait exhibited acceptable levels of convergence and scale reliability
(Table 18.1).

6In middle childhood, children get bored and fail to complete surveys with too many questions, they
also require literally worded questions that they can understand (de Leeuw et al. 2004).
7The HILDA socio-economic panel surveys adults with 5–8 questions per personality trait.
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18.2.3.4 The Life Satisfaction Domain Measures

Huebner (1991, 1994, 1995), Natvig et al. (2003), Seligson et al. (2005) and Suldo
et al. (2006) provide theoretical directions that identify domains considered to
correlate with childhood happiness; school environment, interaction with friends,
and, the natural environment life satisfaction domains. The wording of the survey
questions we developed for each domain was based on this. For example, because
sharing, friendly, communicative children who like to interact with their peers are
happier we posed the questions; l make friends easily, I like to talk to others, I like to
help my classmates, I like to share with others, and, I am forgiving. These were
included for the interaction with friends life satisfaction domain. The rationale for
including forgiveness is that it has been found to be positively associated with
childhood life satisfaction (Gilman and Huebner 2003).

When it comes to the school environment life satisfaction domain, Huebner et al.
(1999) found it important to know whether children understand what the teacher
says, can concentrate, work hard, get bored, whether they participate in structured
extracurricular activities, and aspects of their academic life (including achievement
and learning with classmates).

In addition to the life satisfaction domain questions, the children were asked
questions about their natural environment. We asked the children if they were
engaged in discussions on their natural environment; if they were aware of environ-
mental problems; what they were doing about them; whether it was an acceptable
behaviour to pollute their river or a river in a neighbouring state; and the importance
of animals and plants in their live. These questions were coded as dummy variables
and summed to form the natural environment life satisfaction domain factor, where
1 is the lowest level of concern for the natural environment and 13 the highest level
of concern for the natural environment.

Table 18.2 lists the questions posed on these three domains. Results from
Cronbach’s alpha test, and confirmatory factor analysis, revealed that all three life
satisfaction domain factors offered an acceptable to high level of internal consistency
and reliability.

Finally, we included a number of fun questions (on magic & handedness) to
encourage the children to respond to our internet-based childhood happiness survey;
see the natural environment and fun questions in Table 18.7.

18.3 Analyses

18.3.1 Summary Statistics

Of the 389 children who responded to the internet-based ‘Happiness’ survey,
327 visited the ‘Smart Train’ at one of 25 regional railway stations and 62 at the
urban railway station (the state capital of Brisbane). There were 217 female and
172 male children (44%) respondents with an average age of 11.76 years.

http://en.wikipedia.org/wiki/Internal_consistency
http://en.wikipedia.org/wiki/Reliability_(statistics)


418 T. Beatton and P. Frijters

Table 18.3 shows the summary statistics. Average life satisfaction for our 9 to
14-year-old sample is a very high 9.0 if we translate the scale to 0–10; 14% higher than
the 7.91 we see in 15 to 23 year-olds in the HILDA and 12% higher than the average of
8.07 for the complete HILDA sample. Average happiness for female children in our
sample (9.31) was 8% higher than for male children (8.60), a very significant
difference (t ¼ 3.59, p ¼ 0.0004) that is commensurate with what is found later in
life but which has not been in previous child studies (Heubner and Diener 2012). What
drives this average difference in our data is the relatively low happiness of regional
males versus regional females, which suggests that one of the reasons for the diver-
gence with previous studies is that our data includes both urban and regional children.

Twelve per cent of the children self-reported as left-handed, a few percent more
than the expected 10% (Johnston et al. 2009) and 47% reported a ring finger longer
than their index finger; an indicator of the higher testosterone levels typical of males.

Turning to Table 18.7, which shows a summary of the natural environmental
questions: children have a high awareness of environmental issues such as climate
change (68%), and; water restrictions (59%), but; a much lower awareness of native
animals dying out (42%); declining fish stocks (21%), and; land salinity (16%).
Climate change (47%) and water restrictions (15%) were seen as the worst problems,
with urban children showing more concern about climate change than regional
children (61% versus 44%). We expected that regional children would show a higher
awareness and concern for climate change and water restrictions, because the
Millennium 2001–2010 series of droughts in Australia had such a severe negative
economic effect on Australia’s rural and agricultural communities (SoE 2011). This
was not the case though with regional children showing less awareness and concern
for the environment.8 Perhaps the reason for this arises from the attitudes of their
parents. In Australia, more than twice as many urban dwellers (58%) are of the
opinion that humans are causing climate change; versus just 27% for primary pro-
ducers in regional areas (Donnelly et al. 2009, p. 5).

Overall, the children are not just showing concern for the natural environment,
they are acting on that concern. Fifty-nine per cent of the children are engaging in
recycling and 65% have tried to reduce their water consumption, and, the numbers
are even higher for urban children (Table 18.4); more urban children (81%) than
regional children (62%) had tried to reduce their water consumption, and a similar
urban-rural difference held for engaging in recycling (73% versus 57%). The
children are also showing concern about the poor environmental behaviour of others;
98% of the children said it was wrong to pollute a river, even if that river was in
another state (99%). Based on these results, Australia’s next generation shows more
concern for climate change and the natural environment than their parents, who
answer the same questions 68% versus 53% (ABS 2010).

8Overall, regional children showed less concern for the environment; the average of the Natural
Environment Life Satisfaction Domain factor for urban children was 14% higher than for regional
children (Table 18.6).
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Fig. 18.2 Average Life Satisfaction for 9 to 14-year-old Australian children in the ‘Smart Train’
data and 15 to 93-year-old Australians in the 2002–2013 HILDA panel data

18.3.2 Extending Our View of Happiness over a Lifetime

We can now append the average happiness of the 9 to 14 year-olds from our ‘Smart
Train’ sample to the graph of average happiness for the 15 to 93 year-old Australians
from the HILDA (Figs. 18.2 and 18.3).

One thing one can notice is how well the lines match up from the data on the
Smart Train with the HILDA data, which at least suggests that the sample is
representative of the happiness of Australian children. The second thing we notice
is that the steep happiness fall we previously saw in 15 to 23-year-olds extends back
to 9-year-old children. Whilst 15 to 23 year-old Australians in the HILDA witness a
7.2% (–0.73 unit) decline in happiness, this is preceded by a further 9.3% decline
(9.44–8.56,–0.88 units) between 9 and 14 years (dotted line in Figs. 18.2 and 18.3).
The total fall in happiness from age 9 to age 23 is then 16.5% ( 1.61 units).

In terms of the main Easterlin-related questions of the introduction, our first
‘result’ is hence that the decline in happiness starts at age 9 and 10, but becomes
particularly pronounced from age 12 to 13, which coincides with the children’s
transition to high school and the onset of puberty.

This very strong decline raises the question as to the factors responsible; we look
at that next.
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Fig. 18.3 Average Life Satisfaction for 9 to 14-year-old Australian children in the ‘Smart Train’
data and 15 to 23-year-old Australians in the 2002–2013 HILDA panel data

18.3.3 The Determinants of Life Satisfaction

In Eq. (18.1) we model life satisfaction of child (i) in age-group (t) as a linear
function of the available variables:

LSit ¼ C þ β1Xit þ β2Sit þ β3Fit þ β4Nit þ Zi þ εit ð18:1Þ

where

LSit Individual life satisfaction (happiness)
C Constant
Xitindividual demographics (wealth, religion)
SitSchool environment life satisfaction domain factor
FitInteraction with friends life satisfaction domain factor
NitNatural Environment life satisfaction domain factor
ZiPersonality and gender
εiterror term

Here, childhood happiness (LSit) is a function of a constant (C), time-variant
socio-economic variables specific to the individual (Xit) and individual traits (Zi). A
child’s happiness is further affected by the school environment (Sit), interaction with
friends (Fit) and natural environment (Nit) life satisfaction domains, with unobserv-
ables manifest in an error term (εit).
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Regression results for different specifications are shown in Tables 18.5 and 18.6,
which progressively include more factors. Looking at Table 18.5, specification 1a,
we see that girls are happier (+0.63) than boys and attending religious services more
often is related to higher happiness (+0.09), much the same as what we see in adults.
The children are unhappier the longer they are in the school system (we will look at
this in more detail later).

Unlike adults, relative wealth has a non-significant and small effect on childhood
happiness.

A possible reason for this is that the wealth question is poorly understood by
children. Alternatively, there really is little relation at this age. One possibility to
explore with richer data would be that parents manage to shield children from their
own feelings about their relative wealth; keeping the rat-race away from their
children when they are young.

In terms of our introductory motivation around Richard Easterlin’s 2001 theory of
how relative comparisons affect the national income-happiness relationship, our
second main finding is thus that relative considerations are not yet that important
for teenagers. That is, not amongst teenagers from within a relatively wealthy group
that are all sufficiently well-to-do that their school has excursions to visiting exhi-
bitions. Still, taken at face value, it would mean that Richard’s story of disappoint-
ment with the disconnect between anticipated income trajectories and anticipated
benchmarks are unlikely to be very relevant for young teenagers under 15-years. If
such a dynamic is important, it is important in later life, perchance when individuals
start earning money themselves.

Adding personality to the specification in Table 18.5 (specification 1b.), we see
that extraverted children are happier whilst children with low emotional stability are
less happy. We get an unexpected result for conscientiousness. For adults in the
Australian socio-economic panel data (HILDA), conscientiousness has a significant
negative effect on overall happiness (–0.33, t-value¼ 2.22).9 For the 9–14 year olds
in the ‘Smart Train’ data we get an opposite effect (0.066, t-value 2.85). Unlike
adults, Australian children who exhibit conscientious behaviours (orderly, system-
atic, efficient, neat, organised, and efficient) are happier, perchance because the
rewards for such behaviour are higher for school children than for adults.

If we now also add domain factors to the demographics (Table 18.6, specification
18.2e), we can see that the effect from the natural environment domain factor10 is
non-significant, whilst, as expected, the interaction with friends and school environ-
ment domains both have a significant effect on childhood happiness.

9The personality traits are scaled 1–7 in the HILDA& 1–30 in this paper; the HILDA coefficient has
been rescaled; 1–30. Regression tables relevant to this are available on request.
10If we look at the effect from the individual ‘natural environment’ questions in Table 18.7, we see
that only one environment question (q17) had a significant effect on happiness. Children who
perceived their family as wealthier than their friend’s families are more likely to discuss environ-
mental issues within their family (q17 was strongly positively correlated with wealth).
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18.3.4 Decomposing Changes in Life Satisfaction

Many of the factors that affect life satisfaction, such as gender and personality, are
constant or change little over time. The main areas that change over time for these
school children are the three main life satisfaction domains, meaning we focus on
Specification 2c of Table 18.6.

There is a large decline in the magnitude of these domain factors as the children
move from one grade to the next. Between grade 5 and grade 10 the average for the
interaction with friends domain declines from 4.21 in grade 5 to 3.92 in grade 8 then
rises to 4.08 by the end of grade 10. The average of the school environment domain
drops from 3.97 in grade 4 to 5 and continues to drop all the way to 3.24 in grade 10.

To see how much these changes in domain satisfactions can help explain the
differences in life satisfaction between children of different school grades; we
employ a standard decomposition of the difference in aggregate life satisfaction
(LS) levels:

⎛
LSgrade9 – LSgrade4

⎫
¼

X k ¼ 3
k ¼ 1

X l ¼ 8
l ¼ 4

⎛⎛
–Xk,lþ1 – –Xk, l

⎫
* βk

⎫
ð18:2Þ

Where the childhood life satisfaction domain factors are:

k
School enviroment

Interaction with friends
Natural enviroment

8<
:

and the school grade transition is from a lower (l ) to the next higher school grade
(l + 1):

l,lþ 1

l to lþ 1
4 to 5
5 to 6
6 to 7
7 to 8
8 to 9

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;

This decomposition shows the predicted life satisfaction difference across grades
due to changes in domain factors. The formula shows the predicted difference
between grade 4 and 9, but an analogue formula holds for the difference between
any pair of grades.

Figure 18.4 shows the predicted changes in childhood happiness as children
move through the state school system (grades 4–7) and then transfer to high school
(grades 8–9).11

11Post this study, the transition to high school in Queensland now occurs in grade 7.
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Fig. 18.4 Predicted grade-by-grade change childhood happiness from each domain factor as the
children move up in school grade

This figure shows the predicted change from year to year due to changes in
particular domain factors, which means one should add them up to arrive at a
cumulative predicted change. Looking at Fig. 18.4 we see the negligible childhood
happiness change arising from the non-significant natural environment domain
factor (dotted line), less than a 0.012 happiness unit decline (–0.1%) if we add
them up across these years. However, the predicted happiness change from the other
two factors is both significant and large: when accumulated, the school environment
and interaction with friends domains account for 44% (–0.39) of the –0.88 unit fall
in childhood happiness for 9 to 14 year-old Australians we saw in the raw data
depicted in Figs. 18.2 and 18.3.

Examining how each factor affects childhood happiness as the children progress
through the school system, we see that the predicted change in childhood happiness
arising from the interaction with friends domain (Fig. 18.4 dashed line) is
–0.15 units as the children transition from grades 4–5; the predicted happiness
change is almost zero (–0.02) as the children move from grades 5–6, and; there is an
even smaller predicted positive change (+0.011) as the children transition through
the last grades (6–7) in the lower grade school, potentially reflecting that this is their
best year in terms of friendships.

Australian children are often not sent to their local high school but enrolled in
public or private high schools that may be many kilometres from the lower grade
school that a child attended. This may be a factor in the small (–0.03) decrease in life
satisfaction as children move to high school (from grade 7–8). The big drop in
happiness (–0.15) comes when the children transition to high school though, driven
entirely by a marked drop in the school environment but not the interaction with
friends.
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Fig. 18.5 Magic beliefs for children aged 9–14 years in the Smart Train dataset

Cumulatively, the largest predicted negative change in childhood happiness
(–0.31) comes from the school environment, mainly occurring in the transition
from grade 4–5 and from grade 8–9.

In terms of the Easterlin theory of income comparisons, these results suggest that
other factors play their own role in declining happiness when young: puberty and
perchance the increased pressures of school and society that are piled on during high
school reduce happiness amongst children. Note though that even our 15-year old
Queensland children are very happy compared to almost any group of adults
anywhere in the world, leaving plenty to scope for income-comparison disappoint-
ments later in life to drag them down!

Finally, we address the third Easterlin-relevant component we want to answer
with our data: do kids have unrealistic aspirations or beliefs and do they change in
any way over time?

We asked about a particular form of high expectations and naivety: belief in
magic. Table 18.6 lists the questions (q6, 7, 8, & 10) which we added together to
arrive at a 0–12 index. We included them to capture something that many of us
believed in as children, the magic in our lives (Woolley et al. 1999). In our results we
see the expected the significant decline (F¼ 15.66 p¼ 0.0001) in magical beliefs for
both females & males (F ¼ 2.49, p ¼ 0.0309) as the kids age (Fig. 18.5). The effect
of magic on happiness is positive (t ¼ 0.019, p ¼ 0.45) but non-significant, and,
reducing in age (t 0.14, t .1.57).

We saw earlier that 98% percent of the kids did not think it was OK to throw
garbage in a river, whilst only 65% of their parents though so, an indication that
updating takes place on that later in life. We then look at the sum of the survey
questions listed in Table 18.6 on the Natural Environment. We see that the kids’
attitude to the environment does not significantly change by age (F ¼ 1.93,
p ¼ 0.0920), but on average girls show significantly (F ¼ 4.47, p ¼ 0.0351) more
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Fig. 18.6 Natural Environment attitude of 9 to 14-year-olds in the Smart Train dataset

¼ ¼

¼

concern for the environment than the boys (this result is consistent with recent
research by Tranter and Skbris (2011). While kids may be concerned for the natural
environment it does not have a significant independent effect on the happiness of the
kids in our sample (Table 18.6, specification 2c, Table 18.7) (Fig. 18.6).

18 Happiness Amongst Teens in Australia 425

Another factor we examined was fairness, the impartial and just treatment of
behaviour without favouritism or discrimination. Our fairness factor is the sum of the
following three question, each measured on a 5-point Likert scale:

1. Imagine you are hiking in a remote desert. Only 10 bottles of water are available
from a shop for $1 each. On a very hot day 20 hikers want to buy water. Is it fair if
the shopkeeper makes everybody wait in line for their turn to buy water?

2. Is it fair if the shopkeeper flips a coin to decide if you will be sold a bottle of
water? (reverse coded)

3. Is it fair if your hero buys all the water for $1 per bottle and sells it according to
his/her own judgement? (reverse coded)

Looking at Fig. 18.7, we see no significant difference between the fairness
attitudes of girls or boys (F ¼ 0.00, p ¼ 0.9445) nor was there any difference across
ages (F 0.85, p 0.517 5).

However, when we look at the distribution of response for questions 2 & 3 that
refer to the shopkeeper interfering in the supply and price of water we see a very
emotive response by the kids. 85% of the kids said it was probably or completely
unfair for the shopkeeper to monopolise the price of water or interfere in who was
supplied water. It would appear that kids have strong expectations of how markets
should operate, even at a young age. Fairness had a positive but non- significant
effect on the kid’s happiness (0.033, t 0.71).
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Fig. 18.7 Fairness attitude of 9 to 14-year-olds in the Smart Train dataset

In short, we find clear evidence for the idea that kids aged 9–15 are highly
idealistic and naïve, but only become less naïve in this age range about the subject
of magic.

We can mention that we had a quick look at changes amongst the 85 individuals
in the HILDA aged 15–18 (compared to the rest, analysed in Headey and Wooden
2004). When Headey and Wooden (2004) looked at the effect of asset income on
happiness for all ages in the HILDA, it is significantly positive, but when we
ourselves look at asset income for ages 15 to 18 in the HILDA the asset income
effect is still positive but non-significant at the 5% level. On top of this, in our Smart
Train data, most kids (79%) thought their wealth was the same as those in their
neighbourhood. Combined, this suggests that relative wealth comparisons are not yet
that important for Australian children under 18 and that concerns for relative wealth
become larger afterwards, i.e. when they also lose their naivety about fairness, and
the environment.

18.4 Conclusions and Discussion

This paper contributed to our understanding of lifetime happiness by extending our
view of happiness back to childhood. We developed an Internet-based happiness
survey for 9 to 14-year-old Australian children. Analysis of the collected data with a
model of childhood happiness revealed a large decline in happiness (–0.88 on a
0–10 scale) between the ages of 9 and 14. This solves a puzzle in the existing
literature wherein it was previously found that early adolescence was marked with
low school environment and higher rates of depression (Hirsch and Rapkin 1987;
Huebner et al. 2000), but where there was not yet a clear finding that global life
satisfaction levels decreased accordingly (Heubner and Diener 2012).
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Another finding is that conscientious children are markedly happier, whilst we
found for data amongst adults that the conscientious are less happy. Importantly,
there was no found effect of relative wealth, whereas that factor is amongst the most
important ones for adults. The kid’s view of family wealth appears to be much
removed from reality; 79% of the kids said their family wealth was the same as other
families. This is very different from what we see in the Australian 2013–2014 wealth
distribution data, where 53% of the wealth is in the top two percentiles (ABS 2015).
Our wealth result might indicate that parents within the relatively rich demographic
we have in our survey are successful in not transferring their own feelings about their
relative wealth on to their children, effectively shielding them from the status race.

With other factors though, the determinants of child happiness were the same as
those of adult happiness: girls were happier; the more religious were happier; and the
more extraverted were happier.

When we decomposed the changes in life satisfaction amongst children we found
that some (44%) of that change was attributable to worsening domain factors. Wors-
ening of the school factors alone could explain 30% in the drop. These school factors
include the interaction with the teacher (whether they understand what the teacher
says; whether they get bored), items of school success (whether they learn easily,
whether they start what they finish), and items of personal effort (whether they work
hard, whether they help others and whether they concentrate). These aspects deterio-
rated markedly in our data from 9 to 10 years of age and 13 to 14 years of age.

What turned out to be unimportant for changes in life satisfaction was their social
interaction (number of friends), as this did not decrease over time, nor whether the
children were aware of environmental problems.

As to the main questions we started out with pertaining to Richard Easterlin’s
thoughts on happiness decline over age and the role of income comparisons therein,
we end with 3 tentative conclusions from our study:

● Richard’s hypothesised decline in happiness over age already starts at age 9, but,
is particularly pronounced in the transition to high school.

● Children aged 9–15 have no trouble answering questions on relative wealth, but
unlike our own expectations, these relative comparisons were largely irrelevant
for happiness in this age group for this social demographic. Disappointment in
income-comparisons simply do not appear yet to play a role, perchance because
these children do not have to work for a living. The relative unimportance of
relative wealth persists at least till 18.

● These children are highly idealistic, with 99% saying pollution of the waters
flowing to another state is bad, whilst only 45% of their parents’ generation say
so. Similar naivety is found when it concerns fairness and magic, and only in the
case of the belief in magic do we see a significant drop before the age of 15. So we
do indeed find strong evidence for highly unrealistic expectations and beliefs
amongst children, indeed at the same time as their happiness levels are
extremely high.
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Let us end with thanking Richard for his massive contributions to social science.
Our paper does not quite prove him right on every point of his 2001 theory as it
pertains to children, but at least we find them able to answer relative income
questions and that the pressures of life do drag them down a bit in teenage years
and much stronger after that. We cannot quite confirm his theory to be right on all
counts, because our data is simply not rich enough for that, but, our findings are in
line with Richard’s thinking.
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Appendices

Appendix A: Survey Questions

Table 18.1 The six questions per personality trait included in the Childhood Happiness Survey
(selected from the 65 BFQ-C scale (Muris et al. 2005, p. 1762, Table 1)

Personality trait Questions
Scale
reliabilitya

Extroversion I make friends easily 0.65

I do many things so I don’t get bored

I like to talk to others

I say what I think

I like to joke

I like to meet with other people

Agreeableness I trust others 0.73

I share my things with other people

I understand when others need my help

I am kind to those who I dislike

If a classmate has some difficulty I help her/him

If someone hurts me I forgive them

Conscientiousness I keep my school things neat and tidy 0.78

During class I concentrate on the things I do

I play only after I finish my homework

I work hard at the things I do

When I start to do something, I have to finish it at all costs

When I finish my homework, I check it many times to see if
I did it correctly

https://www.xing.com/profile/Markus_Schaffner7
https://research.qut.edu.au/qube/
https://research.qut.edu.au/qube/
https://www.ditid.qld.gov.au/
https://www.ditid.qld.gov.au/
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Table 18.1 (continued)

Scale
reliabilitya

Emotional
stability

I am often sad 0.78

I get nervous over silly things

I worry about things

I get offended easily

I cry often

I am impatient

Openness to
experience

When the teacher explains something, I understand
immediately

0.78

I am able to solve mathematical problems

I understand most things immediately

I like scientific TV shows

I easily learn what I study at school

I know many things
aCronbach’s Alpha values of 0.6 to 0.8 are considered acceptable; greater than 0.8 are good

Table 18.2 Survey questions for the ‘school environment’, ‘interaction with friends’ and ‘natural
environment’ life satisfaction domain factors

Life satisfaction domain Survey question

School environment1

(schoolenv)
When the teacher explains something, I understand immediately

I do many things so I don’t get bored

During class I concentrate on the things I do

I play only after I finish my homework

I understand most things immediately

I work hard at the things I do

If a classmate has some difficulty I help her/him

When I start to do something, I have to finish it at all costs

I easily learn what I study at school

Interaction with friends2

(friends)
I make friends easily

I trust others

I share my things with other people

I like to talk to others

I understand when others need my help

I am kind to those who I dislike

I like to meet with other people

If someone hurts me I forgive them

Natural environment3

(natenv)
Which of the following environmental problems have you noticed?

Climate change

Water restrictions

Native animals dying out

Declining fish stocks

Land salinity
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Table 18.2 (continued)

Life satisfaction domain Survey question

Does your family talk about the environment much?

Have you ever started a conversation about the environment?

Have decided for environmental reasons to reuse or recycle something
rather than throw it away?

Have you tried to reduce water consumption for environmental
reasons?

Attended a meeting or signed a letter or petition aimed at protecting
nature or the environment?

Let’s say that in your neighbourhood everyone throws their garbage in
the river; would that be all right?

Let’s say that in New South Wales (the state next to the children’s
home state), a whole neighbourhood throws its garbage in the river; do
you think it is all right for them to throw their garbage in the river?

Do you think that throwing garbage in the river is harmful to the birds
that live around the river?

Cronbach’s alpha scale reliability coefficients: 0.861; 0.762; 0.653

Confirmatory factor analysis results: school environment: X2 ¼ 2.84 (5), p ¼ 0.72; RMR ¼ 0.02;
RMSEA ¼ 0.00; RFI ¼ 0.99; CFI ¼ 1.0; AGFI ¼ 0.99; NFI ¼ 0.99; GFI ¼ 0.99. Interaction with
friends: X2 ¼ 0.13 (2), p ¼ 0.94; RMR ¼ 0.003; RMSEA ¼ 0.00; RFI ¼ 0.99; CFI ¼ 1.0;
AGFI 0.99; NFI 1.0; GFI 1.00

Appendix B: Descriptive Statistics

Table 18.3 Descriptive statistics for the Smart Train data; N ¼ 389

Mean S. D.

Gender (female 1) 0.56 0.44

Age (years) 11.76 1.04

School grade (4–9) 6.76 1.04

Urban resident (urban 1) 0.16 0.37

Relative wealth (1 poorer; same; 3, wealthier) 2 0.45

Religious service attendance; (1 never to 8 more than once a week) 4.39 2.72

Personality factors (scaled 1–30)

Extraversion 24.7 3.63

Agreeableness 23.71 4.07

Conscientiousness 21.85 5.23

Emotional stability 16.68 4.06

Openness to experience 21.8 5.05

Life satisfaction domain factors

School environment (scaled 1–5) 3.71 0.74

Interaction with friends (scaled 1–5) 4.05 0.62

Natural environment (scaled 1–13) 7.44 2.23
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Table 18.4 Descriptive statistics for the children’s responses to the natural environment questions

Urban Regional All

Which of the following environmental problems have you noticed?

Climate change 74% 64% 65%

Water restrictions 90% 53% 59%

Native animals dying out 56% 39% 42%

Declining fish stocks 27% 20% 21%

Land salinity 24% 14% 16%

Which of these problems do you think is the worst?

Climate change 61% 44% 47%

Water restrictions 21% 14% 15%

Native animals dying out 10% 29% 26%

Declining fish stocks 0% 6% 5%

Land salinity 8% 5% 5%

Loss of native fauna 0% 0% 2%

None of the above 0% 2% 0%

Relevance of plants and animals to the children

Are animals an important part of your life? 90% 94% 93%

Are plants an important part of your life? 85% 81% 82%

The children’s engagement in the environmental debate (yes 1)

Have you ever started a conversation about the environment? 73% 68% 68%

Does your family talk about the environment? 52% 50% 50%

Things that the children had done over the past 12 months to help the environment (yes 1)

Tried to reduce water consumption 81% 62% 65%

Have decided for environmental reasons to reuse or recycle some-
thing rather than throw it away

73% 57% 59%

Attended a meeting or signed a letter or petition aimed at protecting
nature or the environment?

6% 9% 8%

None of the above 10% 14% 14%

Children’s attitudes to pollution (yes 1)

Let’s say that in your neighbourhood everyone throws their garbage
in the river; would that be all right?

0% 2% 2%

Let’s say that in New South Wales (the state next to the children’s
home state), a whole neighbourhood throws its garbage in the river.
Do you think it is all right for them to throw their garbage in the river?

0% 1% 1%

Do you think that throwing garbage in the river is harmful to the birds
that live around the river?

92% 93% 93%

Natural environment life satisfaction domain factor 8.48 7.45 7.44

(0: Lowest awareness of the environment to highest: 13)

N 62 327 389
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Table 18.6 The determinants of Life Satisfaction for children aged 9–14 years in the Smart Train
dataset; OLS regression, N ¼ 389

2c. School
environment
Interaction with
friends, natural
environment

2d. Natural
environment

2e. Demographics
school
environment
interaction with
friends/natural
environment

Variable Coefficient Coefficient Coefficient

¼
–

–

Variable: coefficient

–
¼

–

–

¼
–

¼
(continued)
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t-
value

t-
value

t-
value

q1: Where did you visit the
Smart Train?

0.01 0.79

q2: Female 1 0.484 2.66

q4: School grade 0.135 1.59

q5: Relative wealth 0.021 0.11

q9: Religious service
attendance

0.052 1.5

Life satisfaction domain factors

School environment factor
(schoolenv)

0.382 2.54 0..378 2.46

Interaction with friends factor
(friends)

0.557 3.11 0.421 2.22

Natural environment factor
(natenv)

0.01 0.23 0.101 2.45 0.003 0.07

Constant 4.434 7.3 7.429 23.24 5.333 5.71

R2 0.0975 0.0153 0.1251

Adjusted R2 0.0905 0.0127 0.1067

Table 18.7 Other determinants of Life Satisfaction for the children aged 9–14 years in the cross-
sectional Smart Train dataset; OLS regression, N ¼ 389

t-
value

q1: Where did you visit the Smart Train? 0.018 1.31

q2: Female 1 0.733 3.4

q4: School year (age proxy) 0.166 1.63

q5: Relative wealth 0.111 0.48

q9: Religious service attendance 0.091 2.3

Fun questions:

q6: Good luck charms do bring good luck (1 definitely not true to 5 defi-
nitely true)

0.107 0.83

q7: Do you have a lucky charm such as a mascot or a talisman? (yes 1) 0.129 0.52

q8: Do you believe that a lucky charm can protect or help you? (1 definitely
not true to 5 definitely true)

0.032 0.25

q10: Some fortune tellers really can foresee the future (1 definitely not true
to 5 definitely true)

0.053 0.53

q11: Is there someone who cannot be seen by others watching over you?
(yes 1)

0.032 0.12
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Table 18.7 (continued)

t-
value

Natural environment:

q15: Are animals an important part of your life? (yes 1) 0.534 1.23

q16: Are plants an important part of your life? (yes 1) 0.089 0.3

q17: Does your family talk about the environment much? (yes 1) 0.396 1.78

q18: Have you ever started a conversation about nature or the environment?
(yes 1)

0.034 0.14

q22: Let’s say that in your neighbourhood everyone throws their garbage in
the river; would that be all right? (no 1)

0.579 0.68

q23: Let’s say that in New South Wales, a whole neighbourhood throws its
garbage in the river. Do you think it is all right or not all right for them to
throw their garbage in the river? (no 1)

1.029 0.92

q24: Do you think that throwing garbage in the river is harmful to the birds
that live around the river? (yes 1)

0.467 1.13

Handedness:

q63: What hand do you write with? (left 1) 0.177 0.56

q64: Which finger is longer? (1 my ring finger is longer; 2 0.032 0.27

My ring and index fingers are the same length; 3 my index finger is longer)

Constant 6.723 2.75

R2 0.089

Adjusted R2 0.042

Huebner et al. (2000)
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midlife low. The scientific explanation for the approximate U-shape currently
remains unknown.

Chapter 19
Do Humans Suffer a Psychological
Low in Midlife? Two Approaches (With
and Without Controls) in Seven Data Sets

David G. Blanchflower and Andrew J. Oswald

Life satisfaction is stable across. . . age groups.
Diener et al. (1999)

Abstract Using seven recent data sets, covering 51 countries and 1.3 million
randomly sampled people, the paper examines the pattern of psychological well-
being from approximately age 20 to age 90. Two conceptual approaches to this issue
are possible. Despite what has been argued in the literature, neither is the ‘correct’
one, because they measure different things. One studies raw numbers on well-being
and age. This is the descriptive approach. The second studies the patterns in
regression equations for well-being (that is, adjusting for other influences). This is
the ceteris-paribus analytical approach. The paper applies each to large cross-
sections and compares the patterns of life-satisfaction and happiness. Using the
first method, there is evidence of a midlife low in five of the seven data sets.
Using the second method, all seven data sets produce evidence consistent with a
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19.1 Introduction

What is the pattern of mental well-being at different ages in the human life-course?
This important question is relevant to scientific researchers across a wide range of
disciplines. Nearly two decades ago, Diener et al. (1999) concluded that well-being
and quality of life are essentially independent of age. They illustrated that view with
a flat line (in their Fig. 19.3). Monographs at that time, such as Argyle (2001), were
typically similar. To our knowledge, most textbooks in social psychology continue
to teach students the same result.
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How should this important topic be studied by economists and behavioural
scientists? One way to tackle the question is to use longitudinal data sets in which
different sorts of people are followed throughout their lives. This has many advan-
tages. It also has the potential disadvantage that, at the time of writing, such data sets
tend to be fairly small and not to extend over a long span of adult life. Moreover,
some human beings may become disenchanted with being interviewed and, in a free
country, cannot be forced to stay in a longitudinal sample. Those who drop out of a
longitudinal survey may not do so randomly. If such attrition is then biased, in ways
that are important to an investigator’s inquiry, the patterns observed in the remaining
sample of individuals will give misleading answers.1

Another way to study such a question is to use cross-sectional data sets. This is a
snapshot approach (to use the term adopted in Stone et al. 2010). It has some
advantages, including simplicity, and the ability to examine large cross-national
samples. It has the disadvantages that it may be subject to year-of-birth cohort effects
and that, more broadly, the statistical information about ageing then comes from
cross-person rather that within-person observation. Such cohort effects are them-
selves, in principle, of scientific interest.

This paper argues that the traditional Diener et al. (1999) wellbeing-is-flat-
through-life conclusion does not do justice to current evidence. We examine data
on 1.3 million randomly sampled individuals across a large number of nations. The
paper brings together seven cross-sectional data sets, treats them in a statistically
consistent way, and plots the results. It implicitly argues that it is natural for
researchers to try to understand the patterns in pooled cross-sectional data sets as
well as those in longitudinal data set sets.

The background literature is large and, currently, a shade disputatious (Baird et al.
2010; Blanchflower and Oswald 2008; Carstensen et al. 2011; Charles et al. 2001;
Easterlin 2003, 2006; Frey and Stutzer 2002; Frijters and Beaton 2012; Glenn 2009;
Graham and Pozuelo 2017; Hellevik 2017; Hudson et al. 2016; Lachman 2015;

1As a related example that is topical at the time of writing, the longitudinal British Election Study
Wave 9 asked UK respondents after the EU referendum on Brexit how they voted. In the survey a
small majority of the respondents reported that they voted to leave – by a margin of 49.5%–50.5%
for remain. This contrasted with the actual outcome of 51.9% for Leave. The head of the BES
Professor Ed Fieldhouse told us in private communication that “this is because a known bias in the
sample which is that politically interested people are more likely to respond/remain in the study.”



Mroczek and Kolanz 1998; Mroczek and Spiro 2005; Shields and Wheatley Price
2005; Stone et al. 2010; Steptoe et al. 2015; Wunder et al. 2013; Schwandt 2016).
Helliwell and Grover (2014) argue that married people have a slightly shallower
U-shape dip than the unmarried. An unusual paper that is related to this literature,
which uses data on three samples of great apes, also documents evidence of a U
shape: Weiss et al. (2012).
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Easterlin (2006) is a particularly important paper. Controlling for year of birth,
the paper finds evidence of a hill-shape in well-being over the life cycle. It uses
pooled General Social Survey data from the United States. Richard Easterlin’s paper
is one of a number of challenges to the early Diener et al. (1999) result. Debate in this
area has recently been fierce. A modern review by Ulloa et al. (2013) goes as far as to
draw the conclusion that “extant studies. . . show either a U-shaped, inverted
U-shaped or linear relation between ageing and subjective well-being.” Other
studies, such as Lachman (2015), come close to arguing that there may be a midlife
dip but that it may be too small to be significant.

19.2 Analysis

Within the cross-section tradition, two broad ways to analyze the paper’s scientific
issue can be found in the literature. Despite what is sometimes argued (such as in
Glenn 2009 and Hellevik 2017), it is not natural to see either approach as the ‘right’
or ‘wrong’ one. The reason is that they measure different things.

One set of writings has attempted to study raw numbers on well-being and age.
This might be called the descriptive approach. A second, including Blanchflower
and Oswald (2008), has examined the patterns in regression equations for well-being
(that is, adjusting for other influences). This might be termed the ceteris-paribus
analytical approach. Methods of the latter kind are standard in epidemiology and
economics, for example, where the tradition has been to try to understand the
consequences of an independent variable (smoking, income, etc.) after adjusting
for other influences on the dependent variable.

The descriptive approach measures the ‘total’, or reduced-form, effect of age. By
contrast, the ceteris-paribus analytical approach measures the marginal effect of age
after controlling for other socio-economic influences. For example, as people move
from their 20s to their 50s, they typically become considerably richer. Say, for
illustrative purposes, they also become happier. The descriptive approach would
then ascribe the possible rise in their happiness over that period as due to age. The
analytical approach would divide the possible rise in happiness into two components
– that coming from income per se and any residual effect from ageing per se. In
principle, neither of these approaches is better than the other. Which is the more
appropriate, in a particular empirical setting, will depend on the exact research
question being addressed by the investigator.



UK (Office for National Statistics Data)
Figure 19.1 plots life-satisfaction data for approximately 416,000 randomly sampled
citizens of the United Kingdom. Well-being data are now collected annually as part
of official government statistics by the UK Office for National Statistics (ONS). One
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The paper’s later analysis is an attempt to compare these two. It looks at:

• Estimates of the well-being-age relationship both with and without adjustments
for the other influences on well-being;

• Samples of adults up to the age of 90 (after which extreme ill-health becomes
prevalent: we are doubtful that many researchers believe that humans are happy in
the final few years of life: Evidence is provided by Gerstorf et al. 2010);

• Estimates that do not adjust for people’s incomes (that is, it is not one of the
controls), partly to be comparable with most of the literature, and partly because
in some of the seven data sets there are no data on earnings;

• Statistical analysis that uses a set of individual age-year dummy variables (more
than 70 individual dummy variables), to ensure that the data are able to follow any
pattern, so that no particular mathematical form is artificially forced on the data.

It will become apparent below that the well-known papers of Easterlin (2006) and
Glenn (2009), which are sometimes taken as key ones that shed doubt on the idea of
a midlife low, rely on the one data set out of the seven that is rather unrepresentative
of patterns in others.

Analogously, there is also evidence that there is an inverted U-shape in unhap-
piness. Blanchflower and Oswald (2008), for example showed such a pattern in
depression data for the UK, which maximized at around age 45. At the time of
writing we also became aware of a recent Office for National Statistics publication
for England and Wales which showed that drug poisoning deaths maximized at ages
40–49.2 This age group had a mortality rate of 108.0 in 2016, versus in that year a
rate of 43.7 for ages 20–29; a rate of 97.5 for ages 30–39; a rate of 39.4 for 50–69,
and a rate of 10.7 for 70 and older. There is some evidence that the maximum had
recently moved up. In 2015, the age 30–39 group had the highest rate. This arose
because of a large increase for the 40–49 year olds’ mortality rate from 95.1 in 2015
compared with a fall for the 30-30 group whose 2015 rate was 98.4.

The current paper’s seven data sets provide information on more than one million
randomly sampled citizens; each person is asked questions about happiness or life
satisfaction. These data sets are, respectively, for the United Kingdom, the USA, 36
European countries, 32 European countries, 51 nations around the world, and (again)
the USA. We take each in turn, and begin with two data sets collected by official
government statistical agencies (the UK Office of National Statistics and the US
Centres for Disease Control) in which the random sampling is presumably of reliable
quality.

2‘Deaths related to drug poisoning in England and Wales: 2016 registrations’, ONS, 2nd August
2017 https://www.ons.gov.uk/peoplepopulationandcommunity/birthsdeathsandmarriages/deaths/
bulletins/deathsrelatedtodrugpoisoninginenglandandwales/2016registrations

https://www.ons.gov.uk/peoplepopulationandcommunity/birthsdeathsandmarriages/deaths/bulletins/deathsrelatedtodrugpoisoninginenglandandwales/2016registrations
https://www.ons.gov.uk/peoplepopulationandcommunity/birthsdeathsandmarriages/deaths/bulletins/deathsrelatedtodrugpoisoninginenglandandwales/2016registrations
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Fig. 19.1 Life Satisfaction Polynomial in Understanding Society ONS Data (United Kingdom;
416,000 observations). Years 2011–2015.This figure is based on data using the question “Overall,
how satisfied are you with your life nowadays?” scored from zero to 10. To aid in understanding the
size of the age effect, the coefficients on marital separation and unemployment in a life-satisfaction
equation here are approximately –0.3 and –0.8. The figure is constructed by estimating a
regression equation with approximately 74 separate age dummy variables. These curves are plots
of the age coefficients. Because of the large sample sizes, levels of statistical significance in the
paper are high, so for clarity the confidence intervals here, and later, are left off the paper’s figures;
they are available upon request

regression equation in which other covariates (so-called ‘controls’) are included, is
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of those is a measure of citizens’ overall life satisfaction. The details and sampling
methods are discussed at website www.ons.gov.uk/well-being.

Figure 19.1, and each of the later figures in this paper, lays out two kinds of plots.
One is for raw averaged life-satisfaction scores at different ages. This is the descrip-
tive approach, advocated by, for example, Glenn (2009). The other, derived from a

the regression-adjusted level of life-satisfaction. This can be thought of as an
estimate of the pure or ‘marginal’ effect of ageing. It can be seen in the Figure that
the two curves are similar to one another, so in this case the adjustment for controls
does not greatly affect the fundamental conclusions.

What comes out of Fig. 19.1 is a broad, and perhaps surprisingly smooth, pattern.
Well-being starts high in youth; it then declines reasonably steadily (apart from a blip
around the mid-20s) until approximately the age of 50; it then rises in a hill-like way
up to approximately the age of 70; after that it declines slightly until the age of 90.

http://www.ons.gov.uk/wellbeing
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Fig. 19.2 Life Satisfaction Polynomial in BRFSS Data (USA; 427,000 observations). Year 2010.
This figure is based on data using the question “In general, how satisfied are you with your life?
Very dissatisfied . . ., very satisfied.” scored from 1 to 4. To aid in understanding the size of the age
effect, the coefficients on marital separation and unemployment in a life-satisfaction equation here
are approximately 0.3 and 0.3– –

The covariate controls in this case are gender, race, level of education, marital
status, labor market status, region within the UK, and year dummies. The exact
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sample size is 415,589 and covers the years 2011–2015 inclusive.

USA (BRFSS Data)
Figure 19.2 plots life-satisfaction data for approximately 427,000 randomly sampled
citizens of the USA. The data are from the Behavioral Factor Surveillance System,
which is a survey run by the US Centres for Disease Control, available through
www.cds.gov/brfss. The data are for 2010, which is the most recent year in which the
BRFSS asked this question. As before, the Figure lays out two kinds of plots. One is
for raw averaged life-satisfaction scores at different ages. The other, derived from a
regression equation in which other covariates (so-called ‘controls’) are included, is
the regression-adjusted level of life-satisfaction. It can be seen, as in Fig. 19.1 for UK
data, that the two curves in Fig. 19.2 have some similarities to one another. There is
apparently some form of midlife low, although now the adjusted nadir (that is, with
controls) is closer to early-40s rather than approximately 50. However, the pattern
across all ages in the no-controls case is more ‘wavy’ with an early dip at the start of
people’s 20s. Adjusted well-being in the USA starts high in youth, declines
smoothly until the flat part in middle age; it then rises in hill-like way to approxi-
mately the age of 70; after that it runs roughly flat, or even fractionally up, until the
age of 90.

http://www.cds.gov/brfss
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Fig. 19.3 Life Satisfaction Polynomial in Eurobarometer Data (36 nations; 32,000 observations).
Year 2016.This figure is based on data using the question “On the whole, are you very satisfied,
fairly satisfied, not very satisfied, or not at all satisfied with the life you lead?” scored from 1 to 4. To
aid in understanding the size of the age effect, the coefficients on marital separation and unem-
ployment in a life-satisfaction equation here are approximately 0.2 and 0.3

The controls in this case are gender, race, level of education, marital status, labor
market status, disability dummy variable, number of children, and dummy variables
for the state the person lives in within the US. The exact sample size is 426, 648.

19.2.1 Europe (Eurobarometer Data)

Figure 19.3 plots life-satisfaction data for approximately 32,000 randomly sampled
citizens across a pooled set of 36 Europeans. The data are from the Eurobarometer
Survey series, available through www.ec.europa.eu. Figure 19.3 has the previous
form of double plot. One is for raw averaged life-satisfaction scores at different ages.
The other is the regression-adjusted level of life-satisfaction. As in Fig. 19.1 for the
UK, and to less extent in Fig. 19.2 for the USA, the two curves track each other.
Thus, as before, in this case the adjustment for controls does not alter the funda-
mental result.

– –
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Fig. 19.4 Life Satisfaction Polynomial in ESS Data (32 European nations; 316,000 observations).
Years 2002–2014. This figure is based on data using the question “All things considered, how
satisfied are you with your life as a whole nowadays? Extremely dissatisfied, . . ., extremely
satisfied.” scored from zero to 10. To aid in understanding the size of the age effect, the coefficients
on marital separation and unemployment in a life-satisfaction equation here are approximately–1.0
and 0.6–
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What comes out of Fig. 19.3 is a pattern very like the one in Fig. 19.1. Well-being
starts high in youth; it falls in a fairly linear way to approximately the mid-50s; as an
underlying trend, it then rises in a roughly linear way up to approximately the age of
90. The controls in this case are country dummy variables, gender, level of educa-
tion, marital status, labor market status, and year dummies. The exact sample size is
32,857 and is for the year 2016.

19.2.2 Europe (ESS Data)

Using a different data set, Fig. 19.4 plots happiness data for approximately 316,000
randomly sampled Europeans. Here the data are from the European Social Survey,
available from www.europeansocialsurvey.org. One curve is for raw averaged
happiness scores at different ages. The other allows for controls in the equation for
happiness. It can be seen in the Figure that the two curves have elements in common.

both of the shapes within Fig. 19.4, well-being starts high in youth; it then drops until
approximately the early 50; it then goes up quite strongly in the adjusted case and

However, allowing for controls gives a more pronounced V shape. Nevertheless, in

rather mildly in the raw-data case. The controls in the ESS regression are gender,

http://www.europeansocialsurvey.org
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Fig. 19.5 Happiness Polynomial in ISSP Data (41 nations; 59,000 observations). Year 2012. This
figure is based on data using the question “If you were to consider your life in general, how happy or
unhappy would you say you are, on the whole? Completely happy, . . ., fairly unhappy” scored from
zero to 5. To aid in understanding the size of the age effect, the coefficients on marital separation
and unemployment in a happiness equation here are approximately 0.5 and 0.5

year dummies. The exact sample size is 316,509 and covers years 2002 2014
level of education, marital status, labor market status, country dummy variables, and

–

inclusive.

Program, available through www.issp.org, and the 41 countries are as follows

and Venezuela). Here the unadjusted curve takes a slightly different form: it falls in
the usual way until around age 50, but then it runs essentially flat into older age.

Figure 19.5 plots happiness data for just over 59,000 randomly sampled citizens
from 45 nations of the world. The data come from the International Social Survey

(Argentina, Australia, Austria, Belgium, Bulgaria, Canada, Chile, China, Taiwan,
Croatia, Czech Republic, Denmark, Finland, France, Germany, Hungary, Iceland,
N-India, Ireland, Israel, Japan, South Korea (South), Latvia, Lithuania, Mexico,
Netherlands, Norway, Philippines, Poland, Portugal, Russia, Slovakia, Slovenia,
South Africa, Spain, Sweden, Switzerland, Turkey, United Kingdom, United States

– –
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19.2.3 Multi-country (ISSP Data)
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Fig. 19.6 Happiness Polynomial in the GSS Data (USA; 54,000 observations). Years 1972–2014.
This figure is based on data using the question “Taken all together, how would you say things are
these days – would you say that you are very happy, pretty happy, or not too happy?” scored from
1 to 3. To aid in understanding the size of the age effect, the coefficients on marital separation and
unemployment in a happiness equation here are approximately 0.3 and 0.4

more, well-being starts high in youth; it then declines fairly systematically until
Despite the evident irregularities, it can be seen in the case with controls that, once

approximately the age of 50; from then on it rises in a reasonably linear way up to
approximately the late 80s. The controls in this case are country dummies, gender,
years of education, marital status, and labor market status. The exact sample size is
59,156 and is for the year 2012.

– –
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19.2.4 USA (GSS Data)

The sixth data set is described in Fig. 19.6. It plots happiness data for approximately
54,000 randomly sampled citizens of the USA. The data are from the long-running
General Social Survey of the United States, available at www.gss.norc.org.

In Fig. 19.6, there is a marked difference in shape between the adjusted and
unadjusted curves. In the no-controls case, there is almost no sign of a U shape.
Instead, the data are more consistent with a flat line (with uneven jumps in it).
However, what emerges from Fig. 19.6 once controls are allowed for is a version of a
more familiar pattern. There is some sign of a U shape (of a shallow kind) and then a
climb up in well-being from approximately the early 50s until the early 70s, after

http://www.gss.norc.org
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Fig. 19.7 Life Satisfaction Polynomial in the Latino Barometer Data (18 nations; 43,000 obser-
vations). Years 2013 and 2015 pooled. This figure is based on data using the question “Generally
speaking, would you say you are satisfied with your life?” scored from 1 to 4. To aid in
understanding the size of the age effect, the coefficients on marital separation and unemployment
in a happiness equation here are approximately 0.1 and 0.2

education, marital status, labor market status, and year dummies. The exact sample
which the trend is nearly flat. The controls in this case are gender, race, level of

size is 54,532 and covers the years 1972–2014 inclusive.

– –

19 Do Humans Suffer a Psychological Low in Midlife? Two Approaches (With. . . 449

19.2.5 Multi-country (Latino Barometer Data)

Figure 19.7 plots life satisfaction data for approximately 43,000 randomly sampled
citizens from 18 Latin American nations of the world. The data come from the Latino
Barometer Program, available through www.latinobarometro.org, and the 18 coun-
tries are Argentina, Bolivia, Brazil, Canada, Chile, Colombia, Costa Rica, Domin-
ican Republic, Ecuador, El Salvador, Guatemala, Honduras, Mexico, Nicaragua,
Panama, Paraguay, Peru and Venezuela.

Here the unadjusted curve takes a broadly U-shaped, but slightly irregular, form: it
falls in the usual way until midlife, and rises somewhat jerkily into older age. It can be
seen in the case with controls that once more well-being starts high in youth; after that
it declines; the pattern then rises in a nonlinear way up to approximately the late 80s.

The controls in this case are country dummies, gender, years of education, marital
status, and labor market status. The sample size is 42,913 and covers years 2013
and 2015.

http://www.latinobarometro.org


19.3 Discussion

Five points seem relevant. First, it is natural to emphasize that, as in most writings in
the literature, the data used in this paper are cross-sectional. It might be argued that
longitudinal data are, in principle, the desirable kind of testbed. How serious a
concern is that? A well-known early paper by Mroczec and Spiro (2005) concludes
that well-being is hump-shaped in age, and is thus sometimes quoted as longitudinal
evidence against a U pattern, but in fact its data begins from midlife, so an initial rise
might be expected. There is a correction for cohort effects in Blanchflower and
Oswald (2008), and there are emerging panel results, such as Cheng et al. (2017), in
which in four longitudinal data sets a U shape is found. Perhaps the most effective
longitudinal evidence against a midlife low is the potentially important work of
Galambos et al. (2015) on Canadian data. It is not currently possible to know why the
small number of modern longitudinal studies do not currently agree with one
another.

However, there is an important case to be made against the sole use of longitu-
dinal data. What has not often been pointed out in the literature is that longitudinal
data sets have a drawback. They face the problem of non-random attrition. In the
case of Galambos et al. (2015), for example, half of the sample drop out through time
in the study. It remains an open question whether that allows reliable inferences to be
drawn (if, as seems plausible, unhappy people decline to answer survey question-
naires, for example).

Moreover, there remains the intriguing intellectual question: why do so many
pooled cross-section data sets produce a U shape? It therefore seems appropriate to
treat large cross-sectional samples, of the sort used in this paper’s analysis, as
offering one form of evidence that will eventually have to be understood.

Second, perhaps the midlife decline is substantively tiny, even if statistically
significant? If so, the data can in practice be viewed as approximately flat through the
course of life. That view does not appear to be correct. In our seven data sets, as
explained in the Figures, the size of the drop in well-being to the low point in the late
40s is equivalent in magnitude to the influence of a major life event like unemploy-
ment or marital separation.

Third, it might be argued, as by Glenn (2009), that it is inappropriate to include
covariate controls. It is hard to see why that methodological position – one that is the
opposite of standard practice in some disciplines is an inevitable one (the issues is–

discussed in Blanchflower and Oswald 2009). In general, scientific researchers do
not wish solely to describe the patterns that are observed in the world. This paper
suggests that two approaches – descriptive and analytical – are possible, that neither
is the right one, and that both have their place and, ultimately, have to be reconciled.
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Fourth, perhaps a U form is found only for ‘evaluative’ measures of well-being,
and those do not do justice to the complexity of human feelings? Large-scale data
sets on experiential or eudemonic measures are rare; more research is needed here.
Nevertheless, the Appendix shows in Fig. 19.8 that, for a question in the United
Kingdom for Worthwhileness of Life, there is again a U-shaped pattern.



Fifth, perhaps the putative midlife low is due to cohort effects? However, it is not
easy to see why cohort effects would work in such a similar way in different
countries and time periods, and there is other evidence, including some longitudinal,
against any simple version of such an explanation. Moreover, any such cohort effects
would themselves presumably be important to document and understand.
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19.4 Conclusions

There is much evidence, in Figs. 19.1, 19.2, 19.3, 19.4, 19.5 and 19.6, that humans
experience a midlife psychological ‘low’. The decline in well-being is apparently
substantial and not minor (see the notes below each Figure, which compare to the
coefficients on major life events). Our own view is that these kinds of plots of
happiness and life satisfaction should be shown – with a discussion of appropriate
caveats – to all young psychologists and economists. However, in the interests of
scientific completeness, it is important to note exceptions to this conclusion; the
paper documents two cases out of seven where if all controls are omitted the dip is
not found. Finally, the Appendix offers evidence of a U shape for a measure of
‘worthwhileness of life’, so the idea of a midlife low does not rest solely on
happiness or life-satisfaction data.

In the descriptive approach, in which raw data are plotted, five of the seven data
sets suggest evidence of a midlife low and some form of U-shape. In the ceteris
paribus approach, all seven data sets point to the existence of a midlife low and a
U-shaped curve. In this latter case, the regression equations allow for confounding
influences – including education and marriage – upon happiness and life satisfaction.
In this paper, we have studied data up to the age of 90. Sample sizes after this point
become small, and non-random, and it would presumably not be sensible to believe
that human beings tend to be happy in the few years before they die. We are not able
to say why the General Social Survey data set is so different, in its raw patterns than
the others. After adjustment, it traces out the same kind of U shape as other sources.
The important work of Easterlin (2006) and Glenn (2009), which uses the GSS, has
had considerable influence, and is often cited by critics of the idea of U-shaped well-
being. It therefore seems important for researchers to know that the pattern in the
General Social Survey appears to be unrepresentative of most modern data sets.

Much remains to be understood in this intriguing area of quantitative social
science – one in which Richard Easterlin has been an immense intellectual figure.
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Fig. 19.8 Worthwhileness-of-Life Polynomial in Understanding-Society ONS Data (United King-
dom; 416,000 observations) Years 2011–2015. This figure is based on data using the question
“Overall, to what extent do you feel the things you do in your life are worthwhile?” scored from zero
to 10
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Chapter 20
Happiness at Different Ages: The Social
Context Matters

John F. Helliwell, Haifang Huang, Max B. Norton, and Shun Wang

Abstract This paper uses a variety of individual-level survey data from several
countries to test for interactions between subjective well-being at different ages and
variables measuring the nature and quality of the social context at work, at home, and
in the community. While earlier studies have found important age patterns (often
U-shaped) and social context effects, these two sets of variables have generally been
treated as mutually independent. We test for and find several large and highly
significant interactions. Results are presented for life evaluations and (in some
surveys) for happiness yesterday, in models with and without other control variables.
The U-shape in age is found to be significantly flatter, and well-being in the middle
of the age range higher, for those who are in workplaces with partner-like superiors,
for those living as couples, and for those who have lived for longer in their
communities. A strong sense of community belonging is associated with greater
life satisfaction at all ages, but especially so at ages 60 and above, in some samples
deepening the U-shape in age by increasing the size of the life satisfaction gains
following the mid-life low.
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20.1 Introduction

A variety of research has shown that life satisfaction in many countries shows a
U-shape over the life course, with a low point about the age of 50.1 But there is a lot
of variability too, with some countries showing little or no tendency to rise after
middle age,2 while elsewhere there is evidence of an S-shape, with the growing life
evaluations after middle age declining again in the late 70s.3 The existence and size
of these trends depend on whether they are measured with or without excluding the
effects of physical health, which by both clinical and subjective measures4 declines
steadily over the life course. Rises in average life evaluations after middle age are
seen in some countries even without excluding the increasing negative effects due to
health status, which gradually worsens with age. Because the U-shape in age is quite
prevalent, some researchers have thought that it might represent something beyond
the scope of human life experiences, since it has been found in a similar form among
great apes.5 Studies using longitudinal panels have sometime failed to produce
significant U-shapes.6
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This paper builds upon two of Richard Easterlin’s important contributions: his
early emphasis on the social determinants of happiness, and his later analysis of well-
being over the life course. In his life-course analysis he made two primary contri-
butions.7 First, he broke new ground in using synthetic panels constructed from
repeated cross-sections to separate life-course and cohort effects.8 He was able to
show, as recently confirmed by Clark (2018) using panel data with individual fixed
effects, that the age pattern of life satisfaction is not primarily due to cohort effects.
Second, he compared life-course patterns for several different measures of domain
satisfaction, and found different shapes for each. He then concluded that the time-
shape of life satisfaction was likely to represent the net impact of what was going on
in different aspects of people’s lives.

Easterlin found, using data from the US General Social Survey (GSS), that life
satisfaction had a hump shape in age, with a peak where many other studies have
found a trough. Subsequent research has shown his GSS data and results to differ
from most other surveys for the United States and for most industrial countries, as

1For example, see Latten (1989), Clark and Oswald (2006), Van Landeghem (2012), Cheng et al.
(2015), and Blanchflower and Oswald (2004, 2008, 2009, 2016, 2018).
2See Steptoe et al. (2015) and Fortin et al. (2015).
3See Bonke et al. (2017), Wunder et al. (2013), and Laaksonen (2018).
4For example, Steptoe et al. (2015, Figures 18.1 to 18.4) show self reports of experienced pain to
become steadily more frequent as age increases in all four major groups of countries reviewed.
5See Weiss et al. (2015).
6See Fritjers and Beatton (2012) and Kassenboehmer and Haisken-DeNew (2012).
7See Easterlin (2006).
8If the sequence of cross-sections is large and frequent enough, this procedure provides a promising
way to solve the age/cohort separation problems raised in the U-shape context by De Ree and
Alessie (2011), Schilling (2006) and others.



surveyed and extended most recently by Blanchflower and Oswald (2018), almost
all of which show U-shapes in age with or without adjusting for a variety of control
variables. While we also find, using several different data sources, a U-shape in life
satisfaction in many but not all countries, we agree with and implement Easterlin’s
suggestion that the U-shape, or any other given shape, is not inevitable, but instead
reflects the evolution of important aspects of each person’s life.9
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We pay special attention in this paper to social conditions in the workplace, the
home, and the community. In all three cases, we expect to find that life satisfaction is
higher in those age ranges where the relevant social context is more important and
more supportive. Although our analysis is mainly across individuals living in the
same country, we would expect to find that cross-national differences in the quality
of the institutions providing social support might also help determine cross-national
differences in the U-shape in age. That must remain a topic for future research.

Our particular hypothesis is that various aspects of each individual’s social
context help to explain their life satisfaction at different ages. We initially test this
by simply comparing average happiness values at different ages for respondents in
different subgroups where we expect to see possible differences. There are two
reasons for starting with this simple approach. First, it avoids debates10 about
whether the specific choice of control variables affects the conclusions about the
U-shape without explaining why. Second, Blanchflower and Oswald (2018) and
Stone et al. (2010) show that the usual sets of control variables neither create nor
eliminate the prevalence of a U-shape in their data samples. However, to increase the
robustness of our findings, and because our social variables are likely to be corre-
lated with some of the standard control variables, we undertake the main body of our
analysis using otherwise comparable econometric specifications with and without
control variables. Our methods are exactly the same as theirs, with one critical
difference. Their analysis treats each of the variables as independent, while we
hypothesize that some key social relationships might in fact interact with age.
After this initial survey, we shall then test our hypotheses more explicitly within a
matched pair of models, one without and the other with standard sets of control
variables used in modelling individual-level data for subjective well-being.

If we are right to suppose that the age patterns found for subjective well-being are
often reflections of a changing pattern of social relationships, then they are likely to
appear in some places and not in others, and for some people but not others,
depending on the social circumstances in which they live. As the empirical science
of well-being has developed, and as the available data become richer, it is becoming
natural to consider not just the possible separate effects of, e.g. age, marriage,
employment, income, and the social context, but also to consider the quality and
complexity of their interactions. The primary contribution of this paper is to test for
interactions that are usually left untested. Most previous analyses of these data have

9For example, Schwandt (2016), using German panel data, argues that the U-shape is more
prevalent among those respondents with unmet expectations for the evolution of their happiness.
10For example, see the exchange between Glenn (2009) and Blanchflower and Oswald (2009).



presumed linear independence, with the exceptions of a log-linear form for income
and a non-linear form for age itself. Age is sometimes modelled by age groups but
more usually by a quadratic form including both age and age-squared, with an
expected negative sign on age and a positive sign on age-squared, as would be
implied by a U-shape in age. In this paper we prefer the greater generality provided
by the use of population age groups, thus permitting us to see at which particular
ages the social context effects are most evident. In the following sections we
consider interactions between age and specific measures of the social context on
the job, at home, and in the community. All of these measures of the social context
have been found previously to have positive effects on life evaluations. By including
interaction terms, we are now able to show that these effects vary by age group, with
the better social context having its largest effects in the middle age groups, thereby
lessening the U-shape in age. We also do parallel analysis using an affective measure
relating to each respondent’s feelings of happiness on the previous day when our
data sources permit it.
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20.2 Assessing the U-Shape Consequences of theWorkplace
Social Context

Our general hypothesis is that the social context is a first-order determinant of
subjective well-being to an extent that varies with the age of the respondent. For
instance, in this section, we hypothesize that workplace social quality is more
important for subjective well-being in mid-life than elsewhere, since mid-life years
are for many people a time of stress created by competing demands from their work
and family lives, and since these pressures are more easily reconciled when the
workplace environment is more congenial and supportive.11 Our primary data for
testing this hypothesis come from large samples of employed respondents to the
Gallup-Healthways Daily Poll, comparing those who regard their immediate work
superior as a partner with those who instead think of their supervisor as a boss.
Figure 20.1 shows the average ladder scores for the two groups of respondents.
Those who regard their supervisor as a partner have at all ages life evaluations that
are significantly higher than for those with boss-like superiors. The vertical lines
show the 95% confidence intervals for the estimates of the subgroup means. The
tightness of these intervals reflects the fact that the samples are very large in both

11We find evidence for this from a sample combining several waves of life satisfaction data from the
Canadian General Social Survey. Regressions of individual SWL on work/life balance, marital
status and length of tenure in one’s neighbourhood, done separately for the population divided into
three age groups, show that the impact of the self-assessed quality of work/life balance is ten times
greater for those in the 45–54 age group than for older workers. It is 50% greater than for younger
workers. By way of comparison, the coefficients for marital status and length of tenure in the
neighbourhood are the same for middle-aged and older workers, while being less for younger
workers.



cases, while the big vertical distance between the two lines shows dramatically
different life evaluations for the two groups of US workers. In the middle of the
age range, from ages 43–47, the difference favours those with partner-like supervi-
sors by just over 0.4 points on the 0–10 scale used for the Cantril ladder. This is a
very large difference, equivalent in life satisfaction terms to more than a doubling of
household income. The fact that the confidence regions are larger for those who
select the ‘boss’ alternative shows that in the large US samples there are more
partners than bosses in US workplaces, by about a two to one margin.
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Fig. 20.1 Cantril ladder for US employees of different ages with different types of supervisor, US
Gallup-Healthways Daily Poll

The most important feature of Fig. 20.1, for our current purposes, is that those
with partner-like bosses show no significant drop in life evaluations between the late
20s and the early 50s, while for those with boss-like supervisors there is a large drop,
about 0.2 points on the 0–10 scale. Both groups of workers show similarly large
gains in life evaluations from mid-50s to age 70. Thus there is a significant U-shape
for those with bosses, while for those in partner-like settings there is no mid-life dip.

Figure 20.2 shows parallel results from a question asking workers about their
happiness yesterday, a measure of positive affect answered in this case on a binary
scale. The figure shows the proportion of the sampled populations who described
themselves as being frequently happy on the previous day. In proportionate terms,
the differences between the boss and partner groups are roughly of the same size for
positive affect as for life evaluations, but the time pattern is different in two
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important ways.12 First, it can be seen by comparing Figs. 20.1 and 20.2 that the
happiness drops for those with boss-like supervisors are larger and longer lasting
than they are for life evaluations. There is essentially no drop in happiness for those
with partner-like supervisors. For those with boss-like supervisors, however, the
proportion reporting happiness yesterday drops from 0.90 at age 27 to just over 0.84
in the 53–57 age range.13

The second difference relates to weekend effects. We can separate the responses
to the life evaluations and positive affect questions according to the day the survey
was taken. We divide them into two groups, split according to whether or not the
preceding day was a regular workday or not.14 We do not know the work schedules
for individual respondents, so our sample split is instead based on the fact that
Mondays to Fridays are more frequent workdays than are Saturdays and Sundays.
Figure 20.3 shows that there are no weekend effects for life evaluations. Regardless
of the day on which the question is asked, respondents with boss-like supervisors
have lower life evaluations than those with partner-like supervisors, while within
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12Xing and Huang (2014) also find U-shapes that vary for different measures of subjective well-
being, in their case based on Chinese data.
13Stone et al. (2010), using an earlier and smaller sample of data from the same Gallup Daily Poll,
also show a later trough for positive affect than for the ladder, in their case looking at the whole
population.
14The data and procedures are explained more fully in Helliwell and Wang (2015).
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Fig. 20.3 Cantril ladder on weekends and weekdays for different types of supervisors in US, US
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each respondent group, no significant change occurs between weekdays and week-
ends. This lack of change is reassuring evidence of the quality of life evaluations,
which are intended to relate to life as a whole, and not to a particular day. But our
data also provide assurance against another possible source of scepticism: that
happier people will think better of everyone, so that their partner/boss responses
reflect their personalities rather than their workplaces. The answers for the question
about happiness yesterday eliminate the grounds for such a possibility, because they
show, as can be seen in Fig. 20.4, very pronounced weekend effects that are much
larger for those with boss-like supervisors. If the workplace environment, rather than
personality differences, is the underlying cause of the different answers, then we
should expect to see the relief at being off work being much greater for those in less
congenial workplaces. And that is indeed what we find. On the other hand, if happier
people are more likely to rate their supervisors as partners, then they would be
equally happy every day, and not just on weekends away from their boss-like
supervisors.

If the U-shape in age is largely a consequence of the social contexts of different
aspects and times of life, then we might also expect to find differences across nations
and cultures, and possibly over time as well. That is indeed the case, as shown by
Fig. 20.5 showing population-weighted U-shapes for each of nine major global
regions. While every region shows at least some drop from the young to middle
ages, only two regions have well defined recoveries after middle age, and there are
also considerable differences in the steepness of the drop from youth to middle age.
Finding a role for the workplace social context in explaining these differences is
complicated by the fact that the boss-partner question has only been asked in some
countries of the Gallup World Poll, and the samples are in any event far smaller than
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available from the Gallup-Healthways Daily Poll. If we combine the responses from
employed workers in those countries in which the boss-partner question has been
asked more than 100 and up to about 1000 times, we get a sample of 38,000 from
114 countries including some representation in all regions.15

Figure 20.6 divides the employed respondents by boss vs partner and into
younger (<45), middle-aged (45–55) and older (>55) workers. Everywhere and at
all ages, respondents with partner-type bosses have systematically higher life eval-
uations. Although there is no universal evidence of a U-shape linking the different
age groups, the central element of our buffering hypothesis is supported by these
international data – where midlife evaluations are compared to those of younger
workers in similar job situation, the midlife evaluations fall less for those in partner-
type job environments.

The results above are obtained simply by dividing the data samples for each age
group according to whether they have partner-like or boss-like supervisors. We now
need to ensure that these results still hold when due account is taken of all of the
other variables often used to explain individual-level subjective well-being. This is
advisable because many of these other variables may be correlated with answers to
the partner/boss question, with estimates of the latter effect being falsely high or low,
depending on the nature of the correlations. Our econometric analysis is conducted
by estimating two different models in the US Gallup-Healthways Daily Poll, which
has a much bigger usable sample than the international Gallup World Poll. The
simpler model explains well-being using age categories, a dummy variable for a

15We exclude the larger samples from Russia, Germany and the United Kingdom (roughly 2000,
9000 and 10,000, respectively) because they are sufficient for separate analysis and are large enough
to affect the overall findings from a pooled sample.
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Fig. 20.5 Cantril Ladder by Gender in 9 World Regions, Gallup World Poll

partner-like supervisor, a full set of interaction terms between the partner variable
and the age groups, plus dummy variables to capture state and year fixed effects. The
second model adds a number of individual-level control variables.

More specifically, the base model for the working environment, estimated using
data for employees only, is:

SWBijt ¼ α0 þ Agecijtβ1 þ AgecijtPartnerijtβ2 þ γ1Partnerijt þ μt þ ρ j þ εijt

ð20:1Þ

where SWBijt indicates a subjective well-being measure of individual i in state j in
year of survey t, Agecijt is a vector of age groups (omitting the 18–22 base age
group), Partnerijt is a dummy variable for supervisor being more like a partner than a
boss, μt is a year fixed effect, ρj a state fixed effect, and εijt is the error term.
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Fig. 20.6 Cantril ladder for different types of supervisors in 114 countries, Gallup World Poll

The corresponding model with controls added is:

SWBijt ¼ α0 þ Agecijtβ1 þ AgecijtPartnerijtβ2 þ γ1Partnerijt þ Xijtθ þ μt þ ρ j þ εijt

ð20:2Þ

where Xijt is a vector of individual and household covariates, including gender,
marital status, number of children, four levels of education (vs less than high-school
completion), log of household income (with a dummy variable for those with income
not reported), and full-time employment status (vs part-time).

The full results of the estimation are available in the online appendix materials,
along with more detailed descriptions of the variables. The key results for this
section of the paper relate to the coefficients for having a work supervisor regarded
by the respondent as a partner rather than a boss. This is the case for about two-thirds
of the employed US respondents to the Gallup-Healthways Daily Poll. In the base
group, aged 18–22, having a partner-like supervisor is associated with a Cantril
ladder score that is 0.166 points (t ¼ 11.1) higher on the 0–10 scale. As shown in
Fig. 20.7, this difference grows until middle age, and then declines, delivering a
U-shape in age that is more pronounced for those with less congenial working
environments. The red line in Fig. 20.7 shows the sum of the estimated β1 and β2
for each of the age group other than the omitted group (age 18–22). The lower line
shows the estimated β1. Thus the vertical gap between the two lines illustrates the
magnitude of the estimated β2 for each of the age groups. A wider gap indicates a
greater positive impact on well-being of having a partner-like superior. We use an
identical or similar thematic design for all of our subsequent figures.
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Fig. 20.7 Ladder difference between each age group and the youngest age group (18–22), partner
vs boss, in the model without controls, US Gallup-Healthways Daily Poll

How well do these results hold up when we include the usual set of individual-
level control variables? Our second model is essentially a conventional estimation
for an individual-level subjective well-being equation, except that we add interaction
terms for age and job quality. In most happiness equations, such interactions are
assumed to be zero. Our alternative hypothesis is that the coefficients on the
interaction variables will be significantly positive, with the departures from linearity
being greatest in middle age. Figure 20.8 plots the U-shape results with control
variables. For the youngest age group, the effect of having a partner-like supervisor
is essentially unchanged, 0.162 (t ¼ 10.8). For higher age groups, at least up to
middle age, the effects are significantly greater, but by a smaller multiple than in the
simpler model. Thus for those in the 43–47 age group the effects of having a partner-
like supervisor are 0.143 points (t ¼ 7.1) greater than for the youngest age group.
Both the size and significance of the U-shape remains very large, even if smaller in
magnitude than that in the simpler model. In the simple model, the effects of having a
partner-like supervisor are 140% larger for the typical respondent in the 43–47-year
category than for those aged 18–22. In the model with controls, the partner-like
supervisor is associated with a life evaluation premium that is 88% larger for the
43–47 age group than for those aged 18–22. Hence we reject the null hypothesis that
that partner premium does not vary with age.

This analysis is repeated for happiness yesterday in Figs. 20.9 and 20.10. With or
without the inclusion of control variables, the maximum positive interaction effects
appear at a later age, 53–57 for happiness yesterday compared to 43–47 for the
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Cantril ladder. The happiness-yesterday effect of a partner-like supervisor is 0.023 in
the simple model and 0.057 with controls (t ¼ 10 in both cases). In proportionate
terms, this is larger than for the life evaluations, although such comparisons are
difficult to make, since the individual answers to the life evaluation question are on a
11-point response scale running from 0–10, while the happiness yesterday question
offer only a binary yes/no response possibility. The age-group interaction effects are
proportionately roughly the same for happiness as for life evaluations, except for the
different age pattern already noted.

20.3 The U-Shape Is Flatter for Those Who Are Married

We turn now to consider the U-shape effects of marriage, both with and without
control variables, and then return to consider interactions between the social contexts
at home and at work. We hypothesize the U-shape in age is significantly less for
those who are married than those who are not.16 This supposes that together spouses
can better shoulder the extra demands that may exist in mid-life when career and
other demands coincide. This was found in earlier studies of adaptation to marriage,
which showed that although it was true in longitudinal data sets from several

16See Grover and Helliwell (2017).
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countries17 that those who married often return to their baseline life evaluations after
a few years, they were nonetheless significantly happier than their unmarried
matched counterparts, whose happiness was following a steady decline. Thus mar-
riage provides a buffer against what otherwise would have been a U-shaped decline
into middle age.
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So we hypothesize that, at least in some countries, a happy home life can flatten
the U-shape, just as we have shown for happy workplaces. We do our main marriage
analysis using US data for approximately 240,000 respondents to the Gallup-
Healthways Daily Poll, more than twice the previous sample, which was restricted
to paid employees.

The base model for marital status is:

SWBi jt ¼ α0 þ Ageci jtβ1 þ Ageci jtMarri jtβ2 þ γ1Marri jt þ μt þ ρj þ εi jt ð20:3Þ

where SWBijt indicates subjective well-being measure, Agecijt is a vector of age
groups (omitting the base age group), Marrijt is a dummy variable for marriage or
common law, μt is year fixed effect, ρj is state fixed effect, and εijt is the error term.

The model for marital status with controls is:

SWBijt ¼ α0 þ Agecijtβ1 þ AgecijtMarrijtβ2 þ γ1Marrijt þ Xijtθ þ μt þ ρ j þ εijt

ð20:4Þ

where Xijt is a vector of individual and household covariates including employment
status, gender, log of household income, level of education, and number of children.

Figures 20.11 and 20.12 compare the life evaluation U-shapes for married and
unmarried respondents. Whether or not control variables are included, the life
evaluations for the 18–22 age group are the same whether the respondents are
married or not. Thereafter the coefficients on the interactive age variables (i.e. the
vertical difference between the line for the married and the unmarried in Figs. 20.11
and 20.12) show an increasing pattern, with a peak in the 53–57 age category, of
0.78 (t ¼ 31) in the simple model and 0.52 (t ¼ 23) in the model with controls. With
or without controls, the U-shape is much shallower for the married than the unmar-
ried, to an extent that is quantitatively large and statistically very significant.

Figures 20.13 and 20.14 show the corresponding results for answers to the
happiness yesterday question. The reduction in the depth of the U-shape is very
large and significant in both cases. The coefficients on the age-marriage interaction
terms in the 53–57 age group are +0.110 (t ¼ 28) without controls and + 0.085
(t 28) with controls.¼

Previous research using UK longitudinal data has shown marriage to be associ-
ated with substantially higher life evaluations even when pre-marriage life satisfac-
tion is taken into account (Grover and Helliwell 2017). Additionally, large samples

17These included the United Kingdom (Yap et al. 2012), Switzerland (Anusic et al. 2014a) and
Australia (Anusic et al. 2014b).
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Fig. 20.11 Ladder difference between each age group and the youngest age group (18–22),
married vs not, in the model without controls, US Gallup-Healthways Daily Poll
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of cross-sectional data from the UK’s Annual Population Survey (APS) showed the
U-shape in age to be much flatter for the married, even when the comparison is done
between the ever-married and the never-married to remove the selection out of
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marriage by separation and divorce (Grover and Helliwell 2017, Fig. 3). Because the
UK APS asks about life satisfaction and about happiness yesterday, using identical
0–10 response scales, we can compare the U-shape consequences for life satisfaction
and for happiness yesterday more consistently than is possible with the US data. We
therefore repeated the analysis shown in Figs. 20.11, 20.12, 20.13 and 20.14 using
the UK data, as reported in the statistical appendix. With or without controls, the
U-shape is much shallower for the married than the unmarried for both life satisfac-
tion and happiness yesterday. The coefficient on the age-marriage interaction term
for life satisfaction in the 48–52 age group, which is at the bottom of the U-shape, is
0.46 points higher (t ¼ 9.7) for the married than for the unmarried, with or without
controls, relative to a comparison group comprising those aged 18–27. This is just
slightly lower than was found in the model with controls applied to the US Gallup
data in Figs. 20.11 and 20.12. For happiness yesterday, on the same 0–10-point
scale, the interaction coefficient is +0.35 points (t¼ 6.2). Thus the U-shape effects of
marriage in the UK data are somewhat greater for life satisfaction than for happiness
yesterday, while being large and statistically significant in both cases.
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20.4 Assessing the Combined Effects of the Social Context
at Work and at Home

We now use the large data samples provided from the US Gallup Daily Poll to show
the U-shape differences for two-way interactions between the social context of the
working environment and marriage with and without the use of the fuller sets of
controls frequently used in the explanation of subjective well-being. Once again, we
do this using both the Cantril ladder and happiness yesterday as alternative measures
of subjective well-being.

The base model for two-way interactions between working environment and
marital status is:

SWBi jt ¼ α0 þ Ageci jtβ1 þ Ageci jtMarri jtβ2 þ Ageci jtPartneri jtβ3
þ Ageci jtMarri jtPartneri jtβ4 þ γ1Marri jt þ γ2Partneri jt
þ γ3Marri jtPartneri jt þ μt þ ρj þ εi jt, ð20:5Þ

The model for two-way interactions between working environment and marital
status with controls is:
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combined, in the model without controls, US Gallup-Healthways Daily Poll

SWBi jt ¼ α0 þ Ageci jtβ1 þ Ageci jtMarri jtβ2 þ Ageci jtPartneri jtβ3
þ Ageci jtMarri jtPartneri jtβ4 þ γ1Marri jt þ γ2Partneri jt
þ γ3Marri jtPartneri jt þ Xi jtθ þ μt þ ρj þ εi jt ð20:6Þ

The coefficient γ3 estimates the interaction effects between marriage and the
social context on the job for respondents in the 18–22 age group, while the
coefficients β4 show the corresponding interaction effects for each age group.
Almost universally, these interaction effects are small and statistically insignificant,
for both life evaluations and happiness yesterday, and for equations with and without
control variables. We nonetheless include these small effects in the calculations
shown in Figs. 20.15, 20.16, 20.17 and 20.18. The estimation sample is essentially
the same as was used for the workplace equations, so that the marriage results are
now those for employed workers, rather than the full population sample used for the
earlier marriage results. By comparing the marriage effects in the two samples, we
find that the U-shape effects of marriage are less for the sample of employed workers
than they were previously found to be for the larger sample including the self-
employed, the unemployed, and those not in the labor force. For the 53–57 age
group, the marriage coefficient is about 10% smaller in the employed sample, while
for happiness yesterday it is about 25% smaller. Thus, while the marriage premium
appears to be independent of work quality, it is not independent of employment
status in general.
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combined, in the model with controls, US Gallup-Healthways Daily Poll
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Looking at the employed sample, we can compare the relative sizes of the
marriage and workplace effects. These comparisons are not exact, of course, as the
marriage effect is not showing the effects of marriage quality, but just whether the
respondent is married or not. Previous research18 using UK data showed that the

18See Grover and Helliwell (2017).
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Fig. 20.18 Happiness (yesterday) difference between each age group and the youngest age group
(18–22), combined, in the model with controls, US Gallup-Healthways Daily Poll

marriage effects were twice as large for those who also regarded their spouse as their
best friend, a reasonable measure of the quality of a marriage in terms of happiness.
For the social context of the job we are looking solely at job quality, but using only
one measure among many possible. Previous research has shown a large life
satisfaction premium for being employed rather than unemployed, in both cross-
sectional and longitudinal data samples.

Looking first at the two parts of Figs. 20.15 and 20.16, the life evaluation effects
of marriage on the U-shape are about twice as large as those for having a partner-like
supervisor in the simple model, and about three times as large in the model with
controls. Using the results from the model with controls, what can we conclude
about the combined effects of marriage and the workplace social context? From
Fig. 20.16, we can see that employed workers aged 53–57 who are unmarried and
have a boss-like supervisor have life evaluations that are lower by 0.82 points than
those in the youngest age group with the same job and home characteristics. For
those who are married and have partner-like supervisors, there is still some evidence
of a U-shape, about 0.28 points, about one-third as large as for those who are
unmarried and in jobs with boss-like supervisors.

The results in Figs. 20.17 and 20.18 for happiness yesterday have the same
general pattern, while showing even larger proportionate reductions in the U-shape
for those who are married and partner-like supervisors. Looking at the results with
controls in Fig. 20.18, the U-shape for the married in good jobs is less than one sixth
as large as for those who are unmarried and with boss-like supervisors. For those in
the 53–57 age group, for example, the reported frequency of happiness yesterday is
lower by 0.02 for the married in good jobs, compared to 0.11 for those who are
unmarried and with boss-like supervisors.
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20.5 The U-Shape Is Also Flatter for Those Who Have
Lived Longer in Their Communities

If the U-shape in age is importantly based on the quality of the social context, we
might also expect to find the U-shape to be less for those who have lived for longer in
their local communities, since social foundations take time to build. Danish
researchers calculated age distributions of life satisfaction separately for those who
have lived for more or less than 15 years in their communities, and found there was a
U-shape for both groups, but much deeper for those who were recently arrived in the
community.19 We find that the same pattern appears in large samples of pooled data
from several waves of the Canadian General Social Survey (GSS). In the Danish
case, the U-shape drop from early to middle ages is significantly less (by about 0.25
points on the 10-point life satisfaction scale used in both countries) for those whose
have lived longer in their neighbourhoods.

In the Canadian case the GSS data have separate measures for time in the
neighbourhood and time in the “city or local community,” with 10 years being in
both cases the dividing line between short-term and long-term residence. The most
transient of the population groups are the 25–34 year olds. In this group, only 10%
have lived for more than 10 years in their current neighbourhood, and 33% in their
city. These percentages rise thereafter with age, to 37% and 69% for those aged 45–54,
and 84% and 85% for those over 75. As was found with the Danish data, the U-shape
in age is shallower for those who have lived for longer in the neighbourhoods.

We estimate the interacted effect of age and time in residence using two econo-
metric models that parallel the models without and with standard control variables
used in the previous sections. The simpler model explains well-being using age
categories, a dummy variable for long-term residence, a full set of interaction terms
between the residence variable and the age groups, plus dummy variables to capture
province and year fixed effects. The second model adds a number of individual-level
control variables, as shown in the statistical appendix. The figures reported in this
section reflect the results for the model that includes the additional controls.

More specifically, the base model is:

SWBijt ¼ α0 þ Agecijtβ1 þ AgecijtResidenceijtβ2 þ γ1Residenceijt þ μt þ ρ j þ εijt

ð20:7Þ

where SWBijt indicates a subjective well-being measure of individual i in state j in
year of survey t, Agecijt is a vector of age groups (omitting the 15–24 base age
group), Residenceijt is a dummy variable for long-term residence, μt is a year fixed
effect, ρj a province fixed effect, and εijt is the error term.

The corresponding model with controls added is:

19See Bonke et al. (2017, Figures 18.9 and 18.10).
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SWBijt ¼ α0 þ Agecijtβ1 þ AgecijtResidenceijtβ2 þ γ1Residenceijt þ Xijtθ

þ μt þ ρ j þ εijt ð20:8Þ

where Xijt is a vector of individual and household covariates, including gender,
marital status, three levels of education (vs less than high-school completion), and
six household income brackets (with a dummy variable for those with income not
reported).

Using the model with a full set of controls, Figs. 20.19 and 20.20 show the
U-shapes separately for those who have lived for more and less than 10 years in their
current neighbourhoods.

The results are very like those for Denmark, with the age U-shape being less
pronounced for those who have lived for longer in their current neighbourhoods.
Except for those aged over 75, the well-being improvement effects are largest for
those in the 45–54 year age group, where satisfaction with life is 0.189 points higher
(t¼ 3.3) for those with more than 10 years in the same community than it is for more
recent arrivals. Both the size and the shape of this effect are the same as found in
Denmark, in both cases about one-quarter of a point on the 10-point scale.

The Canadian GSS provides additional information that lets us check the nature and
some possible sources for the community-based U-shape effects. First, we now have
the capacity to see whether the results are specific to time living in the neighbourhood,
or more generally to time spent in the same city. This distinction is possibly important,
as if the U-shape advantages are derived from friendly neighbours, then
neighbourhood tenure might be more important than city tenure. On the other hand,
if the support is coming from broader networks of friends in the same activities, then
time in the same city might be equally or more important. As was seen from the
averages, moves between neighbourhoods in the same city are more frequent than
moves from one city to another, such that for the whole sample 34% have lived for
more than 10 years in their current neighbourhood, compared to 62% in the same city.
Although the averages are different, and move differently between generations, the
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Fig. 20.19 Satisfaction with life difference between each age group and the youngest age group
(15–24) in the model with controls, by time in neighbourhood, Canadian General Social Survey
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Fig. 20.20 Satisfaction with life difference between each age group and the youngest age group
(15–24) in the model with controls, by time in city, Canadian General Social Survey

Figure 20.20 shows the corresponding results for time spent living in the same
city, just as Fig. 20.19 does for neighbourhood tenure. In both cases long-term
residence lessens the life satisfaction drop from youth to middle age, and increases
the subsequent improvements. By flattening the left-hand side of the U-shape and
increasing the steepness of the right-hand side, the net effect is to increase life
satisfaction significantly for those in the highest age groups.

The Canadian GSS also includes a subjective measure of community belonging,
thereby permitting us to see if the U-shape effects of time in place are working
through an enhanced sense of belonging to the community. Overall, for all the
roughly 60,000 observations in the pooled GSS sample, strong vs weak sense of
belonging in the community is positively, but fairly weakly, correlated with both
time in the neighbourhood (+0.13) and time in the city (+0.11). When we fit the life
satisfaction model, with controls, to the sense of community belonging at different
ages using the community belonging variable in precisely the same way as previous
described for the long-term residence variable, we find that a sense of community
belonging has very strong effects on life satisfaction, and that these effects are
essentially the same for people in all of the younger age groups. We illustrate this
result in Fig. 20.21, where we show two different U-shapes separated only by the
effects of strong vs weak sense of belonging to the local community. Those with a
strong sense of community belonging have substantially higher life satisfaction at all
ages, by 0.71 points (t ¼ 15.2) for the 15–24 year olds, and statistically similar
amounts at other ages. Only for the age group 75 years and older is there any
suggestion of a greater effect, by 0.14 points (t 1.6).¼

The much larger Canadian Community Health Survey (CCHS) has the same life
satisfaction and community belonging questions, so that it is possible (a) to see if the
GSS community belonging result of a similar-size life satisfaction premium associated
with community belonging for most age groups is replicated with finer age groups and

correlation between these two measures of permanency is quite high (+0.74), making
it less surprising that the U-shape effects of the two measures are also very similar, as
shown by comparing Figs. 20.19, 20.20, 20.21 and 20.22.
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(20–24) in the model with controls, by belonging, CCHS sample

a sample size exceeding 400,000, and (b) to test the hypothesis that community
belonging is especially valuable in the oldest age groups. This is done in Fig. 20.22,
which indicates a positive answer to both questions. As in the GSS, the effects of
community belonging are also large and strongly significant (+0.56 points, t ¼ 26.6),
and roughly equal in all the younger age groups. Only after age 55 do significant
U-shape effects appear, and become greatest at very high ages, being +0.41 (t¼ 6.3) in
the 75–80 year group and +0.50 (t 8.7) for those over 80 years of age.¼
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Thus the Canadian evidence suggests that the U-shape effects of length of
residence and of community belonging have different age patterns. Time in resi-
dence dampens the drop in life satisfaction from young to middle ages while
community belonging only acquires significant U-shape influence at higher ages.
The greater impact of community belonging for those of greater ages may reflect



changing patterns of life, with less time on the job and more in community settings.
Those in the oldest age groups are also more likely than those in younger groups to
be living alone, whether through divorce or widowhood. This lower prevalence of
supportive networks on the job or at home thus may be what elevates the relative
importance of the community as a source of social engagement and support.20
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For both Denmark and Canada, neighbourhood-level social capital, insofar as it is
fostered by time spent living in the neighbourhood, dampens the onset and lessens the
depth of the U-shape decline in life evaluations from youth to middle ages. The
Canadian evidence from two different surveys shows community belonging to be a
strong support for life evaluations at all ages, with U-shape ramifications mainly at
higher ages. The CCHS in particular, with its much larger sample sizes, shows that
those with a weak sense of community belonging do not have the same rise in life
satisfaction at higher ages enjoyed by those with a strong sense of community
belonging.

If we estimate a model that includes both time in residence and community
belonging, and the interactions between them, we find some evidence that these
two measures of local social capital are not independent. In particular, the average
life satisfaction gains from living more than 10 years in the neighbourhood and
having a strong sense of belonging are about 12% less than the sum of the estimated
effects when we model the two separately.

20.6 Conclusion

Although many researchers have found a U-shape for happiness over the life course,
others have noted that the shape appears in some times and places, and not in others.21

We argue that the social context is likely to be a key determinant of life satisfaction at
all stages of life, and in particular that a supportive social context is likely to ameliorate
or even remove the mid-life low that is characteristic of the U-shape, and to augment
the typical life evaluation increase after middle age. Although much of our emphasis
has been on the front part of the U-shape, the drop from younger ages into middle
age,22 our study of the effects of community belonging suggests that its power lies
mainly in delivering a supportive social context at ages when the workplace become
less relevant as working time decreases with age. Our results for the community
context suggest it to be most important in the later stages of life, when it comes to
replace the workplace as the centrepiece of daily life.23

20This is consistent with Van Willigen’s (2000) longitudinal analysis showing that the life satis-
factions gains from volunteering were larger for elderly than for middle-aged subjects.
21As emphasized by Graham and Pozuelo (2017).
22This is also the focus of Piper (2015) using UK data.
23See Gwodz and Sousa-Poza (2010), Schilling (2006), Mroczek and Spiro (2005), Steptoe et al.
(2015), and Ulloa et al. (2013).



480 J. F. Helliwell et al.

Our evidence relates specifically to workplace congeniality, marriage, time spent
living in the same neighbourhood and city, and a sense of community belonging, all
of which are associated with higher subjective well-being in general, and especially
so for those in the middle or later stages of life. We find that the U-shape in age is
significantly shallower, and rises more in the higher age groups, for those with the
most supportive workplaces, families, neighbourhoods, and cities. Our evidence is
based almost entirely on large samples of cross-sectional data, large enough to show
highly significant patterns, but adequate only to suggest, not demonstrate, causal
connections. The power and prevalence of these associations suggest to us that more
experimental methods and evidence are also likely to demonstrate the power of good
social relations to support higher life evaluations, and to provide resilience against
the stresses of mid-life, or indeed other problems that people may face.
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