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Preface

The 41st European Conference on Information Retrieval (ECIR) was held in Cologne,
Germany, during April 14–18, 2019, and brought together hundreds of researchers
from Europe and abroad. The conference was organized by GESIS – Leibniz Institute
for the Social Sciences and the University of Duisburg-Essen—in cooperation with the
British Computer Society’s Information Retrieval Specialist Group (BCS-IRSG).

These proceedings contain the papers, presentations, workshops, and tutorials given
during the conference. This year the ECIR 2019 program boasted a variety of novel
work from contributors from all around the world and provided new platforms for
promoting information retrieval-related (IR) activities from the CLEF Initiative. In
total, 365 submissions were fielded across the tracks from 50 different countries.

The final program included 39 full papers (23% acceptance rate), 44 short papers
(29% acceptance rate), eight demonstration papers (67% acceptance rate), nine
reproducibility full papers (75% acceptance rate), and eight invited CLEF papers. All
submissions were peer reviewed by at least three international Program Committee
members to ensure that only submissions of the highest quality were included in the
final program. As part of the reviewing process we also provided more detailed review
forms and guidelines to help reviewers identify common errors in IR experimentation
as a way to help ensure consistency and quality across the reviews.

The accepted papers cover the state of the art in IR: evaluation, deep learning,
dialogue and conversational approaches, diversity, knowledge graphs, recommender
systems, retrieval methods, user behavior, topic modelling, etc., and also included
novel application areas beyond traditional text and Web documents such as the pro-
cessing and retrieval of narrative histories, images, jobs, biodiversity, medical text, and
math. The program boasted a high proportion of papers with students as first authors, as
well as papers from a variety of universities, research institutes, and commercial
organizations.

In addition to the papers, the program also included two keynotes, four tutorials,
four workshops, a doctoral consortium, and an industry day. The first keynote was
presented by this year’s BCS IRSG Karen Sparck Jones Award winner, Prof. Krisztian
Balog, On Entities and Evaluation, and the second keynote was presented by Prof.
Markus Strohmaier, On Ranking People. The tutorials covered a range of topics from
conducting lab-based experiments and statistical analysis to categorization and deep
learning, while the workshops brought together participants to discuss algorithm
selection (AMIR), narrative extraction (Text2Story), Bibliometrics (BIR), as well as
social media personalization and search (SoMePeAS). As part of this year’s ECIR we
also introduced a new CLEF session to enable CLEF organizers to report on and
promote their upcoming tracks. In sum, this added to the success and diversity of ECIR
and helped build bridges between communities.

The success of ECIR 2019 would not have been possible without all the help from
the team of volunteers and reviewers. We wish to thank all our track chairs for



coordinating the different tracks along with the teams of meta-reviewers and reviewers
who helped ensure the high quality of the program. We also wish to thank the demo
chairs: Christina Lioma and Dagmar Kern; student mentorship chairs: Ahmet Aker and
Laura Dietz; doctoral consortium chairs: Ahmet Aker, Dimitar Dimitrov and Zeljko
Carevic; workshop chairs: Diane Kelly and Andreas Rauber; tutorial chairs: Guillaume
Cabanac and Suzan Verberne; industry chair: Udo Kruschwitz; publicity chair: Ingo
Frommholz; and sponsorship chairs: Jochen L. Leidner and Karam Abdulahhad. We
would like to thank our webmaster, Sascha Schüller and our local chair, Nina Dietzel
along with all the student volunteers who helped to create an excellent online and
offline experience for participants and attendees.

ECIR 2019 was sponsored by: DFG (Deutsche Forschungsgemeinschaft), BCS
(British Computer Society), SIGIR (Special Interest Group on Information Retrieval),
City of Cologne, Signal Media Ltd, Bloomberg, Knowledge Spaces, Polygon Analytics
Ltd., Google, Textkernel, MDPI Open Access Journals, and Springer. We thank them
all for their support and contributions to the conference.

Finally, we wish to thank all the authors, reviewers, and contributors to the
conference.

April 2019 Leif Azzopardi
Benno Stein
Norbert Fuhr
Philipp Mayr
Claudia Hauff

Djoerd Hiemstra
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Abstract. Web genre identification can boost information retrieval sys-
tems by providing rich descriptions of documents and enabling more spe-
cialized queries. The open-set scenario is more realistic for this task as
web genres evolve over time and it is not feasible to define a universally
agreed genre palette. In this work, we bring to bear a novel approach to
web genre identification underpinned by distributional features acquired
by doc2vec and a recently-proposed open-set classification algorithm—
the nearest neighbors distance ratio classifier. We present experimental
results using a benchmark corpus and a strong baseline and demon-
strate that the proposed approach is highly competitive, especially when
emphasis is given on precision.

Keywords: Web genre identification · Open-set classification ·
Distributional features

1 Introduction

Web Genre Identification (WGI) is a multi-class text classification task aiming
at the association of web pages to labels (e.g., blog, e-shop, personal home page,
etc.) corresponding to their form, communicative purpose, and style rather than
their content. WGI can enhance the potential of information retrieval (IR) sys-
tems by allowing more complex and informative queries, whereby topic-related
keywords and genre labels are combined to better express the information need of
users and grouping search results by genre [16,31]. Moreover, WGI is specially
useful to enhance performance of Natural Language Processing (NLP) meth-
ods, such as part-of-speech tagging (POS) [22] and text summarization [36] by
empowering genre-specific model development.

In spite of WGI’s immediate applications, there are certain fundamental dif-
ficulties hardening its deployment in practice. First, there is a lack of both a
consensus on the exact definition of genre [5] and a genre palette that comprises
all available genres and sub-genres [17,18,33,34] to aim for. New web genres
appear on-the-fly and existing genres evolve over time [4]. Furthermore, it is
c© Springer Nature Switzerland AG 2019
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not clear whether a whole web page should belong to a single genre or sections
of the same web page can belong to different genres [8,15]. Finally, style of
documents is affected by both genre-related choices and author-related choices
[24,34].

Instead of aiming to anticipate all possible web-genres possible to appear in
a practical scenario, it would be wiser to consider a proper handling of genres
of interest while properly handling “unseen” genres. In this vein, WGI can be
viewed as an open-set classification task to better deal with incomplete genre
palettes [2,26–28,37]. This scheme requires strong generalization in compari-
son to the traditional closed-set setup—the one in which all genres of interest
are known or defined a priori. One caveat, though, is that open-set classification
methods tend to perform better while operating in not-so-high dimensional man-
ifolds. However, to date, most common and effective stylometric features in prior
art, e.g., word and character n-grams, yield high-dimensional spaces [10,34].

Aiming at properly bringing to bear the powerful algorithm modeling of
open-set classification to the WGI setup, in this paper, we apply a recently-
proposed open-set classification algorithm, the Nearest Neighbors Distance Ratio
(NNDR) [19], to WGI. To produce a compact representation of web pages—more
amenable to the open-set modelling—we rely upon Distributional Features (DF)
[39] in this paper. Finally, we are also using an evaluation methodology that
is more appropriate for the open-set classification framework with unstructured
noise [27].

We organize the remaining of this paper into four more sections. Sect. 2
presents previous work on WGI while Sect. 3 describes the proposed app-
roach. Sect. 4 discusses the experimental setup and obtained results. Finally,
Sect. 6 draws the main conclusions of this study and presents some future work
directions.

2 Related Work

Most previous studies in WGI consider the case where all web pages should
belong to a predefined taxonomy of genres [7,10,14,32]. Putting this setup under
the vantage point of machine learning, it is the same as assuming what is known
as a closed-set problem definition. However, this näıve assumption is not appro-
priate for most applications related to WGI as it is not possible to construct a
universal genre palette a priori nor force web pages to always fall into any of the
predefined genre labels. Such web pages are considered noise and include web
documents where multiple genres co-exist [13,33].

Santini [33] defines structured noise as the collection of web pages belonging
to several genres, unknown during training. Such structured noise can be used as
a negative class for training a binary classifier [38]. However, it is highly unlikely
that such a collection represents the real distribution of pages of the web at large.
On the other hand, unstructured noise is a random collection of pages [33] for
which no genre labels are available. The effect of noise in WGI was first studied
in [6,11,13,35].
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Open-set classification models for WGI were first described in [28,37]. How-
ever, these models were only tested in noise-free corpora [26]. Asheghi [2] showed
that it is much more challenging to perform WGI in the noisy web setup in com-
parison to noise-free corpora. Recently, Ensemble Methods were shown to achieve
high effectiveness in open-set WGI setups [27].

Great attention historically on WGI has been given to the appropriate def-
inition of features that are capable of capturing genre characteristics—which
includes but are not limited to character n-grams or word n-grams, part-of-
speech histograms, the frequency of the most discriminative words, etc. [10,12–
14,17,23,24,34]. Additionally, some additional useful features might come from
exploiting HTML structure and/or the hyperlink functionality of web pages
[1,3,7,29,40]. Recently deep learning methods have also been tested in genre
detection setups with promising results [39].

3 Proposed Approach—Open-Set Web Genre
Identification

3.1 Distributional Features Learning

In this study, we rely upon a Doc2Vec text representation to provide dis-
tributional features for the WGI problem [20,21,30]. In particular, we have
implemented a special module inside our package, named Html2Vec1 where
a whole corpus can be used as input and one Bag-of-Words Paragraph
Vector (PV-BOW) is returned per web-page of the corpus. PV-BOW con-
sists of a Neural Network (NNet) comprising a softmax multi-class classifier
approximating max 1

T

∑a=k
T−k log p(ta|ta−k, ..., ta+k). PV-BOW is trained using

stochastic gradient-descent where the gradient is obtained via back-propagation.
Given a sequence of training n-grams (word or character) t1, t2, t3, ..., tT ,
the objective function of the NNet is the maximized average log-probability
p(ta|ta−k, ..., ta+k) = eyta∑

i e
yi

.
For training the PV-BOW in this study, for each iteration, of the stochastic

gradient descent, a text window is sampled with size wsize. Then a random
term (n-gram) is sampled from the text window and form a classification task
given the paragraph vector. Thus y = b + s(t1, t2, t3, ..., twsize

), where s() is the
sequence of word-n-grams or character-n-grams of the sampled window. Each
type of n-grams is used separately as suggested in [25]. This model provides us
with a representation of web pages of pre-defined dimensionality DFdim.

3.2 Nearest Neighbors Distance Ratio Classifier

The Nearest Neighbors Distance Ratio (NNRD) classifier is an open-set classi-
fication algorithm introduced in [19], which in turn, is an extension upon the
Nearest Neighbors (NN) algorithm. NNRD calculates the distance of a new sam-
ple s to its nearest neighbor t and to the closest training sample u belonging to
1 https://github.com/dpritsos/html2vec.

https://github.com/dpritsos/html2vec
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a different class with respect to t. Then, if the ratio d(s, t)/d(s, u) is higher than
a threshold, the new sample is classified to the class of s. Otherwise, it is left
unclassified.

It is remarkable that, in contrast to other open-set classifiers, training of
NNDR requires both known samples (belonging to classes known during train-
ing) and unknown examples (belonging to other/unknown classes) of inter-
est. In more details, the Distance Ratio Threshold (DRT) used to classify
new samples is adjusted by maximizing the Normalized Accuracy (NA) NA =
λAKS+(1−λ)AUS , where AKS is the accuracy on known samples and AUS is the
accuracy on unknown samples. The parameter λ regulates the mistakes trade-off
on the known and unknown samples prediction. Since usually in training phase
only known classes are available, Mendes et al. [19] propose an approach to
repeatedly split available training classes into two sets (known and “simulated”
unknown). In our implementation of NNDR, we use cosine distance rather than
the Euclidean distance because previous work found this type of distance more
suitable for WGI [27].2

4 Experiments

4.1 Corpus

Our experiments are based on SANTINIS, a benchmark corpus already used
in previous work in WGI [18,27,32]. This dataset comprises 1,400 English web-
pages evenly distributed into seven genres (blog, eshop, FAQ, frontpage, listing,
personal home page, search page) as well as 80 BBC web-pages evenly categorized
into four additional genres (DIY mini-guide, editorial, features, short-bio). In
addition, the dataset comprises a random selection of 1,000 English web-pages
taken from the SPIRIT corpus [9]. The latter can be viewed as unstructured
noise since genre labels are missing.

4.2 Experimental Setup

To represent web-pages, we use features exclusively related to textual informa-
tion, excluding any structural information, URLs, etc. The following representa-
tion schemes are examined: Character 4-grams (C4G), Word unigrams (W1G),
and Word 3-grams (W3G). For each of these schemes, we use either Term-
Frequency (TF) weights or DF features. The feature space for TF is defined
by a vocabulary VTF , which is extracted based on the most frequent terms of
the training set—we consider VTF = {5k, 10k, 50k, 100k}. The DF space is pre-
defined in the PV-BOW model—we consider DFdim = {50, 100, 250, 500, 1000}.

In PV-BOW, the terms with very low-frequency in the training set are dis-
carded. In this study, we examine TFmin = {3, 10} as cutoff frequency thresh-
old. The text window size is selected from Wsize = {3, 8, 20}. The remaining

2 https://github.com/dpritsos/OpenNNDR.

https://github.com/dpritsos/OpenNNDR
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parameters of PV-BOW are set as follows: α = 0.025, epochs = {1, 3, 10} and
decay = {0.002, 0.02}.

Regarding the NNRD open-set classifier, there are two parameters, lambda
and DRT, and their considered values are: λ = {0.2, 0.5, 0.7}, DRT =
{0.4, 0.6, 0.8, 0.9}. All aforementioned parameters are adjusted based on grid-
search using only the training part of the corpus.

For a proper comparison with prior art, we use two open-set WGI approaches
with good previously reported results as baselines: Random Feature Subset
Ensemble (RFSE) and one-class SVM (OCSVM) [27,28]. All parameters of
these methods have been been adjusted as suggested in [27] (based on the same
corpus).

We follow the open-set evaluation framework with unstructured noise intro-
duced in [27]. In particular, the open-set F1 score [19] is calculated over the
known classes (the noisy class is excluded). The reported evaluation results are
obtained by performing 10-fold cross-validation and, in each fold, we include the
full set of 1,000 pages of noise. This setup is comparable to previous studies [27].

Table 1. Performance of baselines and NNDR on the SANTINIS coprus. All evaluation
scores are macro-averaged.

Model Features Dim. Precision Recall AUC F1

RFSE TF-C4G 50k 0.739 0.780 0.652 0.759

RFSE TF-W1G 50k 0.776 0.758 0.657 0.767

RFSE TF-W3G 50k 0.797 0.722 0.615 0.758

OCSVM TF-C4G 5k 0.662 0.367 0.210 0.472

OCSVM TF-W1G 5k 0.332 0.344 0.150 0.338

OCSVM TF-W3G 10k 0.631 0.654 0.536 0.643

NNDR TF-C4G 5k 0.664 0.403 0.291 0.502

NNDR TF-W1G 5k 0.691 0.439 0.348 0.537

NNDR TF-W3G 10k 0.720 0.664 0.486 0.691

NNDR DF-C4G 50 0.829 0.600 0.455 0.696

NNDR DF-W1G 50 0.733 0.670 0.541 0.700

NNDR DF-W3G 100 0.827 0.615 0.564 0.706

5 Results

We apply the baselines and NNDR in the SANTINIS corpus. In the training
phase, we use only the 11 known genre classes while in test phase, we also
consider an additional class (unstructured noise). Table 1 shows the performance
of tested methods when either TF or DF representation schemes, based on C4G,
W1G, or W4G features, are used.
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First, we compare NNDR using TF features with baselines, also using this
kind of features. In this case, NNDR outperforms OCSVM. On the other hand,
RFSE performed better than NNDR for Macro-F1 and Macro-AUC. This is con-
sistent for any kind of features (C4G, W1G, or W3G). There is notable difference
in the dimensionality of representation used by the examined approaches though.
RFSE relies upon a 50k-D manifold while NNDR and OCSVM are based on
much lower dimensional spaces. It has to be noted that RFSE builds an ensem-
ble by iteratively selecting a subset of the available features (randomly). That
way, it internally reduces the dimensionality for each constituent base classifier.
On the other hand, NNDR seems to be confused when thousands of features are
considered as it is based on distance calculations.

Next, we compare NNDR models using either TF or DF features. There is a
notable improvement when DFs are used in associated with the open-set NNDR
classifier. The dimensionality of DF is much lower than TF and this seems to
be crucial to improve the performance of NNDR. This is consistent for all three
feature types (C4G, W1G, and W3G). NNDR with TF scheme is competitive
only when W3G features are used. It has also to be noted that in all cases the
selected value of parameter DRT is 0.8. This indicates that NNDR is a very
robust algorithm.

Finally, the proposed approach using NNDR and DF outperforms OCSVM
but it is outperformed by the strong baseline RFSE in both macro-AUC and
macro F1. However, when precision is concerned, NNDR is much better. A closer
look at the comparison of the two methods is provided in Fig. 1, where precision
curves in 11-standard recall levels are depicted. The precision value at rj level
is interpolated as follows: P (rj) = maxrj≤r≤r+j+1(P (r)).

OCSVM

Fig. 1. Precision curves in 11-standard recall levels of the examined open-set classifiers
using either W3G features (left) or W1G features (right).

The NNDR-DF model maintains very high precision scores for low levels of
recall. The difference between NNDR-DF and RFSE at that point is clearer when
W3G features are used. NNDR-TF is clearly worse than both NNDR-DF and
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RFSE. In addition, OCSVM is competitive in terms of precision only when W3G
features are used but its performance drops abruptly in comparison to that of
NNDR-DF. Note that the point where the curves end indicates the percentage
of corpus that is left unclassified (assigned to unknown class). RFSE manages
to recognize correctly larger part of the corpus, more than 70%, with respect to
NNDR-DF that reaches 60%.

6 Conclusions

It seems that distributional features provide a significant enhancement to the
NNDR open-set method. The low-dimensionality of DF is crucial to boost the
performance of NNDR. Yet, RFSE proves to be a hard-to-beat baseline at the
expense of relying upon a much higher representation space (usually in the thou-
sands of features). However, with respect to precision, the proposed approach
is much more conservative and it prefers to leave web-pages unclassified rather
than guessing an inaccurate genre label. Depending on the application of WGI,
precision can be considered much more important than recall and this is where
our proposed algorithm shines.

Further research could focus on more appropriate distance measures within
NNDR specially with recent data-driven features obtained with powerful NLP
convolutional and recurrent deep networks. Moreover, alternative types of dis-
tributional features could be used (e.g., topic modeling). Finally, a combination
of NNDR with RFSE models could be studied as they seem to exploit comple-
mentary views of the same problem.

Acknowledgement. Prof. Rocha thanks the financial support of FAPESP DéjàVu
(Grant #2017/12646-3) and CAPES DeepEyes Grant.
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Abstract. We investigate potential benefits of exploiting a global
impact ordering in a selective search architecture. We propose a gen-
eralized, ordering-aware version of the learning-to-rank-resources frame-
work [9] along with a modified selection strategy. By allowing partial
shard processing we are able to achieve a better initial trade-off between
query cost and precision than the current state of the art. Thus, our solu-
tion is suitable for increasing query throughput during periods of peak
load or in low-resource systems.

Keywords: Selective search · Global ordering · Shard selection

1 Introduction

Substantial advances have recently been made in selective search—a type of
federated search where a collection is clustered into topical shards, and a selection
algorithm selects for each query a small set of relevant shards for processing. The
latest state of the art proposed by Dai et al. [9] uses a learning-to-rank technique
from complex document ranking [18] to select shards during query processing.

We propose a generalization of this approach that exploits a global impact
ordering of the documents, in addition to topic-based clustering. Query-
independent global impact scores model the overall quality of documents in
a collection. They have previously been used in unsafe early termination tech-
niques, such as tiering, which limit query cost by disregarding documents deemed
unimportant, unless a query is found to require more exhaustive processing. How-
ever, to our knowledge, this is the first attempt at combining selective search
and global ordering-based early termination.

Contributions. We produce global orderings for GOV2 and Clueweb09-B col-
lections; describe a modified selective search architecture that can exploit the
orderings, and expand the state-of-the-art solution to allow for partial shard
selection; compare our results with the baseline, and show that we achieve a bet-
ter quality-efficiency trade-off at low query costs; discuss a number of research
opportunities that are motivated by our work.
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2 Related Work

Selective Search. A number of researchers have recently explored selective
search architectures, where a collection is clustered into topical shards [10,16].
Then, when processing a query, we select a limited number of shards that are
predicted to be most relevant to the query topic. The literature identifies three
classes of shard selection algorithms: Term-based methods [1,7] model the lan-
guage distribution of each shard. Sample-based methods [16,24,25] use results
from a centralized sample index, which contains a small random sample (up to
2%) of the entire index. Supervised methods [9,13] use labeled data to learn
models that predict shard relevance. The current state of the art, proposed by
Dai et al. [9], belongs to the last group. We derive our solution from their model,
and also use it as a baseline for comparison.

Global Impact Ordering and Index Tiering. A global impact ordering is a
query-independent ordering of the documents in a collection in terms of quality
or importance. There are a number of ways to compute such orderings, including
Pagerank [20], spam scores [8], performance of a document on past queries [2,
12], or machine-learned orderings [22]. Global orderings can be exploited for
faster query processing by organizing index structures such that higher-quality
documents appear first during index traversal.

One well known approach that exploits a global ordering is called index tier-
ing [4,17,19,21,23]. Here, the collection is partitioned into two or more subsets
called tiers based on document quality, and an inverted index is built for each
of them. Each query is then first evaluated on the first tier with the highest-
quality documents, and only evaluated on additional tiers if results on earlier
tiers are considered insufficient. An alternative approach simply assigns IDs to
documents in descending order of quality, and then stops index traversal once
enough high quality documents have been evaluated for a query [3,12]. We refer
to this method as global rank cutoff (GRC).

Our Approach. We apply GRC to a selective search environment by order-
ing documents inside each cluster by global impact ordering. Our ordering is
determined by the performance of documents on past queries as in [2,12], which
appears to provide a stronger ordering than Pagerank or spam scores, though
limited improvements may be possible with an ML-based approach that com-
bines a number of features [22]. We note that index tiering and GRC are orthog-
onal and complementary to safe early termination techniques such as WAND
[6], BMW [11], or Max-Score [26]. In fact, previous work [15] has shown that
these techniques provide benefits in selective search architectures, and we would
expect them to also be profitable in our proposed architecture.

3 Ordering-Aware Selective Search

Clustering. Our index relies on the collection of documents being clustered into
a number of topical shards. Since this step is orthogonal to our work, we adopt
the clusters used by Dai et al. [9,10].
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Reordering. Documents in each shard are reordered according to a global order-
ing obtained by counting document hits on a query log: Given a set of queries
Q and a document d, we define a hit count h(d) =

∑
q∈Q Iq(d), where Iq(d) is

equal to 1 if d is among the top k results retrieved for query q, or 0 otherwise
(we used k = 1000). For Clueweb09-B, we used 40,000 queries from the TREC
2009 Million Query Track. For GOV2, we used a set of 2 million queries ran-
domly generated by a language model learned from a sample of several TREC
query tracks. In each shard, we then assign document IDs to documents based on
decreasing hit count. Evaluation is performed on a set of queries that is disjoint
from those used to compute the ordering or train the language model.

Ordered Partitioning. The idea behind reordering is to facilitate global rank
cutoff within topical clusters. In this paper, we approximate it by partitioning
consecutive document IDs in each shard into b ranges of equal size, effectively
setting up b cutoff points where processing can stop. We call these partitions
buckets and number them with consecutive integers, where 1 denotes the first
(highest quality) bucket and b denotes the last one. This approach allows us to
extend selective search with global ordering while trading off model accuracy
and complexity. Large values of b model GRC well but make both learning and
feature extraction more expensive. Structures with small b are fast and resemble
discrete tiers. When b = 1, we get the standard selective search approach, as
done in previous work. From this point forward, we refer to a solution with b
buckets as Bb. In particular, B1 denotes the baseline.

Learning Model. We modify the learning-to-rank-resources model proposed
by Dai et al. [9]; see that paper for more details. We discard CSI-based features,
as they were shown to provide only negligible improvement but are expensive
to compute [9]. To the shard-level features (shard popularity and term-based
statistics), we add only one bucket-level feature, namely the bucket number,
from 1 to b. Thus, we train and predict a ranking of buckets instead of shards.
This ranking is further converted into the final selection as described below.

Bucket Cost. Given a query, every bucket i in a shard s has an associated
processing cost c(s, i). We consider two cost models: (1) uniform cost: c(s, i) =
1/b, used during shard selection, and (2) posting cost: the number of postings
for the query terms within bucket (s, i), used during evaluation. We also present
one set of experiments where we add an additional per-shard access cost to the
posting cost, in order to model the overhead of forwarding a query to a shard.

Shard Selection. In constrast to previous shard selection algorithms, our app-
roach requires us to select shards as well as a cut-off point for early termination
inside each selected shard (Fig. 1). Our model predicts a bucket-level ranking,
but to model GRC, we need to make sure to select a prefix of the bucket list in
each shard. Thus, given a budget T per query, we iterate over all buckets from
highest to lowest ranked, until the remaining query budget t (initially t = T )
drops to 0. For a bucket at a position i in a shard s, we consider all unselected
buckets (s, j) for j ≤ i, and denote the sum of their costs as C. If C ≤ t, then
we update the cost t ← t − C and mark all buckets (s, j), j ≤ i as selected.
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Fig. 1. An illustration of order-aware shard selection. Based on the predicted bucket
ranking, portions of shards are selected (shaded area). While strongly relevant shards
(S3, S8) may be fully processed, others could terminate early using GRC (S1, S4, S7),
or be ignored entirely (S2, S5, S6).

4 Methodology

Data Sets. We conduct our experiments on GOV2 and Clueweb09-B collections,
consisting of approximately 25 million and 50 million documents, respectively.
Following previous work [9], we remove the documents with Waterloo spam score
[8] below 50 from Clueweb09-B. The resulting collection consists of nearly 38
million documents. We use the default HTML parser from the BUbiNG library,
and stem terms using the Porter2 algorithm. No stopwords are removed. We use
150 queries from the TREC 04-05 Terabyte Track (GOV2) and 200 queries from
the TREC 09-12 Web Track (Clueweb09-B) topics for training our model. We
evaluate our method using 10-fold cross-validation.

Training Model. Following [9], we use the SVMrank library [14] with linear
kernel to train our ranking prediction model. It implements the pair-wise app-
roach to learning to rank [18]. We compute the relevance-based ground truth as
described in [9].

Evaluation Metrics. Following [9], we report search accuracy in terms of
P@10 and the more recall-oriented MAP@1000. (Due to space restrictions, we
exclude NDCG@30, as it exhibited similar behavior to MAP@1000.) Query cost
is reported in terms of the number of postings as described in Sect. 3.

Search Architecture. The GOV2 collection is clustered into 199 shards, and
Clueweb09-B into 123 shards, as done in previous work [9,10]. We process our
queries using the MG4J search engine [5] with default BM25 scoring (k1 = 1.2,
b = 0.5). When scoring documents in shards, we use global values for collection
size, posting count, term frequencies, and occurrence counts, in order to obtain
scores that are comparable between shards.

5 Experiments

We experimented with b = 1, 10, 20, where b = 1 is equivalent to the current state
of the art without using a global ordering in [9], which serves as the baseline.
Since the baseline disregards differences in query cost due to inverted list lengths
during shard selection, we also do so, using the uniform cost model for this step.
Following previous work, we report the resulting posting costs in the evaluation.

We express budgets in terms of the numbers of selected shards, where one
shard is translated into b buckets for b > 1. We report results for budgets up to
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20 shards. However, our goal is to limit the cost with little decrease in quality;
therefore, we are mostly interested in very low costs, below what has already
been shown to work on a par with exhaustive search. Figure 2 shows the trade-
offs between quality measures (P@10 and MAP@1000) and query cost in terms
of processed postings. Reported values are averaged over all queries.

Fig. 2. Quality-cost trade-off of bucket selection for different bucket counts and data
sets. Shards were selected under the uniform cost model and with budgets from 1 to
20 shards. For Clueweb09-B, additional budgets of 0.25 and 0.5 were tested for b > 1.
The quality of exhaustive search is indicated by a dashed line.

Both measures improve much faster for B10 and B20 than for B1. For
instance, P@10 in Clueweb09-B improves upon exhaustive search for a bud-
get as small as 1 shard. At low budgets, we need to process only about a third
of what is needed in B1 to achieve the same quality under P@10. Similarly,
achieving the MAP@1000 quality level of exhaustive search requires much fewer
postings to be traversed, with smaller improvements observed for GOV2. These
improvements are achieved by enabling partial shard access; instead of traversing
unimportant documents in highly relevant shards, we allocate budget towards
traversing highly important documents in slightly less topically relevant shards.
This is achieved by learning of a model that automatically adjusts the cutoff
levels.

Shard Access Overhead. While our results show that we can decrease resource
requirements, there is an important caveat. One expected side effect of the pro-
posed solution is that for the average query, we contact more shards than for
b = 1. However, dispatching a query to more shards and collecting the results is
likely to result in some amount of overhead. We now address this concern.

As shown in Fig. 3, B10 and B20 contact about 2 to 3 times as many shards as
B1. We now estimate how this would impact the performance of our measures.
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Fig. 3. Average number of shards used in query processing, relative to the baseline.

To do this, we add an overhead cost for contacting a shard equal to 10% of the
average cost of an exhaustive query on a single shard. We believe this is a con-
servative upper bound to the overhead of contacting a shard. Figure 4 compares
the performance of the no-overhead case (in red) to the 10%-overhead case (in
blue), and shows that the improvement over the baseline is still significant.

Fig. 4. Quality-cost trade-off of bucket selection with per-shard access overheads of
0% and 10% of the average cost of an exhaustive query on a single shard. (Color figure
online)

6 Conclusions

In this paper, we have described how to combine selective search with global
ordering-based early termination. Our approach can significantly improve
throughput in scenarios where resources are scarce, or where a system expe-
riences peak loads. Although our solution results in additional overhead for con-
tacting more shards, we showed that overall costs still decrease significantly. Our
results motivates a number of research questions that we are currently pursuing,
including the use of better global orderings based on machine learning, use of
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additional bucket-level features, the performance of the schemes when used to
generate candidates for reranking under a complex ranker, and possible schemes
for adapting to high loads under realistic service level agreements (SLAs).
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Abstract. The behavior of users in certain services indicates their pref-
erences, which may be used to make recommendations for other ser-
vices they have never used. However, the cross-domain relation between
items and user preferences is not simple, especially when there are few
or no common users and items across domains. We propose a content-
based cross-domain recommendation method for cold-start users that
does not require user- or item-overlap. We formulate recommendations as
an extreme classification task, and the problem is treated as an instance
of unsupervised domain adaptation. We assess the performance of the
approach in experiments on large datasets collected from Yahoo! JAPAN
video and news services and find that it outperforms several baseline
methods including a cross-domain collaborative filtering method.

Keywords: Cross-domain recommendation · Deep domain adaptation

1 Introduction

Conventional recommender systems are known to be ineffective in cold-start sce-
narios, e.g., when the user is new to the service, or the goal is to recommend
items from a service that the user has not used, because they require knowledge
of the user’s past interactions [32]. On the other hand, as the variety of Web
services has increased, information about cold-start users can often be obtained
from their activities in other services. Therefore, cross-domain recommender sys-
tems (CDRSs), which utilize such information from other domains, have gained
research attention as a promising solution to the cold-start problem [4].

This paper addresses a problem of cross-domain recommendation in which
we cannot expect users or items to be shared across domains. Our task is to
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recommend items in a domain (service) to users who have not used it before
but have a history in another domain (see Sect. 5 for details). This situation is
common in practice. For instance, when one service is not known (e.g., when it is
newly built) to users of another more popular service, there are few overlapping
users, which was actually observed in the dataset of this study. Another probable
instance is when user identities are anonymized to preserve privacy [17]; there
are no shared users in this case because we cannot know if two users are identical
across domains.

The case in which domains have a user- or item-overlap has been extensively
studied because an overlap helps us learn relations between users and items of
different domains [24,25,27,36]. The problem, however, is harder when there is
little or no overlap as learning of user-item relations becomes more challenging.
Previous studies dealt with this challenge by using specific forms of auxiliary
information that are not necessarily available including user search queries on
Bing for recommendations in other Microsoft services [8], tags on items given by
users such as in a photo sharing service, e.g., Flickr [1,2], and external knowledge
repositories such as Wikipedia [9,19,20,23]. Methods that use the content infor-
mation of items like this are called content-based (CB) methods. Collaborative
filtering (CF) methods, which do not require auxiliary information, have also
been proposed [12,17,43]. Despite their broader applicability, a drawback of CF
methods compared to CB ones is that they suffer from data sparsity and require
a substantial amount of user interactions.

Our main contribution is to fill in the gap between CB and CF approaches.
We propose a CB method that (a) only uses content information generally
available to content service providers and (b) does not require shared users
or items. Our approach is the application of unsupervised domain adaptation
(DA). Although unsupervised DA has shown fruitful results in machine learning
[3,11,33], its connection with CDRSs has been largely unexplored. Our formula-
tion by extreme multi-class classification [6,30], where labels (items) correspond-
ing to a user are predicted, allows us the use of this technique. We use a neural
network (NN) architecture for unsupervised DA, the domain separation network
(DSN) [3], because NNs can learn efficient features, as shown in the successful
applications to recommender systems [6,8,14,28,38–41,44]. We provide a prac-
tical case study through experiments on large datasets collected from existing
commercial services of Yahoo! JAPAN. We compare our method with several
baselines including the state-of-the-art CF method [17]. We show that (a) the
CF method does not actually perform well in this real application, and (b) our
approach shows the highest performance in DCG.

2 Related Work

Approaches to CDRS can be categorized into two types [4]. The first type aggre-
gates knowledge by combining datasets from multiple domains in a common
format, e.g., a common rating matrix [24]. As a result, user-item overlaps or a
specific data format are typically assumed [1,2,8,25–27,35]. In particular, the
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deep-learning approach [15] uses, as in our method, unstructured texts to learn
user and item representations but assumes a relatively large number of common
users. The second type links domains by transferring learned knowledge. This line
of research has been limited to matrix-factorization based CF methods because
sharing latent factors across domains allows knowledge transfer [12,17,43]. Our
method is a CB method and solves the aforementioned data sparsity problem of
CF methods. Also, DA provides an alternative method of knowledge transfer to
shared latent factors.

There are works labeled as cross-domain recommendation that solve a dif-
ferent task. Studies including [7,22,29,42] have dealt with sparsity reduction.
The task is to improve recommendation quality within a target domain and is
not cross-selling from a different domain. This is performed, for example, by
conducting CF on a single domain having sparse data with the help of other
domains, such as using a shared latent factor learned in dense domains [7,22].
Although the work [42] uses DA, it cannot solve the same problem as ours.

Finally, online reinforcement learning can be used to obtain feedback from
cold-start users [31]. However, it is difficult to deploy it in commercial applica-
tions because the performance is harder to evaluate compared to offline methods
such as ours since the model constantly changes over time.

3 Problem Setting

Let X be the input feature space, such as R
d with a positive integer d. Let

Y = {1, . . . , L} be a collection of items that we wish to recommend. We are
given two datasets from two different domains. The first is a labeled dataset
DS = {(xS

i , yS
i )}NS

i=1. Each element denotes a user-item pair with yS
i ∈ Y being

a label representing the item, and xS
i ∈ X being a feature vector that represents

the previous history of a user and is formed by the content information of the
items in the history. This domain, from which the labeled dataset comes, is
called the source domain. The second dataset1 is DX

T = {xT
i }NT

i=1, where xT
i ∈ X

denotes the feature vector of a user’s history consisting of items in the other
domain. We call this data domain the target domain. The goal is to recommend
items in the source domain to users in the target domain. Our approach is to
construct a classifier η : X → Y such that η(xT ) gives the most probable item
in Y for a new user history xT from the target domain.

4 Unsupervised Domain Adaptation

We define the problem of unsupervised DA [3,11]. We are given two datasets
DS

i.i.d.∼ PS and DX
T

i.i.d.∼ PX
T as in the previous section. Here, PS and PT

are probability distributions over X × Y , which are assumed to be similar but
different. PX

T is the marginal distribution over X in domain T . The goal of

1 Superscript X denotes that the data is missing labels associated to their input
vectors.
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unsupervised DA is to obtain a classifier η with a low risk defined by RT (η) =
Pr(x,y)∼PT

(
η(x) �= y

)
only using the datasets DS and DX

T .

Domain Separation Networks: We introduce the neural network architec-
ture, domain separation networks (DSNs) [3]. DSN, separately from domain-
specific features, learns predictive domain-invariant features, which gives a
shared representation of inputs from different domains. Figure 1 shows the archi-
tecture of a DSN model, which consists of the following components: a shared
encoder Ec(x; θc), private encoders ES

p (x; θSp ), ET
p (x; θTp ), a shared decoder

D(h; θd), and a classifier G(h; θg), where θc, θSp , θTp , θd, and θg denote parame-
ters. Given an input vector x, which comes from the source domain or the target
domain, a shared encoder function Ec maps it to a hidden representation hc,
which represents features shared across domains. For the source (target) domain,
a DSN has a private encoder ES

p (ET
p ) that maps an input vector to a hidden

representation hS
p (hT

p ), which serves as a feature vector specific to the domain.

xS

xT hT
p

hS
c

hT
c

x̂T

x̂S

ŷ

xT

xS

Target private encoder 

Shared encoder 

Shared decoder   

Ec

ET
p

D

G

Source private encoder 

ES
p hS

p

Fig. 1. Architecture of DSN

A common decoder D recon-
structs an input vector x of the
source (or target) domain from the
sum of shared and private hidden
representations: hc and hS

p (hT
p ).

The classifier G takes a shared hid-
den representation hc as input and
predicts the corresponding label.

Training is performed by mini-
mizing the following objective func-
tion LDSN with respect to parame-
ters θc, θSp , θTp , θd, and θg: LDSN =
Ltask + αLrecon + βLdiff + γLsim,
where α, β, and γ are parameters
that control the effect of the asso-
ciated terms. Ltask is a classification loss (cross entropy loss). Lrecon is a recon-
struction loss (squared Euclidean distance). The loss Ldiff encourages the shared
and private encoders to extract different types of features. As in [3], we impose a
soft subspace orthogonality loss. The similarity loss Lsim encourages the shared
encoder to produce representations that are hardly distinguishable. We use the
domain adversarial similarity loss [10,11].

For the output layer of the classifier, we use the softmax activation. We
suggest a list of items in descending order of the output probabilities.

5 Experiments

We conduct performance evaluation on a pair of two real-world datasets in col-
laboration with Yahoo! JAPAN. The datasets consist of the browsing logs of a
video on demand service (VIDEO) and a news aggregator (NEWS). The task is
to recommend videos to NEWS users who have not used the VIDEO service.
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Dataset Description: For VIDEO, we create a labeled dataset where a label is
a video watched by a particular user, and the input is the list of videos previously
watched by the user. Similarly, for NEWS, we build an unlabeled dataset that
consists of histories of news articles representing users. The number of instances
for each dataset is roughly 11 million. For evaluation, we form a test dataset of
size 38, 250 from users who used both services, where each instance is a pair of
a news history (input) and a video (label).

Items in both services have text attributes. For VIDEO, we use the following
attributes: title, category, short description, and cast information. For NEWS,
article title and category are used. We treat a history as a document comprised of
attribute words and represent it with the TF-IDF scheme. We form a vocabulary
set for each dataset according to the TF-IDF value. Combining the two sets gives
a common vocabulary set of 50,000 words.

Experimental Settings: We construct a DSN consisting of fully-connected
layers 2. The exponential linear unit (ELU) [5] is used as the activation function
for all layers. The weight and bias parameters for the fully-connected layers are
initialized following [13]. We apply dropout [34] to all fully-connected layers with
the rates 0.25 for all the encoders and 0.5 for the decoder and the classifier. We
also impose an L2 penalty on the weight parameters with the regularization
parameter chosen from {10−1, 10−2, 10−3, 10−4}. The parameters α, β, and γ in
LDSN are set to 10−3, 10−2, and 100, respectively. The parameter γ is chosen by
the similarity of the marginals3 and agrees with the setting in [3]. The ADAM
optimizer [21] is used, and the initial learning rate is set to 10−3.

We use discounted cumulative gain (DCG) [18] for evaluation. DCG gives
a higher score when a correct item appears earlier in a suggested item list and
thus measures ranking quality. This is defined by DCG@M =

∑M
m=1 I(ŷm =

y)/ log(m + 1), where the function I(ŷm = y) returns 1 when the m-th sug-
gested item ŷm is y and otherwise 0. The use of metrics such as precision is
not appropriate since negative feedback is not well-defined in implicit feedback;
unobserved items may express users’ distaste or just have been unseen, whereas
we can treat viewed items as true positive.

We evaluate the method for five different training and test dataset pairs,
which are randomly sampled from the datasets. We sample 80% of both the
whole training and test datasets. For each pair, we compute DCG averaged over
the test set. We use a validation set that consists of logs of common users on
the same dates as the training data for model selection to investigate attainable
performance of domain adaptation. Note that this setting still keeps our target
situation where there are not enough overlapping users for training.

2 The unit size of each hidden layer is as follows: Ec = ES
p = ET

p = (256−128−128−
64), D = (128 − 128 − 256), and G = (256 − 256 − 256 − 64). Left is the input.

3 We train a classifier that detects the domain of the input represented by the shared
encoder and test the classification accuracy. This is due to the adversarial training.
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Table 1. Performance comparison of DSN, NN, CdMF, POP. (DCG) of DSN and NN
denotes models that are chosen according to the value of DCG@100. Similarly, (CEL)
denotes the cross entropy loss. Each entry is Mean ± Std.

Method DCG@1 DCG@10 DCG@50 DCG@100

DSN (DCG) 0.0618± 0.0212 0.2133± 0.0154 0.2873± 0.0151 0.2945± 0.0153

DSN (CEL) 0.0406± 0.0212 0.1668± 0.0384 0.2583± 0.0230 0.2655± 0.0229

NN (DCG) 0.0415± 0.0211 0.1938± 0.0131 0.2735± 0.0102 0.2797± 0.0107

NN (CEL) 0.0282± 0.0301 0.1616± 0.0279 0.2473± 0.0247 0.2556± 0.0238

CdMF 0.0005± 0.0000 0.0040± 0.0000 0.0135± 0.0000 0.0644± 0.0004

POP 0.0398± 0.0007 0.2099± 0.0012 0.2790± 0.0016 0.2871± 0.0010

Baseline Models: The following baseline methods are compared.

– Most Popular Items (POP). This suggests the most popular items in
the training data. The comparison with this shows how well the proposed
approach achieves personalization.

– Cross-domain Matrix Factorization (CdMF) [17]. This is the state-of-
the-art collaborative filtering method for CDRSs requiring no user- or item-
over lap. To alleviate sparsity, we eliminate users with history logs fewer than
5 for the video data and 20 for the news data from the training data. We
construct a user-item matrix for each domain, with the value of observed
entries 1 and of unobserved entries 0. The unobserved entries are randomly
subsampled as the size of the whole unseen entries is too large to be pro-
cessed. As with our method, we use 80% of the instances for training and
the remaining 20% for validation. The hyper-parameters α, β0, and ν0 are
set at the same values as in [17]. The method requires inference of latent
variables by Gibbs sampling; each sampling step involves computing matrix
inverses. Due to the computational complexity, we were unable to optimize
these hyper-parameters, and therefore they are fixed.

– Neural Network (NN). To investigate the effect of DA, the same network
without DA is evaluated. This is obtained by minimizing the same loss as
DSN except that β, γ in LDSN are set to 0. It can be thought of as a strong
content-based single-domain method as more robust features are learned with
the reconstruction loss Lrecon than only with the task loss Ltask(as in [39],
with the roles of item and user swapped).

Experimental Results: We report the results in Table 1. CdMF underper-
formed other methods. As mentioned in [16], this is likely because CdMF cannot
process the implicit feedback or accurately capture the popularity structure in
the dataset. The DSN model chosen by the cross-entropy loss (DSN (CEL))
also had a worse performance than POP. We also chose the model based on
the values of DCG@100 on the validation set (denoted by DSN (DCG)), which
showed the best performance in all cut-off number settings. This result can be
interpreted as follows. As predicting the most probable item is hard, the cross-
entropy loss does not give a useful signal for model selection. On the other hand,
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DCG provides the quality of ranking, and therefore a classifier which captures
the joint distribution of items and users well is more likely to be chosen. The
improved performance of DSN (DCG) over NN (DCG) supports this claim since
DA improves the learning of the joint distribution. This implies that replacing
the loss with a ranking loss such as [37] could improve ranking quality.

Conclusion and Future Work: Our evaluation demonstrated the potential of
the proposed DA-based approach. However, extreme classification is still chal-
lenging and should be addressed as a future work. One possible direction would
be incorporation of item information as in [39], as this would make items more
distinguishable and enable predictions of unobserved items.
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Abstract. The central idea of this paper is to demonstrate the strength
of lyrics for music mining and natural language processing (NLP) tasks
using the distributed representation paradigm. For music mining, we
address two prediction tasks for songs: genre and popularity. Existing
works for both these problems have two major bottlenecks. First, they
represent lyrics using handcrafted features that require intricate knowl-
edge of language and music. Second, they consider lyrics as a weak indi-
cator of genre and popularity. We overcome both the bottlenecks by
representing lyrics using distributed representation. In our work, genre
identification is a multi-class classification task whereas popularity pre-
diction is a binary classification task. We achieve an F1 score of around
0.6 for both the tasks using only lyrics. Distributed representation of
words is now heavily used for various NLP algorithms. We show that
lyrics can be used to improve the quality of this representation.

Keywords: Distributed representation · Music mining

1 Introduction

The dramatic growth in streaming music consumption in the past few years has
fueled the research in music mining [2]. More than 85% of online music sub-
scribers search for lyrics [1]. It indicates that lyrics are an important part of the
musical experience. This work is motivated by the observation that lyrics are
not yet used to their true potential for understanding music and language com-
putationally. There are three main components to experiencing a song: visual
through video, auditory though music, and linguistic through lyrics. As com-
pared to video and audio components, lyrics have two main advantages when
it comes to analyzing songs. First, the purpose of the song is mainly conveyed
through the lyrics. Second, lyrics as a text data require far fewer resources to
analyze computationally. In this paper, we focus on lyrics to demonstrate their
value for two broad domains: music mining and NLP.

A line from song Words by Bee Gees.
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Fig. 1. Genre & popularity prediction Fig. 2. Improving word vectors

A recent trend in NLP is to move away from handcrafted features in favor of
distributed representation. Methods such as word2vec and doc2vec have achieved
tremendous success for various NLP tasks in conjunction with Deep Learn-
ing [14]. Given a song, we focus on two prediction tasks: genre and popularity. We
apply distributed representation learning methods to jointly learn the represen-
tation of lyrics as well as genre & popularity labels. Using these learned vectors,
we experiment with various traditional supervised machine learning and Deep
Learning models. We apply the same methodology for popularity prediction.
Please refer to Figs. 1 and 2 for overview of our approach.

Our work has three research contributions. First, this is the first work that
demonstrates the strength of distributed representation of lyrics for music mining
and NLP tasks. Second, contrary to existing work, we show that lyrics alone can
be good indicators of genre and popularity. Third, the quality of words vectors
can be improved by capitalizing on knowledge encoded in lyrics.

2 Dataset

Lyrics are protected by copyright and cannot be shared directly. Most researchers
in the past have used either small datasets that are manually curated or large
datasets that represent lyrics as a bag of words [3–5,7,11–13]. Small datasets are
not enough for training distributed representation. Bag of words representation
lacks information about the order of words in lyrics. Such datasets cannot be
used for training distributed representation. To get around this problem, we
harvested lyrics from user-generated content on the Web. Our dataset contains
around 400,000 songs in English. We had to do extensive preprocessing to remove
text that is not part of lyrics. We also had to detect and remove duplicate lyrics.
Metadata about lyrics that is genre and popularity was obtained from Fell and
Sporleder [4]. However, for genre and popularity prediction, we were constrained
to use only a subset of dataset due to class imbalance problem.

3 Genre Prediction

Our dataset contains songs from eight genres: Metal, Country, Religious, Rap,
R&B, Reggae, Folk, and Blues. Our dataset had a severe problem of class imbal-
ance with genres such as Rap dominating. Using complete dataset was result-
ing in prediction models that were highly biased towards the dominant classes.
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Table 1. F1-scores for genre prediction. Highest value for each genre is in bold.

Model Genre

Metal Country Religious Rap R& B Reggae Folk Blues Average

SVM 0.575 0.493 0.634 0.815 0.534 0.608 0.437 0.532 0.579

KNN 0.463 0.457 0.557 0.729 0.457 0.547 0.428 0.515 0.519

Random Forest 0.552 0.536 0.644 0.791 0.525 0.599 0.474 0.559 0.585

Genre Vector 0.605 0.551 0.641 0.738 0.541 0.716 0.475 0.59 0.607

CNN 0.543 0.466 0.668 0.801 0.504 0.628 0.471 0.563 0.580

GRU 0.479 0.467 0.558 0.745 0.462 0.601 0.355 0.531 0.525

Bi-GRU 0.494 0.471 0.567 0.752 0.492 0.609 0.372 0.488 0.531

Hence, we use undersampling technique to generate balanced training and test
datasets. We repeated this method to generate ten different versions of training
and test datasets. Each version of dataset had about 8000 songs with about 1000
songs for each genre. Lyrics of each genre were randomly split into two parti-
tions: 80% for training and 20% for testing. Experimental results reported here
are average across these ten datasets. We did not observe any significant variance
in results across different instances of training and test datasets, indicating the
robustness of the results.

Fig. 3. Confusion matrix for genre. Rows: true label, Columns: predicted label.

Distributed representation of lyrics and genres were jointly learned using
doc2vec model [6]. This model gave eight genre vectors (a vector representa-
tion for each genre) and vector representation for each song in the training and
test dataset. We experimented with vector dimensionality and found 300 as the
optimal dimensionality for our task. Using this vector representation, we exper-
imented with both traditional machine learning models (SVM, KNN, Random
Forest and Genre Vectors) and deep learning models (CNN, GRU, and Bidi-
rectional GRU) for genre prediction task. Please refer to Table 1. For the KNN
model, the genre of a test instance was determined based on genres of K near-
est neighbors in the training dataset. Nearest neighbors were determined using
cosine similarity. We tried three parameter values for K: 10, 25, and 50. However,
there was no significant difference in results. For Genre Vector model, the genre
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of a test instance was determined based on the cosine similarity of test instance
with vectors obtained for each genre. We can observe that Rap is the easiest
genre to predict as rap songs have a distinctive vocabulary. The Folk genre is
the most difficult to identify. For each genre, the worst performing model is the
KNN, indicating that the local neighborhood of a test instance is not the best
indicator of the genre. On average, Genre Vector model performs the best.

Please refer to Fig. 3. This figure represents confusion matrix for one version
of training dataset using Genre Vector model. Each row of the matrix sums to
around 200 as the number of instances in test dataset per genre were around
200. We can notice that confusion relationships are asymmetric. We say that a
genre X is confused with genre Y if the genre prediction model identifies many
songs of genre X as having genre Y. For example, observe the row corresponding
to the Folk genre. It is mainly confused with the Religious genre as about 16%
of Folk songs are identified as Religious. However for the Religious genre, Folk
does not appear as one of the top confused genres. Similarly, genre Reggae is
most confused with R&B. However, R&B is least confused with Reggae.

4 Popularity Prediction

Only a subset of songs had user ratings data available with ratings ranging
from 1 to 5 [4]. For two genres: Folk and Blues, we did not get popularity
data for enough number of songs. For popularity prediction task, the number of
genres was thus reduced to six. Number of songs per genre are: Metal (15254),
Country (2640), Religious (3296), Rap (19774), R&B (6144), and Reggae (294).
Songs of each genre were randomly partitioned into two disjoint sets: 80% for
training and 20% for testing. To ensure robustness of results, we performed
experiments on ten such versions of the dataset. Experimental results reported
here are average across ten runs. We model popularity prediction as a binary
classification problem. For each genre, we divided songs into two categories: low
popularity (rated 1, 2, or 3) and high popularity(rated 4 or 5). The number of
songs included in each class were balanced to avoid any over fitting of model.

Considering the distinctive nature of each genre, we built a separate model
per genre for popularity prediction. For each genre using the doc2vec model, we
generated two popularity vectors (one each for low and high popularity) and
vector representation for each song in training and testing dataset. Similar to
the genre prediction task, we experimented with seven prediction models. Please
refer to Table 2. We can observe that Deep Learning based models perform better
than other models. However, for every genre, the gap between the best and worst
model has narrowed down as compared to the genre prediction task.

5 Improving Word Vectors with Lyrics

A large text corpus such as Wikipedia is necessary to train distributed represen-
tation of words. Lyrics are a poetic creation that requires significant creativity.
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Table 2. F1-scores for popularity prediction. Highest value for each genre is in bold.

Model Genre

Country Metal Rap Reggae Religious R& B

SVM 0.6238 0.6756 0.7301 0.7539 0.5681 0.6342

KNN 0.5871 0.6351 0.7071 0.7713 0.5387 0.5814

Random Forest 0.6201 0.6683 0.7176 0.7647 0.5635 0.646

Popularity Vector 0.6180 0.6776 0.7663 0.7820 0.5886 0.6401

CNN 0.632 0.6717 0.7652 0.8011 0.5933 0.6661

GRU 0.5801 0.6479 0.7505 0.5187 0.5661 0.6434

Bi-GRU 0.6037 0.6581 0.7684 0.6613 0.5517 0.5886

Table 3. Results of word analogy tasks. Highest value for each task is in bold.

Tasks Lyrics Wikipedia Sampled Wiki Lyrics+Wiki

(1) capital-common-countries 10.95 87.75 89.43 87.94

(2) capital-world 07.26 90.35 79.25 90.00

(3) currency 02.94 05.56 01.85 05.56

(4) city-in-state 07.87 66.55 61.71 66.73

(5) family 81.05 94.74 82.82 94.15

(6) gram1-adjective-to-adverb 08.86 35.71 25.53 36.51

(7) gram2-opposite 19.88 51.47 33.46 51.10

(8) gram3-comparative 83.56 91.18 80.66 90.00

(9) gram4-superlative 53.33 75.72 59.49 77.83

(10) gram5-present-participle 74.32 73.33 60.82 75.81

(11) gram6-nationality-adjective 06.29 97.01 92.60 97.08

(12) gram7-past-tense 54.44 68.07 65.47 69.00

(13) gram8-plural 73.19 87.60 76.81 89.52

(14) gram9-plural-verbs 60.00 71.85 63.32 72.62

Overall across all tasks 50.33 75.71 66.6 78.11

Knowledge encoded in them can be utilized by training distributed representa-
tion of words. For this task, we used our entire dataset of 400K songs. Using
the word2vec model, we generated four sets of word vectors. The four training
datasets were: Lyrics only (D1, 470 MB), Complete Wikipedia (D2, 13 GB),
Sampled Wikipedia (D3, 470 MB), and Lyrics combined with Wikipedia (D4,
13.47 GB). For dataset D3, we randomly sampled pages from Wikipedia till we
collected dataset of a size comparable to our Lyrics dataset. For dataset D3, we
created ten such sampled versions of Wikipedia. Results given here for D3 are
average across ten such datasets.
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To compare these four sets of word embeddings, we used 14 tasks of word
analogy tests proposed by Mikolov [8]. Please refer to Table 3. Each cell in the
table represents accuracy (in percentage) of a particular word vector set for a
particular word analogy task. First five tasks in the table consist of finding a
related pair of words. These can be grouped as semantic tests. Next nine tasks (6
to 14) check syntactic properties of word vectors using various grammar related
tests. These can be grouped as syntactic tests.

By sheer size, we expect D2 to beat our dataset D1. However, we can observe
that for tasks 5, 8, 12, 13, and 14 D1 gives results comparable to D2. For task
10, D1 is able to beat D2 despite the significant size difference. Datasets D3 and
D1 are comparable in size. For task 10, D1 significantly outperforms D3. For
all other tasks, the performance gap between D3 and D1 is reduced noticeably.
We can observe that D1 performs better on syntactic tests than semantic tests.
However, the main takeaway from this experiment is that dataset D4 performs
the best for a majority of the tasks. Also, D4 is the best performing dataset
overall. These results indicate that lyrics can be used in conjunction with large
text corpus to further improve distributed representation of words.

6 Related Work

Existing works that have used lyrics for genre and popularity prediction can
be partitioned into two categories. First, that use lyrics in augmentation with
acoustic features of the song [5,7] and second, that do not use acoustic fea-
tures [3,4,10,13]. However, all of them represent lyrics using either handcrafted
features or bag-of-words models. Identifying features manually requires intricate
knowledge of music, and such features vary with the underlying dataset. Mikolov
and Le have shown that distributed representation of words and documents is
superior to bag-of-words models [6,9]. To the best of our knowledge, this is the
first work that capitalizes on such representation of lyrics for genre and popular-
ity prediction. However, our results cannot be directly compared with existing
works as datasets, set of genres, the definition of popularity, and distribution of
target classes are not identical. Still, our results stand in contrast with exist-
ing works that have concluded that lyrics alone are a weak indicator of genre
and popularity. These works report significantly low performance of lyrics for
genre prediction task. For example, Rauber et al. report an accuracy of 34%
[10], Doraisamy et al. report an accuracy of 40% [13], McKay et al. report an
accuracy of 43% [7], and Hu et al. reported accuracy of abysmal 19% [5]. The
accuracy of our method is around 63%.

7 Conclusion and Future Work

This work has demonstrated that using distributed representation; lyrics can
serve as a good indicator of genre and popularity. Lyrics can also be useful to
improve distributed representation of words. Deep Learning based models can
deliver better results if larger training datasets are available. Our method can
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be easily integrated with recent music mining algorithms that use an ensemble
of lyrical, audio, and social features.
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Abstract. For Intelligent Assistants (IA), user activity is often used as
a lag metric for user satisfaction or engagement. Conversely, predictive
leading metrics for engagement can be helpful with decision making and
evaluating changes in satisfaction caused by new features. In this paper,
we propose User Return Time (URT), a fine grain metric for gauging user
engagement. To compute URT, we model continuous inter-arrival times
between users’ use of service via a log Gaussian Cox process (LGCP),
a form of inhomogeneous Poisson process which captures the irregular
variations in user usage rate and personal preferences typical of an IA.
We show the effectiveness of the proposed approaches on predicting the
return time of users on real-world data collected from an IA. Experi-
mental results demonstrate that our model is able to predict user return
times reasonably well and considerably better than strong baselines that
make the prediction based on past utterance frequency.

Keywords: User Return Time Prediction · Intelligent Assistant

1 Introduction

Intelligent Assistants (IAs) are software agents that interact with users to com-
plete a specific task. The success of an IA is directly linked to long-term user
engagement which can be measured by observing when users return to reuse the
IA. Indeed, the repeating usage of service is a typical characteristic for IAs, thus,
monitoring a user’s usage pattern is a necessary measure of engagement.

Predicting when usage will next occur is therefore a useful indicator of
whether a user will continue to be engaged and can serve as a reference to com-
pare against when introducing new features, as well as a method for managing
churn for business purposes. For example, predicted return times of customers
can be utilized for clustering customers according to their activity and narrow
their interest to investigate a specific groups of users with a short or long inter-
arrival time for target marketing [3,13]. Furthermore, it helps the service to
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prepare content for the customers in advance to better serve them in engage-
ment utterance. For example, a target marketing and advertising program can
be planned for the next engagement of the user.

Modeling the inter-arrival time of user engagement events is a challenging
task due to the complex temporal patterns exhibited. Users typically engage
with IA systems in an ad hoc fashion, starting tasks at different time points with
irregular frequency. For example, Fig. 1 shows the inter-arrival times (denoted
by black crosses) of two users in one week. Notice the existence of regions of both
high and low density of inter-arrival times over a one week interval. Users do not
arrive in evenly spaced intervals but instead they usually arrive in times that
are clustered due to completing several tasks in bursts. This may be attributed
to a user’s personal preferences and their tasks’ priorities. Retrospective studies
in modeling inter-arrival times between events treat events as independent and
exponentially distributed over time with constant rate [2]. They hence fail to
perform accurate predictions when there exists time-varying patterns between
events [15]. Further, they mostly focus on web search queries [1].

Fig. 1. Intensity functions (dotted lines) and corresponding predicted user inter-
arrival times for different users (black crosses). Light regions depict the uncertainty
of estimations.

To this purpose, we define User Return Time (URT) as the predicted inter-
arrival time until next user activity, allowing us to predict user engagement to aid
in creating an optimal IA system. To do so, we propose to model inter-arrival
times between a user usage sessions with a doubly stochastic process. More
specifically, we leverage the log-Gaussian Cox process (LGCP), an inhomoge-
neous Poisson process (IPP), to model the inter-arrival times between events.
LGCP models return times that are generated by an intensity function which
varies across time. It assumes a non-parametric form for the intensity func-
tion allowing the model complexity to depend on the data set. We evaluate the
proposed model using a real-world dataset from an IA, and demonstrate that
it provides good predictions for inter-arrival return times, improving upon the
baselines. Even though the main application is return time estimation for an IA,
one could apply the proposed approach to other events in e-commerce systems
such as the arrival times of requests, return time of customers, etc.

The contribution of this paper can be summarized as,
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– We propose User Return Time as a measure to predict user engagement with
an IA.

– We leverage a doubly-stochastic process, i.e. Log-Gaussian Cox processes, to
predict URT for an IA, and show that it effectively captures the time-varying
patterns of usage between events.

– We verified the effectiveness of the proposed method on a real-world dataset
and found that Gaussian and Periodic kernels can make accurate estimations.

2 Problem Statement

Let U = {u1, u2, . . . , un} denote a set of n different users who used the IA to
assist with different tasks. Let Hi = {ti,j}ni

j=1 denote the task history of the i-th
user, where ti,j represents the start time of the j-th task performed by the i-th
user and ni is the number of tasks performed by user i. Our aim is to estimate
a user’s next start time from their past interactions with the IA, i.e., predict
ti,k+1 based on the start times of the previous sessions, i.e. {ti,j}kj=1.

Based on the above discussion, we formally define the problem of Predicting
User Return Time as: Given a user history of session start times Hi, predict
the next times that the user will use the IA.

3 Model

Poisson processes have been widely adopted for estimating the cross-interval
times between different events such as failure of devices, social media events and
purchase in e-commerce sites [12]. The Homogeneous Poisson process (HPP) is
a class of point processes that assumes the events are generating with a constant
intensity rate, i.e. λ, (with respect to the time and the product features). How-
ever, in an IA scenario, user engagement incidence often occurs with a varying-
rate over time where there are several spikes of usage in a short period and a
long-period of absence (when the user performs other tasks). Thus, we exploit
the Inhomogeneous Poisson process (IPP) [7] that can model events happen-
ing at a variable rate by considering the intensity to be a function of time, i.e.
λ(t). For example, Fig. 1 shows intensity functions learned from two different
IPP models. Notice how the generated inter-event times vary according to the
intensity function values.

To model inter-arrival times, we employed a log-Gaussian Cox process which
models the intensity function of point processes as a stochastic function [8].
LGCP learns the intensity function, λ(t), non-parametrically via a latent func-
tion sampled from Gaussian processes [10]. Here, to impose non-negativity to
the intensity function (as an interval cannot be negative), we assume an expo-
nential form for the intensity function, i.e., λ(t) = exp (f(t)). We adopted a
non-parametric approach to model the intensity function which utilizes Bayesian
inference to train a model, where the complexity of the model is learned from
the training data available. In the next section, we explain the details of the
proposed model and how to learn model parameters from training data.
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3.1 Modeling Inter-arrival Time

An inhomogeneous Poisson process (unlike HPP) uses a time varying intensity
function and hence, the distribution of inter-arrival times is not independent and
identically distributed [11]. In IPP, the number of tasks y (signals of a returning
user to the IA) occurring in an interval [p, q] is Poisson distributed with rate∫ q

p
λ(t)dt,

p(y|λ(t), [p, q]) = Poisson

(
y|

∫ q

p

λ(t)dt

)
=

(∫ q

p
λ(t)dt

)y

exp
(
− ∫ q

p
λ(t)dt

)
y!

(1)

Assume that the k-th event occurred at time tk = p and we are interested in
the inter-arrival time δk = tk+1 − tk of the next event. The arrival time of next
event tk+1 can be obtained as tk+1 = tk + δk. The cumulative distribution for
δk, which provides the probability that an event occurs by time p + q can be
obtained as,

p(δk ≤ q) = 1 − p(δk > q|λ(t), tk = p)

= 1 − exp

(
−

∫ p+q

p

λ(t)dt

)
= 1 − exp

(
−

∫ q

0

λ(p + t)dt

)
.

(2)

The derivation is obtained by considering a Poisson probability for zero counts
with rate parameter given by

∫ p+q

p
λ(t)dt and applying integration by substitu-

tion to obtain Eq. (2). The probability density function of the random variable
tn is obtained by taking the derivative of Eq. (2) with respect to q,

p(δk = q) = λ(p + q)exp

(
−

∫ q

0

λ(p + t)dt

)
. (3)

We associate a distinct intensity function λi(t) = exp (fi(t)) to each user ui

as they have different temporal preferences. The latent function fi(t) is mod-
eled to come from a zero mean Gaussian process (GP) [10] prior. The Squared
Exponential (SE) kernel is a common choice for GPs and it is defined as,

k(ti, tj) = σexp

(
− (ti − tj)

2

l

)
. (4)

Equation (4) imposes smoothness over time on the intensity function. We also
experiment with periodic kernels which allow the modelling of functions that
repeat themselves exactly. Periodic kernels can model complex periodic structure
relating to the working week by finding a proper periodicity hyperparameter in
the kernel. The periodic kernel is defined as,

kperiodic(ti, tj) = σ2exp

(
−2 sin2 π|ti − tj |/r

l2

)
, (5)

where σ and l are the output variance and length-scale, respectively, and r is
the periodicity hyperparameter.
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3.2 Inference

We learn the model parameters by maximizing the marginal likelihood over all
users in the dataset. The likelihood of the return times over the dataset is then
obtained by taking the product of return times over all users.

4 Experiments

4.1 Dataset

We conducted an empirical study in which we used the access log of a commercial
web IA to construct our dataset. The IA has been developed as an extension
for the Chrome Web browser that assists recruiters to automatically find and
segregate job candidate information such as skills and contact details, based on
the information found on popular social networking platforms such as LinkedIn.

For the purpose of this experiment the tool was altered to log the interactions
of users with the tool when they performed their tasks. Various interactions were
logged with a time stamp, based on which we constructed our dataset. Table 1
depicts a sample log record for a specific user from our dataset. Inspired by [4,5],
we split action sequences into sessions based on a time gap of 15 min which is
commonly used in information retrieval and web search to identify sessions. We
collected all logs of a random set of users within a period of 3 months, from
the beginning of April 2018 until the end of June 2018. The dataset consists of
2, 999, 593 interaction events committed by 133 distinct users.

Table 1. Example log of a user’s interaction sequence. The first three interactions
occurred within a single task. The final interaction indicated the start of a new task.

User Action Time stamp

484 New web page 2018-07-01 17:35:25

484 Opened IA 2018-07-01 17:35:27

484 Clicked Contact Button 2018-07-01 17:35:51

484 New web page 2018-07-01 18:05:25

4.2 Baselines and Evaluation Metrics

Here the proposed model is compared against several methods to evaluate their
effectiveness in predicting URT. We discuss the advantages, assumptions and
limitations of each and provide empirical results on a real-world dataset. We
examine the following distinct models: (1) Linear Regression: a linear regres-
sion model which is trained on a historical window of URT. We used the last 20
(computed empirically) inter-arrival times as features. (2) HPP: we also used
a homogeneous Poisson process (HPP) [6] which models an exponentially dis-
tributed inter-arrival times with a fix rate λ. The rate parameter was learned
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based on the maximum likelihood approach. (3) HP: we compare against the
Hawkes Process (HP) [14], a self exciting point process where an occurrence
of an event increases the probability of the event arriving soon afterwards. We
consider a univariate Hawkes process where the intensity function is modeled
as λ(t) = μ +

∑
ti<t k(ti, t). We apply Ogata’s thinning algorithm for generat-

ing arrival times using Hawkes process [9]. (4) GP: we also exploited GP as a
time-series baseline, where the inter-arrival time is modeled as a function of the
time of occurrence of last action. We examine two commonly used kernels, SE
and periodic, where kernel parameters are learned by maximizing the likelihood.
(5) RNN: the final baseline was selected from deep learning approaches, where
we used an LSTM model with two Bi-LSTM layers and input length of 20 for
predicting URT (we used the same window size as with linear regression).

In order to evaluate the model, we use mean absolute error (MAE) and root
mean square error (RMSE) between the actual and the predicted times for each
user in hours. Since the data varies in size for each user, we take the micro
average of the errors to obtain the final result.

4.3 Results

Table 2 compares the predictive performance of LGCP against various baselines.
We find that the standard kernel used in GP models, the SE kernel, performs
poorly as expected due to the complex temporal patterns exhibited by users
in their session start times. The SE kernel typically models smoothly varying
functions and is not suitable to model this situation. The periodic kernel could
model the periodicity in the data (for instance, users tend to be more active on
weekends) and are found to perform better than SE in both GP and LGCP. The
LGCP models with periodic kernel outperforms the baseline approaches such as
HPP, linear regression, GP regression. RNN model can outperform all baselines
except LGCP which shows that deep models can capture complex user behavior
in using IA.

Table 2. Comparison of different approaches in terms of MAE and RMSE.

Method Kernel MAE RMSE

Linear regression 53.27(±48.91) 86.10(±79.13)

HPP 43.44(±51.13) 63.70(±53.60)

HP 28.12(±28.47) 61.24(±51.22)

RNN 19.11(±28.01) 45.52(±34.20)

GPR SE 35.52(±40.79) 42.51(±54.22)

Periodic 19.82(±21.04) 38.30(±48.71)

LGCP SE 26.52(±29.79) 54.12(±58.37)

Periodic 15.52(±18.79) 32.54(±38.15)
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5 Conclusions

In this paper we proposed to use User Return Time as a predictive measure of
engagement with an IA, for which the log-Gaussian Cox process was proposed
as an appropriate prediction model. Through our experiments, we demonstrated
that this model does indeed offer better predictive performance due to its ability
to capture the complex temporal behaviour typical of IA users.

This approach can be generalized to model problems other than URT pre-
diction for an IA, e.g. purchase time prediction, advertisement campaigns, and
disaster management. The effectiveness of using an RNN in this research also
shows that it is worth investigating the potential of deep sequence models for
prediction in these scenarios. In future, we plan to examine user and context
features to improve prediction performance.
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Abstract. Users have been trained to type keyword queries on search
engines. However, recently there has been a significant rise in the num-
ber of verbose queries. Often times such queries are not well-formed.
The lack of well-formedness in the query might adversely impact the
downstream pipeline which processes these queries. A well-formed nat-
ural language question as a search query aids heavily in reducing errors
in downstream tasks and further helps in improved query understand-
ing. In this paper, we employ an inductive transfer learning technique
by fine-tuning a pretrained language model to identify whether a search
query is a well-formed natural language question or not. We show that
our model trained on a recently released benchmark dataset spanning
25,100 queries gives an accuracy of 75.03% thereby improving by ∼5
absolute percentage points over the state-of-the-art.

1 Introduction

Traditionally users have been trained to put up keyword queries on search engines
mainly because search has been traditionally driven by “unigram match”. How-
ever, recently, with the increasing popularity of voice based search, verbose
queries have become quite popular [9]. Also, in-vogue deep learning algorithms
have enabled search engines to process such verbose natural language (NL)
queries effectively. But not all verbose queries from users exhibit proper struc-
ture. Such queries often lack a coherent structure and may sometimes violate
grammar rules, thus mandating tailor-made processing [2,4,11,14]. This makes
it challenging for NL Processing (NLP) tools trained on formal text to extract
the relevant information required to understand the user’s intention behind the
query [1].

Identifying whether a search query is well-formed [8] is an important task
which also aids in various downstream tasks like understanding the user’s intent
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(in case of personal assistants and chatbots [15,18]) and generating better related
query suggestions in search engines.

A possible approach for improving the accuracy of downstream processing
while still using malformed queries is to train models using labeled data with
malformed queries. But this approach has two main drawbacks. First, getting
annotations to generate such training data which captures all possible malformed
variants can be quite expensive. Second, since there is frequent change in the
nature and domain of these queries [3,12,17], any model which is trained on these
queries will drift fairly quickly. Another possible approach is to use grammars for
identification of query well-formedness. Ideally, grammars such as the grammar
on English resource [5] should be able to identify whether a query is a well-
formed question or not easily. But in practice, such grammars are very precise
and are not able to accurately parse more than half of web search queries.

The idea of using inductive transfer learning in natural language processing,
akin to allied areas in computer vision like object detection, image segmenta-
tion, etc. has been garnering attention. Most of the current research focused on
training deep learning models from scratch require huge volumes of training data
and are also computationally expensive. Recent advancements in training and
fine-tuning language models (LMs) are being used for a variety of NLP applica-
tions and have shown significant promise, primarily in text classification tasks
[10]. In this work, we show that inductive transfer learning is greatly beneficial
in identifying well-formed natural language questions. We also perform ablation
studies to show the effectiveness of each of the modules used in the inductive
transfer learning technique. Our experiments show an accuracy of 75.03% on
the benchmark dataset for the task improving by ∼5 absolute percentage points
over the state-of-the-art method [8].

2 Related Work

Faruqui and Das [8] introduce the task and provide a coherent understanding of
why many of the current techniques are not suitable for detecting well-formed
questions. They combine various NLP features like word, character and Part-
of-Speech (POS) n-grams with a simple neural network for the task. We show
improvements over their method in Sect. 5. Attempts to identify well-formed
questions by parsing them using grammar like the English resource grammar [5]
are not very effective as the grammar is highly precise and fails to parse signifi-
cant fraction of the web queries. Two other related tasks are Grammatical Error
Prediction (GEP) and Correction (GEC) [18,19]. While GEP is simply the task
of classifying whether a given sentence is grammatical, GEC is a more complex
task which involves identifying parts of ungrammatical text and correcting the
same to produce grammatically correct text. Although our work is similar to
GEP, past research has explored GEP for fully formed sentences which may not
have a search intent. Thus, unlike GEP/GEC, we focus on well-formedness check
for web search queries which contain a specific user intent.
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3 Proposed Approach: Inductive Transfer Learning (ITL)

In this section, we first define the problem formally and then discuss three impor-
tant phases of our inductive transfer learning approach in detail.

The architecture diagram of the proposed approach is illustrated in Fig. 1.

Fig. 1. Inductive Transfer Learning mechanism to identify well-formed search queries

Query Well-formedness Detection Problem: Given a query q, we intend
to learn the label C which describes whether the query is a well-formed natural
language question or not. We model this task as a binary classification task:
C = 1 indicates that the query is well-formed while C = 0 indicates non-well-
formedness.

The ULMFiT Architecture: Previous attempts to use inductive transfer
through language modeling have resulted in limited success for NLP tasks [6,16].
However, Howard and Ruder [10] showed that if language models (LMs) are
fine-tuned correctly, they would not overfit to small datasets and would enable
robust inductive transfer learning. The neural architecture is called the Universal
Language Model Fine Tuning architecture. They also proposed novel techniques
which prevent catastrophic forgetting during training of the language model. We
adapt the ULMFiT model for our inductive transfer learning approach and show
that inductive transfer learning is greatly beneficial for identifying well-formed
natural language search queries.

The AWD-LSTM model: Our inductive transfer learning mechanism utilizes
the state-of-the-art Averaged-SGD Weight-Dropped Long Short Term Memory
(AWD-LSTM) networks [13]. It is a variant of the simple LSTM with no short-
cut connections, no attention or any other advanced mechanisms, with the same
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hyperparameters as in typical LSTMs, and no additions other than tuned drop-
connect hyperparameters. We use AWD-LSTMs since they have been shown to
be effective in learning lower-perplexity language models.

Three Stages of the proposed ITL Framework: The proposed ITL frame-
work for query well-formedness check involves these three important phases:

1. General Domain Pretraining: The first phase involves pretraining a lan-
guage model on a huge English corpus. In our case, we use the pretrained
language model trained on the released Wikitext-103 [13] dataset which con-
sists of 103 Million unique words and 28,595 preprocessed Wikipedia articles.
This helps the model to learn the general language dependencies and is the
first step before fine-tuning which targets task-specific data.

2. Language Model Fine-tuning for the Target Task: The data used for
the target task is usually from a specific distribution (as compared to the
general distribution in the large corpus used in the previous phase). Clearly,
it is essential information for the language model – no matter how diverse the
general domain data in the earlier pretraining step is. Hence, in this phase,
we use task-specific data to fine-tuning our language model in an unsuper-
vised manner. As proposed in [10], our fine-tuning involves discriminative
fine-tuning and slanted triangular learning rates to combat the catastrophic
forgetting language models exhibited in previous works [6,16] which used lan-
guage models for fine-tuning.
Discriminative Fine-tuning (DFT): Instead of keeping the same learning rate
for all the layers of the AWD-LSTM, a different learning rate is used for tun-
ing the three different layers. The intuition behind this is that since each of
the layers represent a different kind of information [20], they must be fine-
tuned to different extents.
Slanted Triangular Learning Rates (STLR): Using the same learning rate is
not the best way to enable the model to converge to a suitable region of
the parameter space. Thus we adapt the slanted triangular learning rate [10]
which first increases the learning rate and then linearly decays it as the num-
ber of training samples increases.

3. Classifier Fine-tuning for the Target Task: The weights that we obtain
from the second phase are fine-tuned by keeping the same upstream architec-
ture, but also appending 2 fully connected layers for the final classification
with the last layer predicting the well-formedness rating. In this phase, we
adapt the gradual unfreezing heuristic [10] for our task.
Gradual Unfreezing (GU): All layers are not fine-tuned at the same time,
instead the model is gradually unfrozen starting from the last layer, as it
contains the least general knowledge [20]. The last layer is first unfrozen and
fine-tuned for one epoch. Subsequently, the next frozen layer is unfrozen and
all unfrozen layers are fine-tuned. This is repeated until all layers are fine-
tuned until convergence is reached.
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4 Dataset

For our experiments, we use the recently released benchmark dataset for well-
formed natural language questions [8]. It contains a total of 25,100 questions,
each labeled with a rating (between 0 and 1) of the query being well-formed.
The authors collected these questions by utilizing questions asked by users on
WikiAnswers1, originally published as the Parallex corpus [7]. The compiled
dataset primarily contains well-formed questions as queries along with typical
constructs of search queries.

A query is annotated as well-formed if the supplied query is grammatical in
nature, has perfect spellings and is an explicit question. For each search query,
the average of the five scores (over each of the annotator’s ratings) is calculated
and then documented as the final rating R which indicates the degree of its well-
formedness. As suggested in [8], the query is considered well-formed if R ≥ 0.8
for the query2. In our experiments, we make use of the standard train-dev-test
split supplied by Faruqui and Das [8], which consists of 17500 training, 3750
development and 3850 test queries. A few queries with their corresponding labels
from the dataset are shown in Table 1.

Table 1. Examples from the benchmark well-formedness dataset from [8]

Example Well-formedness rating

Which form of government is still in place in greece? 1.0

One of Mussolini’s goals? 0.0

How many leagues in a mile in the mexican term? 0.4

What is the scotlands longest river? 0.2

How do you get rid of browsing history? 0.8

5 Experiments

Baselines: We compare our proposed method with the following baselines.

– Majority Class Prediction: Classify all queries into the majority class in the
test set.

– Question Word Classifier: If the query starts with an interrogative word,
classify it as being well-formed.

– Word Bi-Directional LSTM (BiLSTM) Classifier: Use a Bi-LSTM for classifi-
cation which takes as input a one-hot vector of the input words of the query,
and classifies using a softmax for binary classification.

1 http://www.answers.com/Q/.
2 A rating greater than or equal to 0.8 ensures at least 4 out of 5 annotators marked

the query as well-formed.

http://www.answers.com/Q/
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– Faruqui and Das [8] propose a 2 hidden layer neural architecture with rectified
linear unit (ReLU) activations and a final softmax layer for the predictions.
For the input, the authors extract word, character and Part-of-Speech (POS)
n-grams: word-1,2; char-3,4 grams as the lexical features and POS-1,2,3 grams
for the syntactic features to form the n-gram embeddings via concatenation.

Table 2. Comparison of various classifiers and ablation study for the ITL Model

Model Accuracy (%)

Question Word Classifier 54.9

Majority Class Prediction 61.5

Word BiLSTM Classifier 65.8

word-1,2 char-3,4 grams [8] 66.9

word-1,2 POS-1,2,3 grams [8] 70.7

word-1,2 char-3,4 POS-1,2,3 grams [8] 70.2

(Inductive Transfer Learning)

No pretraining with WikiText-103 68.2

No LM fine-tuning 72.8

Fine-tuning without DFT and STLR 73.0

No gradual unfreezing 72.4

All (Pre-train + Fine-tune with DFT and STLR + Gradual unfreezing) 75.0

Hyper-parameter Settings: As suggested in [10], we use the AWD-LSTM
language model with 3 layers, 1150 hidden activations per layer and an embed-
ding size of 400. The hidden layer of the classifier is of size 50. A batch size of 30
is used to train the model. The LM and classifier fine-tuning is done with a base
learning rate of 0.004 and 0.01 respectively. All experiments are on the standard
train-dev-test split as proposed in [8] with the classification results reported on
the 3850 sized test data.

Results and Analysis: Table 2 shows the performance of our ITL model as
compared with various baselines and the state-of-the-art method [8]. The overall
ITL model has an accuracy of 75.03% improving significantly over the previous
state-of-the-art (feature-engineered solution of [8]). To assess the impact of each
of the three steps involved in ITL, we perform an ablation study as follows.

– No pretraining: Train the model without the pretraining step.
– No LM fine-tuning: Phase 2 is ignored.
– Fine-tuning without DFT and STLR: LM fine-tuning without discrimi-

native fine-tuning and without Slanted Triangular Learning Rates.
– No gradual unfreezing: No gradual unfreezing during classifier fine-tuning.

As expected, from Table 2, we observe that not fine-tuning the LM on the
target task results in a worse performance versus fine-tuning. Using DFT and
STLR is beneficial. Gradual unfreezing helps in increasing the performance. All
the three steps in the fine-tuning process contribute towards improving accuracy.
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6 Conclusions

In this work, we showed that the idea of using inductive transfer learning by
fine-tuning language models aids in identifying whether search queries are well-
formed natural language questions. On a large dataset of 25,100 questions, we
showed that our method beats the baselines with a significant margin. In the
future, we plan to explore the “accuracy versus labeled dataset size” tradeoff for
this approach across multiple resource-poor languages.
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Abstract. Leveraging textual and spatial data provided in spatio-
textual objects (eg., tweets), has become increasingly important in real-
world applications, favoured by the increasing rate of their availability
these last decades (eg., through smartphones). In this paper, we propose
a spatial retrofitting method of word embeddings that could reveal the
localised similarity of word pairs as well as the diversity of their localised
meanings. Experiments based on the semantic location prediction task
show that our method achieves significant improvement over strong
baselines.

Keywords: Word embeddings · Retrofitting · Spatial

1 Introduction

The last decades have witnessed an impressive increase of geo-tagged content
known as spatio-textual data or geo-texts. Spatio-textual data includes Places
Of Interest (POI) with textual descriptions, geotagged posts (eg., tweets), geo-
tagged photos with textual tags (eg., Instagram photos) and check-ins from
location-based services (eg., Foursquare). The interplay between text and loca-
tion provides relevant opportunities for a wide range of applications such as
crisis management [11] and tourism assistance [5]. This prominence gives also
rise to considerable research issues underlying the matching of spatio-textual
objects which is the key step in diverse tasks such as querying geo-texts [24],
location mention [6,9] and semantic location prediction [3,25]. Existing solutions
for matching spatio-textual objects are mainly based on using a combination of
textual and spatial features either for building scalable object representations
[24] or for designing effective object-object matching models [3,25]. The goal of
our work is to explore the idea of jointly leveraging spatial and textual knowl-
edge to build enhanced representations of textual units (namely words) that
could be used at either object representation and matching levels. The central
thesis of our work is driven by two main intuitions: (1) co-occurrences of word
pairs within spatio-textual objects reveal localised word similarities. For instance
dinosaur and museum are semantically related near a natural history museum,
but less related near an art museum; (2) As a corollary of intuition 1, distinct
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meanings of the same word could be conveyed using the spatial word distri-
bution as source of evidence. For instance dinosaur can refer to a prehistoric
animal or to a restaurant chain specifically in New York. Thus, we exploit the
spatial distribution of words to jointly identify semantically related word pairs
as well as localised word meanings. To conceptualise our intuitions, we propose
a retrofitting strategy [7,20] as means of refining pre-trained word embeddings
using spatial knowledge. We empirically validate our research intuitions and then
show the effectiveness of our proposed spatial word embeddings within semantic
location prediction as the downstream task.

2 Preliminaries

2.1 Definitions and Intuitions

Definition 1 (Spatio-textual object). A spatio-textual object o is a geo-
tagged text (eg., a POI with a descriptive text). The geotag is represented
by its coordinates (lat, lon) referring to the geographic location l denoted o.l
(eg., the physical location of a POI). We adopt a word-based vectorial repre-
sentation of object o including all its textual attributes (eg., POI description)
o = [w(o)

1 , . . . , w
(o)
m ] where each word w

(o)
i is drawn from a vocabulary W.

Definition 2 (Spatial distance). The spatial distance between spatio-textual
objects oi, oj refers to the geographic distance, under a distance metric, between
locations oi.l and oj .l. The spatial distance between words wi, wj refers to an
aggregated (eg., average) spatial object-object distance over the sets of spatio-
textual objects Oi,Oj they respectively belong to.

Intuition 1. Words that occur in close spatio-textual objects tend to have simi-
lar meanings. Basically, the spatially closer the words are, regarding the distance
between their associated objects, the closer are their meanings (eg., intuitively
cup is semantically closer to football in Europe than in the USA).

Intuition 2. Let us consider a localised meaning of a word as being represented
by the set of spatially similar words with respect to intuition 1. A word could
convey different localised meanings depending on the geographical area where it
is spatially dense (eg., football in Europe does not refer to the same sport as in
the USA).

2.2 Problem Definition

Based on intuition 1, we conjecture that spatial signals could contribute to the
building of distributed representations of word vectors. As previously suggested
[7,20], one relevant way is to inject external knowledge into initial learned word
embeddings. However different meanings of the same word are conflated into
a single embedding [10,13]. Thus, from intuition 2, we build for each word
a set of embedding vectors based on its occurrence statistics over the associ-
ated spatio-textual objects. Formally, given a set of word vector representations
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̂W = {ŵ1, . . . , ŵn}, where ŵi is the k-dimensional embedding vector built for
target word wi ∈ W, using a standard neural language model (eg., Skip-gram
model [14]), the problem is how to build for each word wi the set of associated
spatial word embeddings ŵs

i = {ŵs
i,1, . . . , ŵ

s
i,j , . . . , ŵ

s
i,ni

}. Each spatial word
vector ŵs

i,j , derived from an initial embedding ŵi, refers to the localised dis-
tributional representation of word wi over a dense spatial area, and ni is the
number of distinct localised meanings of word wi derived from its spatial distri-
bution over the spatio-textual objects Oi it belongs to.

3 Methodology

3.1 Overview

Our algorithm for building the spatial word embeddings is described in Algo-
rithm1. For each word wi, we first identify the spatio-textual objects Oi it
belongs to. To identify dense spatial areas of word wi, we perform a K-Means
clustering [12]. More formally, for each word wi, we determine ni spatial clus-
ters represented with their respective barycenters Bi = {Bi,1, · · · ,Bi,ni

}, where
Bi,j is the j-th barycenter of word wi and ni the optimal number of clusters for
word wi determined using the silhouette analysis [19]. Each barycenter Bi,j can
be seen as a spatial representative of the area that gives rise to a local word
meanings of word wi represented by the distributed vector ws

i,j . We detail in the
following section the key step of building the spatial embedding ws

i,j based on
a retrofitting process from word embedding ŵi and considering both spatially
neighbour words W+

i,j and distant words W−
i,j with respect to barycenter Bi,j .

Algorithm 1. Algorithm for building spatial word embeddings

Input: Vocabulary W; Set of word embeddings ̂W = {ŵ1, . . . ; ŵ|W|}; Set of
spatio-textual objects O

Output: Set of spatial word embeddings Ws = {ws
1,1, . . . ,w

s
1,n1 , . . . ,w

s
|W|,nk

}
for i ∈ {1, .., |W|} do

1 Oi=ExtractObjects(wi, O)
2 SpatialClustering(Oi,Bi, ni)

end
repeat

for i ∈ {1, .., |W|} do
for j ∈ {1, .., ni} do

3 W+
i,j=Neighbours(wi,Bi,j)

4 W−
i,j=Distant(wi,Bi,j)

5 ws
ij= Retrofit (ŵi,W

+
i,j ,W

−
i,j) (see Sect. 4.2)

end

end

until Convergence;
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3.2 Spatially Constrained Word Embedding

Our objective here is to learn the set of spatial word embeddings Ws. We want
the inferred word vector ws

i,j (i) to be semantically close (under a distance met-
ric) to the associated word embedding ŵi, (ii) to be semantically close to its spa-
tial neighbour words W+

i,j and (iii) to be semantically unrelated to the spatially
distant words W−

i,j . Thus, the objective function to be minimised is given by:

Ψ(Ws) =

|W|∑

i=1

ni∑

j=1

⎡

⎢⎣α d(ws
i,j , ŵi) + β

∑

wk∈W+
i,j

d(ws
i,j , ŵk) + γ

∑

wk∈W−
i,j

1− d(ws
i,j , ŵk)

⎤

⎥⎦

where d(wi, wj) = 1−sim(wi, wj) is a distance derived from a similarity measure
(eg., cosinus), W+

i,j (resp. W−
i,j) is the set of words spatially close to (resp.

distant from) the word wi,j , ie., words within (resp. beyond) a radius r+ (resp.
r−) around its barycenter Bi,j , and α, β, γ ≥ 0 are hyperparameters that control
the relative importance of each term. In our experimental setting, r+ and r− are
set to 100 and 500 meters and α = β = γ = 1.

4 Evaluation

4.1 Experimental Setup

Evaluation Task and Dataset. We consider the semantic location prediction
task [3,25]. Given the tweet t, the task consists in identifying, if any, the POI p
that the tweet t semantically focuses on (ie., reviews about). Formally, semantic
location identifies a single POI p which is the topmost p∗ ∈ P of a ranked list of
candidate POIs returned by a semantic matching function. We employ a dataset
of English geotagged tweets released by Zhao et al. [25]. The dataset, consists
of 74K POI-related tweets, collected from 09.2010 to 01.2015 in New York (NY)
and Singapore (SG). Using the Foursquare API, we collected 800K POIs located
in NY and SG cities including user-published reviews. The entire dataset consists
of 238,369 distinct words, on which we applied K-Means clustering (see Sect. 3.1).
As result of clustering, we found 630,732 spatial word clusters with around 2.6
local word meaning ws

i,j created per word wi. We notice that 166,139 (69.7%)
words have only one local meaning.

Baselines, Scenarios and Metrics. We compare our approach with a set
of stat-of-the-art matching baseline models: (1) Dist [4]: the Haversine distance
Tweet-POI; (2) BM25 [18] ; (3) Class [25]: a POI ranking model that combines
spatial distance with a text-based language model. To evaluate the effectiveness
of our approach, we inject the embedding into the Class model as follows: (a)
Class-Match (CM): we compute the cosine similarity of a pair (t,p) instead
of the language model score. (b) Class-Expand (CE): we expand the tweet
with the top likely similar words following the approach proposed by Zamani
and Croft [23]. For the two above scenarios we consider either the traditional or
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the spatial word embeddings. Practically, for scenarios using spatial word embed-
dings, we use the closest local word w

(t)
i (resp. w

(p)
i ) by minimising the Haversine

distance between tweet (resp. POI) location t.l (resp. p.l) and word barycenters
Bi,j . We exploit two well-known evaluation metrics, namely Acc@k [17] and Mean
Reciprocal Rank (MRR) [2]. Given the semantic location task description, it is
worth to mention that low values of k are particularly considered.

4.2 Analysis of Spatial Driven Word Similarities

To validate the intuitions presented in Sect. 2.1, we first build as shown in Fig. 1,
the heat-map of the similarity values between the embedding vectors of a sam-
ple of insightful words where the darker the cell, the more similar the pair of
words. To exhibit the localised meanings of the words, we partition the dataset
in two distinct subsets depending on the city the tweets were emitted from (ie.,
either in NY or SG). For each subset, cosine similarities are then damped by
a spatial factor fs(wi, wj) which conveys how spatially close are the word wi

and wj . Formally, fs(wi, wj) is defined as fs(wi, wj) = exp{− dist(Bi,Bj)−μ

σ
} where

dist(Bi,Bj) is the Haversine distance between the barycenters of wi and wj

and μ (resp. σ) is the average distance (resp. standard deviation) between all
word pairs that describe the POIs located in the city. For simplicity purposes,
we consider one barycenter per word for each subset. The heat-map of these
weighted matrices are shown in Figs. 1b and c for NY and SG respectively. We
can see for instance, that the cell (restaurants, dinosaur) is darker in Fig. 1b
than in Fig. 1a while the cell is lighter in Fig. 1c than in Fig. 1a for the same
word pair. Generally speaking, there is no objective obvious reason about why
the words restaurants and dinosaur should be related to each other, as outlined
by the similarity of their word embeddings in Fig. 1a. However, some restaurants
in NY are named Dinosaur Bar-B-Que leading to an over-representativeness of
tweets where these two terms co-occur in NY, leading to a local stronger seman-
tic relation within this word pair in NY as revealed by Fig. 1b. This fits with
our intuition 1. Besides, cross-looking at Fig. 1a and its spatial variants Figs. 1b
and c provides some clues on why our intuition 2 is well-founded. Indeed, we
can see that words dinosaur and museum are similar regardless of the location.
By relating this observation with the previous one, we can infer that dinosaur
could refer to both museum and restaurant specifically in NY as revealed by the
strength of its similarity with words such as burger and cheese in Fig. 1b which
is clearly less pronounced in Fig. 1c.

4.3 Effectiveness

Table 1 summarises the effectiveness results obtained based on the semantic loca-
tion prediction task. We compute relative changes (R-Chg) using the ratio of the
geometric means of the MRR and compute the relative improvements suited
for non aggregated measures for Acc@k. Overall, we can see that the scenarios
involving matching with spatial embeddings (CM-Ws and CE-Ws) significantly
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(a) WE SIM (b) WE D-SIM (NY) (c) WE D-SIM (SG)

Fig. 1. Cosine similarities of traditional WE SIM (a), WE SIM damped by word-word
barycenter distances in NY dataset (b) and in SG dataset (c)

overpass all the compared models. For instance, CE-Ws displays better results
in terms of MRR with relative changes ranging between 140.7% and 161.3% com-
pared to Dist, Bm25 and Class models. More precisely, CE-Ws allows a more
effective mapping tweet-POI: more than 48% of the tweets are associated with
the relevant POI based on the top-1 result, against 43% for Dist. In addition,
we can observe that while injecting embeddings (either traditional or spatial)
allows to improve the effectiveness of the Class model, the spatial embeddings
allow the achievement of significant better performance. For instance, the MRR
of the scenario CE significantly increases by 119%. Specifically looking at the
two scenarios involving spatial embeddings, we can notice that CE-Ws improves
MRR by 128.2% and Acc@1 by 5.05% compared to CM-̂W. These results could
be explained by the approach used to inject the embeddings. While in CE-Ws,
spatial embedding vectors are intrinsically used to expand the tweet descrip-
tion before the matching, they are rather used in the scenario CM-̂W to build
tweet and POI embeddings using an Idf weighted average of embeddings which
might generate biases in their representations. This observation clearly shows
the positive impact of the intrinsic use of the spatial embeddings.

5 Related Work

A standard approach for improving traditional word embeddings is to inject
external knowledge, mainly lexical resource constraints, using either an online
or offline approach [14,16]. The online approach exploits external knowledge
during the learning step [8,21,22]. For instance, Yu et al. and Xu et al. [21,22]
propose the RCM model which extends the skip-gram objective function with
semantic relation between word pairs, as provided by a lexical resource, based on
the assumption that related words yield similar contexts. The offline approach,
also called retrofitting, uses external resources outside the learning step [7,15,
20]. For instance, Faruqui et al. [7] propose a method for refining vector space
representations by favouring related words, as provided by a lexical resource (eg.,
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Table 1. Effectiveness evaluation. R-Chg: CE-Ws relative changes. R-Imp: CE-Ws

relative improvements. Significant Student’s t-test ∗: p < 0.05.

MRR Acc@1 Acc@5

Value R-Chg Value R-Imp Value R-Imp

Dist. based Dist 0.514 +140.7 ∗ 0.430 +19.61 ∗ 0.605 +15.45 ∗
Text based BM25 0.423 +161.3 ∗ 0.307 +64.68 ∗ 0.668 +4.49 ∗
Text-Dist. based Class 0.507 +159.9 ∗ 0.401 +25.85 ∗ 0.624 +11.79 ∗
Traditional CM-̂W 0.521 +128.0 ∗ 0.413 +24.52 ∗ 0.640 +9.06 ∗
Embeddings CE-̂W 0.563 +119.0 ∗ 0.470 +9.41 ∗ 0.659 +5.94 ∗
Spatial CM-Ws 0.577 +128.2 ∗ 0.489 +5.05 ∗ 0.675 +3.36 ∗
Embeddings CE-Ws 0.604 − 0.515 − 0.698 −

WordNet, FramNet), to have similar vector representations. To the best of our
knowledge, our work is the first attempt for retrofitting word embeddings using
spatial knowledge. To tackle the meaning conflation deficiency issue of word
embeddings [1,10,13], the general approach is to jointly learn the words and
their senses. For instance, Iacobacci et al. [10] first disambiguate words using
the Babelfy resource, and then revise the continuous bag of words (CBOW)
objective function to learn both word and sense embeddings.

6 Conclusion

In this paper, we introduced spatial word embeddings as a result of retrofitting
traditional word embeddings. The retrofitting method leverages spatial knowl-
edge toward revealing localised semantic similarities of word pairs, as well
as localised meanings of words. The experimental evaluation shows that our
proposed method successfully refines pre-trained word embeddings and allows
achieving significant results over the semantic location prediction task. As future
work, we plan to evaluate the effectiveness of our proposed spatial word embed-
dings within other location-sensitive tasks including spatial summarization of
streaming objects such as tweets.

Acknowledgments. This research was supported by IRIT and ATOS Intégration
research program under ANRT CIFRE grant agreement #2016/403.
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Abstract. Question-answer matching can be viewed as a puzzle where
missing pieces of information are provided by the answer. To solve this
puzzle, one must understand the question to find out a correct answer.
Semantic-based matching models rely mainly in semantic relatedness
the input text words. We show that beyond the semantic similarities,
matching models must focus on the most important words to find the
correct answer. We use attention-based models to take into account the
word saliency and propose an asymmetric architecture that focuses on
the most important words of the question or the possible answers. We
extended several state-of-the-art models with an attention-based layer.
Experimental results, carried out on two QA datasets, show that our
asymmetric architecture improves the performances of well-known neu-
ral matching algorithms.

Keywords: Asymmetric · Attention models · Relevance matching

1 Introduction

Short text matching in general and Question Answering (QA) in particular
include several problems that can be grouped into two main classes. The first
one consists in identifying whether two texts are semantically similar. Current
solutions are based on syntactic and semantic relatedness of the inputs. We refer
to this as the symmetric matching problem, it includes tasks such as sentence
completion [14,19] and question pairs identification [1,2]. The second is whether
an input text provides the information sought in another text. In this case,
the nature of input texts is not the same and their association is determined
not only by the semantic relationship but also by complementarity. We refer to
this as the asymmetric matching problem and it mainly includes question-answer
matching [11,15], where the question contains some of the requested information
but not the information itself. Several matching models based on convolutional
neural networks (CNN) [7,9] and Long Short-Term Memory Models (LSTM)
[13,14] have recently been proposed. In these models, the input sentences are
first mapped to a set of word vectors, then processed in a symmetric architec-
ture through different layers. To take into account the asymmetric aspect of
the question-answer matching task, we believe that existing QA models must go
c© Springer Nature Switzerland AG 2019
L. Azzopardi et al. (Eds.): ECIR 2019, LNCS 11438, pp. 62–69, 2019.
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beyond the classical symmetric text matching architecture. An ideal model must
focus more on the most important words in the question to better address it.
Attention-based models [3,18] can provide a way to fit this requirement. Based
on the importance of words in the text, these models learn attention coefficients
that allow subsequent processes to focus on the most important words of an
input text. In this paper, we propose an attention-based architecture that allows
to better handle the asymmetric aspect of the question-answer matching, such
that the model gives more focus to the most important words of the question.
Our main contributions are as follow:

1. We propose an asymmetric matching architecture to handle asymmetric
matching problems.

2. We extend several state-of-the-art models using the proposed architecture.
3. We conduct a comparative experimental study of existing models against

extended ones using our architecture.

2 Related Work

Deep neural architectures in recent text matching models are based on a siamese-
like architecture [5], where both inputs undergo the same1 type of processing.
This architecture is adopted in several existing models. In [12], Shen et al. pro-
pose a C-DSSM model using a convolutional network. The C-DSSM architecture
uses a word hashing layer, as a common function to construct embedded rep-
resentations of the inputs, then stacked layers map the representations to low
dimensional vectors for the matching process. In [7], the authors proposed two
convolutional architectures: ARC-I and ARC-II. The first constructs a sentence
representation using a sequence of convolution and pooling layers, then computes
the matching score of the input sentences. ARC-II applies a series of convolution
and pooling layers to a matching matrix of input word vectors. Experimental
results show that ARC-II outperforms ARC-I. In [9], Pang et al. proposed the
MatchPyramid model. The architecture of MatchPyramid is also symmetric:
first, inputs are represented using embedded vectors then a matching tensor
is computed and fed to a sequence of convolution and pooling layers, in order
to extract high level interaction signals. In [14], Wan et al. propose the MV-
LSTM model, a position-based model for question answering. The symmetry of
MV-LSTM consists in a bidirectional LSTM (bi-LSTM) layer that constructs
a position-aware representation for both input sentences. Interaction matrices
are then computed and passed through a pooling and fully connected layers to
compute the final matching score. Mitra et al. [8] proposed a duet architecture
to match documents and queries. The duet architecture is composed of the local
model that uses the interaction matrix of query and document words, and the
distributed model that learns embeddings of the query and the document text
before matching. The parameters of both models are optimized jointly during

1 Some differences may exist but they are only related to the input size which is
considered as a non-architectural difference.
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training and the final matching score is provided by the duet architecture. Both
the local and the distributed models are based on a symmetric architecture, since
both the inputs are dealt with in the same way.

All the mentioned models use symmetric architectures regardless the nature
of the addressed task. In both symmetric [7,8] and asymmetric [9,14] tasks,
only symmetric architectures were adopted. The asymmetric aspect of inputs
processing is already discussed in [4], where Bordes et al. devised an architecture
to learn more than one relation at a time from a knowledge base. However, none
of the previous work provide an asymmetric architecture for text matching.

3 Asymmetric Matching Architecture

Motivation
Expressed in a natural language, the question describes a specific user’s infor-
mation need. It is like a puzzle whose missing pieces must be found and put
together, in a logical way, to solve the problem. A pattern of each gap in
this puzzle describes the corresponding missing part. It is all the same for the
question-answer matching: a pattern must be filled by one or more answers,
not all answers can be suitable, only those that conform to the pattern (the
question) that describes the missing part are able to correctly fill it (give the
sought information). The example in Fig. 1 from the WikiQA dataset shows this
perception.

Q: How African Americans were immigrated to the U.S.?

A1: “ African immigration to the United States refers to immigrants to the United States who are 
or were nationals of Africa.”

A2: African American people are descendants of mostly West and Central Africans who were
involuntarily brought to the United States by means of the historic Atlantic slave trade.

How by means of ..slave trade immigrated involuntarily brought toSolution 2:

How ? immigrated Immigration to … Solution 1:

Fig. 1. In the answers A1 and A2, words in bold represent semantic and syntactic
relatedness. Underlined words are: the key words (pattern clues) in Q and correspond-
ing matches in A1 and A2. Solution 2 fills completely the missing part described in Q.

In this figure, to correctly answer the question Q, we have to focus on the
words “How” and “immigrated to” describing the missing part. Q is about how
the immigration process was done. We have two different answers A1 and A2
with corresponding solutions 1 and 2 respectively, as illustrated in Fig. 1. Based
on semantic and syntactic relatedness, both the answers contain several words
corresponding to the question. However, one notice that solution 2 better solves
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... ...

...

...

Fig. 2. The asymmetric architecture M’ extends a model M. ϕ processes the inputs
in parallel. ξ a sequence of processing layers to compute the matching score s. The
attention-based layers ω are activated according to the configuration of Eq. 1.

the problem than solution 1 does. Literally, the answer A2 contains the cor-
responding information, solution 2 represents the missing piece of this puzzle.
This example, highlights the asymmetry aspect of the question-answer matching
task. Notice that syntactic and semantic based similarities are not sufficient to
solve the problem completely. The question has some words that require a par-
ticular attention to retrieve the correct answer. Attention-based models, used in
machine translation [3], sentiment classification [10,17] and paraphrase identifi-
cation [18], enable to identify the kernel information to be considered in a given
sequence and focus on discriminating elements. In the previous example, words
“How” and “immigrated to” of the question Q, require more focus. Formally,
given a word sequence S, the attention-based model learns a coefficient vector α
that determines how much attention should be given to each element of S accord-
ing to the task to be performed. We propose an asymmetric model architecture
using attention-based layers, in order to focus on most important words of the
different inputs. Let us consider a question q, an answer a, a matching model
M and the embedding function φ. Most of state-of-the-art neural-based models
can be summarized in Fig. 2. Where φ(q) and φ(a) are the embedded representa-
tions of q and a respectively. M can be viewed as a sequence of two main blocks
of different layers: ϕ is a sequence of layers used to learn input representations
simultaneously. The block ξ is another sequence of different processing layers,
used to compute the final matching score s. We define the asymmetric model
M’ that extends the model M by adding layer ω that can be applied differently
for asymmetric inputs, as highlighted in the Fig. 2. We define a function ϕ′ as
in Eq. 1 to handle asymmetric inputs in the model M’. For a sequence S of l
words with S ∈ {q, a}, we define a parameter eS ∈ {0, 1} to set up the asym-
metric processing as follows: eS = 1 activates the shaded layer ω in Fig. 2 for the
corresponding input. If eS = 0 for both the inputs then M’ = M.

ϕ′(φ(S)) =
{

ϕ ◦ ω(φ(S)) if eS = 1
ϕ(φ(S)) otherwise

(1)
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where ω is the extension attention-based layer as mentioned in Fig. 2. We define
ω using a gating function [15], as represented in Eq. 2.

ω(φ(S)) = [w1 × α1, w2 × α2, ..., wt × αt, ..., wl × αl] (2)

with αt = exp(V T .wt)∑l
j=1 exp(V T .wj)

, where V is a model parameter. It is the attention

coefficients vector of the input sentence S. wt is a word at position t of the
sentence. The layer ω is used to allow an asymmetric processing of the inputs
and focusing on their most important words thanks to the attention coefficients.

4 Experiments and Results

4.1 Experimental Protocol

Experiments were performed2 using the MatchZoo [6] framework for neural text
matching models. We used two datasets. First, WikiQA Corpus [16] composed of
3047 questions from Bing query logs and 1473 candidate answers from Wikipedia.
Second, QuoraQP dataset composed of 404351 question pairs. We adopted a
cross-validation with 80% to train, 10% to test and 10% to validate the different
models. We used a public pre-trained 300-dimensional word vectors of GloVe3,
which are trained in a Common crawl dataset. Existing and proposed models
were trained using ranking hinge loss function during 400 epochs, on the Wik-
iQA dataset and categorical cross entropy as loss function during 500 epochs,
on the QuoraQP4 dataset. We reported performances at the end of all training
epochs. In both Symmetric and Asymmetric architectures, we opted by the rec-
ommended hyper-parameters configuration, either on the corresponding paper
or in Matchzoo. For the C-DSSM model, we used embedded word vectors rather
than the tri-letter hashing method [12] in order to compare the symmetric and
asymmetric version.

4.2 Results and Discussion

Table 1 shows the performance results, in WikiQA and QuoraQP datasets, of
the different models with two architecture configurations: the symmetric con-
figuration includes the Original architecture of the corresponding models and
their respective architecture (Q+A) where the attention layer ω is applied at
both inputs simultaneously. The asymmetric architecture refers to the extended
model where layer ω is added to one input at a time: question input (Q) or
answer input (A). Superscripts � and � show respectively the significance5 of

2 The corresponding code will be available on MatchZoo and public to allow the repro-
ducibility of the results we show in this paper.

3 http://nlp.stanford.edu/data/glove.840B.300d.zip.
4 The loss values of some of the models converged after more than 400 epochs in

QuoraQP dataset.
5 We performed Student’s test with P = 0.05.

http://nlp.stanford.edu/data/glove.840B.300d.zip


Asymmetry Sensitive Architecture for Neural Text Matching 67

Table 1. Comparison of the symmetric and asymmetric architectures using several text
matching models, in WikiQA and QuoraQP datasets. The “.ω” refers to application of
layer ω with the corresponding model, as described in Fig. 2. Values in Bold indicates
the best performances. Superscripts � and � refer to the significance of the results
improvement and deterioration respectively.

Performance on WikiQA
Models MRR ndcg@3 ndcg@5 MAP

Classical
models

LM 0.5981 0.5841 0.6282 0.5932
BM25 0.5811 0.5668 0.6203 0.5762

Neural
Models

Symmetric

Original

ARC-II 0.5708 0.5410 0.6095 0.5606
C-DSSM 0.5586 0.5149 0.5902 0.5451
DUET 0.6259 0.6016 0.6561 0.6113

MatchPyramid 0.6529 0.6442 0.6902 0.6436
MV-LSTM 0.6215 0.6101 0.6549 0.6046

(Q+A)

ARC-II.ω 0.5814 0.5548 0.6194 0.5743
C-DSSM.ω 0.5622 0.5266 0.5891 0.5523
DUET.ω 0.5982 0.5589� 0.6283 0.5801

MatchPyramid.ω 0.4698� 0.4272� 0.5202� 0.4697�
MV-LSTM.ω 0.5904 0.5562 0.6145 0.5562

Asymmetric

(Q)

ARC-II.ω 0.5748 0.5117 0.5872 0.5465
C-DSSM.ω 0.5222 0.4973 0.5530� 0.5134
DUET.ω 0.6314 0.6116 0.6619 0.6158

MatchPyramid.ω 0.6715 0.6649 0.7068 0.6591
MV-LSTM.ω 0.6691� 0.6519� 0.6948� 0.6507�

(A)

ARC-II.ω 0.5528 0.5627 0.6151 0.5741
C-DSSM.ω 0.5886 0.5461 0.6190 0.5763
DUET.ω 0.6383 0.6113 0.6679 0.6251

MatchPyramid.ω 0.5575� 0.5360� 0.5952� 0.5502�
MV-LSTM.ω 0.6174 0.6003 0.6590 0.6165

Accuracy on QuoraQP dataset

Models Symmetric Asymmetric
Original (Q+A) (Q) (A)

C-DSSM 0.670969 0.668107 0.751076 0.748548
ARC-II 0.803320 0.785819 0.786159 0.789267

MatchPyramid 0.818289 0.808887 0.817010 0.815087
MV-LSTM 0.759707 0.774055 0.790089 0.780036

DUET 0.777509 0.765360 0.767198 0.761784

the improvements and the deteriorations of the models performances. In the
WikiQA dataset, the results show that for all models and metrics, at least one
of the asymmetric architectures, (Q) or (A), outperforms its symmetric counter-
parts, including Original and (Q+A). Indeed, the performances obtained with
the asymmetric (Q)-MatchPyramid.ω are the best for this dataset. Besides, the
(Q)-MV-LSTM.ω outperforms significantly the original model MV-LSTM. Note
that these results strongly support our claim about the impact of the asymmetric
architectures w.r.t. the question or the answer. Even if there are not significant
improvements in several models, the asymmetric architecture enable the neural
models, such as CDSSM, to reach results of the classical models such as BM25.
In the QuoraQP dataset, the symmetric task does not benefit of the asymmet-
ric architecture given the symmetric nature of the question-question matching.
There are no significant improvements over the asymmetric architectures com-
pared to the original. We retained from this analysis that the asymmetric aspect
of the inputs has an important impact on the matching process. By consequence,
matching models must adapt their architectures to the nature of the task. Note
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that we carried additional investigations and we figured out that the asymmetric
architecture performs differently w.r.t. question type (what, who, ...). Results are
omitted due to paper size limitation.

5 Conclusion

In this paper we proposed an asymmetric architecture for asymmetric match-
ing tasks. We used an attention layer to extend several state-of-the-art mod-
els and construct the corresponding asymmetric architectures. Experiments in
two different QA datasets showed promising results of the asymmetric archi-
tecture as compared to the symmetric one. We conclude that when the model
performs an asymmetric matching task, our architecture enables to acknowledge
the asymmetric aspect and provide better results. Since there were no significant
differences with some experimented models between the original and extended
versions, the up coming work will involve the use of additional datasets to con-
firm the importance of the asymmetric architecture. Our work opens a new
perspective for future research and will focus our attention on how to make a
neural model automatically adapt to the nature of the task being addressed.
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Abstract. In this work, we aim to study the cluster validity problem
for graph data. We present a new validity index that evaluates structural
characteristics of graphs in order to select the clusters that best represent
the communities in a graph. Since the work of defining what constitutes
cluster in a graph is rather difficult, we exploit concepts of graph theory in
order to evaluate the cohesiveness and separation of nodes. More specifi-
cally, we use the concept of degeneracy, and graph density to evaluate the
connectivity of nodes in and between clusters. The effectiveness of our
approach is experimentally evaluated using real-world data collections.

Keywords: Cluster validity · Graph clustering · Data analysis

1 Introduction

In recent years, there are many application domains (web applications,
biomedicine, social networks) where the available data are represented as graphs
and thus the requirement for graph data analysis techniques is stronger than
ever. Graph clustering is one of the main tasks in graph data analysis and has
attracted the interest of data mining research community. A graph clustering can
be defined as a set of subgraphs, further referred to as graph clusters or commu-
nities, characterized by dense connections between vertices in clusters and low
density between vertices of different clusters. The last few decades, a number of
methods for graph clustering (community detection) have been proposed [3,4].

Clustering algorithms with different cost functions give different results, and
there is no single optimal choice of the algorithm and the cost function for all
available data sets. Even the same clustering algorithm under different assump-
tions and input parameter values could result in different partitionings of a data
set. Then a challenging issue is how to evaluate the quality of different cluster-
ing results and select the best possible clustering for a data set. This is the well
known cluster validity problem.

The problem of cluster validity has been widely studied and there is a number
of indices for evaluating clustering results [6,8]. They measure the compactness
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and separability of clusters using variance or density analysis methods. The
majority of cluster validity indices are applied to Euclidean space while there
are only few works on graph data.

2 clusters, res: 2 4 clusters, res:1 6 clusters, res:0.6

Fig. 1. Zachary karate club data set: partitioning into 2, 4 and 6 clusters.

Since the need for new data analysis techniques that deal with the graph
structure increases, the requirement of evaluating the quality of analysis results
also arizes. Figure 1 shows the partitioning of graph under different input param-
eters using a modularity-based clustering algorithm [1]. In most of the cases we
are not able to have a visualization of our data and thus it is difficult to identify
which is the partitioning that best fits them. Moreover the characteristics and
properties of graphs are different from other data types, such as numerical, cat-
egorical data, and thus new metrics have to been studied in order to evaluate
the structure of graph clusters.

In this work we aim to study the characteristics of graph clusters and develop
a new cluster validity approach for evaluating their quality. We exploit concepts
of graph theory such as graph degeneracy and density to evaluate both locally
and globally the connectivity in and between graph clusters.

2 Related Work

Clustering algorithms extract clusters from data, which are not known a priori,
and thus the final partition of a data set requires some sort of evaluation in
most applications [5,6]. The evaluation of clustering results is well known in the
research community and a number of research works have been made especially
in the area of machine learning, pattern recognition [8]. Since the application of
graphs is high, the interest of researchers to develop graph clustering algorithms
increases. Fortunato [3] provides an extended overview on community detection
methods in graphs while he also discusses issues regarding the significance of
clustering and how methods should be tested and compared against each other.
However, there is little work on cluster validity approaches for graph data.

Boutin et al. [2], present an overview of validity indices for graph cluster-
ing while they also propose some normalized version of the available indices.
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There are indices that extend widely used cluster validity indices, such as David
Bouldin, Dunn’s index, to deal with graph structures. Also there are indices that
use number of links and vertices in a graph to evaluate the connectivity within
and between graph clusters. A metric that uses the concepts of cohesion and
separation to assess the quality of clusters is the Silhouette index. Its definition
is based on the distance between vertices within clusters and between clusters.
One of the limitation of this index is the calculation cost. Also it presents a
tendency of giving better scores for clusterings with many singletons.

Another well-known metric is the conductance of a cut [12]. It compares the
number of edges cut (i.e. between clusters) and the number of edges in either
of the two clusters induced by the cut. Also the coverage [13] of clustering is a
metric that used for evaluating clustering results. It is defined as the fraction of
intra-cluster edges with respect of the edges of the whole graph. In [14], another
cluster validity index, called performance metric, is presented. It counts the
number of edges withing clusters along with the edges that do not exist between
the cluster vertices and the other vertices in the graph.

3 Problem Statement

We assume a graph G = (V,E), where V is the set of nodes (vertices) and E
is the set of edges. Let SC = {C1, . . . , CN} be a set of different partitionings
(clusterings) of G. The number of clusters (also known as communities) could
be different in each partitioning Ci.

We desire to define an index that assigns to each Ci ∈ SC a value. This
value should be indicative of the quality of clustering Ci, i.e. it shows how well
Ci captures the structure of clusters in the graph G. The definition of such an
index should be compatible with the main idea of clustering that is the extraction
of compact and well separated clusters. Among the available partitionings in SC,
we expect that Ci that best fits the clusters in graph G, would correspond to
the optimal value of the validity index.

In summary, given an index Q, a graph G and a set of its partitionings SC,
we aim to find the partitioning Ci ∈ SC such that

max/minCi∈SCQ(Ci)

The selection of max or min depends on the index definition.

4 Definition of a Cluster Validity Index for Graphs

We consider an undirected graph G = (V,E) comprising a set V of vertices
together with a set E of edges and let SC = {C1, . . . , CN} be the set of different
partitionings (clusterings) of G.

We denote the degree of a vertex v ∈ V as dG(v) = |{u|(u, v) ∈ E}|. The
k-core of a graph is the maximal subgraph of G, G′ = (V ′, E′) where ∀v ∈ V ′,
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dG′(v) ≥ k. The core number of a vertex v, core(v), is the order of the highest-
order core that v belongs to. A vertex has core number k if v belongs to the
k-core but not to the (k + 1)-core.

The degeneracy of a graph G, denoted by deg(G), is the largest value k such
that it has a k-core. A k-degenerate graph is an undirected graph in which every
sub-graph has a vertex of degree at most k. Then the degeneracy of a graph can
be defined as the maximum core number of vertices in V : deg(G) = kmax-core =
maxv∈V core(v). The kmax-core is also called degeneracy-core.

Evaluating the Compactness of Clusters. The degeneracy of a graph G has
been extensively used for evaluating and detecting strongly cohesive communities
in real-word graphs [7]. It indicates the existence of sub-graphs in G where each
vertex has at least deg(G) neighbors. Then the degeneracy can be considered as
measure of graph’s sparsity.

(a) G1 Graph (b) G2 graph

Fig. 2. Degeneracy vs degeneracy coverage: the graphs G1 and G2 have the
same degeneracy (deg(G1) = deg(G2) = 2) while their degeneracy coverage is different
deg coverage(G1) = 1, deg coverage(G2) = 3

4
.

A question that arises at this point is what percentage of graph vertices
participate to the degeneracy-core (i.e. they have degree at least deg(G)). In
Fig. 2 the graphs G1, and G2 have the same degeneracy but the degeneracy-
core of each graph covers different part of the graph. In G1 all the vertices are
part of the degeneracy-core while in G2 three of the four vertices participate
in degeneracy-core. Thus in order to evaluate the connectivity of the clusters
(communities) in a graph we have to take into account both the degeneracy of
the graph cluster and the coverage of its degeneracy-core.

We denote the degeneracy-core of a graph G as dG = (dV, dE), dV ⊂ V and
dE ⊂ E. We define the coverage of degeneracy-core as: deg coverage(G) = |dV |

|V | .
We evaluate the linkage of a graph cluster ci based on the concepts

of degeneracy and the coverage of its degeneracy-core. More specifically, we
define the intra linkage of a graph cluster as: intra linkage(ci) = deg(ci) ·
deg coverage(ci).

Considering a clustering of G into m clusters C = {c1, . . . , cm}, the linkage
within C is defined as average intra linkage of all clusters in C:

intraLink(C) =
1
m

∑

ci∈C

intra linkage(ci)
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(a) G3 Graph (b) G4 graph

Fig. 3. Intra-linkage vs density: the graphs G3 and G4 have the same intra-
linkage(inta linkage(G3) = intra linkage(G4) = 3) while their intra density is dif-
ferent intra dens(G3) = 1, intra dens(G4) = 4

5
.

Another metric that we use to evaluate the cohesion of a graph is the density
defined as the percentage of the expected edges that exists in the graph. Then
the density of a graph cluster ci = (Vi, Ei) is given by: dens(ci) = 2·|Ei|

|Vi|(|Vi|−1) .
There are cases that graphs have similar intra linkage but the density of

graphs is different. Figure 3 shows two graphs G3, G4 that have the same
intra linkage but the G3 is densest than G4. Moreover Fig. 2 shows the exis-
tence of graphs with the same number of nodes and edges (i.e. same density) but
their intra linkage is different (intra linkage(G1) = 1, intra linkage(G2) = 3

2 ).
Then both density and intra-linkage should be taken into account in order to
evaluate the quality of a graph cluster.

The density of a cluster, dens(ci), measures the connectivity among all the
vertices in the cluster while intra linkage concentrates its evaluation at the
densest parts of a cluster.

Evaluating the Separation of Clusters. Assume a pair of graph clus-
ters ci and cj with vertices V Ci, V Cj , respectively. We denote G(ci, cj) =
(V Ci ∪ V Cj , E(cj , cj)) the graph that contains the vertices of the clusters ci
and cj and the set of edges E(cj , cj) which connect the vertices in V Ci with the
vertices in V Cj .

The inter linkage of a pair of clusters (ci, cj) measures the linkage of two
clusters. It is defined based on the degeneracy of the graph G(ci, cj) and the
coverage of respective degeneracy-core. That is:

inter linkage(ci, cj) = deg(G(ci, cj)) ∗ deg coverage(G(ci, cj))

Then the inter-linkage of a partitioning of G into m clusters is given by:

interLink(C) =
2

m(m − 1)

∑

i

∑

j,j<i

inter linkage(G(ci, cj))

Defining the Validity Index. A partitioning that best fits the graph structure
of G is expected to contain graph clusters with high intra linkage and low
inter linkage. Then a high difference between intra-linkage and inter-linkage of
a clustering C for graph G indicates that C is a good partitioning of G.
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The inter-linkage of clusters is mainly focused on the densest parts between
clusters. The density of the graph defined by two graph clusters is also used to
evaluate the separation of clusters.

The inter-density of a pair of clusters ci, cj is defined as the percentage of
expected edges across the clusters that exist in the graph: interDens(ci, cj) =
|E(ci,cj)|
|Vi||Vj | .

The connectivity of two clusters should be evaluated in comparison with the
connectivity within the clusters. Given a pair of clusters (ci, cj) we define the
connectivity of these clusters as follows: InterCon(ci, cj) = InterDens(ci,cj)

min{dens(ci),dens(cj)} .
A partitioning C whose clusters are well separated are expected to have low

inter-connectivity, that is Separation(C) = 2
m·(m−1)

∑
i

∑
j

1
InterCon(ci,cj)

.
Then we define the following index as indicator of the quality of graph clus-

tering.

QGraph(C) = (intraLink(C) − interLink(C)) + Separation(C)

The focus of the first part of the proposed index is on the densest areas between
and within clusters while the second part refers to a more global evaluation
of clusters connectivity. Based on the above definition we could infer that the
higher the value of QGraph, the better the quality of clustering.

Table 1. The values of cluster validity indices for the data sets: (A) Zachary karate
club, (B) Euro-core emails.

(A) Zachary karate club (B) Euro-core email

Number of
clusters

Modularity QGraph Number of
clusters

Modularity QGraph

2 7.23 8.43 25 72.48 2.82

4 9.13 5.38 27 43.0043 2.85

6 9.03 4.85 29 30.596 3.36

42 11.569 20.83

5 Experimental Study

Data sets. We have experimented with the real world dataset EU-core network
[10] for which there is available the “ground-truth” community memberships
of nodes1. The network was generated using email data from a large European
research institution. It contains 1005 nodes and 25571 edges. The network is
organized into 42 communities. The average clustering coefficient of the network
is 0.3994. Moreover we used the Zachary karate club network [11]. This is a social
network of friendships between 34 members of a karate club at a US university.
1 http://snap.stanford.edu/data/.

http://snap.stanford.edu/data/


76 M. Halkidi and I. Koutsopoulos

In this data set we can find two groups of people into which the karate club was
split after an argument between two teachers.

Discussion on Experimental Results. Each dataset is partitioned in different
number of clusters using the clustering algorithm presented in [1]. We evaluate
the clustering results using the modularity measure presented in [2] and the
proposed QGraph index. Table 1 presents in a comparative fashion the values of
the validity indices with respect to the number of clusters. The highest value of
the indices indicates the partitioning that the index selects as the best one for
the considered dataset.

In case of the EU core (see Table 1(B)), the QGraph index takes its highest
value for the partitioning of 42 communities (corresponding to ground truth)
while the modularity index select 25 clusters as the best partitioning.

Figure 1 depicts different partitionings of the Zachary karate club dataset.
The results of cluster validity indices for each of the defined partitionings are
presented in Table 1(A). We can observe that QGraph takes its highest value for
the partitioning of two clusters while the modularity index selects 4 clusters as
the best partitioning.

The above experimental study shows that QGraph achieves in all cases to
select the partitioning that best fits the underlying graph data.

6 Conclusion

In this paper we proposed a new validity index QGraph for evaluating graph
clustering results. The concepts of graph degeneracy and graph density are prop-
erly combined to assess the compactness and separation of extracted clusters.
As further work, we plan to evaluate the scalability of the approach and its
performance using data sets with various structures and sizes.
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Abstract. We tackle Named Entity Disambiguation (NED) by compar-
ing entities in short sentences with Wikidata graphs. Creating a context
vector from graphs through deep learning is a challenging problem that
has never been applied to NED. Our main contribution is to present an
experimental study of recent neural techniques, as well as a discussion
about which graph features are most important for the disambiguation
task. In addition, a new dataset (Wikidata-Disamb) is created to allow
a clean and scalable evaluation of NED with Wikidata entries, and to
be used as a reference in future research. In the end our results show
that a Bi-directional Long Short-TermMemory (Bi-LSTM) encoding of
the graph triplets performs best, improving upon the baseline models
and scoring an F1 value of 91.6% on the Wikidata-Disamb test set (The
dataset and the code (with configurations) for this paper can be found
at https://github.com/contextscout/ned-graphs).

Keywords: Named Entity Disambiguation · Graphs · Wikidata ·
RNN · GCN

1 Introduction and Motivations

A mentioned entity in a text may refer to multiple entities in a knowledge base.
The process of correctly linking a mention to the relevant entity is called Entity
Linking (EL) or NED [5]. Entity disambiguation is different from Named Entity
Recognition (NER), where the system must detect the relevant mention bound-
aries given a definite set of entity types. In NED, the system must be able to
generate a context for an entity in a text and an entity in a knowledge base, then
correctly link the two [18,19]. NED is a crucial step in web search tasks [1,4,7],
information retrieval [13], data mining [6,9,12], and semantic search [8,15].

A background knowledge base can appear in many forms: as a collection of
texts, as a relational database, or as a collection of graphs in a graph database.
Representing data as ensembles of linked information is an increasing popu-
lar form of storage. One example can be found in the successful Wikidata
database [21], which aims to mirror the content of Wikipedia in a linked format.
c© Springer Nature Switzerland AG 2019
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Both Wikipedia and Wikidata contain potentially ambiguous entities. For
example, when searching for information about Captain Marvel, the results
should depend on the context in which this entity appears. Indeed, the name
Captain Marvel is a character from Marvel comics and a nickname for Michael
Jordan, the basketball player.

The main contributions of this work are two-fold: First, we aim to empiri-
cally evaluate different deep learning techniques to create a context vector from
graphs, aimed at high-accuracy NED. Secondly, we create a new dataset to help
us in our endeavor. Among the datasets available for this task we took inspira-
tion from Wiki-Disamb30 [10]. In that work, Ferragina and Scaiella tackle the
problem of cross referencing text fragments with Wikipedia pages. Specifically,
they deal with very short sentences (30–40 words). We build on their work by
translating the pointers of Wikipedia pages to Wikidata items, thereby creat-
ing an ad hoc dataset based on Wiki-Disamb30. We call our derivative dataset
Wikidata-Disamb. This new dataset creates the perfect playground for us to test
various models of NED on Wikidata.

2 Methodology

All models share three main elements: A graph, a text, and an entity in the text to
disambiguate. The disambiguation task is reduced to a consistency test between
the input text and the graph. The graph is composed by nodes connected with
edges. The node vectors {xi} are represented by the centroid of the Glove word
vectors that make up the nodes: For example, a node called “New York” is
represented by averaging the word vectors of “New” and “York”. An edge eij
connects node i with node j. The set of edge vectors {eij} is computed exactly
as for the node vectors, by averaging over the word vectors in each of the edge’s
labels: For example, the vector of “instance of” is the average of the Glove vectors
“instance” and “of”.

The text is described as a sequence of word vectors {vi}, represented using
the Glove embeddings, while the item is used to query the Wikidata dataset for
the corresponding entry. In most models we have an embedding for the input
text ytext and one for the graph ygraph.

All our models receive as an input the node vectors {xi}, the word embed-
dings {vi} (and possibly the edge vectors {ei,j}). The output of our models is
a binary vector, which tells us whether the input graph is consistent with the
entity in the text.

3 Models

3.1 Graph Related Models

In all these models the input text is treated in the same way: The text word
vectors {vi} are first fed to a Bi-LSTM, with outputs {yi}. These outputs are
then weighted by a mask: A set of scalars {ai} which are 1 where the item is
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Fig. 1. The Wikidata graph can be processed by a Bi-LSTM as a list of triplets (a) or
using a GCN approach to disambiguation (b)

supposed to be and 0 otherwise. For example the sentence “The comic book hero
Captain Marvel is . . . ” would have {ai} = [0, 0, 0, 0, 1, 1, 0, . . .]. This mask acts
as a “manually induced” attention of the item to disambiguate for. The final
output of the Long Short-TermMemory (LSTM) mechanism is the average

ytext = N−1
text

Ntext∑

i=0

ai yi, (1)

given a sentence with length Ntext. The following items are our graph-based
models:

Text LSTM+Recurrent Neural Network (RNN) of Triplets: In this
model, represented in Fig. 1(a), a Bi-LSTM [2] is applied over the sequence of
triplets in the graph. In the list of input vectors xtriplet each item is the concate-
nation of three elements:

xtriplet
i,j = xi ⊕ ei,j ⊕ xj (2)

where i, j are all the indices between connected nodes in a directed graph. The
final states of the Bi-LSTM are then concatenated and then fed to a dense layer,
whose output is the graph embedding ygraph.

While this model captures the information of single hops in the graph, it
is not suited for capturing the topology of the network. For example, nodes
that are topologically close might appear far away in the set of triplets. More
importantly, the final embeddings might depend on the specific ordering of the
triplets, losing the information about the network shape.

Text LSTM+RNN with Attention: We improve upon the prior model by
adding an attention mechanism [3,11,20] after the LSTM for triplets. The output
vectors zi of the LSTM are weighted by an attention coefficient (scalar) bi and
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then summed together to create the context vector for the graph.

ygraph = N−1
triplets

Ntriplets∑

i=0

bi zi, (3)

with
b = softmax(c)
ci = ReLU(Wtriplets zi + Wtext ytext + btriplets),

(4)

where the matrices Wtriplets ∈ R1×dim(zi) and Wtext ∈ R1×dim(ytext) and the
scalar btriplets are learned in training. We expect this attention method to improve
the disambiguation task by giving more weight to relevant triplets.

Text LSTM+GCN: We couple the Bi-LSTM with a GCN [14] to compare the
sentence to the Wikidata graph. The base diagram of the network is in Fig. 1(b).
Specifically, the convolutions can be employed to create an embedding vector of
the relevant Wikidata graph. Ideally, after the graph convolutions, the vector at
the position of the central item summarizes the information in the graph.

A graph convolutional network works by stacking convolutional layers based
on the topology of the network. Typically, by stacking together N layers the
network can propagate the features of nodes that are at most N hops away.
The information at the kst layer is propagated to the next one according to the
equation

hk+1
v = ReLU

⎛

⎝
∑

u∈N (v)

(
Wk hk

u + bk
)
⎞

⎠ , (5)

where u and v are two indices of nodes in the graph. N is the set of nearest
neighbors of node v, plus the node v itself. The vector hk

u represents node u’s
embeddings at the kst layer. The matrix W and vector b are learned during
training and map the embeddings of node u onto the adjacent nodes in the
graph. In this paper the we only consider the outgoing edges from each node1.
In addition, we reify the relations to appear as additional nodes. In this way the
edges become nodes themselves.

Text LSTM+GCN with Attention: We aim to improve upon the prior
model by adding an attention mechanism after the GCN layers. This can be
obtained by adding a set of weights αvu so that Eq. 5 becomes

hk+1
v = ReLU

⎛

⎝
∑

u∈N (v)

αvu

(
Wk hk

u + bk
)
⎞

⎠ . (6)

The coefficients αuv signify the attention to be paid to the information being
passed from node u to node v. This attention needs to be a function of the vector
1 The Wikidata graph is oriented so that the edges direct outwards with respect to the

central node. In order to percolate information towards the central node we must
consider the outgoing edges.
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and edge nodes, as well as a function of the input text. We choose the following
method for GCN attention:

α = (1 + A) � softmax(E)
E = B� B
B = ReLU(Wgraph Hk + Wtext Qtext + Cgraph),

(7)

where the softmax function acts on the last dimension of E and A is the original
adjacency matrix for the graph. The matrix B models the information propa-
gating from a node in the context of the input text: The columns of the matrix
Hk ∈ Rm×n are the layer vectors hk

u, with n the number of nodes and m the
dimension of the layer embeddings; Q ∈ Rq×n is a matrix where all the columns
are identical and equal to the input text embeddings ytext, with q the dimension
of the text embeddings. In the matrices Wgraph ∈ Rd×m and Wtext ∈ Rd×q and
in the bias matrix Cgraph ∈ Rd×n d is an arbitrary intermediate dimension.

To the best of our knowledge, this formulation of GCN attention is original.

3.2 Baseline Models

Feedforward of Averages: We take the average v̄ of the words in the sentence
and the average x̄ of all the nodes in the graph, concatenate them, and feed them
to a feedforward neural net with one hidden layer. The final output is binary,
meaning that the sentence can be either consistent or inconsistent with the
Wikidata graph.

Text LSTM+Centroid: In this model (and in the following ones) the input
text is processed by the same Bi-LSTM method of Fig. 1(a) and (b). Here the
graph information is instead collapsed onto the average vector ygraph = x̄ as in
the baseline.

Text LSTM+Linear Attention: Instead of using the average x̄ for repre-
senting the graph, we employ an attention model over the node vectors. The
output of this attention model is

ygraph = N−1
nodes

Nnodes∑

i=0

bi xi, (8)

with
b = softmax(c)
ci = ReLU(Wnodes xi + Wtext ytext + bnodes),

(9)

where Wnodes, Wtext, and bnodes are learned through backpropagation. This
attention technique ideally improves the classification task by giving more weight
to relevant nodes.

Text LSTM+RNN of Nodes: Instead of taking the average of the nodes in
the graph, we use a Bi-LSTM on the nodes and then concatenate the final hidden
layers to create the representation vector ygraph (same structure as Fig. 1(a), but
with node vectors in place of triplet vectors).
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4 The Dataset

We create a new dataset from the information in the Wiki-Disamb30 set. Orig-
inally, the dataset addressed the need of a corpus of very short texts (a few
30–40 words) where a specific entity was linked to the correct Wikipedia page.
The original dataset contains about 2 million entries and presents three elements
for each one: an English sentence, the name of the entity to disambiguate, and
the correct Wikipedia item corresponding to the entity.

Our dataset provides a conversion from the Wikipedia page to a Wikidata
item, when this conversion exists. If the conversion is not possible (roughly 3%
of the cases) the original entry is simply skipped. In order to have a consistent
disambiguation task we also select an incorrect Wikidata item to pair with the
correct one, linked to it by having the same name (or same alias).

Among many alternatives, the incorrect entry is selected to not be trivial,
i.e., a disambiguation page or an entry with less than three triplets. The selec-
tion among different valid candidates is random. Human supervision has been
minimal, limited to checking random items after the set had been generated. In
this way we obtain a balanced dataset, where the correct entity appears as many
times as the wrong one.

After applying those selection constraints we chose 120000 items, of which
100 thousand in the training set, and 10000 entries each for the development and
test sets. Since we measure the consistency with correct and wrong Wikidata IDs
separately, the size of the sets effectively doubles. The reduced size of the dataset
allows us for scalable and manageable testing compatible with our computational
resources.

In the end, each item in the Wikidata-Disamb dataset contains four items: an
English sentence, the name of the entity to disambiguate, the correct Wikidata
item and an incorrect one.

5 Experimental Results

The results of our experiments are presented in Table 1. We took two evaluations
for each model and show the average result. The difference between the lowest
and highest score varies between 0.4% and 0.8% for the different models. In
absence of more complete statistics, we choose the middle value 0.6% as an
estimate for the statistical error to attribute to all our measurements. All results
are approximated to the first significant digit of the error.

The modest results of the linear attention model are particularly interesting,
suggesting that the classification task does not seem to rely on specific easy-to-
identify nodes, and that the whole node set information seem to play a role for
an accurate result.

The second best results of the paper is given by the RNN of triplets model,
with F1 = 91.1% on the test set. This model uses the whole graph information
taking as an input the set of triplets that compose the Wikidata graph. The RNN
of triplets with attention seems to perform even better, reaching F1 = 91.6%.



84 A. Cetoli et al.

Table 1. Results of our architectures expressed as a percentage (best results in bold).

Description Dev Test

prec rec F1 prec rec F1

Feedforwad of averages 82.9 86.9 84.8 82.2 87.1 84.5

Text LSTM +Centroid 87.5 91.4 89.5 87.3 91.8 89.5

Text LSTM +Linear attention 80.4 91.7 85.7 79.7 90.6 84.6

Text LSTM +RNN of nodes 80.4 89.6 84.7 79.6 89.5 84.2

Text LSTM +RNN of triplets 90.7 92.2 91.4 90.1 92.0 91.1

Text LSTM +RNN of triplets with attention 90.2 93.1 91.6 90.2 93.0 91.6

Text LSTM + GCN 71.0 87.6 78.4 70.0 87.8 77.8

Text LSTM + GCN with attention 73.7 91.1 81.5 74.8 88.2 81.0

A straightforward conclusion is that the classification task is mildly helped by
paying attention on specific triplets.

Conversely, the Text LSTM + GCN model performs poorly, with F1 =
77.8%. The reason of this drop in performance is complex, and we believe it
rests in the way GCNs create the final embedding vector. The GCN embeddings
sum up information that comes from the graph nodes, edges, and topology of
the network. This last piece of information is not considered in the triplet model,
and we believe it is what confuses the graph convolutional model: In short, in
our experiments the GCN seems to give too much importance to the shape of
the graphs in training, ending up being confused when testing.

The Text LSTM+GCN with attention model seems to perform about 3%
better. The attention model effectively adapts the topology of the network to
the input text, alleviating some of the issues with the prior model.

5.1 Comparison with Wiki-Disamb30 Results

The dataset we present in this paper is derived from the Wiki-Disamb30 corpus.
A comparison with prior results evaluated on the original dataset seems due,
albeit somewhat contrived: In the original dataset the context for disambiguation
comes from Wikipedia pages, whereas in our work we build an embedding vector
from Wikidata graphs.

In [17] the authors summarize recent NED results running the Wiki-
Disamb30 dataset using the algorithms of the original papers. They report
F1 = 84.6% for [16] and F1 = 90.9 for [10]. The state-of-the-art still lies in
the work of Raiman and Raiman [17], where they achieve F1 = 92.4%.

6 Concluding Remarks

We have shown that it is possible to disambiguate entities in short sentences by
looking at the corresponding entries in Wikidata. In order to achieve this result,
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we created a new dataset Wikidata-Disamb, where we present an equal number
of correct and incorrect entity linking candidates.

Our RNN of triplets with attention model allows us to achieve the best result
F1 = 91.6% over the test set. This is an improvement from the baseline of the
simple feedforward of averages model of about 7.1%, where the edges of the
Wikidata graph are not used. The main contribution of this improvement seems
to come from processing the input text with a Bi-LSTM. The second biggest
improvement happens when including information about the relation type with
the RNN of triplets. The GCN based approaches are seen to perform poorly.
More interesting graph topologies should make the GCN perform better. We
aim to address this issue in following works.
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Abstract. Headline generation is a special type of text summarization
task. While the amount of available training data for this task is almost
unlimited, it still remains challenging, as learning to generate headlines
for news articles implies that the model has strong reasoning about
natural language. To overcome this issue, we applied recent Universal
Transformer architecture paired with byte-pair encoding technique and
achieved new state-of-the-art results on the New York Times Annotated
corpus with ROUGE-L F1-score 24.84 and ROUGE-2 F1-score 13.48. We
also present the new RIA corpus and reach ROUGE-L F1-score 36.81 and
ROUGE-2 F1-score 22.15 on it.

Keywords: Universal Transformer · Headline generation · BPE ·
Summarization

1 Introduction

Headline writing style has broader applications than those used purely within the
journalism community. So-called naming is one of the arts of journalism. Just as
natural language processing techniques help people with tasks such as incoming
message classification (see [5] or [6]), the naming problem could also be solved
using modern machine learning and, in particular, deep learning techniques. In
the field of machine learning, the naming problem is formulated as headline
generation, i.e. given the text it is needed to generate a title.

Headline generation can also be seen as a special type of text summarization.
The aim of summarization is to produce a shorter version of the text that cap-
tures the main idea of the source version. We focus on abstractive summarization
when the summary is generated on the fly, conditioned on the source sentence,
possibly containing novel words not used in the original text.

The downside of traditional summarization is that finding a source of sum-
maries for a large number of texts is rather costly. The advantage of headline
generation over the traditional approach is that we have an endless supply of
news articles since they are available in every major language and almost always
have a title.

This task could be considered language-independent due to the absence of
the necessity of native speakers for markup and/or model development.
c© Springer Nature Switzerland AG 2019
L. Azzopardi et al. (Eds.): ECIR 2019, LNCS 11438, pp. 87–93, 2019.
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-15719-7_11&domain=pdf
https://doi.org/10.1007/978-3-030-15719-7_11


88 D. Gavrilov et al.

While the task of learning to generate article headlines may seem to be easier
than generating full summaries, it still requires that the learning algorithm be
able to catch structure dependencies in natural language and therefore could be
an interesting benchmark for testing various approaches.

In this paper, we present a new approach to headline generation based on
Universal Transformer architecture which explicitly learns non-local representa-
tions of the text and seems to be necessary to train summarization model. We
also present the test results of our model on the New York Times Annotated
corpus and the RIA corpus.

2 Related Work

Rush et al. [11] were the first to apply an attention mechanism to abstractive
text summarization.

In the recent work of Hayashi [4], an encoder-decoder approach was presented,
where the first sentence was reformulated to a headline. Our Encoder-Decoder
baseline (see Sect. 5.1) follows their setup.

The related approach was presented in [10], where the approach of the first
sentence was expanded with a so-called topic sentence. The topic sentence is
chosen to be the first sentence containing the most important information from
a news article (so called 5W1H information, where 5W1H stands for who, what,
where, when, why, how). Our Encoder-Decoder baseline could be considered to
implement their approach in OF (trained On First sentence) setup.

Tan et al. in [15] present an encoder-decoder approach based on a pregen-
erated summary of the article. The summary is generated using a statistical
summarization approach. The authors mention that the first sentence approach
is not enough for New York Times corpora, but they only use a summary
for their approach instead of the whole text, thus relying on external tools of
summarization.

3 Background

Consider that we have dataset D = {(titlei, fulltexti)}N
i of news articles and

their titles. An approach for learning summarization is to define a conditional
probability P (yt|{y1, . . . , yt−1},X, θ) of some token yt ∈ V at time step t ∈ N,
with respect to article text X = {x1, . . . , xN} (xi ∈ V too) and previous tokens
of the title {y1, . . . , yt−1}, parameterized by a neural network with parameters θ.

Then model parameters are found as θMLE = argmaxθ

∏N
i P (Yi|Xi, θ).

We can then apply two methods for finding the most probable sentence under
trained model: greedy, decoding token-by-token by finding the most probable
token at each time step, and beam-search, where we find the top-k most probable
tokens at each step. The latter method yields better results though it is more
computationally expensive.
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Sutskever et al. [14] proposed a model that defines P (yt|{y1, . . . , yt−1},X, θ)
by propagating initial sequence X through a Recurrent Neural Network (RNN).
Then last hidden state of RNN is used as context vector c and is then passed to
the second RNN with y1, . . . , yt−1 to obtain distribution over yt.

RNNs have a commonly known flaw. They rapidly forget earlier timesteps,
e.g. see [2]. To mitigate this issue, attention [1] was introduced to the Encoder-
Decoder architecture. The attention mechanism makes a model able to obtain a
new context vector at every decoding iteration from different parts of an encoded
sequence. It helps capture all the relevant information from the input sequence,
removing the bottleneck of the fixed size hidden vector of the decoder’s RNN.

4 Our Approach

4.1 Universal Transformer

While RNNs could be easily used to define the Encoder-Decoder model, learning
the recurrent model is very expensive from a computation perspective. The other
drawback is that they use only local information while omitting a sequence of
hidden states H = {h1, . . . , hN}. I.e. any two vectors from hidden state hi and
hj are connected with j − i RNN computations that makes it hard to catch all
the dependencies in them due to limited capacity. To train a rich model that
would learn complex text structure, we have to define a model that relies on
non-local dependencies in the data.

In this work, we adopt the Universal Transformer model architecture [3],
which is a modified version of Transformer [16]. This approach has several bene-
fits over RNNs. First of all, it could be trained in parallel. Furthermore, all input
vectors are connected to every other via the attention mechanism. It implies that
Transformer architecture learns non-local dependencies between tokens regard-
less of the distance between them, and thus it is able to learn a more complex
representation of the text in the article, which proves to be necessary to effec-
tively solve the task of summarization. Also, unlike [4,15], our model is trained
end-to-end using the text and title of each news article.

4.2 Byte Pair Encoding

We also adopt byte-pair encoding (BPE), introduced by Sennrich for the machine
translation task in [13]. BPE is a data compression technique where often encoun-
tered pairs of bytes are replaced by additional extra-alphabet symbols. In the
case of texts, like in the machine translation field, the most frequent words are
kept in the vocabulary, while less frequent words are replaced by a sequence of
(typically two) tokens. E.g., for morphologically rich languages, the word end-
ings could be detached since each word form is definitely less frequent than its
stem. BPE encoding allows us to represent all words, including the ones unseen
during training, with a fixed vocabulary.
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5 Experiments

In our experiments, we consider two corpora: one in Russian and another in
English. It is important to mention that we have not done any additional pre-
processing other than lower casing, unlike other approaches [4,10]. We apply
BPE encoding, which allows us to avoid usage of the <UNK> token for out-
of-vocabulary words. For our experiments, we withheld 20,000 random articles
to form the test set. We have repeated our experiments 5 times with different
random seeds and report mean values.

English Dataset. We use the New York Times Annotated Corpus (NYT) as
presented by the Linguistic Data Consortium in [12]. This dataset contains 1.8
million news articles from the New York Times news agency, written between
the years 1987 and 2006. For our experiments, we filtered out news articles
containing titles shorter than 3 words or longer than 15 words. We also filtered
articles with a body text shorter than 20 words or longer than 2000 words. In
addition, we skipped obituaries in the dataset. After filtering, we had 1444919
news available to us with a mean title length of 7.9 words and mean text length
of 707.6 words.

Russian Dataset. Russian news agency “Rossiya Segodnya” provided us with a
dataset (RIA) for research purposes1. It contains news documents from January,
2010 to December, 2014. In total, there are 1003869 news articles in the provided
corpus with a mean title length 9.5 words and mean text length of 315.6 words.

5.1 Baseline Models

First Sentence. This model takes the first sentence of an article and uses it
as its hypothesis for an article headline. This is a strong baseline for generating
headlines from news articles.

Encoder-Decoder. Following [10], we use the encoder-decoder architecture on
the first sentence of an article. The model itself is already described at recent
works section as Seq-To-Seq with RNNs of Sutskever et al. [14]. For this app-
roach, we use the same preprocessing as we did for our model, including byte
pair encoding.

5.2 Training

For both datasets, NYT and RIA, we used the same set of hyper-parameters
for the models, namely 4 layers in the encoder and decoder with 8 heads of
attention. In addition, we added a Dropout of p = 0.3 before applying Layer
Normalization [8].
1 The dataset is available at https://vk.cc/8W0l5P.

https://vk.cc/8W0l5P
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The models were trained with the Adam optimizer using a scaled learning
rate, as proposed by the authors of the original Transformer with the number
of warmout steps equal to 4000 in both cases and β = (0.9, 0.98). Both models
were trained until convergence.

We trained the BPE tokenizator separately on the datasets. NYT data was
tokenized with a vocabulary size of active tokens equal to 40000, while RIA data
was tokenized using 50000 token vocabulary. In addition, we have limited length
of the documents with 3000 BPE tokens and 2000 BPE tokens for RIA and
NYT datasets respectively. Any exceeding tokens were omitted. word2vec [9]
embeddings were trained on each dataset with the size of each embedding equal
to 512. For headline generation, we adopted beam-search size of 10.

6 Results

In Table 1 we present results based on two corpora: the New York Times Anno-
tated (NYT) corpus for English, and the Rossiya Segodnya (RIA) corpus for
Russian. For the NYT corpus, we reached a new state of the art on ROUGE-1,
ROUGE-2 and ROUGE-L F1 scores. For the RIA corpus, since it has no previ-
ous art, we present results for the baselines and our model.2 For our model we
also experimented with label smoothing following [7].

In our experiments, we noticed that some of the generated headlines are
scored low by ROUGE metrics despite seeming reasonable, e.g. top sample in
Table 3. This lead us to a new series of experiments. We conducted human eval-
uation of obtained results for both NYT and RIA corpora. The results are pre-
sented in Table 2. 5 annotators marked up 100 randomly sampled articles from a

Table 1. ROUGE-1, 2, L F1 and recall scores, on NYT corpus and RIA corpus.

Model R-1-f R-1-r R-2-f R-2-r R-L-f R-L-r

New York Times

First sentence 11.64 34.67 2.28 7.43 7.19 31.39

Encoder-decoder 23.02 21.90 11.84 11.44 21.23 21.31

Summ-hieratt [15] – 29.60 – 8.17 – 26.05

Universal Transformer w/smoothing (ours) 25.60 23.90 12.92 12.42 23.66 25.27

Universal Transformer (ours) 26.86 25.33 13.48 13.01 24.84 24.38

Rossiya Segodnya

First sentence 24.08 45.58 10.57 21.30 16.70 41.67

Encoder-decoder 39.10 38.31 22.13 21.75 36.34 36.34

Universal Transformer w/smoothing (ours) 39.31 37.10 21.82 20.66 36.32 35.37

Universal Transformer (ours) 39.75 37.62 22.15 21.04 36.81 35.91

2 We are providing results from Tan et al. [15], which were achieved using the NYT
corpus. Unfortunately, the authors have not published all of their filtering criteria
and seed for random sampling for this corpus, so we could not follow their setup
completely. Therefore, these results are presented here for reference.
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Table 2. Human evaluation results for NYT and RIA datasets.

Dataset User preference

Human Tie Machine

New York Times Annotated 57.4 27.4 15.2

Rossiya Segodnya 54.4 30.6 15.0

Table 3. Samples of headlines generated by our model.

train set of each corpora. Each number shows the percentage of annotator prefer-
ence over three possible options: original headline (Human), generated headline
(Machine), no preference (Tie).

For the both corpora, we could see that our model is not reaching human
parity yet, having 42.6% and 45.6% of (Machine + Tie) user preference for NYT
and RIA datasets respectively, but this result is already close to human parity
and leaves room for improvement.

7 Conclusion

In this paper, we explore the application of Universal Transformer architecture to
the task of abstractive headline generation and outperform the abstractive state-
of-the-art result on the New York Times Annotated corpus. We also present
a newly released Rossiya Segodnya corpus and results achieved by our model
applied to it.

Acknowledgments. Authors are thankful to Alexey Samarin for useful discussions,
David Prince for proofreading, Madina Kabirova for proofreading and human evalu-
ation organization, Anastasia Semenyuk and Maria Zaharova for help obtaining the
New York Times Annotated corpus, and Alexey Filippovskii for providing the Rossiya
Segodnya corpus.
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Abstract. Passage retrieval for multimodal question answering, span-
ning natural language processing and computer vision, is a challeng-
ing task, particularly when the documentation to search from contains
poor punctuation or obsolete word forms and with little labeled training
data. Here, we introduce a novel approach to conducting passage retrieval
for multimodal question answering of ancient artworks where the query
image caption of the multimodal query is provided as additional evi-
dence to state-of-the-art retrieval models in the cultural heritage domain
trained on a small dataset. The query image caption is generated with an
advanced image captioning model trained on an external dataset. Con-
sequently, the retrieval model obtains transferred knowledge from the
external dataset. Extensive experiments prove the efficiency of this app-
roach on a benchmark dataset compared to state-of-the-art approaches.

Keywords: Multimodal question answering · Passage retrieval ·
Query image caption · Markov random field

1 Introduction

In this paper, we focus on multimodal question answering (MQA) in a museum
room where the multimodal query consists of the pictures of (a part of) an art-
work taken by an end-user from different viewpoints and a textual question about
this artwork. The answers to the multimodal query are obtained by searching
multimodal documents. Passage retrieval for MQA in such a setting identifies
the top-ranked passages that may contain the answer to a given query, thereby
reducing the answer search space from a large document collection to a fixed
number of passages. Such an MQA application can facilitate visitors’ interaction
with cultural heritage in a natural and personalized fashion. Please refer to [7]
for more details about this research topic.

Passage retrieval for MQA in the cultural heritage domain is inherently chal-
lenging. Firstly, it is not practical to collect a large dataset of question-passage
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doi.org/10.1007/978-3-030-15719-7 12) contains supplementary material, which is
available to authorized users.
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pairs that could be used to train a supervised model with many learning param-
eters. Secondly, the information needs of the users in this domain are diverse.
The dataset used in this work [6] contains 9 different question types. Thirdly,
the multimodal documentation source is noisy with non-standard spelling, poor
punctuation, and obsolete grammar and word forms. Lastly, some questions with-
out ground truth answers need to be classified as NIL questions. If the questions
are wrongly classified, the errors propagate through the passage retrieval task.
To address these issues, we explore the query image caption as additional infor-
mation and feed it into the passage retrieval models. In this way, the retrieval
model obtains transferred knowledge from the query image caption which is gen-
erated by a deep learning model trained on an external image captioning dataset.
The contributions of our work are:

1. We propose a novel way to conduct passage retrieval for MQA by providing
the query image captions as additional evidence to a retrieval model.

2. We explore two kinds of caption formats to better exploit the additional cap-
tion information, i.e., a hard-decision caption that retains words from the
most probable captions of a query image, and a soft-decision caption consist-
ing of the top-5 most probable captions and their generation probabilities.
Our model improves the performance of two state-of-the-art retrieval models
by adding the query image captions. In addition, we prove the retrieval effi-
ciency of adding captions by comparing performance with retrieval models
integrating a query image type (the artwork type, e.g., stone sculpture) and
candidate passage match.

3. We collect a domain-specific image captioning dataset containing 20951 cul-
tural image-caption pairs.

The remainder of this paper is organized as follows. Section 2 reviews related
research. Next, Sect. 3 describes our model architecture. Section 4 discusses the
experiments and evaluation results. Finally, Sect. 5 concludes this paper and
provides directions for future research.

2 Related Work

Recent works often perform image annotation for cultural images [10–12] with
a focus on feature engineering, e.g., extracting low-level image features such
as edges and textures. These works require expertise to design the models.
Current state-of-the-art image captioning models for natural images are data-
driven methods using powerful deep neural networks [3,9,13]. Here, we apply an
advanced image captioning method for natural images [3] to annotate ancient
artwork images.

Unlike previous research performing MQA leveraging on question-answer
pairs [1,4,14], we implement MQA from the viewpoint of passage retrieval, which
is rarely studied. The state-of-the-art passage retrieval method for MQA in the
cultural heritage domain is the Markov random field (MRF) model introduced
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in [7]. This model is a probabilistic framework that can infer whether a pas-
sage is relevant to a question, by encoding the candidate passage and its feature
matching information regarding the question in a graph. Here, we extend the
MRF with the matching information between the candidate passages and the
query image caption. This new matching information is computed according to
the word embedding based correlation model proposed in [5].

3 Methodology

Formally, given a multimodal query qi and the selected documentation D =
{pg1, . . . , pgj , . . . , pgn} consisting of n candidate passages, our model will extract
a hard-decision caption qc hardi and soft-decision caption qc softi from query
qi. Then, we compute the probability p(pgj) that passage pgj contains the answer
to query qi for j = 1..n, and rank the candidate passages based on these proba-
bilities. We propose to use the query image caption as additional evidence to the
retrieval model in order to offer more informative words than the query itself.
For example for the query image in Fig. 1, in the associated multimodal query
“who is this man?”, “man” is the only descriptive term while the query image
caption brings “head”, “fragmentary”, “statue”, etc.

We first describe how we generate query image captions and encode them
into the two formats in Sect. 3.1. Next, we elaborate on how we adapt the state-
of-the-art passage retrieval models of [7] to take into account the image captions
in Sect. 3.2.

3.1 Query Image Captions

We use the state-of-the-art SCA-CNN model proposed by [3] to perform query
image caption generation. For an in-depth treatment of this model the reader
may refer to prior work [3]. There are two key problems associated with using
the query image captions in the retrieval model. Firstly, a multimodal query
has several query image variants taken from different viewpoints as shown in
Fig. 1. These images may produce captions containing different words and thus
should be merged effectively. Secondly, a query image caption is generated with
a certain probability in SCA-CNN. This leads to some uncertainties for the
retrieval model, i.e., if we only retain the most probable caption, then some
relevant words for the query might be filtered out. On the other hand, if more
caption sentences are extracted, then these captions bring more irrelevant words
to the retrieval model. To tackle these problems, we extract two kinds of cap-
tions for a given query qi. The first one is a hard-decision caption, which we
obtain by generating captions for the query image variants of query qi with
a beam size of 1 and merging these captions by removing duplicate words.
More formally, the hard-decision caption qc hardi = {qc w1, qc w2, . . . qc wk}
where k denotes the number of distinct words in the query image captions.
The second is a soft-decision caption, acquired by generating captions for
the query image variants of query qi with a larger beam size and only retaining
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the top t most probable captions. Hence, the soft-decision caption qc softi =
{(qc1, prob(qc1)), . . . , (qct, prob(qct))}.

Fig. 1. Example of query image variants of a multimodal query and their most probable
captions generated by the image captioning model.

3.2 Retrieval Model

We experiment with the two kinds of query image captions for query qi, qc hardi
and qc softi, as additional information for the BF and EF-2 passage retrieval
models proposed in [7], the EF-2 model outperforms the BF model by adding
the (question type)-(named entity) match information into the BF model. We
use the EF-2 model to explain our model architecture; for the BF model we take
a similar approach to incorporate the query image captions.

Fig. 2. The retrieval framework integrating caption-passage match information.

We extend the EF-2 model by including a fourth feature match between a
candidate passage pgg and the query qi: the caption-passage match. As a result,
we obtain a new MRF Gcap = <{P answer, PQtype, PQimage, PQvec, PQcap}, E>
to evaluate whether a passage pgj contains the answer to query qi. The struc-
ture of MRF Gcap is shown in Fig. 2. All nodes in this graph are random vari-
ables. More precisely, each pj ∈ P answer in the first row is a binary variable
denoting whether the corresponding candidate passage pgj is an answer passage.
PQimage, PQtype and PQvec are represented by the gray nodes in the second row
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and refer to the three feature matches between a candidate passage pgg and the
query qi originally defined in [7]: image match, (question type)-(named entity)
match and word co-occurrence. The highlighted green nodes pq capj ∈ PQcap

define whether a candidate passage pgj matches the query image caption. Each
node and edge in MRF Gcap are associated with a potential function. A node
potential decides the probability of the binary node being ‘True’ or ‘False’. An
edge potential controls the compatibility between two connected nodes. Our
goal is to obtain a list of probabilities S = [p(pg1), . . . , p(pgj), . . . , p(pgn)] where
p(pgj) is the probability of passage pgj containing the answer to query qi and cor-
responds to the potential value of node pj . The objective to train MRF Gcap is:

P =
1
Z

∏

j∈{1,2,..,n}
k∈{1,2,..,g}

ϕpj
∗ϕpq typej ∗ϕpq imgj ∗ϕpq vecj ∗ϕpq capj

∗ϕentityk
∗ϕedge (1)

with n, the number of candidate passages, g the entity number in the docu-
mentation, and ϕ the potential for a specific node or edge. We exploit a word
embedding correlation based (WEC) method [5] to initialize ϕpq capj

, which
refers to the node potential of pq capj ∈ PQcap. This approach integrates word-
to-word correlation scores into the caption-passage matching score. Depending
on the kind of query image caption, the initial potential value of ϕpq capj

with
the caption-passage match being ‘True’ is computed differently:

ϕpq hardcapj =
1

|pgj |
∑

td

max
ta

cosine(vqc hardi ta , vpgj td) (2)

ϕpq softcapj =
∑

qc softm

p(qc softm)
1

|pgj |
∑

td

max
tb

cosine(vqc softmi tb , vpgj td) (3)

Equation 2 is used for hard-decision captions. Here, |pgj | denotes the length of a
candidate passage pgj , index td ranges over the passage words, index ta ranges
over the hard caption words and vqc hardi ta

and vpgj td
denote the word embed-

ding of respectively a hard caption word and a passage word. Equation 3 deals
with the soft-decision caption, using the expectation value of multiple caption-
passage similarities as the final caption-passage correlation score. In this equa-
tion, qc softm ranges over the soft captions, |pgj | denotes the length of a candi-
date passage, index td ranges over the passage words, index tb ranges over the
soft caption words and vqc softmi tb

and vpgj td
refer to the embedding of respec-

tively a soft caption word and a passage word. The initialization approaches for
the other potential variables are the same as in [7]. We also follow [7] to perform
NIL classification and inference.



Caption-Aided Passage Retrieval for MQA 99

4 Experiments and Results

4.1 Query Image Caption Generation

We collected an image captioning dataset on ancient Egyptian art from two
online digital archives: The Metropolitan Museum of Art1 and the Brooklyn
Museum2. This dataset contains 20951 image-caption pairs and is split into an
80%, 10% and 10% partition for training, validation, and testing respectively.
Detailed statistics of the dataset can be found in Sect. 1 the Supplementary
Materials. The SCA-CNN image captioning model is trained using the default
settings of the paper [3]. It achieves a BLEU-1 score of 0.22 on the test set, which
is 8% higher than that of the model proposed in [9]. We consider the BLEU-
1 score since we ignore the word dependencies of the captions in the retrieval
model. For the hard-decision captions using a beam size of 1 during caption
generation, the average length of the query image captions is 4, which is quite
short. This inspired us to merge captions from images with different viewpoints.
For the soft-decision captions generated with a larger beam size, we empirically
selected the top t = 5 most probable captions for each artwork.

Table 1. Evaluation results for full-image level questions.

Comparison Model mAP MRR NIL precision NIL recall

Comparison 1 EF-2+hard-decision caption 0.18 0.23 0.34 0.94

EF-2+ soft-decision caption 0.13 0.17 0.32 0.95

EF-2 (baseline) [7] 0.15 0.19 0.35 0.76

Comparison 2 BF+hard-decision caption 0.14 0.18 0.30 0.78

BF+ soft-decision caption 0.13 0.17 0.31 0.77

BF (baseline) [7] 0.13 0.17 0.31 0.77

Comparison 3 BF+ image type-passage match 0.12 0.17 0.30 0.72

EF-2+ image type-passage match 0.16 0.21 0.32 0.70

4.2 Retrieval Models

The dataset and evaluation metrics are the same as in [7]. We focus on full-
image-level questions because additional image processing is needed to generate
partial-image captions. In the BF model, the candidate passages are extracted
from the related documents, and in the EF-2 model, passages without a corre-
sponding named entity are filtered out for ‘who’ and ‘where’ questions. In our
WEC method we use 300-dimensional word embeddings obtained from a skip-
gram model [2] trained on a word set composed of the words in the multimodal

1 https://www.metmuseum.org/.
2 https://www.brooklynmuseum.org/.

https://www.metmuseum.org/
https://www.brooklynmuseum.org/
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documentation. The NIL classification threshold value is set based on a valida-
tion dataset with 20% of the data and mAP score serves as the main metric to
conduct this (More explanation about the evaluation metrics can be found in
Sect. 3 Supplementary Materials). Table 1 shows improved performance for both
the BF and the EF-2 model when using hard-decision captions.

We also conducted a set of experiments that extend BF and EF-2 with a query
image type and candidate passage match similar to the caption-passage match.
The query image type refers to the artwork type, e.g., ceramics reliefs. In this
experiment, a CNN consisting of layers up to the mix6d-layer in the Inception-
v3 [8] framework was used to predict the query image types. We derived an
image type classification dataset from the image captioning dataset as explained
in Sect. 2 of the Supplementary Materials. We use the same data partition as for
image captioning. The image type prediction model achieves an accuracy of 0.97
on a test set of around 8600 images. As shown in Table 1 under ‘Comparison 3’,
image type information cannot improve the retrieval performance as the query
image captions do when incorporated into the retrieval models with the same
approach. This confirms how difficult it is to add useful evidence into the BF and
the EF-2 model, and proves the effectiveness of leveraging query image captions
to the retrieval models.

5 Conclusion and Future Work

In this paper, we introduced a passage retrieval method for MQA leveraging
the generated query image caption of a multimodal query and which achieved
promising improvements. Next, we will explore how to improve the image cap-
tioning performance for both full and partial artwork images to make the
retrieval improvements more significant.

Acknowledgments. This work is funded by the KU Leuven BOF/IF/RUN/2015. We
additionally thank our anonymous reviewers for the helpful comments.
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Abstract. Spatial Role Labelling involves identification of text seg-
ments which emit spatial semantics such as describing an object of inter-
est, a reference point or the object’s relative position with the refer-
ence. Tasks in SemEval exercises of 2012 and 2013 propose problems
and datasets for Spatial Role Labelling. In this paper, we propose a
simple two-step neural network based approach to identify static spatial
relations along with the three primary roles - Trajector, Landmark and
Spatial Indicator. Our approach outperforms the task submission results
and other state-of-the-art results on these datasets. We also include a
discussion on the explainability of our model.

Keywords: Spatial role labelling ·
Spatial representation and reasoning · Deep learning · BiLSTM

1 Introduction

Spatial Role Labelling (SpRL) is the process of assigning segments of text in a
sentence, with roles they perform based on their spatial semantics. In natural
language sentences describing spatial information, there is generally an object
whose spatial position is being described (the Trajector role), a reference object
(Landmark) and a spatial trigger (Spatial Indicator). There are other roles like
Path and Motion Indicator which describe the dynamic position of a Trajector.
SpRL is similar to Semantic Role Labelling (SRL) on certain counts and dissimi-
lar on various others. It is similar to SRL mainly because both consider a central
element whose arguments have to be found. Spatial indicators and motion indi-
cators in SpRL are like verbs in SRL and other roles like Trajector, Landmark
and Path are the arguments of these indicators. SpRL is however different from
SRL as the central element may not always emit a spatial sense or otherwise can
be part of several spatial relations.

Tasks on SpRL were introduced as Task 3 at SemEval 2012 [5], as Task 3 at
SemEval 2013 [4] and as Task 8 (SpaceEval) at SemEval 2015 [10]. The tasks
saw a moderate participation with organizers also providing baseline systems in
some cases. The tasks introduced the various spatial roles and their semantics,
c© Springer Nature Switzerland AG 2019
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while increasing the complexity of the problem each year. In Task 3 at SemEval
2012, the core task of spatial role labelling was introduced involving identifica-
tion of roles namely Trajector, Landmark, Spatial Indicator and static relations
among these roles. In Task 3 at SemEval 2013, apart from the previous year’s
problem, the task involving identification of dynamic relations was added. In the
SpaceEval 2015 task, identification of finer roles along with their attributes was
introduced.

In this paper, we focus only on the identification of static spatial relations and
the roles Trajector, Landmark and Spatial Indicator. Hence, we do not attempt
the dynamic spatial relation identification sub-problem of Task 3 at SemEval
2013. Also, we do not tackle any problems of SpaceEval 2015 due to introduction
of new notion of spatial entities, change in relations to MOVELINK, QSLINK
and OLINK and change in evaluation of the relation identification sub-problems.

We propose a simple two step neural approach for these tasks. We train a
BiLSTM for a sequence labelling task of identifying spatial roles only to develop
context vectors for the words. We then use contexts from this pre-trained BiL-
STM for a relation classification step and deduce the corresponding roles from
identified relations. The proposed neural model outperforms the participating
systems and other state-of-the-art approaches on the datasets of the two tasks.
As part of the analysis, we also discuss on the semantics of the context embed-
dings learned by the BiLSTM.

2 Relevant Literature

2.1 SemEval 2012 Task 3

Task 3 at SemEval 2012 [5], introduced the basic task of spatial role labelling
which involved two sub-problems: identification of the three roles namely Tra-
jector, Landmark, Spatial Indicator and identification and classification of static
spatial relations involving these roles. The task data was a subset of image
descriptions available as a part of the IAPR TC-12 image benchmark [3]. The
image descriptions described entities in the images and their relative or absolute
positions with respect to other entities in the image. As per the task, each spatial
relation is formed of a Trajector, a Spatial Indicator and an optional Landmark
and the relation type is classified as: region (describing topology such as on,
inside, etc.), direction (describing orientation such as above, to the left of)
and distal (describing distance such as far, away, etc.).

As an example from the dataset, consider the sentence: a woman and a
child are walking over the square. Here, positions of the woman and child
are being described and hence are the Trajectors. The square is the reference
entity working as a Landmark and over describes the position of the Trajec-
tors with respect to the Landmark, thus being the Spatial Indicator. There are
two relations which can be identified: (woman, over, square) and (child, over,
square). Both relations are direction type of relations.
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2.2 SemEval 2013 Task 3

Task 3 at SemEval 2013 extended the task introduced in SemEval 2012 in two
directions. Firstly, they considered full phrase spans of the text identified under a
role instead of only head words as considered in the SemEval 2012 task. Secondly,
they introduced a sub-problem of identification of dynamic spatial relations and
corresponding roles like Path, Direction and Distance. The change from head
words to full spans prompted the organizers to change from the annotation
format used in SemEval 2012 to a different character based offset format.

2.3 Other Work

Another pivotal task - Task 8 (SpaceEval) at SemEval 2015 extended the ear-
lier tasks in multiple directions. The organizers followed the annotation scheme
specified in the ISOSpace standard [11] to enhance the granularity of the spatial
semantics and used a more fine grained set of annotation tags. The sub-problems
introduced covered identification of spatial entities which may be Places or
Objects, identification of static and dynamic relations and identification of var-
ious attributes of these relations.

Mazalov et al. [8] proposes a CNN based technique similar to a one used for
semantic role labelling for the tasks in Spatial Role Labelling. The authors report
results on static spatial relation extraction on the SemEval 2013 dataset. Kord-
jamshidi and Moens [6] propose a structured learning based solution for spatial
ontology population from text and report results on the datasets of SemEval
2012 and SemEval 2013 tasks. In another work [7], the authors propose visually
informed embedding of words (VIEW) for use in a spatial arrangement predic-
tion task. The paper reports its results on the SemEval 2013 Task 3 dataset.

3 Proposed Approach

We hypothesize that the context of spatial text elements is useful in finding
their spatial roles. Also, employing their word level features along with their
context can boost this classification further. We propose a two step approach
to achieve spatial relation identification and deduction of spatial roles of the
involved elements.

As the first step, we train a BiLSTM to get context embeddings for words of
the sentences in the dataset. The BiLSTM is trained for a sequence labelling task
of identifying spatial indicators and spatial actors. For this step, we denote both
trajectors and landmarks as a single type of entity namely “spatial actor”. As
the only goal of this step is to learn the context of the words it is not necessary to
learn a sequence labeller for the three roles separately. Moreover, it is observed
that some words play multiple roles in a sentence i.e. a trajector in one relation
and landmark in another. For example, in the sentence a man sitting on a
bench in front of the wall., the word bench behaves as a landmark in the
relation (man, on, bench) but behaves as trajector in the relation (bench, in
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front of, benchwall). This is observed for more than 10% sentences in the
datasets which restricts us from posing it as a sequence labelling problem over
all the three roles. The output of this network is not utilized in the later step of
the approach. This network is formed of an input layer feeding into a BiLSTM
layer followed finally by a prediction layer for each time step.

As part of the second step, we first generate a list of candidate relations from
each sentence. We develop a dependency parsing based candidate generation
logic by analysing the dependency parse of multiple sentences in training data
along with their spatial roles. The candidate generation procedure checks for
each preposition in the sentence and marks its prepositional child as a possible
landmark and its head as a possible trajector, if they are nouns. If they aren’t
nouns the algorithm continues traversing the dependency path further on each
side till a noun is found and is marked as trajector or landmark. If a trajector
found is connected to another noun by a conjunction dependency relation that
noun is also added as a possible trajector. Landmarks are also expanded similarly.
The candidate generation procedure returns a list of relation triples of trajector,
spatial indicator and landmark for each sentence.

We then add the class information to each candidate relation. If the candidate
relation is present in the true relations for the sentence, the relation’s type
(region, direction or distal) is added as its class. Otherwise the relation is assigned
a null type. A second neural network is developed and trained for the task of
classifying these candidate relations. The network has a input layer with three
input vectors each corresponding to trajector, spatial indicator and landmark,
followed by a hidden layer and finally a prediction layer. As input to the network,
we propose two configurations - (i) only the context of trajector, spatial indicator
and landmark of the candidate relation or (ii) context concatenated with the
original (not retrained) word embeddings of the trajector, spatial indicator and
landmark. The context of each word is obtained by passing the sentence through
the pre-trained BiLSTM of the first step and collecting the hidden layer output
at each word from both directions.

While testing, each sentence gets its candidate relations generated. For each
candidate relation, context of its trajector, landmark and spatial indicator is
obtained from the BiLSTM trained on training data. The candidate relation is
input to the trained relation identification network and if predicted as true the
corresponding trajector, landmark and spatial indicator are also marked as true.
The network output and deduced roles are processed to generate annotations as
per the evaluation scripts provided by the organizers.

Changes for Task 3 of SemEval 2013. For this task, it was required to predict
the full span of the spatial role and not just the head word as in the earlier task.
The training and testing learned from the earlier task are re-used as the data
remains the same and annotations change marginally. While making predictions
on the testing data the network predicts only head words as part of spatial
roles. These predicted head words are expanded using another dependency based
procedure. For each trajector and landmark all their determiner, compound,
adjective modifier, numerical modifier and adverb modifier children are included
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to form the complete span. For spatial indicators, constructions of the form “on
the left of” are developed starting from the predicted indicator “on”.

4 Experimentation, Evaluation and Analysis

Experimentation: We use keras [2] to implement the neural networks. We use
300 dimensional Glove word embeddings [9] trained on a common web crawl of
42 billion words. For arriving at the right neural network parameters, we use five
fold cross validation on the training data. For the BiLSTM network, we find the
best results for 10 epochs, batch size of 32, dropout of 0.1 and 300 LSTM units.
For the relation identification network, the best parameters are 10 epochs, batch
size of 32, dropout of 0.3 and 600 hidden units for the context based network
and 900 hidden units for the context + embeddings based network. To account
for randomness in network weight initialization, we carry out the training (and
testing) 10 times and report averaged results over the runs.

Evaluation: We use the evaluation scripts provided by the task organizers as
part of the released dataset, to compute the results. We produce the output
of our approaches as desired by the evaluation jar files, run the jar files and
report results thus obtained. This puts our approach at par in comparison to
the participating systems and other state-of-the-art.

For Task 3 at SemEval 2012, along with the baseline results provided by
the organizers, we use the results reported in the best run [12] submitted by the
single participating team, as a baseline for comparison. The results from the best
approach proposed in Kordjamshidi and Moens [6] on the IAPR TC-12 dataset
is also included as a baseline for comparison. In the interest of space, we request
readers to refer to [6] for details on the approaches.

For Task 3 at SemEval 2013, we use the results reported in the best run [12]
submitted by the single participating team, as a baseline for comparison. We only
report results under the relaxed evaluation criteria as specified by the organizers.
We also compare with the best results proposed in [7]. We however, do not
compare with the approach in Mazalov et al. [8] as it is not clear from the
paper whether the authors evaluate using the organizer provided scripts. The
authors mention changing the format of the data leading to the possibility of
final evaluation being carried out differently.

Analysis: The pre-trained BiLSTM when tested using five fold cross validation
on the training data, showed superior results of F1 greater than 0.9 for both
classes - spatial indicator and spatial actor.

It can be observed from Tables 1 and 2 that our hypothesis stating use of con-
text and embeddings for text elements to predict spatial roles gets established.
For Task 3 of SemEval 2012, our approaches outperform all baselines by substan-
tial margins. It is important to note here that the UTD submission [12] relies on
a fixed list of prepositions as spatial indicators which though a curated list, can
be limiting in many cases. Our relation candidate generation logic does not rely
on a fixed list and considers each preposition for a possible relation. Also the
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Table 1. F1 scores of various systems for the SemEval 2012 tasks

Approach TR LM SP Relation Relation type

Organizer baseline [5] 0.646 0.756 0.900 0.500 NA

UTD best run [12] 0.707 0.772 0.823 0.573 0.566

EtoE-IBT-CLCP [6] 0.673 0.797 0.869 0.617 NA

Context 0.835 0.856 0.883 0.775 0.706

Context + Embeddings 0.848 0.875 0.900 0.794 0.741

Table 2. F1 scores of various systems for the SemEval 2013 static spatial relation tasks

Approach TR LM SP Relation

UNITOR best run [1] 0.682 0.785 0.926 0.458

VIEW [7] 0.732 0.678 0.749 0.235

Context 0.823 0.814 0.901 0.562

Context + Embeddings 0.808 0.8 0.878 0.556

context and embedding approach is seen to perform better than the only context
based approach. For the SemEval 2013 task, our context based approach shows
improvement in relation identification performance over the baselines. Analysis
reveals that the change from head words to full span of the roles has lead to cer-
tain inconsistencies in the annotations. This is also highlighted by authors in [8].
The lower relation identification performance on this task can be attributed to
these changes.

To understand the semantics captured in the context of spatial indicators in
the BiLSTM network we perform an experiment. We check whether the context
of spatial indicators from different sentences shows similar semantics. If so, we
can conclude that this context representation of a spatial indicator does rep-
resent its true spatial function. To perform this check, we collect the context
vectors of the spatial indicators from all training sentences and cluster them
using average linkage clustering with an empirically decided distance threshold
of 0.7. A manual observation of the clusters shows that the same indicator from
different sentences lies mostly in a single cluster and different spatial indicators
lie in their respective clusters, thus validating the proposed understanding.

5 Conclusion

In this paper, we attempt to solve the problem of identification of spatial roles
and static spatial relations in text. We show that context of words learned from
a BiLSTM trained for a sequence labelling task can help in the identification
process. We show that our two-step approach of generating context vectors and
relation identification based on the learned context vectors, outperforms the
state-of-the-art results on tasks of SemEval 2012 and SemEval 2013.
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Abstract. In this work, we have contributed a novel abstractive sen-
tence compression model which generates diverse compressed sentence
with paraphrase using a neural seq2seq encoder decoder model. We
impose several operations in order to generate diverse abstractive com-
pressions at the sentence level which was not addressed in the past
research works. Our model jointly improves the information coverage and
abstractiveness of the generated sentences. We conduct our experiments
on the human-generated abstractive sentence compression datasets and
evaluate our system on several newly proposed Machine Translation
(MT) evaluation metrics. Our experiments demonstrate that the meth-
ods bring significant improvements over the state-of-the-art methods
across different metrics.

Keywords: Abstractive summarization · Diverse sentence compression

1 Introduction

The task of automatic text summarization aims at finding the most relevant
information in a text and presenting them in a condensed form. A good sum-
mary should retain the most important contents of the original text, while being
non-redundant and grammatically readable [5,15]. Summarization on the sen-
tence level is called sentence compression. Sentence compression approaches can
be classified into two categories: extractive and abstractive sentence compres-
sion. Most sentence compression models follow extractive approaches that select
the most relevant information from the source sentence and generate a shorter
representation of the sentence by deleting unimportant fragments which is still
grammatical. On the other hand, abstractive methods, which are still a grow-
ing field, are highly complex as they need extensive natural language generation
to rewrite the sentences from scratch based on the understanding of the sen-
tences [17]. The abstractive techniques which we traditionally use are sentence
compression, fusion and lexical paraphrasing [16].

2 Related Works

Recent success of neural sequence-to-sequence (seq2seq) models provide an
effective way for text generation which achieved huge success in the case of
c© Springer Nature Switzerland AG 2019
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abstractive sentence summarization. These systems have adopted techniques
such as encoder-decoder with attention [2,12] models from the field of machine
translation to model the sentence summarization task [8,13,19,23]. The deep
neural network architectures are completely data driven hence more training
data will produce good quality output sequences. Therefore, almost all the past
works on sentence summarization using neural networks [4,8,19,22,26] made use
of the English Gigaword dataset [14].

Unfortunately, this line of research under the term sentence compression,
which can generate deletion based compressive sentences, somewhat misleadingly
called abstractive summarization in some follow-up research works [13,23,26].
Our experimental results clearly demonstrate the fact that they are producing
compressions by copying the source sentence words with morphological varia-
tions, no paraphrasing is involved in the process.

3 Diverse Abstractive Sentence Compression Model

Our neural Diverse Paraphrastic Compression model is based on Neural
Machine Translation (NMT). DPC uses NMT to translate from a source
sentence to an abstractive compression. Given a source sentence X =
(x1, x2, . . . , xN ), our model learns to predict its abstractive compression tar-
get Y = (y1, y2, . . . , yM ) with diversity, where M < N . Inferring the target Y
given the source X is a typical sequence to sequence learning problem, which can
be modeled with attention-based encoder-decoder models [2,12]. As the name
suggests, the basic form of an encoder-decoder model consists of two components.

Encoder. The encoder in our case is a bi-directional GRU (Bi-GRU), unlike [12]
which uses uni-directional LSTM [11]. Another important modification we can
do to the Bi-GRUs following [12] is stacking multiple layers on top of each other.
They can extract more abstract features of the current words or sentences. How-
ever, stacking RNNs suffer from the vanishing gradient problem in the vertical
direction from the output layer (GRU3) to the layer close to the input (GRU1),
just as the standard RNN suffers in the horizontal direction. This causes the ear-
lier layers of the network to be under-trained. A simple solution to this problem
is to add residual connections, which has been shown to be extremely useful for
the image recognition task [10]. The idea behind these networks is simply to
add the output of the previous layer directly to the result of the next layer. For
example, in a 3-layer stacked GRU with residual connections, the calculation at
time step t would look as follows,

h1,t = BiGRU1(e(xt), h1,t−1) + e(xt)

h2,t = BiGRU2(h1,t, h2,t−1) + h1,t

h3,t = BiGRU3(h2,t, h3,t−1) + h2,t

where, the h1,t ∈ IRn encodes all content seen so far at time t from layer 1,
which is computed from ht−1 and e(xt), where e(xt) ∈ IRm is the m-dimensional
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embedding of the current word xt. Therefore, we use the idea of residual net-
works for building our encoder decoder model DPC to perform the abstractive
compression generation task which is illustrated in Fig. 1. The initial hidden
states of the encoder are set to zero vectors, i.e.,

−−→
hS
1,1 = 0,

←−−
hS
1,N = 0. In our

DPC model, the encoder transforms the source sentence X into a sequence of
hidden states (hS

3,1,h
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3,2, . . . ,h
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3,N ) with a stacked residual network.
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Fig. 1. Neural Diverse Paraphrastic Compression Generation Model

Decoder and Attender. The decoder uses a simple GRU with attention to
generate one word yt+1 at a time in the target sentence Y.

P (Y|X) =
M∏

t=1

P (yt|y1:t−1,X) (1)

We use the (·) dot attention mechanism [12] due to its efficiency and which is
simple to implement. The dot attention mechanism is actually the dot product
between two hidden vectors.

Decoder with Copying Mechanism. At each generation step of the decoder,
the output word is selected according to the probability distribution over the
whole target vocabulary in the softmax layer, which is the most time and
capacity-consuming part of the system. Therefore, we limit our vocabularies to
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be the top 60K most frequent words. The infrequent words were removed from
the vocabulary and were replaced with the symbol UNK, meaning unknown
word. However, it has been observed that the infrequent words are usually proper
nouns or named-entities that have an impact on the meaning of the sentence.
Therefore, we used the COPYNET model proposed by [9] which can integrate
the regular way of word generation in the decoder with the new copying mech-
anism which can choose words or subsequences in the input sequence and put
them at appropriate places in the output sequence. Please refer to the original
paper by [9] for more detail.

Paraphrasing in Context. Our model implicitly learned how to paraphrase
and can eventually generate paraphrases from the data itself. Moreover, to ensure
complete paraphrasing we also impose an explicit edit operation. The pre-edit
paraphrasing operation is applied to the source sentence before giving it to the
model. We use the 60K most frequent words as our model vocabulary, out of
almost 300K unique words from the whole training set. We create an align-
ment table for the words outside the vocabulary to the words inside the vocabu-
lary using fastText [3] embedding. The word-to-word alignment has been done
by calculating the cosine distance between fastText average word vectors. We
found an alignment table of almost 8K words outside of the vocabulary to words
inside with CosDistance ≥ 0.7 (e.g., pricey ⇒ expensive, detested ⇒ hated).
Our model tries to replace the out of vocabulary words with the words inside
using the alignment table before sequence generation.

Diversity-Promoting Beam Search. Most of the generated outputs using
standard beam search are lexically similar and they are different at only some
small parts of the text, such as punctuation and stopwords. A solution to this
problem is to force the beam-search decoder to generate more diverse outputs. In
this work, we use a technique proposed by [1] for enforcing the diversity between
beams. This work has shown to be effective for creating diverse image captions,
machine translation and visual question generation. The authors divide K beams
into G groups and control the diversity between these groups while expanding
each beam. They modify the log probability of each predicted word on group Gi

(except the first group G1) as follows:

score(wi
t | X,W i

t−1) = logP (wi
t | X,W i

t−1) + λ · Δ(Pi−1) (2)

where, wi
t is the candidate word of group Gi at time-step t, Pi−1 is the list of

last generated tokens from previous groups, λ is the diversity factor and Δ is
the dissimilarity of current group with previous groups1. The beam size of the
decoder was set to be 10. We present our N -best (N = 5) model generated
output in Table 1.

1 We use Hamming Diversity due to its simplicity and efficiency as Delta function.
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Table 1. Our DPC model generated output (CR means Compression Ratio and
highlighted words indicate paraphrasing in context).

Source sentence It is the right message, sent while it is still early enough to do
something constructive about the disappointing quality of the
work so far

Reference (Best) It is the right message to send to correct the disappointing
quality of work so far. (CR: 0.36)

Output#1 This message is the right message. (CR: 0.76)

Output#2 It is the right message, sent while it is still early enough to do
something suitable. (CR: 0.44)

Output#3 It is the right message, sent while it is still early enough to do
something faster about the work. (CR: 0.24)

Output#4 This message is the right message, sent while it is still early
enough to do something useful about the work so far. (CR:
0.12)

Output#5 It is the right message, sent while it is still early enough to do
something faster about the work so far. (CR: 0.16)

4 Experiments

4.1 Datasets

For training set, we use a parallel corpus which was constructed from the Anno-
tated English Gigaword dataset [14]. We use the script released by [19] to gen-
erate 3.8M sentence-summary pairs as training set. For validation and test set,
we use MSR-ATC dataset [24]. We filtered out the compressions which involve
multiple source sentences. The final validation and test set contains 271 and 459
pairs of single sentence abstractive compression with maximum of five human
rewrite variations.

4.2 Evaluation Metric

We evaluate our system automatically using various automatic metrics such as
BLEU [18], SARI [25] and METEOR-E [21]. Compression Ratio (CR)
is a measure of how terse a compression. We define Copy Rate as how many
tokens are copied to the abstract sentence from the source sentence without
paraphrasing. Lower copy rate score means more paraphrasing is involved in the
output abstract sentence. Copy rate of 100% means no paraphrasing.

4.3 Performance Comparison and Discussion

We compare our model with the systems which include both deletion-based
and near abstractive models. ILP, an integer linear programing approach for
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Table 2. Performance of different systems compare to our proposed model.

Model Information coverage Abstractiveness

BLEU SARI METEOR-E CR Copy rate

T3 [7] 11.1 25.7 0.22 0.75 90.6

ILP [6] 54.7 38.1 0.36 0.29 99.5

Seq2Seq [8] 53.8 35.5 0.34 0.39 99.7

NAMAS [19] 38.7 36.6 0.31 0.24 99.8

PG + C [20] 45.5 37.3 0.37 0.21 99.3

SEASS [26] 44.6 38.5 0.35 0.34 99.6

DPC (ours) 54.9 39.3 0.41 0.47 84.5

sentence compression which involves word deletion [6]; T3, a tree-to-tree trans-
duction model for abstractive sentence compression [7]; seq2seq, a neural model
for deletion-based compression [8]; and NAMAS, a neural model for abstrac-
tive compression and sentence summarization [19]. The output generated by
the above mentioned systems were collected from [24]. Moreover, we also com-
pare our system with [20] which uses Pointer Generator Networks and Coverage
Mechanism and with [26] which uses a selective gate network and an attention
equipped decoder to tackle sentence summarization task.

We take the identical test set of [24] for comparison. We use the generated
output directly from the baseline models using their settings to compare with our
model across the metrics discussed earlier. For fair comparison, we add all the top
(N = 5) candidates in the evaluation process. The results of different baseline
systems across different evaluation metrics are presented in Table 2. Our model
balances the information coverage (BLUE, SARI) and complete abstractiveness
(METEOR-E, Copy Rate), instead of over compressing the generated sentences
(Compression Ratio (CR)). As our model is generating diverse paraphrastic
compression, we obtain a higher BLEU score compare to all the models presented
in Table 2. We get a slightly higher score in terms of SARI because of the multiple
human references. The Copy Rate scores of the baseline systems other than T3
clearly indicates that they are doing completely compression, no paraphrasing is
involved. Lower copy rate means more new words were generated in the output
sentences. We also get a higher score in METEOR-E metric because of the lexical
substitution operations.

5 Conclusion and Future Work

In this paper, we have designed a new abstractive compression generation model
at the sentence level which jointly performs diverse sentence compression and
paraphrasing. We have imposed several operations to this architecture to reduce
the extractiveness of abstractive sentence level output summaries.
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Abstract. Recently, neural network architectures have outperformed
traditional methods in biomedical named entity recognition. Borrowed
from innovations in general text NER, these models fail to address two
important problems of polysemy and usage of acronyms across biomed-
ical text. We hypothesize that using a fully-contextualized model that
uses contextualized representations along with context dependent tran-
sition scores in CRF can alleviate this issue and help further boost the
tagger’s performance. Our experiments with this architecture have shown
to improve state-of-the-art F1 score on 3 widely used biomedical corpora
for NER. We also perform analysis to understand the specific cases where
our contextualized model is superior to a strong baseline.

1 Introduction

Biomedical Named Entity Recognition (NER) is a fundamental step in several
downstream biomedical text mining and information extraction tasks like rela-
tion classification, co-reference resolution etc. Traditional Biomedical NER sys-
tems [7,8] have often relied on task specific hand crafted features. Recent neural
network based architectures in biomedical domain [15] have shown that compa-
rable results can be achieved without making use of these hand engineered fea-
tures although the performance is still dependent on the quality of learned word
representations [16]. Character embeddings and pre-trained distributed embed-
dings have been used to model complex syntactic and semantic characteristics
of words. But these complementary embedding models fail to capture different
word uses across different linguistic contexts (i.e., polysemy). This problem is
compounded in biomedical text due to ambiguous usage of words from general
text [14] (ex: column in general English means an upright pillar while in medical
context can be taken to mean the spine). Word representations obtained from
training on biomedical corpora do not solve this problem because both forms,
general English and biomedical, are generally present in the training text.
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Another issue specific to biomedical domain is the generous usage of abbre-
viations (ex: gene/protein names like ALA, MEN 1 ) without explicit mention
of their full forms. Neither character embeddings nor distributed word embed-
dings are effective in solving this issue. Character embeddings do not help as
these abbreviations are mostly acronyms, where all characters are capitalized
irrespective of the entity type. Word embeddings generally fail as most of these
acronyms fall outside their vocabulary.

In order to ameliorate these two issues, we look at contextualization as an
alternative. Current biomedical NER systems make use of context with the help
of Bi-directional LSTMs that sequentially process a sentence [15,16,18]. Our
model captures context more effectively in two additional ways: First, we make
use of contextualized word representations based on [13], which have shown to
improve sequence tagging with general English text [12,13]. Following the earlier
discussion on issues with current biomedical NER systems, we find that these
contextualized word representations are especially helpful in biomedical domain.
Second, for the CRF layer we use a context dependent transition matrix [3] which
is conditioned on token as well as its immediate context. We model this transition
matrix non-linearly with the help of different neural networks. Experiments on
four widely used biomedical datasets show that we are able to obtain state-of-
the-art performance using this fully contextualized NER tagger.

Our main contributions are summarized as: (1) We show that using con-
textualized word embeddings for Biomedical NER leads to better performance
in comparison to the baseline system. (2) We explore the use of different neu-
ral networks to model pairwise transition scores for CRF which further improves
the tagging performance. (3) Our proposed model provides an improvement over
current state-of-the-art on 3 out of 4 standard biomedical NER datasets.

2 Proposed Method

Our overall neural network architecture is shown in Fig. 1, which uses a Bi-
directional LSTM with a CRF [5] sequence layer stacked on top of it. The input
to this model is obtained by concatenating pre-trained distributed word repre-
sentations with contextualized embeddings from a bi-directional language model.
Following [2,6], a score over the output sequence y = (y1, y2, . . . , yn) is computed
by summation of unary scores and pairwise transition scores as:

s(X,y) =
n∑

i=0

Ayi,yi+1
+

n∑

i=1

Pi,yi
(1)

where P, an n× k matrix is used to model the unary scores and A, a k× k matrix
is used for transition scores, with n being the sequence length and k being the
size of the tag set. The training is done with backpropagation by minimizing the
negative log-likelihood of the correct label sequence ŷ for input X as follows:

− log(p(ŷ|X)) = − log

(
es(X,ŷ)

∑
y∈Y es(X,y)

)
(2)
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GATA-1 and ER
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Contextualized Embedding
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CLM2

Forward Layer

Backward Layer

B-Protein O B-protein

bind  to     ...

Concatenation operator
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Fig. 1. Overview of the sequence tagging architecture. The word vector from pre-
trained skip-gram model is concatenated with contextualized embeddings from a 2
layer bi-directional language model. See text for details.

During inference, Viterbi algorithm is used for determining the final label
sequence.

Contextualized Word Representations: Recently, contextualized word vec-
tors have shown to improve performance in many downstream tasks [11–13]. [13]
show that contextualized word vectors obtained from a bi-directional language
model achieve state of the art results on NER in english domain. They use a
CNN with varying filter sizes over characters and use a 2 layer Bi-directional
model. Finally, they compute a linear combination over hidden states stacked
on each token to get a final word representation, which they call as ELMo.

In order to deal with issue of polysemy and acronyms in biomedical text, we
use contextualized embeddings from an architecture similar to ELMo by training
it on biomedical text with 1 Billion tokens obtained from PubMed and PMC.
A key difference is that we do not take linear combination of the hidden state
vectors from each layer (as is done with ELMo) and rather simply concatenate
them as we observe that this results in a slight increase in performance on the
development set.

Pairwise Modeling with Neural Networks: Most neural linear-chain CRF
models for sequence tagging fix the transition matrix, A, after the training pro-
cess has concluded. In case of rare medical entities, this parameter matrix might
not effectively model the transitions between the labels [3]. We, therefore, study
two different neural-network based methods to non-linearly model these transi-
tion parameters conditioned on the current token and its context.

We keep unary scores for the Bi-LSTM-CRF unchanged and denote the
pairwise scores modeled by a neural network by φnn(X)i,i+1, where i denotes
the label position in the sequence. For modeling these scores, we consider two
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different types of neural networks, namely, a Fully Connected (FC) Feed For-
ward Neural Network and a Convolutional Neural Network (CNN). For each
transition, the neural network takes as input the feature representation from Bi-
LSTM of the two neighboring tokens involved in transition and outputs a k× k
matrix of transition scores. So for a sentence with length n, the neural network
outputs a tensor of shape n× k× k. The training objective remains the same
and is trained end-to-end corresponding to Eq. (2).

Table 1. Dataset statistics

Dataset Entity types Sentences (Train/Dev/Test) # Mentions

JNLPBA [4] Protein, DNA, RNA
Cell Line, Cell Type

24,806 (18,607/1,939/4,260) 59,973

BC2GM [17] Protein/Gene 20,000 (10,000/5,000/5,000) 24,550

BC5CDR [9] Disease, Chemical 13,938 (4,560/4,581/4,797) 28,785

NCBI-Disease [1] Disease 7,295 (5,432/923/940) 6,892

3 Datasets and Experimental Setup

We use 4 widely used biomedical NER datasets to validate our method. Across
these 4 datasets, all important biomedical entity types are covered. Statistics
regarding mentions in corpora are mentioned in Table 1. We perform exact match
(both entity type and entity boundary should be correctly predicted) evaluation
based on macro-averaged F1 scores on all of these datasets. We provide the
necessary training and implementation details in the supplementary material1.

4 Results and Discussions

4.1 Evaluation of Architectures for Pairwise Modeling

We explore two prominent neural network architectures, namely CNN and Fully
Connected NN (FCNN) for modeling pairwise transition scores. In case of CNN,
we perform one dimensional convolution with filter width 2 along with tanh non-
linearity. In case of FCNN, we element wise multiply the feature representation
for the two tokens involved in the transition. We experiment with a single layer
FCNN and a multi layer FCNN with depth 2. We observe that using a CNN
for modeling transitions generally performs slightly better than FCNN. We find
that FCNN with 2 layers can provide slightly better precision. For each of the
datasets, we choose the pairwise modeling technique that performs the best on
development set. We find that a CNN with depth 1 works the best for all datasets
except for BC2GM, where CNN with depth 2 performs better. Implementation
details and more results are provided in the supplementary material.
1 https://www.dropbox.com/s/zc53mw8n77aop27/SupplementaryMaterial.pdf?

dl=0.

https://www.dropbox.com/s/zc53mw8n77aop27/SupplementaryMaterial.pdf?dl=0
https://www.dropbox.com/s/zc53mw8n77aop27/SupplementaryMaterial.pdf?dl=0
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4.2 Comparison with State of the Art Methods

We compare our results with other neural network methods known to perform
well on these datasets. As a baseline, we implement the Bi-LSTM-CRF tagger
described in [6], which makes use of pre-trained embeddings and incorporates
subword features using another Bi-LSTM. We implement another baseline that
instead uses CNN for calculating character embeddings [10]. Finally, we compare
our method with a deep multi-task model, which provides state of the art perfor-
mance on these datasets [18]. For the baselines, we performed hyper-parameter
tuning with LSTM cell size and dimension of pre-trained word vectors. No such
hyper-parameter tuning is performed for our model. Please refer the supplemen-
tary material for more details.

Table 2. Comparison with baseline and state of the art method, based on F1-score.
*: Our implementation. **: From paper

Model NCBI-Dis BC2GM BC5CDR JNLPBA

Lample et al. [6]* 85.59 79.35 86.12 73.75

Ma et al. [10]* 83.70 77.92 85.95 72.72

Deep Multi-Task [18]** 86.14 80.74 88.78 73.52

Proposed model 88.31 82.06 88.64 76.20

We observe that our proposed model outperforms the two baselines sig-
nificantly on all 4 datasets (Table 2). In comparison to the Multi-Task model
(MTM), our model is superior in performance by more than 1% on 3 out of 4
datasets. Likely reason the MTM slightly outperforms our model on BC5CDR
dataset is that MTM uses 3 different datasets that have either one of the Chem-
ical and Disease entities, in which case using a MTM seems to have helped.

Table 3. Ablations with F1-score on test set. *: Instead use CharLSTM (See Text) to
make a fair comparison

Model NCBI-Dis BC2GM BC5CDR JNLPBA

Full model 88.31 82.06 88.64 76.20

- NN transition scores 87.05 80.96 88.21 75.53

- Contextualized* 86.12 79.92 86.67 74.23

4.3 Ablations

To highlight the importance of the two important components in our model,
we perform ablation analysis on the final test set without changing any hyper-
parameters (see Table 3). First, we only remove the contextualized embeddings
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from our model but incorporate LSTM based sub-word features (like the base-
line). In the second case, we only replace the context dependent transition matrix
with a fixed (after training) transition matrix. We observe that: (1) The contri-
bution of contextualized word embeddings is more prominent and leads to an
increase of almost 2% in all cases. (2) When we do not use the context dependent
transition matrix, in 3 out of 4 cases, F1 score drops by more than 1%.

4.4 Understanding the Effect of Contextualized Representations

To gain more insights into our proposed model, in particular the importance
of contextualized representations in biomedical text, we select some examples
from the test set. In Fig. 2, two recurring cases where using contextualized word
embeddings have helped are shown. Example 1 exhibits the behavior of the base-
line [6] and our proposed model in case of an acronym, the usage of which is very
common in scientific texts. Using character representations, which might capture
the information that the token is capitalized, alone does not help as the token
FNCAT is out of vocabulary for pre-trained embeddings. It is interesting to note
that a bi-directional LSTM, which is supposed to make use of the context, has
not helped here either. This mistake is rectified by using a fully contextualized
model, which looks at the neighboring token Expression, and infers that the
entity involved (FNCAT ) is a gene/protein.

Expression           of                FNCAT               increased              on              serum              treatmen t              indica�ng                 that  

O
O
O

O
O
O

O
B-GENE
B-GENE

O
O
O

O
O
O

O
O
O

O
O
O

O
O
O

whereas           dam                mutants               are               locked              off               for       Ag                 43                  expression

O
O
O

O
B-GENE
B-GENE

O
I-GENE
I-GENE

O
O
O

O
O
O

O
O
O

O
O
O

B-GENE
B-GENE
B-GENE

I-GENE
I-GENE
I-GENE

O
O
O

1

2

Context : Thus, oxy R mutants are locked on for Ag 43 expression, ...

Context : … the region of the FN gene between posi�ons +69 and -510 bp mediated serum responsiveness. 

O
O
O

Fig. 2. Example outputs of our proposed model in cases where context helps determine
the tags. Example 1 shows a case where the token is an acronym and Example 2 is a case
of polysemy (for token dam). Entity tags highlighted with gold are the gold-standard
tags, with red are the ones from baseline, and with blue, are from our proposed model.
Related context is also shown. (Color figure online)

Looking at Example 2, we understand how using contextualized embeddings
help to deal with polysemy. The token dam, which is more commonly associated
with a reservoir structure, is incorrectly labeled by the baseline model. The
baseline system correctly labeled oxy R mutants as a gene/protein entity but
did not recognize dam mutants. Looking at the context suggests that like oxy R
mutants, dam mutants should also be a protein. Again in such cases, looking at
the larger context might have helped our model.
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Finally, on analysis, we find that a fully contextualized model like ours
also does much better on longer entities. We find that for entities with size
greater than 5, our proposed model outperforms the baseline by a bigger mar-
gin. Detailed plots are available in the supplementary material.

5 Conclusions

In this paper, we proposed a fully contextualized NER architecture that makes
use of context more effectively by using contextualized representations along
with context conditioned transition scores. Our proposed model significantly
outperformed the baseline on all the datasets. In addition, our experiments have
shown to beat the current state-of-the-art results on 3 out of 4 datasets. All of
our results were achieved without tuning hyper-parameters to specific datasets.
Our detailed analysis in Sect. 4.4 indicates why in the case of acronyms and
polysemy, using a fully contextualized model might have helped.

Acknowledgements. This work was sponsored by Ministry of Human Resource
Development (MHRD), and Excelra Knowledge Solutions under a UAY project.
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Abstract. In this paper, we develop a content-cum-user based deep
learning framework DeepTagRec to recommend appropriate question
tags on Stack Overflow. The proposed system learns the content repre-
sentation from question title and body. Subsequently, the learnt repre-
sentation from heterogeneous relationship between user and tags is fused
with the content representation for the final tag prediction. On a very
large-scale dataset comprising half a million question posts, DeepTagRec
beats all the baselines; in particular, it significantly outperforms the
best performing baseline TagCombine achieving an overall gain of 60.8%
and 36.8% in precision@3 and recall@10 respectively. DeepTagRec also
achieves 63% and 33.14% maximum improvement in exact-k accuracy
and top-k accuracy respectively over TagCombine.

Keywords: Tag recommendation · Deep learning · Stack Overflow

1 Introduction

In community based question answering (CQA) websites like Yahoo! Answers,
Stack Overflow, Ask.com, Quora etc., users generate content in the form of
questions and answers, facilitating the knowledge gathering through collabora-
tion and contributions in the Q&A community. These questions are annotated
with a set of tags by users in order to topically organize them across various
subject areas. The tags are a form of metadata for the questions that help in
indexing, categorization, and search for particular content based on a few key-
words. Hashtags in social media or CQA tags are precursor to folksonomy or
social/collaborative tagging (Del.icio.us1, Flickr2). The tagging mechanism in
1 http://del.icio.us.
2 http://www.flickr.com.
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folksonomy is fully crowd-sourced and unsupervised and hence the annotation
and the overall organization of tags suffers from uncontrolled use of vocabulary
resulting in wide variety of tags that can be redundant, ambiguous or entirely
idiosyncratic. Tag ambiguity arises when users apply the same tag in different
contexts which gives the false impression that resources are similar when they
are in fact unrelated. Tag redundancy, on the other hand, arises when several
tags bearing the same meaning are used for the same concept. Redundant tags
can hinder algorithms that depend on identifying similarities between resources.
Further, manual error and malicious intent of users could also lead to improp-
erly tagged questions, thereby, jeopardizing the whole topical organization of
the website. A tag recommendation system can help the users with a set of
tags from where they can choose tags which they feel best describe the question,
thus facilitating faster annotations. Moreover, tag recommendation decreases the
possibility of introducing synonymous tags into the tag list due to human error,
thereby, reducing tag redundancy in the system.

The problem of tag recommendation has been studied by various researchers
from various different perspectives [1–4,6,9–12,16,19]. [12] proposes a content-
based method that incorporates the idea of tag/term coverage while [19] proposes
a two-way Poisson mixture model for real-time prediction of tags. [17] proposes a
user-based vocabulary evolution model. [7] present a framework of personalized
tag recommendation in Flickr using social contacts. [9] propose a LDA based
method for extracting a shared topical structure from the collaborative tag-
ging effort of multiple users for recommending tags. [16] presents a factorization
model for efficient tag recommendation. [10] build a word trigger method to rec-
ommend tags and further use this framework for keyphrase extraction [11]. [15]
leverage similar questions to suggest tags for new questions. A recent paper by
Wu et al. [22] exploits question similarity, tag similarity and tag importance and
learns them in a supervised random walk framework for tag recommendation
in Quora. Further, Joulin et al. [8] proposes a general text classification which
we have adapted for comparison with our model. [3] develops an unsupervised
content-based hashtag recommendation for tweets while [18] proposes a super-
vised topic model based on LDA. [4] uses Dirichlet process mixture model for
hashtag recommendation. [13] proposes a PLSA-based topic model for hashtag
recommendation. Weston et al. [21] proposes a CNN-based model for hashtag
prediction.

In this paper, we employ a content-cum-user based deep learning framework
for tag recommendation model which takes advantage of the content of the ques-
tion text and is further enhanced by the rich relationships among the users and
tags in Stack Overflow. We compare our method with existing state-of-the-art
methods like Xia et al. [20], Krestel et al. [9], Wu et al. [22], Lu et al. [12], Joulin
et al.’s fastText [8] and Weston’s #TAGSPACE method [21] and observe that
our method performs manifold better.
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2 Tag Recommendation Framework

In this section, we describe in detail the working principles of our proposed
recommendation system DeepTagRec1. The basic architecture of the model is
shown in Fig. 1. The whole framework consists of three major components: (a)
content representation extraction from question title and body, (b) learning user
representation from heterogeneous user-tag network using node2vec [5], (c) tag
prediction using representation aggregation. We formulate the tag prediction
model as a function of the content and the user information.

Fig. 1. DeepTagRec tag recommendation framework

2.1 Content Representation

To obtain the representation of body and title, we use Gated Recurrent Unit
(GRU) model to encode the content as a sequence of words. Given the title of
the question T and main body of the question B, we first run a GRU to learn
representation of T , denoted by cT . In the next step, we learn the representation
of B denoted by cB using a GRU, having cT as the initial hidden state. We then
describe the inner mechanism of a GRU. The GRU hidden vector output at step
t, ht, for the input sequence X = (x1, . . . , xt, . . . , xn) is given by:

zt = σ(Wzxt + Uzht−1)
rt = σ(Wrxt + Urht−1)

h̃t = tanh(Whxt + Uh(rt � ht−1))

ht = zt � h̃t + (1 − zt) � ht−1

(1)

where, Wz,Wr,Wh ∈ Rm×d and Uz, Ur, Uh ∈ Rd×d are the weight vectors, m
and d denote the word2vec dimension of word xt and hidden state ht respectively,
zt and rt denote the update gate and reset gate in the GRU. The initial state h0

is either vector 0 or is given as an input. We shall denote the entire GRU model
by G(X, h0) for future references.
1 The codes and data are available at https://bit.ly/2HsVhWC.

https://bit.ly/2HsVhWC
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Let T and B denote the sequence of words in the title and body of the
question, respectively. Each word present in the sequence has its word2vec [14]
representation. In case the predefined word vector does not exist, we consider a
300 dimension zero vector for the word. So, the content representation can be
summarized as cT = G(T, 0); cB = G(B, cT ).

2.2 User-Tag Network Representation

We construct a heterogeneous network containing nodes corresponding to users
and tags. Let the graph be denoted by G(V,E) where V = VU ∪ VT , VU are
nodes corresponding to users and VT are nodes corresponding to tags. We add
an edge between a user and a tag, if the user has posted some question with the
tag present in the question’s tagset. The basic idea is to create a network and
understand the tag usage pattern of each user. Given this graph G(V,E), we
use node2vec (a semi-supervised algorithm for learning feature representation of
nodes in the network using random-walk based neighborhood search) to learn the
representation of each node present in the graph. Let f : V → Rd be the mapping
function from nodes to feature representations. Node2vec optimizes the following
objective function, which maximizes the log-probability of observing a network
neighborhood NS(u) for a node u conditioned on its feature representation,

max
f

∑

u∈V

log(P (NS(u)|u))

where P (NS(u)|u) is given by

P (NS(u)|u) =
∏

ni∈NS(u)

exp(f(ni)f(nu))∑
v∈V exp(f(v)f(nu))

Node2vec starts with a random function that maps each node to an embed-
ding in Rd. This function is refined in an iterative way, so that the conditional
probability of occurrence of the neighborhood of a node increases. The condi-
tional probability of a node in the neighborhood of another node is proportional
to cosine similarity of their embeddings. This is the idea that we use in our
model, a user’s representation should have high similarity with his/her adjacent
tag nodes in the graph.

2.3 Representation Aggregation and Tag Prediction

Once we obtain both the word2vec representation (Qw) of the question data and
the node2vec representation (Un) of users, we can aggregate these embeddings
into final heterogeneous embedding (fagg) by specific aggregation function g(., .)
as follows.

– Addition: fagg = Qw + Un

– Concatenation: fagg = [Qw, Un].

Following this layer, we have a dense or fully connected layer and finally a sigmoid
activation is applied in order to get a probability distribution over the 38,196
tags.
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3 Evaluation

In this section, we discuss in detail the performance of DeepTagRec and com-
pare it with six other recent and popular recommendation systems – (i) Xia
et al.’s TagCombine [20], (ii) Krestel et al.’s [9] LDA based approach, (iii) Lu
et al.’s [12] content based approach, (iv) Wu et al.’s [22] question-tag similarity
driven approach, (v) Weston et al.’s CNN-based model (#TAGSPACE) and (vi)
Joulin et al.’s fastText model [8].

Training and Testing: We have 0.5 million training questions. Each question
has different number of tags associated with it. Maximum length of the question
is fixed as 300 words2. Each word is represented as a 300(m) dimension vector by
using the predefined word2vec embeddings. The tags are represented as one-hot
vectors. For a training example with t tags we add these t one hot vectors as the
output for that training example. The number of GRU units is taken as 1000(d).
The learning rate is taken to be 0.001 and the dropout as 0.5. For testing the
model, we use 10K questions and perform the same initial steps of concatenating
the title and body and then representing the words in 300 dimension vector form.
For learning user representation, we create a user-tag graph over the training
examples. We use node2vec over this graph to learn a 128 vector user embedding
for all the users present in the training dataset. The output of the joint model is
a probability distribution over 38,196 tags. We take the k tags with the highest
probability for further evaluation.

Experiments and Results
In this section, we discuss in detail the performance of our proposed model
DeepTagRec and compare it against the baselines. To understand the effect of
content and user information separately, we also experiment with a variant of
the proposed model – DeepTagReccontent (i.e, only the content representation
module of DeepTagRec). For evaluation purpose, we have used the following
metrics.

Precision@k: Suppose there are q questions and for each question i, let TagUi

be the set of tags given by the asker to the question and TagRi be the set
of top-k ranked tags recommended by the algorithm, then Precision@k =
1
q

∑q
i=1

|TagUi∩TagRi|
|TagRi| .

Recall@k: Similarly as precision@k, it can be formally defined as Recall@k =
1
q

∑q
i=1

|TagUi∩TagRi|
|TagUi| where k is a tunable parameter that determines how many

tags the system recommends for each question.
DeepTagRec significantly outperforms all the baselines (see Table 1) obtain-

ing a precision@3 of ∼0.51 and a recall@10 of ∼0.76. Comparing the proposed
variants, we observe that while most of the improvement of our model comes from
the content representation, user information consistently helps in improving the
performance. Since Wu et al., Lu et al., Krestal et al., #TAGSPACE and fastText

2 Avg. length of questions is 129 words. For question length <300, we pad them with
zero vectors.
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methods perform significantly worse, we have not considered them for subsequent
analysis in this paper. We also do not consider DeepTagReccontent further, and
only compare DeepTagRec with the best performing baseline, TagCombine.

Table 1. Precision (P) and Recall (R) in for DeepTagRec and the other baselines.

Model P@3 P@5 P@10 R@3 R@5 R@10
Krestel et al. [2009] 0.0707 0.0603 0.0476 0.0766 0.1097 0.1738

Lu et al.[2009] 0.1767 0.1351 0.0922 0.1952 0.2477 0.3362
Wu et al. [2016] 0.21 0.16 0.106 0.2325 0.2962 0.3788

#TAGSPACE [2014] 0.105 0.087 0.063 0.111 0.162 0.511
fastText [2016] 0.102 0.0783 0.149 0.0388 0.149 0.227
TagCombine 0.3194 0.2422 0.1535 0.3587 0.4460 0.5565

DeepTagReccontent 0.4442 0.3183 0.184 0.5076 0.591 0.6702
DeepTagRec 0.5135 0.3684 0.2125 0.5792 0.6736 0.7613

Top-k and Exact-k Accuracy: Apart from precision and recall, we also define
the following evaluation metrics for further comparison.

Top-k accuracy : This metric is defined as the fraction of questions correctly
annotated by at least one of the top-k tags recommended by the algorithm.
Exact-k accuracy : This metric is defined as the fraction of questions correctly
annotated by the kth recommended tag.

Table 2 shows the top-k and exact-k accuracy for both the models and we can
observe that DeepTagRec outperforms TagCombine by 33.14%, 22.89% and
13.5% for k = 3, 5 and 10 respectively w.r.t. top-k accuracy. DeepTagRec also
performs better in exact-k accuracy than TagCombine by achieving maximum
and minimum gains of 63% and 10% respectively.

Table 2. Top-k and exact-k accuracy. Values at first 3 columns are for top-k accuracy
and rest are for exact-k accuracy.

Model k = 3 k = 5 k = 10 k = 1 k = 2 k = 3 k = 4 k = 5
TagCombine 0.688 0.769 0.851 0.481 0.289 0.188 0.145 0.108
DeepTagRec 0.916 0.945 0.966 0.784 0.468 0.289 0.184 0.118

4 Conclusions

In this paper, we propose a neural network based model (DeepTagRec) that
leverages both the textual content (i.e., title and body) of the questions and the
user-tag network for recommending tag. Our model outperforms the most com-
petitive baseline TagCombine significantly. We improve – precision@3 by 60.8%,
precision@5 by 52.1%, precision@10 by 38.4%, recall@3 by 61.5%, recall@5
by 51.03%, recall@10 by 36.8% – over TagCombine. DeepTagRec also per-
forms better in terms of other metrices where it achieves 63% and 33.14%
overall improvement in exact-k accuracy and top-k accuracy respectively over
TagCombine.
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Abstract. Query performance prediction (QPP) is a fundamental task
in information retrieval, which concerns predicting the effectiveness of a
ranking model for a given query in the absence of relevance information.
Despite being an active research area, this task has not yet been explored
in the context of automatic text classification. In this paper, we study
the task of predicting the effectiveness of a classifier for a given docu-
ment, which we refer to as document performance prediction (DPP). Our
experiments on several text classification datasets for both categoriza-
tion and sentiment analysis attest the effectiveness and complementarity
of several DPP inspired by related QPP approaches. Finally, we also
explore the usefulness of DPP for improving the classification itself, by
using them as additional features in a classification ensemble.

Keywords: Performance prediction · Automatic text classification

1 Introduction

Query performance prediction (QPP) is a challenging and fundamental prob-
lem in information retrieval. It concerns predicting the effectiveness of a rank-
ing model when there is no relevance information available. Applications for
QPP include selecting the best model depending on query features, com-
bining multiple ranking models and requesting more information for poten-
tially poorly formulated queries. QPP approaches have been divided into pre-
retrieval [8,12,14,15,20,34] and post-retrieval [5,17,22,23,29,30,32], depending
on the information used by the method. Inspired by QPP, in this paper, we
derive and adapt methods for document performance prediction (DPP), which
aim at predicting the performance of automatic text classifiers.

2 Document Performance Prediction

The performance of automatic text classifiers is usually measured by their
average effectiveness over test documents. However, this performance can vary
c© Springer Nature Switzerland AG 2019
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depending on the specific document in question. Inspired by query performance
prediction, we define the task of document performance prediction as predicting
the effectiveness of a text classifier for a given document, when labeled data is
not available. Formally, a document performance predictor π can be defined as a
function π : D×M → Y , where D and M denote the space of all documents and
classifiers probability outputs, respectively, and Y denotes the space of possible
effectiveness assessments given a pair 〈d,m〉, d ∈ D, m ∈ M . An effective pre-
dictor π(d,m) approximates the true effectiveness Δ(ŷdm, ydm) as accurately as
possible, where Δ is any classification effectiveness metric defined over the clas-
sification output ŷdm = m(d) and the label ydm. In our experiments in Sect. 3,
we use cross-entropy as a representative evaluation metric Δ.

Depending on the information used by a document performance predictor π,
it may fall into one of two categories: pre-classification and post-classification. In
particular, a pre-classification DPP relies solely on the contents of document d
to make its performance prediction. In contrast, inspired by post-retrieval query
performance predictors, which leverage the ranked list produced by a target
ranking model, a post-classification DPP uses the classification output ŷdm in
addition to the contents of document d. In the remainder of this section, we
propose several pre- and post-classification approaches for DPP.

2.1 Pre-classification DPP

Inspired by prior work on ad-hoc retrieval, we adapted pre-retrieval query per-
formance predictors for DPP. Instead of applying these methods on the query q,
we apply them to document d. Some of our proposed DPP also require statistics
from a corpus T , comprising documents used for training the classifier.

dT-Stats. Our first category of pre-classification DPP, denoted dT-Stats,
includes predictors that rely only on the document d and the training corpus
T . These predictors are independent of the classifier and were inspired by sev-
eral pre-retrieval QPP methods [12]. In particular, tokenCount and termCount
are the total number of tokens and the number of unique tokens in the doc-
ument, respectively. AvQL is the average character size of the tokens in the
document. {Av,Max,Dev}-IDF are the average, maximum and standard devi-
ation of the inverse document frequency of the document terms. AvICTF is
the average inverse collection term frequency of the document terms, defined
as AvICTF = 1

n

∑n
i=1[log2(cf i) − log2(tf i,d)], where n is the number of terms

in the document, cf i is the collection frequency of the i-th term and tf i,d is
its term frequency in d. SCS is the simplified clarity score of document terms,
i.e., SCS ≈ log2

1
n + 1

n

∑n
i=1[log2(cf i)−log2(tf i,d)]. {Av,Sum,Max}-SCQ are the

average, maximum and standard deviation of the collection document similarity.
AvP is the average number of senses for document terms, using WordNet func-
tion wordnet.synsets, and AvNP is the average number of noun senses among
these. Av-{Path,LCH,WUP} are the relatedness of a sample of 50 terms from
the document by calculating all their pairwise similarities, using three similarity
functions provided by WordNet: Path, Leacock-Chodorow, and Wu-Palmer.
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d-Latent. Our second category of pre-classification DPP, denoted d-Latent,
includes two predictors that are based on a latent representation of document
d. In particular, {Max,Avg}-PoolingGlove denote the maximum and average of
each of 50 Glove dimensions from “glove.6B.zip”1 for the document terms.

2.2 Post-classification DPP

Recent work has shown that post-retrieval query performance predictors are
state-of-the-art in ad-hoc retrieval [17,25,26,32]. Unlike QPP, we do not have
access to a list of documents retrieved for a query. Instead, we have a probability
distribution ŷdm of the classes predicted by a classifier m for document d.

DistBased. Predictors from this category assign the relevance of a document
d to each class by calculating distances between a document d and each class
centroid or between d and its k nearest neighbors (10 in our experiments) from
each class. Here, we use the distance scores (Cosine, Euclidean and Manhattan)
themselves as predictors that exploit the combination of global and local infor-
mation about the distribution of documents in each class, as described in prior
works on document classification with distance-based features [11,21].

BaggBased. Predictors from this category relate to the approach of Roitman
et al. [26] and other approaches that estimate the variance of the retrieved lists [9,
22,29,31]. Here we bootstrap the estimators from the bagging-based models and
use the variance of their predictions for document classes instead of the scores
of top-retrieved documents. BaggCVariance is the standard deviation of each
class predicted probability for n (20 in our experiments) random base estimators
sampled j (50 in our experiments) times for each classification bagging model m
from {RF [3], Bert [4], Broof [28]} and n estimators = 200 (which is the number
of base models included in the bagging model). BaggQ{25,50,75}C is similar to
BaggCVariance, but instead of the standard deviation, we calculate the 25, 50
and 75 quantiles from the class prediction probabilities. PredEntropy is a vector
containing the entropy of the base estimators predictions probability distribution
for each bagging classification model m from {RF,Bert,Broof}. NumPredC is a
vector containing the number of distinct classes (estimated probability not zero)
in the base estimators predictions for each bagging classification model m from
{RF,Bert,Broof}.

ProbPBased. DPP in this category use the prediction of any classifier, being
agnostic to their inductive biases. ProbPred are the probability predictions ŷdm of
each class for each classification model m, resulting in a vector of dimensionality
|M |×|C|, where M are all the classification models the performances of which are
being predicted and C is the target set of classes. ProbPredVar is the standard
deviation of probability predictions of each class for each classification model,
resulting in a vector of dimensionality |M |×|C|. ProbPBased encompasses the 25,
50 and 75 quantiles of probability predictions of each class for each classification
model, resulting in a vector of dimensionality |M | × |C| × 3.
1 http://nlp.stanford.edu/data/glove.6B.zip.

http://nlp.stanford.edu/data/glove.6B.zip
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3 Evaluation

In this section, we aim to answer the following research questions:

Q1. How effective are the proposed DPP?
Q2. How complementary are the proposed DPP?
Q3. How effective are DPP for enhancing a classification ensemble?

3.1 Experimental Setup

We explored two categorization datasets, 20Newsgroups (20NG) and 4Universi-
ties (4UNI, aka WEBKB) with about 20,000 and 8,200 documents respectively.
We also evaluate our approaches for the sentiment analysis task. We considered
four data sets of messages labeled as positive or negative from distinct domains:
Amazon, BBC, NYT, YouTube [4]. Inspired by prior work on QPP [8,26,29,32],
we compute the correlation between the predicted performance π(d,m) and the
actual performance Δ(ŷdm, ydm) for document d and classifier m. In particu-
lar, we measure the actual performance of m as the cross-entropy between the
predicted class distribution ŷdm and the true distribution ydm. The higher the
cross-entropy Δ, the more distant the two distributions.

We predict the performance of several classifiers, M = {XGBoost [6],
KNN [1], NaiveBayes [33], Bert [4], Broof [28], RandomForest [3], SVM [16],
MLP [10]}. Except for Bert and Broof,2 we used scikit-learn v0.18 implementa-
tions and their default hyperparameters, with TF-IDF document representations
as input. To evaluate our proposed DPP, we perform a 5-fold cross-validation.
In each round, four folds serve as the training corpus T and the remaining fold is
used to calculate the correlation between the predicted and actual performance
of each classifier m, averaged across all models in M . Accordingly, we report the
mean of the average correlation obtained by each DPP across the five test folds.

3.2 DPP Effectiveness

To address Q1, Table 1 shows the mean average correlation coefficient (Pearson’s
ρ and Kendall’s τ) attained by the best-performing DPP in each of the cate-
gories described in Sects. 2.1 and 2.2. The most successful predictors are from
the categories BaggBased and ProbPBased, which comprise post-classification
predictors. This result is somewhat expected given that post-retrieval QPP are
state-of-the art. dT-Stats and d-Latent predictors are not effective for the senti-
ment analysis datasets. However, they achieve higher correlations in the catego-
rization datasets (4UNI and 20NG). We believe this happens because sentiment
analysis datasets are smaller in number of documents as well as in document
length, hurting statistics taken on the document and corpus. Finally, DistBased
predictors were ineffective in our experiments. We attribute this to the fact that
neighbor information is used only by one of the eight classifiers whose perfor-
mance we are predicting (KNN). For the other seven classifiers, this inductive
bias does not hold, hence it is not a good predictor of their performance.
2 https://github.com/raphaelcampos/stacking-bagged-boosted-forests.

https://github.com/raphaelcampos/stacking-bagged-boosted-forests
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Table 1. Effectiveness of document performance prediction strategies in terms of Pear-
son’s ρ and Kendall’s τ correlation with the cross-entropy loss.

Method 4UNI 20NG Amazon BBC NYT YouTube

K-τ P-ρ K-τ P-ρ K-τ P-ρ K-τ P-ρ K-τ P-ρ K-τ P-ρ

BaggBased .129 .195 .205 .302 .163 .203 .207 .488 0.09 .114 .241 .303

ProbPBased .250 .187 .408 .157 .240 .274 0.39 .397 .113 .123 .421 .448

DistBased .017 .024 .030 .026 .019 .026 .040 .059 .020 .030 .017 .026

d-Latent .121 .149 .081 .092 .020 .029 .046 .076 .020 .030 .039 .047

dT-Stats .175 .159 .265 .263 .019 .032 .038 .058 .017 .027 .016 .028

Table 2. Effectiveness of the combination of document performance prediction using
different groups of methods as input space, in terms of Pearson’s ρ and Kendall’s τ
correlation with the cross-entropy loss. Superscripts †/‡ denote statistically significant
improvements over the best raw DPP at 95%/99% confidence intervals.

Input space 4UNI 20NG Amazon BBC NYT YouTube

K-τ P-ρ K-τ P-ρ K-τ P-ρ K-τ P-ρ K-τ P-ρ K-τ P-ρ

Best raw DPP .250 .195 .408 .302 .240 .274 .390 .488 .113 .123 .421 .448

BaggBased .347‡ .471† .386 .516† .304† .400† .257 .536† .145† .203† .401 .512†

ProbPBased .439† .556† .554‡ .720† .250‡ .325† .553† .613† .112 .148† .444† .468†

TF-IDF .230 .296‡ .334 .276 .243 .314† .242 .260 .103 .158† .325 .363

d-Latent .229 .291 .099 .120 .015 .022 .033 .045 .014 .022 .021 .032

DistBased .030 .051 .029 .017 .010 .014 .030 .041 .015 .022 .029 .045

dT-Stats .220 .258 .297 .360 .008 .012 .022 .038 .010 .012 .018 .026

All-pre-clf .241 .301 .300 .367 .014 .019 .029 .041 .012 .018 .016 .026

All-post-clf .478† .631† .538 .382 .317† .423† .563† .703† .159† .218† .440‡ .531†

All .479† .628† .582† .437 .288† .381† .464 .624† .132‡ .183† .396 .488†

3.3 DPP Complementarity

The combination of predictors through machine learning has been explored for
improving query performance predictors, with the assumption that they cap-
ture complementary information [2,7,13,19,30,35]. To address Q2, we assess
the complementarity of the proposed DPP for a given classifier m when used
as input features for a machine-learned DPP (ML-DPP) aimed to predict m’s
actual performance. Table 2 shows the effectiveness of several different groups of
DPP used as input features for a ML-DPP based on a random forest regressor.
The single best-performing DPP is included as a baseline. For all datasets, we
can significantly improve upon the single best DPP by combining multiple DPP.
Therefore, recalling Q2, we conclude that the proposed DPP have a degree of
complementarity and capture different types of information.
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Table 3. Average macro F1 score for an ensemble of eight classifiers with DPP as
additional meta-features. Superscripts †/‡ denote statistically significant improvements
compared to not using additional meta-features at 95%/99% confidence intervals.

20NG 4UNI Amazon BBC NYT YouTube

Stacking .939 .779 .759 .769 .630 .759

+ BaggBased .949† (1.1%) .851† (9.2%) .836† (10.1%) .878† (14.2%) .761† (20.8%) .858† (13.0%)

+ ProbPBased .939 (0.0%) .779 (0.0%) .755 (−0.5%) .783 (1.8%) .628 (−0.3%) .757 (−0.3%)

+ DistBased .946† (0.7%) .772 (−0.9%) .741 (−2.4%) .770 (0.1%) .635 (0.8%) .765 (0.8%)

+ d-Latent .941 (0.2%) .779 (0.0%) .733 (−3.4%) .731 (−4.9%) .635 (0.8%) .752 (−0.9%)

+ dT-Stats .939 (0.0%) .778 (−0.1%) .748 (−1.4%) .751 (−2.3%) .629 (−0.2%) .766 (0.9%)

+ ml BaggBased .939 (0.0%) .785 (0.8%) .750 (−1.2%) .790 (2.7%) .631 (0.2%) .761 (0.3%)

+ ml ProbPBased .940 (0.1%) .774 (−0.6%) .756 (−0.4%) .787 (2.3%) .639 (1.4%) .770 (1.4%)

+ ml DistBased .939 (0.0%) .780 (0.1%) .757 (−0.3%) .777 (1.0%) .628 (−0.3%) .765 (0.8%)

+ ml d-Latent .939 (0.0%) .780 (0.1%) .753 (−0.8%) .788 (2.5%) .641 (1.7%) .761 (0.3%)

+ ml dT-Stats .939 (0.0%) .779 (0.0%) .756 (−0.4%) .766 (−0.4%) .628 (−0.3%) .763 (0.5%)

3.4 Application: Enhancing Classification Ensembles

Improved QPP does not automatically translate to improved retrieval [24]. Roit-
man et al. [27] demonstrated through simulations that a minimum correlation of
ρ > 0.35 would be necessary for a QPP to be useful. Although this barrier has
been surpassed by several QPP in the literature, their observed utility for ad-hoc
retrieval has been marginal [18]. To address Q3, we assess the usefulness of DPP
for improving text classification, by employing DPP as additional meta-features
to a stacking layer, which combines the output of the eight classifiers in M .

Table 3 summarizes our results in terms of macro F1, comparing the addition
of groups of DPP against the stacking strategy. We obtained significant improve-
ments with only one strategy, BaggBased, which is one of our most accurate DPP.
However, several other sets of features that are also accurate for the DPP task
did not translate to improvements in classification. We hypothesize that having
a high accuracy in the performance prediction task is not sufficient for a DPP
to improve the classification ensemble, as our empirical results corroborate.

4 Conclusions

We proposed several document performance predictors (DPP) for automatic
text classification. We demonstrated their effectiveness and complementarity by
thorough experiments on both categorization and sentiment analysis datasets.
Moreover, we showed an application for DPP in improving automatic text clas-
sification ensembles, with state-of-the-art results. As future work, we plan to
investigate why predictors with high correlations on the document performance
prediction task do not necessarily translate into improved text classification.

Acknowledgements. Work partially funded by project MASWeb (FAPEMIG APQ-
01400-14) and by the authors’ individual grants from CNPq and FAPEMIG.
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Abstract. YouTube is the leading social media platform for sharing
videos. As a result, it is plagued with misleading content that includes
staged videos presented as real footages from an incident, videos with
misrepresented context and videos where audio/video content is mor-
phed. We tackle the problem of detecting such misleading videos as a
supervised classification task. We develop UCNet - a deep network to
detect fake videos and perform our experiments on two datasets - VAVD
created by us and publicly available FVC [8]. We achieve a macro aver-
aged F-score of 0.82 while training and testing on a 70:30 split of FVC,
while the baseline model scores 0.36. We find that the proposed model
generalizes well when trained on one dataset and tested on the other.

1 Introduction

The growing popularity of YouTube and associated economic opportunities for
content providers has triggered the creation and promotion of fake videos and
spam campaigns on this platform. There are various dimensions to this act
including creating videos for political propaganda as well as choosing clickbaity
or shocking title/thumbnails in order to get more views. YouTube itself has clas-
sified spam videos into many different categories including misleading metadata
(metadata includes the title, description, tags, annotations, and thumbnail).

We use the following definition of “fake” videos [7]: 1. Staged videos in which
actors perform scripted actions under direction, published as user generated
content (UGC). 2. Videos in which the context of the depicted events is misrep-
resented (e.g., the claimed video location is wrong). 3. Past videos presented as
UGC from breaking events. 4. Videos of which the visual or audio content has
been altered. 5. Computer-generated Imagery (CGI) posing as real.

Spam detection in social media has been a widely researched topic in the
academic community [10,11]. In [3], the author describes a model to detect
spam in tagging systems. For video sharing platforms, most of the work has
concentrated on finding spam comments [1,9].
c© Springer Nature Switzerland AG 2019
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Recently, there have been works on creating a dataset of fake videos and
computationally detecting fake videos [6,7]. As a result, there is a small but
publicly available dataset of fake videos on YouTube called the Fake Video Cor-
pus (or FVC) [8]. They had also developed a methodology to classify videos as
fake or real, and reported an F-score of 79% using comment based features. After
inspecting their code, we found out that the reported F-score was for the posi-
tive (fake) class only. So we reproduced their experiment to find that the macro
average F-score by their method is only 36% since the classifier calls almost all
videos as fake.

Through our experiments, we find that simple features extracted from meta-
data are not helpful in identifying fake videos. Hence we propose to use a deep
neural network on comments for the task and achieve promising results. While
using a 70:30 split of the FVC dataset, we find that our method achieves an
F-score of 0.82 in comparison to a score of 0.36 by the baseline, and 0.73 by the
feature based approach. Further, we also present a new dataset of fake videos
containing 123 fake and 423 real videos called VAVD. To see the robustness of
our approach, we also train UCNet on a balanced subset of VAVD, and test on
FVC dataset, achieving an F-score of 0.76, better than the score obtained by the
feature-based classifier trained on the same dataset. Feature-based classifiers, on
the other hand, do not give robust performance while trained on our dataset,
and tested on FVC.

2 Dataset Preparation

We crawled metadata and comments for more than 100,000 videos uploaded
between September 2013 and October 2016 using YouTube REST data API v3.
The details include video metadata (title, description, likes, dislikes, views etc.),
channel details (subscriber count, views count, video count, featured channels
etc.) and comments (text, likes, upload date, replies etc.).

With around 100K crawled videos and possibly very low percentage of fake
content, manually annotating each and every video and searching for fake videos
was infeasible. Also, random sampling from this set is not guaranteed to capture
sufficient number of fake videos. Therefore, we used certain heuristics to boost
the proportion of fake videos in a small sample to be annotated.

We first removed all the videos with views less than 10,000 (the average
number of views in the crawled set) and with comments less than 120 (the average
number of comments on a video in the crawled set). This was done to have only
popular videos in the annotated dataset. A manual analysis of comments on some
hand-picked spam videos gave us some comments such as “complete bullshit”,
“fake fake fake” etc. Then a search for more videos containing such phrases
was performed on the dataset. Repeating the same process (bootstrapping the
“seed phrases” as well as the set of videos) thrice gave a set of 4,284 potentially
spam videos. A similar method was adopted for clustering tweets belonging to
a particular rumor chain on twitter in [12] with good effect. After this, we used
the ratio of dislike count: like count of the video for further filtering. Sorting the
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videos based on the ratio in non-ascending order and taking videos having ratio
greater than 0.3 gave us a final set with 650 videos.

An online annotation task was created where a volunteer was given the link
to a video and was asked to mark it as “spam” or “legitimate”. An option to
mark a video as “not sure” was also provided. 33 separate surveys having 20
videos per survey (one having only 10) were created and were submitted for
annotation to 20 volunteering participants. This task was repeated for a sec-
ond round of annotation with the same set of annotators without repetition.
Statistics from the two rounds of annotation can be seen in Table 1. We see that
inter-annotator agreement was not perfect, an issue which has been reported
repeatedly in prior works for annotation tasks in social media [2,5]. The dis-
crepancies in the annotations were then resolved by another graduate student
volunteer and if any ambiguity still persisted in characterizing the video as spam,
the video was marked as “not sure”.

We call this dataset as VAVD (Volunteer Annotated Video Dataset) and
the annotations1 as well as our codes2 are publicly available.

Table 1. Statistics from the two rounds of annotations

(a) Number of videos in different classes

Round1 Round2 Final
Spam 158 130 123

Legitimate 400 422 423
Not Sure 92 98 104

(b) Annotator agreements

Spam Legitimate Not Sure
Spam 70 62 26

Legitimate 54 308 38
Not Sure 6 27 59

FVC Dataset: The Fake video corpus (FVC, version 2)3 contains 117 fake
and 110 real video YouTube URLs, alongside annotations and descriptions. The
dataset also contains comments explaining why a video has been marked as
fake/real. Though the dataset contains annotations for 227 videos, many of them
have been removed from YouTube. As a result, we could crawl only 98 fake and 72
real videos. We divide these videos into two disjoint sets, FVC70 (30), containing
70 (30)% of these videos for various experiments.

3 Experiments with Simple Features

We first tried using simple classifiers like SVMs, decision trees and random forests
on VAVD and test it on FVC, which is the benchmark dataset. We hypothesized
several simple features that might differentiate a fake video from a legitimate
one, as described below:

1 https://github.com/ucnet01/Annotations UCNet.
2 https://github.com/ucnet01/UCNet Implementation.
3 https://zenodo.org/record/1147958#.WwBS1nWWbCJ.

https://github.com/ucnet01/Annotations_UCNet
https://github.com/ucnet01/UCNet_Implementation
https://zenodo.org/record/1147958#.WwBS1nWWbCJ
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– has clickbait phrase: This feature is true if the title has a phrase commonly
found in clickbaits. For e.g. ‘blow your mind’, ‘here is why’, ‘shocking’,
‘exposed’, ‘caught on cam’. We used 70 such phrases gathered manually.

– ratio violent words: A dictionary of several ‘violent’ words like ‘kill’, ‘assault’,
‘hack’, ‘chop’ was used. The value of this feature is equal to the fraction of
violent words in the title. We hypothesize that violent words generate fear
which leads to more views for the video, hence more used in spams.

– ratio caps: This feature is equal to the ratio of number of words in the title
which are in upper case to the total number of words in the title.

– Tweet Classifier Score - Title: The Image verification corpus (IVC)4 is a
dataset containing tweets with fake/real images. We trained a multi-layer
perceptron on IVC to predict the probability of a tweet (i.e., the accompany-
ing image) being fake using only simple linguistic features on the tweet text.
Now, we use the same trained network and feed it the title of a video as input.
The probability of fakeness that it outputs is then taken as a feature.

– dislike like ratio: Ratio of number of dislikes to number of likes on the video.
– comments fakeness: This is equal to the ratio of comments on the video which

mention that the video is fake. To categorize if a comment says that the video
is fake or not, we detect presence of words and regexes like ‘fa+ke+’, ‘hoax’,
‘photoshopped’, ‘clickbait’, ‘bullshit’, ‘fakest’, ‘bs’.

– comments inappropriateness: This feature is equal to the ratio of number of
comments with swear words to the total number of comments on the video.

– comments conversation ratio: This is the ratio of comments with at least one
reply to the total number of comments on the video.

Since some of these classifiers are sensitive to correlations in the features, we first
decided to remove the lesser important feature among each pair of correlated
features. For this, we calculated correlations among the features on all the 100K
videos and identified the pair of features with a correlation of more than 0.2.
Then we generated feature importance scores using the standard random forests
feature selection method and eliminated the lesser important feature from each
pair. We trained our classifiers using only these remaining features. Table 2 shows
the performance of some of these classifiers when trained on VAVD and tested
on FVC30, as well as when trained on FVC70 and tested on FVC30 with Macro
Averaged Precision (P), Recall (R) and F1 Score (F) as the metrics.

We see that although Random Forests classifier performs the best when
trained and tested on FVC, its performance is very bad when trained on VAVD.

To understand the reason for such poor performance of these classifiers, we
plotted the PCA of the features on FVC dataset, which is shown in Fig. 1 (left).
Through the PCA, we can see that though the features may help in identifying
some fake videos (the ones on the far right in the plot), for most of the videos,
they fail to discriminate between the two classes.

4 https://github.com/MKLab-ITI/image-verification-corpus/tree/master/
mediaeval2016.

https://github.com/MKLab-ITI/image-verification-corpus/tree/master/mediaeval2016
https://github.com/MKLab-ITI/image-verification-corpus/tree/master/mediaeval2016
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Table 2. Performance of simple classifiers tested on FVC30

(a) training dataset: VAVD

Classifier P R F
SVM- RBF 0.74 0.60 0.49

Random Forests 0.73 0.58 0.46
Logistic Regression 0.54 0.53 0.45

Decision Tree 0.53 0.52 0.46

(b) training dataset: FVC70

Classifier P R F
SVM- RBF 0.56 0.55 0.54

Random Forests 0.74 0.73 0.73
Logistic Regression 0.53 0.53 0.53

Decision Tree 0.73 0.67 0.67

4 UCNet: Deep Learning Approach

Our analysis during dataset preparation reveals that comments may be strong
indicator of fakeness. However, not all comments may be relevant. Hence, we
computed “fakeness vector” for each comment, a binary vector with each ele-
ment corresponding to the presence or absence of a fakeness indicator phrase
(e.g., “looks almost real”). We used 30 such fakeness indicating phrases. Now,
for each comment, we passed the GoogleNews pre-trained word2vec [4] embed-
dings of words of the comment sequentially to the LSTM. The 300-dimensional
output of the LSTM is hence referred as “comment embedding”. We also took
the fakeness vector and passed it through a dense layer with sigmoid activation
function, to get a scalar between 0 to 1 for the comment called as the “weight”
of the comment. The idea here was that the network would learn the relative
importance of the phrases to finally give the weight of the comment. We then
multiplied the 300-dimensional comment embeddings with the scalar weight of
the comment to get “weighted comment embedding”. Now we took the average of
all these weighted comment embeddings to get one 300-dimensional vector repre-
senting all the comments on the video called the “unified comments embedding”.
The unified comments embedding was then concatenated with simple features
described before and passed through 2 dense layers, first with ReLU activation
and 4-dimensional output and the second with softmax to get a 2 dimensional
output representing the probability of the video being real and fake, respectively.
This network is called UCNet (Unified Comments Net)5 and is trained using
adam’s optimizer with learning rate 10−4 and cross entropy as the loss function.

Training the network on VAVD and testing on whole FVC gives an F-score of
0.74 on both classes as shown in Table 3. Training and testing UCNet on FVC70
and FVC30 respectively gives a macro F-score of 0.82. We also reproduced the
experiments that [6,7] did and found their Macro average F-score to be 0.36 on
both 10-fold cross validation and on the 70:30 split.

To visualize the discriminating power of comments, we trained UCNet on
VAVD. Then we gave each video of FVC as input to the network and extracted
the unified comment embedding. Now we performed PCA of these unified com-
ment embeddings to 2 dimensions and plotted it in Fig. 1 (right). We observe

5 https://bit.ly/2rZ7cAT.

https://bit.ly/2rZ7cAT
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Table 3. Performance of UCNet tested on FVC30

(a) training dataset: VAVD

Class P R F #Videos
Real 0.64 0.88 0.74 72
Fake 0.88 0.64 0.74 98

Macro avg 0.76 0.76 0.74 170

(b) training dataset: FVC70

Class P R F #Videos
Real 0.74 0.87 0.8 23
fake 0.89 0.77 0.83 31

Macro avg 0.82 0.82 0.82 54

Table 4. Overall performance comparison of classifiers on FVC30 test set

Classifier Training set Precision Recall F-Score

UCNet FVC70 0.82 0.82 0.82

UCNet Class balanced subset of VAVD 0.76 0.76 0.76

Random forests FVC70 0.74 0.73 0.73

Baseline FVC70 0.29 0.5 0.37

that comment embeddings can discriminate among the two classes very well as
compared to simple features (compare the left and right sub-figures).

Since VAVD had certain properties that overlap with our features (e.g., many
fakeness indicating phrases were picked from videos in this dataset), we decided
not to test our methods on VAVD as it might not be fair. Hence, we have used
it only as a training corpus, and tested on an unseen FVC dataset. Although,
future works may use VAVD as a benchmark dataset as well.

Finally, we present Table 4 comparing performance of different classifiers
when tested on FVC30. Random forests has been reported in the table since
it was the best performing simple classifier on the test set. We can see that even
if trained on (a balanced subset of) VAVD, UCNet performs better than any
simple classifier or the baseline.

(a) Simple Features (b) Unified Comment Embeddings

Fig. 1. PCA plots. Red dots are fake videos while blue dots are real videos from FVC.
(Color figure online)
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5 Conclusions

Our work presents VAVD, a new dataset for research on fake videos, and also
presents UCNet, a deep learning based approach to identify fake videos with high
accuracy using user comments. Future work will involve putting more emphasis
on content and metadata than the comments, to be able to detect latest or
‘breaking news’ spam videos.
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Abstract. This paper describes a new test collection for passage
retrieval from health-related Web resources in Spanish. The test collec-
tion contains 10,037 health-related documents in Spanish, 37 topics rep-
resenting complex information needs formulated in a total of 167 natural
language questions, and manual relevance assessments of text passages,
pooled from multiple systems. This test collection is the first to combine
search in a language beyond English, passage retrieval, and health-related
resources and topics targeting the general public.

Keywords: Test collection · Passage retrieval · Inter-rater agreement

1 Introduction

Passage retrieval aims at focusing retrieval to the most relevant parts of a doc-
ument, rather than entire documents, with the goal of reducing users’ informa-
tion overload. It has been widely studied both in ad hoc information retrieval
(e.g., [1,4,6]) and also as an intermediate step in question answering (e.g., [12]),
particularly when seeking answers to non-factoid questions (e.g., [7]). Passage
retrieval evaluation is particularly challenging as retrieval techniques produce
answers of varying sizes, and thus requires test collections with relevance assess-
ments at finer granularity levels, typically corresponding to short text seg-
ments [6].

To further advance the development of passage retrieval methods, given in
particular the recent interest in non-factoid question answering [3], we have built
a test collection for passage retrieval evaluation that addresses health-related
information needs of Spanish-speaking users (available at https://mklab.iti.gr/
results/spanish-passage-retrieval-dataset/). This was motivated by our need to
evaluate passage retrieval from health-related Web resources in response to nat-
ural language questions expressing health-related topics of general interest; to
the best of our knowledge, no such test collection is available.
c© Springer Nature Switzerland AG 2019
L. Azzopardi et al. (Eds.): ECIR 2019, LNCS 11438, pp. 148–154, 2019.
https://doi.org/10.1007/978-3-030-15719-7_19
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The evaluation task being modelled is the retrieval of short text passages
from trustworthy health-related Web resources in response to a natural language
question expressing a health-related information need a member of the general
public might have. The user may either type their question in a conventional
search interface or may interact with a retrieval system through a speech-based
interface. In either case, the retrieval system aims to simulate a Spanish-speaking
health expert who examines diverse health-related information in several online
documents and finds the passage(s) best addressing the search topic.

For evaluating such a task, we have constructed a test collection of 10,037
health-related documents in Spanish, 37 search topics representing complex
information needs, instantiated as a total of 167 natural language questions, and
appropriate manual relevance assessments. The users’ health-related information
needs fall under three thematic categories: (i) “baby care”, such as appropriate
food for newborns and breastfeeding advice, (ii) “vaccination”, such as the rec-
ommended vaccination schedule, and (iii) “low back pain”, such as potential
causes of back pain. Relevance assessments were performed by considering that
a passage should correspond to the longest contiguous piece of relevant informa-
tion and not split into small passages which only in combination form an appro-
priate answer; therefore, each relevant passage (irrespective of its size) should be
able to sufficiently answer the search topic on its own. To ensure the reliability
of the assessments, two different judges, together with a third “validator”, were
engaged. The inter-annotator agreement was also measured by kappa coefficients
proposed in this work for performing pairwise comparisons at character-level.

2 Related Work

Test collections for evaluating passage retrieval have been previously built by sev-
eral benchmarking activities, including TREC, INEX, and BioASQ. The TREC
Hard track [1], the INEX ad hoc track [6], and the TREC Complex Answer
Retrieval track [2] included tasks where the goal was to retrieve passages, instead
of documents, from document collections (news articles and Wikipedia, respec-
tively) covering a broad range of topics. The TREC Genomics track [4] and more
recently the BioASQ challenge [12] focused on the biomedical domain using col-
lections of scientific articles, rather than content targeting the general public,
with the goal to answer biomedical questions, i.e., considering passage retrieval
as an intermediate step to question answering. More recently, two new test col-
lections for evaluating (answer) passage retrieval have been constructed on the
basis of the large-scale TREC GOV2 [7] and ClueWeb12 [3] collections.

The above test collections mainly focus though on the English language; one
exception is the recent BOLT IR test collection [10] that enables multilingual
retrieval from informal discussion forum text with relevance assessments per-
formed at the passage level. Moreover, test collections for evaluating the retrieval
of (bio)medical documents in response to laypeople’s health-related information
needs have been constructed by CLEF eHealth [11]; these include non-English
documents, but focus on document retrieval. To the best of our knowledge, our
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test collection is unique in its combination of passage retrieval evaluation in a
language other than English, health-related documents and topics targeting the
general public, and also associating each topic with multiple query formulations.

3 Document Collection

The documents in the collection were obtained from two reputable health-related
websites suggested by family doctors; the first (http://enfamilia.aeped.es/) con-
tains information about paediatric and gynaecological matters, while the second
(https://medlineplus.gov/spanish/) is the Spanish-language version of Medline-
Plus, offering authoritative and up-to-date information on health issues.

The two websites were crawled resulting in a total of 63,362 unique URLs
(8,343 and 55,019, respectively). Then, a set of heuristic rules was applied to
exclude non informative material, such as pages providing services (e.g., regis-
tration to the website). In addition, URLs referring to non-textual content were
also excluded. This filtering resulted in 9,992 Web pages from the two web-
sites. This list was further augmented by including 45 reliable health-related
Web pages and PDF documents suggested by domain experts during the topic
development process (see Sect. 4), reaching a total of 10,037 documents.

To extract the textual content of the webpages and remove “noise” (such
as advertisements, etc.), the Default Extractor of the Boilerpipe library [8] was
applied. The Apache PDFBox library was used for extracting the content of PDF
documents. The cleaned “plain text” was then indexed using Apache Lucene
following (i) stopword removal based on the default Lucene stopword Spanish
list which was also manually expanded with some domain-specific stopwords,
and (ii) stemming using the Spanish Snowball stemmer.

Overall, the document collection consists of 10,037 health-related documents
in Spanish containing a total of 265,600 sentences and 2.1 billion words, with
the documents’ mean length being 210 words.

4 Topics

The topics were developed by four native Spanish speakers who are family doc-
tors with health-related expertise in family and community medicine. First, they
selected three broad and diverse thematic categories (“baby care”, “vaccina-
tion”, and “low back pain”) and then developed the topics using an explo-
ration process: each topic developer considered a topic and provided several
Web resources addressing it; these were added to the document collection, if not
already included.

Once the document collection was finalised, the topic developers performed
preliminary searches to determine whether adequate relevant information was
available in the collection. Retrieval in this case was performed using the lan-
guage retrieval models described in Sect. 5 without query expansion. By studying
the available relevant information, the topic developers refined this initial list of
topics and formulated alternative natural language questions serving as different

http://enfamilia.aeped.es/
https://medlineplus.gov/spanish/
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query instantiations for each topic, so as to cover different synonyms and ways of
expressing the topic. Moreover, they wrote a textual description and guidelines
of interpretation for assessing the relevance of text passages. A total of 37 topics
(19, 10, and 8, respectively in the three categories) and 167 alternative query
formulations were developed, with an average of 4.51 queries per topic and 11.62
terms per question. Figure 1 shows an example “baby care” topic.

Fig. 1. Example topic in the “baby care” category.

5 Pooling

To form a pool of relevant documents for each topic, we considered all of its
alternative questions and applied four retrieval approaches: a language model
with Jelinek-Mercer smoothing (λ = 0.5) and a language model with Dirichlet
smoothing (μ = 3000), each with and without query expansion. Query expan-
sion was performed based on a 400-dimensional word embeddings skip-gram
word2vec model [9] trained on our document collection and implemented using
deepLearning4j. The most related terms identified by the model were added to
the query; the number of expansion terms was empirically set to three. Then, the
pool for each topic was constructed by the five top-ranked documents retrieved
by each of the four retrieval methods for each alternative query resulting in pools
with 19 documents per topic on average. Given that each topic is associated with
multiple queries, each potentially contributing different documents to the pool,
the decision was made to only consider the five top-ranked documents by the
different retrieval methods so as to keep the evaluation tractable, given also the
additional effort required for assessing at the finer-granularity level of passages.

6 Relevance Assessments

To ensure the reliability of the assessment, two judges were engaged; the first
is one of the topic developers with background in healthcare, while the second
has an ICT background and was selected as a member of the general public
interested in these healthcare issues. Due to the discrepancies between these two
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judges (see below), the passages judged as relevant by them were then further
examined by a third judge with a linguistic background, acting as a validator
for determining the final relevance assessments.

Assessment Process. For the assessment process, we configured and adjusted
the open source annotation tool developed by the BioASQ challenge [12]. This
tool enables the judges to manually mark within each document the relevant
text passages which are suitable answers to a topic and saves the relevance
assessments information in a MongoDB database.

The judges were instructed to examine all the documents in the pool of each
topic and mark the relevant passages. The annotation is performed at sentence-
level marking complete sentences, based on the assumption that a full sentence is
the smallest segment capable of answering such topics. For each topic, annotators
were also asked to explain their decisions, so as to have a record of the ratio-
nale for their selections. The validator was asked to examine only the relevant
judgments of both annotators considering the overlapping parts of two judges
to correspond to correct answers and thus focusing on their discrepancies.

Table 1 provides some statistics on the assessments performed by the two
judges and the validator. Compared to the second judge, the first annotated more
passages and more sentences per topic. The validator noted that many of the
snippets marked as relevant by the first judge contained text that did not directly
answer the topic, but rather provided a more general context. The validator
considered this additional text as superfluous and therefore non-relevant, and
was thus more aligned to the generally shorter assessments of the second judge.

Inter-annotator Agreement. The inter-annotator agreement for all assessor pairs
was first calculated by Cohen’s κ at document level, i.e., a document is con-
sidered relevant if at least one of its passages is marked as relevant. The
Cohen’s κ values: κ(Judge1, Judge2) = 0.52, κ(Judge1, validator) = 0.61, and
κ(Judge2, validator) = 0.91 indicate the moderate agreement on the document
level between the two judges, and the validator and the first judge, and also the
particularly strong agreement between the validator and the second judge.

To estimate the inter-annotator agreement at a finer level of granularity, we
propose the following. First, we calculate for each topic the overlap between
the passages annotated by two assessors within each document, averaged over
all documents for a topic, and then over all topics. We propose to estimate the
overlap between any two passages that have at least some common parts using
(i) the Largest Common Subsequence (LCS) [5] between them (as implemented
by the difflib python library) normalised by the length (in characters) of the
shorter of the two passages, and (ii) Cohen’s κ at character-level. The proposed
inter-annotation agreement at character-level takes into account not only the
common relevant characters, but also the common non-relevant characters of
annotated documents, since both contribute to the overlapping segments. The
non-overlapping passages contribute with a zero value to these averages. We
get: (i) overlap(Judge1, Judge2) = 0.25, overlap(Judge1, validator) = 0.32,
and overlap(Judge2, validator) = 0.84, and (ii) κ(Judge1, Judge2) = 0.28,
κ(Judge1, validator) = 0.39, and κ(Judge2, validator) = 0.83.
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Table 1. Relevance assessments statistics

# relevant documents # relevant passages # relevant sentences

Mean (median) Min-max Stdev. Mean (median) Min-max Stdev. Mean (median) Min-max Stdev.

Judge 1 5.57 (4) 1–32 5.72 14.62 (7) 2–127 21.35 48.22 (28) 6–243 49.31

Judge 2 5.46 (5) 1–19 3.99 7.00 (6) 1–20 4.91 24.62 (14) 1–173 32.66

Validator 5.54 (5) 1–19 4.05 7.46 (6) 1–24 5.32 29.43 (19) 1–177 35.43

Table 2. Retrieval evaluation results at each stage

Document retrieval Paragraph retrieval Passage retrieval

N Success@N Precision@N M Success@M Precision@M Precision@1 Recall@1 F1@1

3 89.22% 42.78% 2 69.46% 34.68% 41.89% 34.26% 34.92%

In addition, we summed up the total relevant and the total non-relevant char-
acters over all documents in the pool of each topic and calculated κ at topic-
level, and then averaged κ over all topics, resulting in κ(Judge1, Judge2) = 0.38,
κ(Judge1, validator) = 0.50, and κ(Judge2, validator) = 0.87. These variations
for calculating inter-annotation agreement further corroborate the high consen-
sus between the validator and the second judge, as well as the difference of
opinion between the two initial judges. Moreover, the first two methods at the
character level appear to be highly correlated also in terms of agreement level,
while the third appears to be more lenient regarding the assessment of the agree-
ment with the first judge.

7 Baseline Performance

While this is not an evaluation report, we would like to give an indication of a
reasonable baseline performance. We perform passage retrieval in three stages.
First, the union of the top-N documents retrieved by the two language models
(Sect. 5) is formed. The two language models are then used for retrieving (from
this document set) the union of top-M paragraphs; we set N = 3 and M =
2. Last, the passages retrieved from this set of paragraphs are ranked by the
normalised sum of the two language models scores. Table 2 presents the retrieval
results at each stage, averaged over the 167 questions. At least one document
and one paragraph containing a relevant passage are retrieved for almost 90%
and 70% of the queries, respectively. Assuming that we are only interested in
retrieving the top-ranked passage, akin to non-factoid question answering, we
measure precision and recall at rank 1, which are close to 42% and 34%.

8 Conclusions

We presented a new test collection for passage retrieval evaluation that contains
10,037 reputable health-related documents in Spanish, 37 topics formulated in a
total of 167 natural language questions, and passage-level relevance assessments.
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This test collection is expected to provide a basis for evaluating new passage
retrieval methods in non-English resources, particularly in non-factoid query
answering settings, such as conversational agents in the healthcare domain. In
addition, we introduced new inter-annotator agreement metrics at character-level
which can be used to evaluate the test collection’s inter-rater reliability.
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Abstract. We investigate the impact of the size of query frequency his-
tory and its compact representation in memory for search result caching.

1 Introduction

Large-scale search engines extensively employ caching of query results in main
memory to improve system efficiency and scalability [3,5,8,15]. As in many other
domains, frequency of past data items (or, requests) is a strong signal to decide
on the items to be evicted from the query result caches of search engines, and
used on its own in the well-known eviction policy Least Frequently Used (LFU)
or combined with other signals, like item recency and size, in other policies [13].

In this paper, our contributions are three-fold: First, we investigate the
impact of storing a large query frequency history versus just keeping the fre-
quency of the queries that are in the cache. We show that keeping the entire
history (i.e., frequency of all seen queries by the search engine) may improve
the cache performance (i.e., hit ratios) for the policies that employ frequency as
a signal for eviction. While similar findings have been shown for other caching
applications (e.g., see [4]), as far as we know, this issue has not been explored
in depth for result caching in search engines.

Secondly, we adopt a recently proposed storage scheme for exactly this pur-
pose, i.e., storing past request frequencies in a compact manner for caching, to
our application domain. The latter scheme, referred to as Tiny here, can store the
query frequency history by using Simple and Counting Bloom Filters (CBFs) [4].
Our experiments reveal that the storage space for query history can be signif-
icantly reduced while cache performance still remains comparable to storing
the entire query history. This is an important finding as the number of queries
submitted to search engines has reached to very large numbers and storing an
(almost) full history may have very demanding memory storage requirements.

As our third contribution, we investigate the performance gains when the
saved memory space (using the Tiny approach) is further exploited to cache
additional query results. To this end, we consider not only storing query results in
HTML format (i.e., top-k results’ URLs and snippets), but also adopt techniques
c© Springer Nature Switzerland AG 2019
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that allow storing just the document identifiers for certain query results [9,
10]. For this latter case, we evaluate the cache performance in terms of the
query processing cost, and show that using the saved space to store identifiers
yields significant gains. To our best knowledge, no earlier work conducted such
an exhaustive analysis for search result caching where compact schemes are
employed for storing query frequency history, and our findings here shed light on
the potential gains in terms of storage space, hit-rate and even query processing
cost, all of which would be worthwhile in practical search systems.

In Sect. 2, we review the Tiny storage scheme as proposed in [4]. Section 3
presents our exhaustive experimental evaluation together with the conclusive
summary.

2 Compact Storage for Query Frequency History

A Bloom filter (BF) allocates a vector of m bits (initially set to 0) to efficiently
query the existence of an item ai in a set A = {a1, a2 · · · an} of n elements.
When an item ai is inserted to A, k distinct hash functions are applied to ai
to obtain the values h1(ai), · · · , hk(ai) each within the range [0,m], and bits
at these positions are set to 1. When an item ai is queried, bits at positions
h1(ai), · · · , hk(ai) are read, and if any of them is 0, then it is guaranteed that
ai �∈ A. Otherwise, we conclude that ai ∈ A, although false positives are possible.

In order to use Bloom filters to keep track of the counts, say, to represent
the frequency history of a query stream, it is adequate to allocate a vector of
m counters rather than that of m bits, as proposed in [4]. We adopt the latter
storage scheme, referred to as Tiny hereafter. In Tiny [4], a Minimal Increment
CBF is employed to store the approximate frequency values of previous queries.
The Estimate operation is used to obtain the approximate frequency of a given
query, which is the minimum count among the values at the indexes computed
by k different hash functions. Similarly, the Add operation computes k different
hash values for a given query and increments only the minimal counters at
corresponding positions. In addition to the CBF, Tiny contains a simple BF
that is called the doorkeeper. The latter is intended to reduce the number or
size of the counters in the CBF: As query streams are known to include a large
percentage (i.e., up to 44% [3]) of singleton queries that appear only once, when
a query arrives, first the doorkeeper is checked to see whether it has been seen
before, and only for such queries the counters in CBF are increased.

To keep the frequency values fresh, Tiny keeps a window counter, starting
from 0, that is incremented after each query. Whenever the window counter is
equal to W , all of the counters in the CBF as well as the window counter are
divided by 2 and the bits in the doorkeeper are all set to 0. Einziger et al. [4] argue
that for a cache of size C, an entry should reside in the cache if it has a larger
frequency than 1/C. Therefore, for a window size of W queries, each counter can
be capped to log2

W
C bits. Note that, since the doorkeeper can count up to 1, full

counters are only necessary to count up to W
C −1. Assuming that a doorkeeper has

d bits, and the number of full counters in CBF is n (typically, n < d), the total
number of bits required to allocate for Tiny is given as d + n × log2

(
W
C − 1

)
.
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3 Experimental Evaluation

We seek answer to following questions: (i) Does storing the full query frequency
history improve the hit-rate performance for the caching policies that exploit
frequency signal (namely, LFU [13] and GDSF [1])?, (ii) Can the Tiny scheme for
storing query history reduce the memory space requirements without adversely
affecting the cache hit-rate?, and (iii) If the saved space is further exploited for
caching, what is the gain in terms of the hit-rate and query processing cost?

Query Log and Simulation Parameters. To simulate a query stream, we use
the chronologically ordered queries from the AOL query log [12] that consists
of ≈17 million queries. We use the first 10 million queries for training. The
remaining ≈7 million queries constitute the test set; in particular, we use the
first %10 of it to warm-up the result cache and the rest is employed for evaluation.

The training set is used only to obtain past query frequencies for the caching
policies that employ the frequency as a signal (i.e., LFU [13] and GDSF [1]);
however, it is not directly exploited to fill the cache, as there is a separate warm-
up set. For the LRU eviction policy, the training set is not used at all.

Table 1. Parameters

Parameter Value Parameter Value (bytes)

Number of distinct queries (U) ≈6.7M Size of a pointer (P ) 4

Ranking per posting (Pr) 200 ns Size of an int I (long int L) 4 (8)

Decompression per posting (Pd) 100 ns Avg. size of a query (AvgQ) 16.5

Snippet computation per byte (Ps) 100 ns Avg. size of a doc (davg) 16384

Table 2. Memory space cost of LRU, LFU, and GDSF variants (M tiny given in text).

Policy Memory cost Formula (bytes)

Pure (metadata) Mpure U × (AvgQ + I)

LRU Mlru (c) c× (AvgQ + 3P )

In-memory LFU M inmem
lfu (c) c× (AvgQ + 6P + I)

Pure LFU Mpure
lfu (c) M inmem

lfu (c) + Mpure

Tiny LFU M tiny
lfu (c) M inmem

lfu (c) + M tiny (c)

In-memory GDSF-K M inmem
gdsf (c) c× (AvgQ + 6P + L + I) + L

Pure GDSF-K Mpure
gdsf (c) M inmem

gdsf (c) − c× I + Mpure

Tiny GDSF-K M tiny
gdsf (c) M inmem

gdsf (c) − c× I + M tiny (c)

Results for Single-Signal Caching Policies. We begin with describing our
implementation of the single-signal cache eviction policies, namely, LRU and
LFU, that exploit either query recency or frequency for the eviction, respectively.
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Fig. 1. Hit-rates for LRU and LFU
variants (In-memory, Pure and Tiny).

Fig. 2. Hit-rates for LFU and GDSF-K
variants.

Least Recently Used (LRU) policy always evicts the least recently accessed
item when the cache is full. We used a doubly-linked list to keep the access order
of queries and a hash-table to map the query strings to pointers to the linked-
list nodes. Based on the parameters given in Table 1, we provide the worst-case
space requirements for our LRU implementation in Table 2.

Least Frequently Used (LFU) policy always evicts the least frequent item
when the cache is full. The variant that does not keep any history and accumu-
lates the frequency of queries for only the cached ones is called the In-memory
LFU. In contrary to the LRU, a list of doubly-linked lists with special frequency
nodes is required (cf. [14] for details) for an efficient implementation. At the
worst-case, number of frequency nodes are as many as the cached items, i.e.,
each frequency node contains a single cached item (and hence, we have the stor-
age cost component 6P in Table 2). The second LFU variant, Pure LFU, keeps
the full frequency history of queries in raw format and thus requires a hash table
that maps query strings into frequencies (incurring the storage cost of Mpure)
in addition to the cost of storing the aforementioned linked lists of typical LFU.

The Tiny LFU variant is the implementation that employs the Tiny storage
scheme for query history. In our setup, we allocate 6W bits to doorkeeper and
3W full counters (where W denotes the window size and is in range [8M, 16M ]
in our experiments) and use 4 hash functions to minimize the false positive
errors [6]. Thus, we formulate the memory cost of Tiny LFU as: M tiny (c) =(
6W + 3W × log2

(
W
c − 1

))
/8. For both Pure and Tiny LFU, during warm-up

and testing, frequency statistics are updated as queries are streamed.
Figure 1 shows the hit-rates of single signal caching algorithms with respect

to the cache size. Pure LFU improves the hit-ratio compared to In-memory
LFU and LRU, especially for small cache sizes. This answers our first question;
keeping the full history improves LFU performance. This is an important finding,
because although some earlier works mentioned using a larger query history than
the memory size for LFU in search engine result caching (e.g., [7]), there was no
experimental evidence, as we provide here. More crucially, we see that Pure and
Tiny LFU perform almost the same (i.e., the curves in Fig. 1 overlap) indicating
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that using the compact storage scheme (and hence, less precise frequency values)
in the latter case do not reduce the cache performance.

Next, we report the ratio of the storage for metadata, M , (i.e., size of the
query history stored in plain format or using the Tiny scheme) to that for the
actual content of the result cache, R. For a given cache that can store C queries,
the cache (content) size R is computed as R = C × k × S. We set k = 10
(since a typical result cache includes top-10 answers) and S = 256 as each query
result including document’s title, URL and snippet may add up to 256 bytes, as
in [10]. Obviously, for a fixed cache size, the denominator R is the same for both
Pure and Tiny LFU. Table 3 shows that M/R ratio varies from 0.56 to 0.13 for
the smallest and largest values of C, i.e., 100K and 500K queries, respectively.
In contrary, for Tiny LFU, M/R ratio is much smaller, between 0.15 and 0.05,
indicating that Tiny scheme allows considerable gains in memory space. Note
that, this is a finding shown for caching in other application domains [4] but
not for search result caching. To our best knowledge, only [2] mentioned the
possibility of using BFs for storing the query history in result caching, but their
work did not provide any experimental evaluation of this idea, while we provide
an exhaustive analysis in terms of the storage and cache performance metrics.

Table 3. Performance of LFU and GDSF-K variants, C: cache size, M: metadata
(query history) size (in MBs), R: result cache size (in MBs), H: hit-rate.

C R LFU GDSF-K

Pure Tiny In-memory Pure Tiny

H M/R H M/R H M/R H M/R H M/R
100K 244.1 0.436 0.56 0.437 0.15 0.422 0.02 0.451 0.56 0.457 0.12

200K 488.3 0.479 0.29 0.479 0.08 0.46 0.02 0.498 0.29 0.498 0.11

300K 732.4 0.502 0.20 0.501 0.08 0.483 0.02 0.518 0.2 0.518 0.08

400K 976.6 0.516 0.15 0.516 0.06 0.497 0.02 0.529 0.15 0.529 0.07

500K 1220.7 0.527 0.13 0.526 0.05 0.508 0.02 0.536 0.13 0.536 0.05

Results for Multi-signal Caching Policy. Greedy Dual Size Frequency
(GDSF) [1] offers a good compromise between recency and frequency, as well
as the entry size and cost. We use a variant of GDSF, so called GDSF-K [11],
where the frequency component is weighted by an exponent K to balance for the
power-law distribution of queries in our setup. GDSF-K evicts the query result i
with the minimum Hi value where Hi = FK

i × Ci

Si
+L. In this equation, Fi is the

frequency of the query, Ci and Si are size and cost of the query result, respec-
tively. In our experiments, result size is set to 1, whereas we consider different
alternatives for the cost (as will be discussed later). Lastly, L is the aging factor
that is updated to the Hi of the cache victim whenever an item is evicted.

We again have three variants, namely In-memory (frequency information is
kept only for the queries in the cache), Pure (with a raw frequency history) and
Tiny. Table 2 presents the worst-case memory space usage of these variants.
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While experimenting with GDSF-K variants, we first assume that all query
costs Ci as 1, and measure the traditional hit-rate. Figure 2 reveals that, as
before, the variants using the entire history outperform the In-memory GDSF-
K, and furthermore, Pure and Tiny variants of GDSF-K perform comparably. We
also see that GDSF-K formulation that combines both frequency and recency is
superior to using each on its own; i.e., Pure (or, Tiny) GDSF-K outperforms the
corresponding case with LFU. Finally, Tiny again provides considerable memory
space gains over Pure GDSF-K, as shown in Table 3.

To investigate our third research question, i.e., assessing the value of the
saved memory space, we focus on Tiny GDSF-K as the best-performing policy
in the previous experiments. To this end, we first assume the saved space (i.e., the
difference of memory space between Pure and Tiny variants) is also filled with
query results, and measure the hit-rate. This case is denoted as “Tiny GDSF-K
with Result” in Table 4, and we see that the hit-rates improve for each cache
size (absolute gains being around 1.7% for the smallest cache size in comparison
to the hit-rate of Tiny GDSF-K column, repeated from Table 3 for reference).

Furthermore, following the recent trend [11] that suggests using cost-aware
caching policies and evaluating them again in terms of the cost savings – rather
than hit rate-, we also experiment with Tiny GDSF-K using simulated query
costs (i.e., in GDSF-K formula, we now set Ci using such costs). While doing so,
as in [10], we consider four basic cost components: fetching the posting lists from
the disk, ranking in memory, fetching top-k documents from the disk and gen-
erating snippets. Since modern search engines are known to store most of their
data in memory or SSDs, here we focus on the ranking and snippet generation
components. Formally, we define the former one as; Crank = |Is|×(Pd + Pr) and
the latter one; Csnip = 10 × davg × Ps, where Is is the shortest posting list of
terms in query q (representing the conjunctive processing in the search engine,
as typical) and Pd, Pr, Ps and davg are defined in Table 1 based on [10]. Posting
list length of each query term is obtained from an index over the well-known
Clueweb-2009 Part B collection.

In this case, our evaluation metric is the savings in query processing cost,
Cs. To compute Cs, we obtain the cost of running a query stream over a system
with a given type of cache divided by that of a system with no cache (where the
cost of a query is simply the sum of Crank and Csnip), and subtract the latter
ratio from 1. In Table 4, we see that exploiting the saved space as a result cache
further improves cost savings of Tiny GDSF-K; e.g., for a cache of 100K results,
the cost savings increase from 0.698 to 0.710 (the former value, cost savings of
the Tiny GDSF-K, is computed as a baseline).

Note that, recent studies in the literature propose using hybrid result caches,
i.e., some part of the cache stores only doc-IDs of the query results [9,10]. In
this case, if the cache-hit is for the latter part, there will be still Csnip cost, but
much more expensive Crank will be avoided. Therefore, as a final experiment, we
explore what happens if the memory space saved by Tiny is reserved as a doc-ID
cache, while the original cache capacity, as in previous experiments, store the
query results in HTML format (i.e., top-k results’ URLs and snippets). With this
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Table 4. Cost saving, Cs, when saved space (by Tiny) is reserved for extending the
result cache (Tiny GDSF-K w. Result) and implementing a docID cache. H: hit-rate.

C Tiny GDSF-K Tiny GDSF-K w. Result Tiny GDSF-K w. Doc-ID

H Cs H Cs Cs

100K 0.457 0.698 0.474 0.710 0.740

200K 0.498 0.724 0.504 0.728 0.744

300K 0.518 0.734 0.521 0.736 0.746

400K 0.529 0.739 0.53 0.740 0.747

500K 0.536 0.742 0.537 0.743 0.748

hybrid cache, we employ the Second Chance algorithm that is basically intended
to keep the doc-ID results of a query for a longer time even its HTML version
is evicted from the cache (please refer to [10] for details).

Our findings for the latter experiment are presented in Table 4 with column
denoted as “Tiny GDSF-K with Doc-ID”. We see that in terms of cost savings,
there is an absolute improvement of up to 3% (note that, since the cache includes
both HTML and docID results, hit-rate is meaningless, and not reported here).
Furthermore, by reserving this saved space as a Doc-ID cache, the cost saving
in case of a 100K cache is as good as that of a 500K result cache. These final
experiments answer our third research question: the memory space saving using
Tiny can yield non-negligible gains in terms of both hit-rate and query processing
cost, especially for small and moderate size caches.

Concluding Summary: Our exhaustive experiments reveal that (i) Storing
the entire query frequency history yields better hit-rate, (ii) Tiny successfully
reduces memory space for the history, and (iii) The space saving is valuable, as
it can be exploited to yield non-negligible gains in hit-rate and query processing
cost.
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Abstract. We propose a novel end-to-end Aspect-based Rating Predic-
tion model (AspeRa) that estimates user rating based on review texts
for the items and at the same time discovers coherent aspects of reviews
that can be used to explain predictions or profile users. The AspeRa
model uses max-margin losses for joint item and user embedding learn-
ing and a dual-headed architecture; it significantly outperforms recently
proposed state-of-the-art models such as DeepCoNN, HFT, NARRE, and
TransRev on two real world data sets of user reviews. With qualitative
examination of the aspects and quantitative evaluation of rating predic-
tion models based on these aspects, we show how aspect embeddings can
be used in a recommender system.

Keywords: Aspect-based sentiment analysis ·
Recommender systems · Aspect-based recommendation ·
Explainable recommendation · User reviews · Neural network ·
Deep learning

1 Introduction

As the scale of online services and the Web itself grows, recommender systems
increasingly attempt to utilize texts available online, either as items for recom-
mendation or as their descriptions [1,22,25,41]. One key complication is that a
single text can touch upon many different features of the item; e.g., the same
brief review of a laptop can assess its weight, performance, keyboard, and so on,
with different results. Hence, real-world applications need to separate different
aspects of reviews. This idea also has a long history [15,26]. Many recent works
in recommender systems have applied deep learning methods [10,31,33,41]. In
this work, we introduce novel deep learning methods for making recommenda-
tions with full-text items, aiming to learn interpretable user representations that
c© Springer Nature Switzerland AG 2019
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reflect user preferences and at the same time help predict ratings. We propose
a novel Aspect-based Rating Prediction Model (AspeRa) for aspect-based rep-
resentation learning for items by encoding word-occurrence statistics into word
embeddings and applying dimensionality reduction to extract the most impor-
tant aspects that are used for the user-item rating estimation. We investigate
how and in what settings such neural autoencoders can be applied to content-
based recommendations for text items.

2 AspeRa Model

The AspeRa model combines the advantages of deep learning (end-to-end learn-
ing, spatial text representation) and topic modeling (interpretable topics) for
text-based recommendation systems. Figure 1 shows the overall architecture of
AspeRa. The model receives as input two reviews at once, treating both iden-
tically. Each review is embedded with self-attention to produce two vectors,
one for author (user) features and the other for item features. These two vec-
tors are used to predict a rating corresponding to the review. All vectors are
forced to belong to the same feature space. The embedding is produced by
the Neural Attention-Based Aspect Extraction Model (ABAE) [7]. As in topic
modeling or clustering, with ABAE the designer can determine a finite number
of topics/clusters/aspects, and the goal is to find out for every document to
which extent it satisfies each topics/aspects. From a bird’s eye view, ABAE is
an autoencoder. The main feature of ABAE is the reconstruction loss between
bag-of-words embeddings used as the sentence representation and a linear com-
bination of aspect embeddings. A sentence embedding is additionally weighted
by self-attention, an attention mechanism where the values are word embeddings
and the key is the mean embedding of words in a sentence.

The first step in ABAE is to compute the embedding zs ∈ R
d for a sentence

s; below we call it a text embedding: zs =
∑n

i=1 aiewi
, where ewi

is a word
embedding for a word wi, e ∈ R

d. As word vectors the authors use word2vec
embeddings trained with the skip-gram model [21]. Attention weights ai are
computed as a multiplicative self-attention model: ai = softmax(e�

wi
Ays), where

ys is the average of word embeddings in a sentence, ys =
∑n

i=1 ewi
, and A ∈

R
d×d is the learned attention model. The second step is to compute the aspect-

based sentence representation rs ∈ R
d from an aspect embeddings matrix T ∈

R
k×d, where k is the number of aspects: ps = softmax(Wzs+b), where ps ∈ R

k

is the vector of probability weights over k aspect embeddings, rs = T�ps, and
W ∈ R

k×d, b ∈ R
k are the parameters of a multi-class logistic regression model.

Below we call rs the reconstructed embedding.
To train the model, ABAE uses the cosine distance between rs and zs with a

contrastive max-margin objective function [39] as the reconstruction error, also
adding an orthogonality penalty term that tries to make the aspect embedding
matrix T to produce aspect embeddings as diverse as possible.

The proposed model’s architecture includes an embedder, which provides text
and reconstruction embeddings for an object similar to ABAE (“user embed-
ding” and “item embedding” on Fig. 1). The intuition behind this separation of
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Fig. 1. Architecture of the proposed AspeRa model.

user and item embedding is as follows: there are some features (aspects) impor-
tant in an item for a user, but the item also has other features. Hence, we want to
extract user aspects from a user’s reviews as well as item aspects from an item’s
reviews. The resulting embedding is conditioned on aspect representation of the
reviews; we will see below that this model can discover interpretable topics. The
model contains four embedders in total, one pair of user and item embedders
for two reviews being considered at once, as shown on Fig. 1. First each review
is paired with another review of the same user, grouping by users and shuffling
the reviews inside a group; then with another review of the same item. Thus,
the training set gives rise to only twice as many pairs as reviews available for
training. The rating score for the first review in a pair is used to train the rating
predictor (MSE ); at prediction stage, only one “tower” is used.

There are two losses in AspeRa: MSE for rating prediction (Fig. 1) and Max-
Margin loss to put user and item embeddings in the same space (Fig. 1). The
MSE loss assumes that rating is predicted as the dot product of user and item
embeddings for a review: MSE = 1

N

∑N
j=1(z

u
j

�zij − rj)2, where zuj is a text
embedding for the author of review j, zij is a text embedding for the item j
is about, and rj is the true rating associated with j. Max-margin loss aims to
project all user and item embeddings into the same feature (aspect) space; see
Fig. 1. We use it in two ways. First, we push reconstructed and text embeddings
to be closer for each user i, and pushes text embeddings for both considered
items apart: MaxMargin(i, j) = 1

N

∑
i,j max(0, 1 − rui

�zui + rui
�zii + rui

�zij),
where i, j are indices of reviews, rui is a reconstructed embedding from ABAE
for user i, zui is a text embedding for user i, zii and zij are text embeddings from
ABAE for items i and j respectively. This loss is applied for all four possible
combination of users and items, i.e., (ui, ii, ij), (uj , ii, ij), (ii, ui, uj), (ij , ui, uj).
Second, we keep user embeddings from two reviews of the same author close:
MaxMargin(i, j) = 1

N

∑
i,j max(0, 1 − zui

�zuj + zui
�zii + zui

�zij), where i, j are
indices of reviews, zui and zuj are user embeddings from ABAE for authors of
reviews i and j and zii and zij are text embeddings from ABAE for items i
and j respectively. This second form is symmetrically applied to item and user
embeddings for two reviews pf the same item from different authors.
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Table 1. Two sets of AspeRa hyperpa-
rameters (for models with different initial-
ization strategies).

Settings AspeRa (GloVe) AspeRa (SGNS)

Embeddings GloVe SGNS

Optimization alg. Adam [12] Adam

# aspects 11 10

Hidden layer dim. 256 64

# epochs 20 18

# words per sample 256 224

Table 2. Performance of text-based and
collaborative rating prediction models.

Model MSE

Instant Videos Toys & Games

NMF 0.946 0.821

DeepCoNN 0.943 0.851

Attn+CNN 0.936 -

SVD 0.904 0.788

HFT 0.888 0.784

TransRev 0.884 0.784

NARRE - 0.769

AspeRa (GloVe) 0.870 0.730

AspeRa (SGNS) 0.660 0.571

3 Experimental Evaluation

Datasets and Experimental Setup. We evaluated the proposed model on
Amazon Instant Videos 5-core reviews and Amazon Toys and Games 5-core
reviews1 [8,19]. The first dataset consists of reviews written by users with at
least five reviews on Amazon and/or for items with at least five reviews; it
contains 37,126 reviews, 5,130 users, 1,685 items, and a total of 3,454,453 non-
unique tokens. The second dataset follows 5 minimum reviews rule; it contains
167,597 reviews, 19, 412 users, 11, 924 items, and a total of 17, 082, 324 non-
unique tokens. We randomly split each dataset into 10% test set and 90%
training set, with 10% of the training set used as a validation set for tun-
ing hyperparameters. Following ABAE [7], we set the aspects matrix ortho-
regularization coefficient equal to 0.1. Since this model utilizes an aspect embed-
ding matrix to approximate aspect words in the vocabulary, initialization of
aspect embeddings is crucial. The work [7] used k-means clustering-based ini-
tialization [16,17,34], where the aspect embedding matrix is initialized with
centroids of the resulting clusters of word embeddings. We compare two word
embeddings for AspeRa: GloVe [27] and word2vec [20,21]. We adopted a GloVe
model trained on the Wikipedia 2014+Gigaword 5 dataset (6B tokens, 400K
words vocabulary, uncased tokens) with dimension 50. For word2vec, we used
the training set of reviews to train a skip-gram model (SGNS) with the gensim
library [29] with dimension 200, window size 10, and 5 negative samples; see
Table 1 for details.

Rating Prediction. We evaluate the performance of AspeRa in comparison to
state-of-the-art models: NMF [40], DeepCoNN [41], Attn+CNN [31], SVD [13],
HFT [18], NARRE [4], and TransRev [5]; we introduce these models in Sect. 4.
Table 2 compares the best Mean Square Error (MSE) of AspeRa and other mod-
els for rating prediction. Results of existing models were adopted from [5] for
Amazon Instant Videos 5-core reviews with the ratio 80:10:10. We also used the

1 http://jmcauley.ucsd.edu/data/amazon/.

http://jmcauley.ucsd.edu/data/amazon/
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Fig. 2. Comparing AspeRa with GloVe (SGNS clusters), ABAE (SGNS clusters), and
LDA with the same vocabulary and 10 topics on Instant Videos; more is better. X-axis:
number of top-ranked representative words per aspect, Y-axis: topic coherence scores.

results of NARRE model [4], obtained in the same setup as [5] but with a differ-
ent random seed. Note that while AspeRa with generic GloVe word embeddings
still works better than any other model, adding custom word embeddings trained
on the same type of texts improves the results greatly.

Topic Quality. We compared the performance of AspeRa with OnlineLDA [9]
trained with the gensim library [29], with the same vocabulary and number of
topics, and ABAE with 10 aspects and 18 epochs, initialized with the same
word2vec vectors (SGNS) as AspeRa and having the same ortho-regularization
coefficient as the best AspeRa model, evaluating the results in terms of topic
coherence metrics, NPMI [2] and PMI [23,24] computed with companion software
for [14]. Figure 2 shows that the quality is generally lower for larger number of
representative words per aspect (horizontal axis), and that AspeRa achieves
scores comparable to LDA and ABAE, although ABAE remains ahead. Tables 3
and 4 present several sample aspects discovered by AspeRA. Qualitative analysis
shows that some aspects describe what could be called a topic (a set of words
diverse by part of speech and function describing a certain domain), some encode
sentiment (top words are adjectives showing attitude to certain objects discussed
in the text), and some encode names (actors, directors, etc.). We also found
similar patterns in the output of the basic ABAE model [7]. Thus, most aspects
are clearly coherent, but there is room for improvement.

Table 3. Sample aspects from Instant Videos discovered by AspeRa (SGNS).

# Aspect words

1 Communities governments incidents poverty unity hardships slaves citizens fought

2 Coppola guillermo bram kurosawa toro ridley del prolific ti festivals

3 Brisk dialogue manipulation snappy plotlines dialogues taunt camerawork muddled

4 Sock vegans peanut stifling bats buh ammonium trollstench vegetables pepsi

5 The a and to is of joe’s enters that fatal
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Table 4. Sample aspects from Instant Videos discovered by AspeRa (GloVe).

# Aspect words

1 Protein diagnose cell genes brain membrane interacts interact oxygen spinal

2 Boost monetary raise introduce measures credit expects increase push demand

3 Towel soaked greasy towels cloth dripping tucked crisp coat buckets

4 Offbeat comic parody spoof comedic quirky cinematic campy parodies animated

5 Sheesh wham whew hurrah oops yikes c’mon shhh oooh och

4 Related Work

Classical collaborative filtering based on matrix factorization (MF) [13,40] has
been extended with textual information, often in the form of topics/aspects;
aspect extraction uses topic modelling [35,36,42] and phrase-based extrac-
tion [32]. Collaborative topic regression (CTR) [37] was one of the first models
to combine collaborative-based and topic-based approaches to recommendation;
to recommend research articles; it uses an LDA topic vector as a prior of item
embeddings for MF. Hidden Factors and Hidden Topics (HTF) [18] also com-
bines MF and LDA but with user reviews used as contextual information. A few
subsequent works use MF along with deep learning approaches; e.g., Collabo-
rative Deep Learning (CDL) [38] improves upon CTR by replacing LDA with
a stacked denoising autoencoder. Unlike our approach, all these models learn
in alternating rather than end-to-end manner. Recent advances in distributed
word representations have made it a cornerstone of modern natural language
processing [6], with neural networks recently used to learn text representations.
He et al. [7] proposed an unsupervised neural attention-based aspect extraction
(ABAE) approach that encodes word-occurrence statistics into word embed-
dings and applies an attention mechanism to remove irrelevant words, learning a
set of aspect embeddings. Several recent works, including DeepCoNN [41], pro-
pose a completely different approach. DeepCoNN is an end-to-end model, both
user and item embedding vectors in this model are trainable functions (convo-
lutional neural networks) of reviews associated with a user or item respectively.
Experiments on Yelp and Amazon datasets showed significant improvements
over HFT. TransNet [3] adds a regularizer on the penultimate layer that forces
the network to predict review embedding. TransRev [5] is based on the same idea
of restoring the review embedding from user and item embeddings. Attn+CNN
and D-Attn [30,31] extend DeepCoNN with an attention mechanism on top of
text reviews; it both improves performance and allows to explain predictions
by highlighting significant words. However, user and item embeddings of these
models are learned in a fully supervised way, unlike the proposed model. Our
model combines semi-supervised embedding learning, which makes predictions
interpretable similar to HTF, with a deep architecture and end-to-end training.
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5 Conclusion

We have introduced a novel approach to learning rating- and text-aware rec-
ommender systems based on ABAE, metric learning, and autoencoder-enriched
learning. Our approach jointly learns interpretable user and item representations.
It is expectedly harder to tune to achieve better quality, but the final model per-
forms better at rating prediction and almost on par at aspects coherence with
other state-of-the-art approaches. Our results can also be viewed as part of the
research effort to analyze and interpret deep neural networks, a very important
recent trend [11,28]. We foresee the following directions for future work: (i) fur-
ther improving prediction quality (especially for models that learn interpretable
user representations), (ii) integrating methods that can remove “purely senti-
mental” aspects into interpretable models for recommendations that we have
discussed above, (iii) developing visualization techniques for user profiles.
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Abstract. We propose a friend recommendation system (an application
of link prediction) using edge embedding on social networks. Most real
world social networks are multi-graphs, where different kinds of rela-
tionships (e.g., chat, friendship) are possible between a pair of users.
Existing network embedding techniques do not leverage signals from dif-
ferent edge types and thus perform inadequately on link prediction in
such networks. We propose a method to mine network representation
that effectively exploits edge heterogeneity in multi-graphs. We evaluate
our model on a real-world, active social network where this system is
deployed for friend recommendation for millions of users. Our method
outperforms various state-of-the-art baselines on Hike’s social network
in terms of accuracy metrics as well as user satisfaction.

1 Introduction

Users need to find relevant friends in order to engage on any social network.
Social platforms like Facebook, LinkedIn, Twitter facilitate friend discovery via
Friend Recommendation [1,6]. A good recommendation system strengthens the
network by aiding creation of new social connections between existing users. It
also helps in retention of new users by helping them find friends as they join
the platform. Hence, efficacy of friend recommendation method is of utmost
importance to drive growth and engagement on the platform.

The problem of friend recommendation fits into the classical link prediction
problem [12]. Given a snapshot of a social network at time t, can we accurately
predict the edges that will be added to the network during the interval from time
t to a given future time t′? In a nutshell, can the current state of the network be
used to predict future links? Traditional methods for link prediction were based
on measures for analyzing the “proximity” of nodes in a network. Specifically,
if the neighborhoods of two nodes have a large overlap, existing methods will
indicate that they are highly likely to share a link. Common neighbors, Jaccard
coefficient, Adamic-Adar [12], preferential attachment [16] are different measures
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that have been devised to assess overlap between node neighborhoods. Super-
vised models [6] have also been trained with these features for link prediction.

Recently, there has been a lot of work in the development of methods for
learning continuous representations [4,7–10,14,15] of nodes that can effectively
preserve their network neighborhoods. Such representations have proven to be
more effective than hand-engineered features in encoding structural information
for nodes in classification problems setup for link prediction [7,14].

In this work, we present and evaluate a friend recommendation system for
a real-world social network. We propose a framework for graph representation
learning on heterogeneous networks with multiple edge types for link prediction.
The system has two components - network embedding for a large heterogeneous
network, and training a friend recommendation model on a large set of known
friend and non-friend pairs by leveraging the learned embedding.

We split a heterogeneous network with multiple edge types into homoge-
neous components and obtain edge embedding for each component. Our friend
recommendation system contains a multi-tower neural network which takes the
homogeneous embeddings as inputs and combines them to obtain a unified edge
embedding for the link prediction problem.

Our contribution are as follows:

– We demonstrate the efficacy of network embedding for link prediction on a
large real-world network.

– We provide a formulation of friend recommendation problem as link predic-
tion in an edge heterogeneous network.

– We propose methods to obtain unified edge embedding by combining segre-
gated embedding from homogeneous components.

– We present a multi-tower neural network architecture for learning unified
edge embedding for the link prediction problem.

– We evaluated the method by comparing it with the state-of-the-art
approaches offline and also by deploying the system on an active platform.

2 Network Embedding for Friend Recommendation

We consider friend recommendation as a binary classification problem where a
pair of users will be classified as friends or not-friends. Given a collection of
user-pairs (i.e., edges), we build a model that can learn to predict new edges.

2.1 Network Embedding

Network embedding has shown great success in various social network applica-
tions, e.g., link prediction, node clustering, multi-label classification of nodes,
etc. The idea is to learn a node-centric function that can map nodes into a low
dimensional vector space by preserving the structural information about their
neighborhoods. The node embedding of two nodes can be combined to form a
representation of the edge connecting them. In case of link prediction, such an
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edge embedding can be given to a classifier to predict whether the edge is likely
to exist or not. Two popular node embedding methods are as follows: (i) Deep-
Walk [14] learns node embedding in a homogeneous network. Unbiased, uniform,
fixed number of random walks of pre-decided length are generated starting at
each node in the network to produce ‘sentences’ of nodes, similar to sentences
of words in a natural language. The Skip-gram algorithm devised by Mikolov
et al. [13] is used to obtain node embedding from the random walks, which are
expected to capture the contextual properties of the network nodes – the nodes
that occur in same context have similar vector embedding. (ii) Node2vec [7]
is another method for homogeneous node embedding. A biased random walk to
navigate the neighborhood of a node can be parameterized to make a transition
from breadth-first search (BFS) to depth-first search (DFS). However, a proper
parameterization is critical for good performance and this requires heavy tuning.

2.2 Extending Network Embedding for Heterogeneous Multi-graph

Models like DeepWalk [14] and Node2vec [7] are restricted to homogeneous net-
works. However, real-world social networks are heterogeneous in nature – nodes
are of multiple types such as users, posts, etc., and edges can be drawn based
on different relationships such as friendship, like, comment, follow, etc. Existing
network embedding methods designed for homogeneous networks may not be
directly applicable to heterogeneous networks. Recently, metapath2vec [5], an
embedding technique for heterogeneous networks was proposed, which defines
metapath (a sequence of node types) to restrict the random walks. sHowever,
it is not obvious how to define such a metapath as we often lack an intuition
for the paths and metapaths, and the length of the metapath. Moreover for a
heterogeneous network with different edge types and multiple edges between two
nodes (heterogeneous multi-graph), there is no intuitive way to define a meta-
path of edges types. Chang et al. [3] propose a deep architecture to learn node
embedding in a multi-modal network with image and text nodes. However, it
doesn’t generalize to a multi-graph where different types of edges exist between
a pair of nodes. Next, we study straightforward extensions of DeepWalk for a
heterogeneous multi-graph.

Equal Probability of Edges: Similar to DeepWalk, we generate unbiased ran-
dom walks by assigning equal probability of walking through any edge between
two nodes. This increases the probability of the random walk going to a node
which has multiple edges from the current node. For instance, if two users A and
B have each other listed as a contact, they chat and are also friends, then the
random walker would be thrice as likely to traverse from A to B as compared
to a setting where they shared a single edge. This technique suffers from the fol-
lowing limitation. For any node in the Hike network, there are far more contact
edges than friends and even fewer chat connections. Thus the random walk has
higher chances of going via contact edges, and in some cases completely avoid
chat edges. This method will be referred as HeteroDeepWalk, henceforth.
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Equal Probability of Edge Types: Here is a simple way to resolve the
problem of HeteroDeepwalk, i.e., random walks being biased by the dominant
edge type. The random walk is generated in two steps: (i) an edge type is chosen
randomly from all possible edge types, (ii) an edge is randomly chosen from
all edges of the selected edge type. This amounts to biasing the random walks
uniformly with equal weights for each edge type. This method will be referred as
UniformBiasDeepWalk, henceforth. In reality, different edge types contribute
differently to the random walks and would have unequal weights. We don’t have
an intuitive way to obtain these weights.

3 Proposed Solution: Heterogenous Edge Embedding

HeteroDeepWalk and UniformBiasDeepWalk are two straightforward extensions
of DeepWalk to deal with multi-graphs. However, the main drawback of these
methods is that there is no obvious way to figure out how to bias the random
walks for each edge-type; there is no reason to think that edge-types have equal
importance. We propose a method to automatically estimate the weights of each
edge-type in the embedding and obtain an edge embedding comprising of the
contributions from various edge-types. Our method has four steps:

1. Split the multi-graph into homogeneous sub-graphs each with one edge type.
2. Obtain node embedding from each of these subnetworks.
3. Obtain edge embedding from node embedding for each of these subnetworks.
4. Train a unified, heterogeneous edge embedding for link prediction

For example, we can split a social network into friend subnetwork, contact sub-
network and chat subnetwork, where users are connected via friendship, contact
list and chatting, respectively. Each of these networks is homogeneous and can
be embedded to a low dimensional space using DeepWalk or Node2vec. Each
node in the original heterogeneous network thereby has an embedding in three
different spaces, e.g., for a node v, we have vector representations – vfriend,
vcontact, and vchat. For simplicity, we assume the dimension of 3 spaces is equal.

Given these node representations, we can combine them in various ways to
obtain the embedding of the edge 〈u, v〉 connecting two nodes u and v. If ux is
the node embedding of u for the homogeneous x-subnetwork (where x = con-
tact/chat/friend), then a homogeneous edge embedding ex〈u,v〉, can be computed
by taking average, Hadamard product or concatenation of ux and vx.

Next, we combine the segregated edge representations, ex〈u,v〉, for different
edges of type x between a node pair, 〈u, v〉, to obtain a unified, heterogeneous
edge embedding, E〈u,v〉. We discuss two methods based on neural network and
logistic regression for doing this.

Neural Network: Figure 1 (Left) shows the architecture of a neural network
to train a heterogeneous edge embedding for link prediction. It takes the edge
vectors from different sub-networks (e.g., contact, friend and chat) as inputs.
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Each edge vector is passed through a hidden layer with 256 units that use RELU
activation. The outputs are then concatenated and fed into another hidden layer
that creates a 256 dimensional unified edge embedding. This unified embedding
is passed into a Sigmoid layer to predict the class label - link or no-link.

Fig. 1. (Left) Proposed neural network architecture (described in Sect. 3). (Right) Sys-
tem diagram (described in Sect. 4).

Logistic Regression: We can learn a unified edge embedding as a linear combi-
nation of different dimensions present in the homogeneous edge representations,
ex〈u,v〉, for the set of edge types, {x}. The weights can be obtained by training a
logistic regression model for link prediction that uses the edge vectors as features.

4 System Description

Delivering friend recommendations in a massive online social network within
strict Service Level Agreements (SLAs) poses significant engineering challenges.
Traditional recommendations, which utilized features to assess overlap in net-
work neighborhood (e.g., common neighbors) couldn’t scale to deliver recom-
mendations beyond 1 or 2 hops in the user’s neighborhood. The reason being
online computation of such features between a pair of nodes is quite expen-
sive. Again, pre-computing such features is not an option for fast evolving social
networks as they become stale soon. Since node embedding effectively captures
network neighborhood for a node, it provides an elegant solution to this problem
of finding recommendations that go beyond 1 or 2 hops. We discuss how this is
achieved as we describe our system below.

Our system, as seen in Fig. 1 (Right), has two parts: Offline and Online. The
offline set up recomputes the social graph daily, stores node embedding for each
user in a scalable similarity search index [11], and trains a new recommendation
model based on heterogeneous edge embedding as described in Sect. 3. In the
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online system, friend recommendations for a user are created in two steps. First,
we look up the user’s node embedding and perform a nearest neighbour search to
fetch recommendation candidates. Second, we score these candidates using our
neural network based model. A bloom filter check ensures that recommendations
are not repeated for a user. Top k recommendations generated in this manner
are served in different recommendation widgets on the Hike app.

5 Experimental Results

5.1 Dataset Description

The data for this work is taken from a subgraph of Hike network which contains
users from a selected set of closely connected districts in one state. We divide
the graph into two parts: pre-July containing the network structure on 30th
June 2018, and edges added in the month of July. We employ the pre-July
network comprising of 3.3 million nodes and 32 million edges for training network
embedding. Another 10 million node-pairs (5 million edges and 5 million non-
edges), which were not the part of the pre-July network, are used for training
the friend recommendation model. Finally, the trained model was evaluated on a
set of 1 million node-pairs, which also contains friendships made in July 2018 as
positive examples. For training the embedding, we used a heterogeneous network
with three edge types: ‘contact’ if the users are in each other’s contact book,
‘friend’ if the users are friends, and ‘chat’ if the users have chatted at least once.
This setting allows for multiple edges between two nodes, e.g., if they are present
in each other’s contact list, friends and have chatted in July, there will be three
edges between them.

Our network is much larger than what has been previously studied in friend
recommendation paradigm using network embedding [7,14]. The edge hetero-
geneity is also unique to our network which is a multi-network with multiple
edge-types. Another confounding factor in our data is that 46% of node-pairs
in our validation data share no mutual friend – there are many isolated and
loosely connected nodes. These challenges compound the difficulty of the friend
recommendation problem.

5.2 Comparative Evaluation

We compare different methods of computing edge embedding from node embed-
ding for both node2vec and DeepWalk style random walks. Also, we evaluate
the logistic regression model and the neural network model described in Sect. 3.
The evaluation based on Area Under the ROC Curve (AUC) is performed on
the link prediction problem cast as a classification of node pairs into ‘link’ or
‘no-link’. To learn node embedding, we generate 10 random walks of length 30
emanating from each node. The context window size for the Skip-gram model
[2] is taken to be 10, and we optimize the negative sampling loss with a learn-
ing rate of 0.01 to obtain embedding in 128-dimensional space. The results are
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Table 1. AUC of diff. edge embedding

Node embedding Edge combiner LogReg NeuralNet

DeepWalk Average 0.79 0.81

Hadamard 0.78 0.82

Concatenate 0.80 0.81

Node2Vec Average 0.79 0.82

Hadamard 0.78 0.81

Concatenate 0.80 0.84

Table 2. Offline and real-world evaluation

Model AUC P @ 5 % increase

in CTR

DeepWalk 0.70 0.91 0

Node2Vec 0.72 0.90 2.29

HeteroDeepWalk 0.71 0.83 −0.67

UniformBiasDeepWalk 0.72 0.92 1.26

Node2Vec-NeuralNet 0.84 0.95 7.61

presented in Table 1. We find that the best performing edge embedding arises as
a result of: (i) using ‘concatenate’ on node2vec node-embeddings, (ii) unifying
homogeneous edge vectors with the trained multi-tower neural network (Fig. 1
(Left)). We refer to this variant as Node2Vec-NeuralNet.

Further, we evaluate Node2Vec-NeuralNet, against the following baselines: (i)
DeepWalk: learning node embedding using DeepWalk algorithm on the homo-
geneous friendship subnetwork, (ii) Node2vec: node embedding using node2vec
on homogeneous friendship subgraph, (iii) HeteroDeepWalk, and (iv) Uniform-
BiasDeepWalk. The embeddings obtained using the above methods are fed to a
logistic regression model for classification of node-pairs into ‘friend’ and ‘non-
friend’. We employ three metrics for evaluation - AUC, Precision at 5 (P @ 5),
and Real world Click-Through Rate (CTR) for top 1 recommendation.

The results are shown in Table 2. Node2Vec-NeuralNet is significantly more
accurate compared to other methods for predicting ‘friend’ edges in our test
dataset of 1 million node-pairs. Node2Vec-NeuralNet beats the DeepWalk base-
line by 20% in AUC and 4.4% in Precision @ 5.

We conducted controlled experiments on the Hike app to test the relevance
of the top friend recommendation generated by each of the five model variants
in the real world. We used a sample set of 10 K users for each variant. The
candidate set used to find recommendations for a user comprised of 1 hop neigh-
bours of the user on the Hike network. In Table 2, the last column compares the
click through rates (CTR) for each variant to the DeepWalk baseline. Again,
Node2Vec-NeuralNet shows a relative improvement of 7.61% over DeepWalk.

6 Conclusion

In this work, we developed and compared methods to learn edge embedding in a
heterogeneous multi-graph. We showed the efficacy of such an edge embedding
for deriving friend recommendation on Hike’s network with a large scale offline
evaluation as well as real world user experiments. Friend recommendation based
on this method is deployed and currently running live at Hike.
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Abstract. With the increase in online news consumption, to maximize
advertisement revenue, news media websites try to attract and retain
their readers on their sites. One of the most effective tools for reader
engagement is commenting, where news readers post their views as com-
ments against the news articles. Traditionally, it has been assumed that
the comments are mostly made against the full article. In this work,
we show that present commenting landscape is far from this assump-
tion. Because the readers lack the time to go over an entire article, most
of the comments are relevant to only particular sections of an article. In
this paper, we build a system which can automatically classify comments
against relevant sections of an article. To implement that, we develop a
deep neural network based mechanism to find comments relevant to any
section and a paragraph wise commenting interface to showcase them.
We believe that such a data driven commenting system can help news
websites to further increase reader engagement.

1 Introduction

Recent years have witnessed a paradigm shift in the way people consume news.
Online news media has become more popular than the traditional newsprint,
especially to younger news readers1. To further engage them, in addition to
presenting news, online news platforms also allow readers to comment and share
their points of view on the matter reported in stories. Irrespective of concerns
about quality of the comments, especially their language and tone, comments
are considered to be the most effective tool to increase reader engagements [1].

Several prior works in media and communication studies have highlighted the
importance of discussions in the evolution of a democratic society. In a seminal
work, Habermas established the notion of ‘Public Sphere’ where public opinion
gets formed via rational-critical debates [2]. Ruiz et al. [3] argued that online
news media provide a new manifestation of the public sphere – Public Sphere
2.0, where commenting acts as the facilitator of public debates.
1 http://news.bbc.co.uk/2/hi/business/8542430.stm.
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Fig. 1. Comment count varies with paragraph and sentence count.

However, the myriad plethora of news websites today has resulted in a gradual
decline of the attention span of an user to a particular news story. In an earlier
work, Nielson [4] has noted that the readers predominately read online web pages
in an F-shaped pattern i.e., two horizontal stripes in the top of the page followed
by a vertical stripe along the page. This implies that the attention span of users
wanes as they go through an article and most of their attention is focused on
the initial paragraphs. In this context, it is important to understand whether
the commenting options in news websites today can felicitate discussions on the
news stories and play the role of public sphere 2.0.

To investigate this issue, we gather articles and corresponding comments
from two popular news websites – The Guardian (theguardian.com) and The
New York Times (nytimes.com). We observe that a large number of comments
are made targeting particular sections of an article, rather than the entire article
itself. Yet, most news media websites allow their readers to comment only on
the full article. In this paper, we propose to revamp the commenting UI by auto-
matically placing the most relevant comments against each section of an article.
For this, we develop a neural network based mechanism to map comments to
particular paragraphs. Extensive evaluations show that our proposed method-
ology outperforms state-of-the-art baselines. Finally, we build a system which
allows a reader to check for comments made against any section of an article
and comment on the same. We believe that such system can help news websites
in increasing reader engagement further.

2 Dataset and Motivation

In recent years, news media sites have seen huge increase in user engagement
through commenting, liking, sharing etc. However, users do not spend similar
time over the entire news article. Nielsen [4] observed that, for news articles, users
mostly focus on initial paragraphs or few sentences of a paragraph to consume
the summary of an article, possibly due to limited time to read the whole story.

To investigate how this influences the commenting behavior, we gathered
news articles from two popular news websites - ‘The Guardian’ and ‘The New
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York Times’. In total, we collected 1, 352 Guardian and 1, 020 NYTimes news
articles encompassing various topics like Business, Technology, Politics, Sports
and Editorials and all comments made against these articles2.

Figure 1a and b show how the number of comments varies w.r.t. the number
of paragraphs and sentences in an article (Y-axis is % distribution). Figure 1a
points out that more than 60% comments are posted to the articles having more
than 20 paragraphs.

Figure 1b shows how comment distribution varies for 80 sentence threshold
(∼20 paragraphs) for two online news papers. Overall, we see that having more
paragraphs in an article increases the number of comments posted against it.
Thus, we can conclude that comment-paragraph relation is important.

Table 1. Distribution of different labels for two datasets.

Relevance label % in The Guardian % in NY Times

1 31.05 40.11

2 19.09 10.23

3 17.77 17.50

4 19.08 12.29

5 13.01 19.87

From the collected articles, we randomly selected 50 articles from each media
site for manual annotation, where two annotators were asked to give one of five
possible relevance scores for a comment to a paragraph. The relevance scores
are 1 (strongly irrelevant), 2 (weakly irrelevant), 3 (neutral), 4 (weakly relevant)
and 5 (strongly relevant), where the relevance is judged by the presence and
absence of common words or a common thought between the paragraph and the
comment text. Both annotators provided a relevance score for each paragraph-
comment pairs in all 100 articles. Inter-annotator agreement (Cohen κ) was 0.71.
A particular relevance score to a comment-paragraph pair was granted when both
the annotators agreed.

We observed that around 42.7% of the comments (in total) were relevant
to the whole article as those were not mapped to a particular paragraph. We
consider a comment to be related to the entire article if the comment has a
relevance score ≥4 for at least 3 paragraphs or has a relevance score of ≤2 for
all the paragraphs of the article.

However, approximately half of the comments (48.9% and 48.8%) of the
Guardian and NYTimes articles are centered towards 2–3 particular paragraphs
as opposed to the entire article. Similar to [4], we also observe that the mean
relevance of a comment decreases along the article’s length. This exemplifies that
more relevant comments are related to the beginning paragraphs of an article
and such a trend holds true for both Guardian and NYT articles.
2 https://tinyurl.com/paragraph2comment.

https://tinyurl.com/paragraph2comment
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Thus it is an interesting problem to find out how comments are related to
individual paragraphs rather than the whole article. To automatically find out
this association, we created the gold standard annotated datasets of 1834 and
1114 comments for ‘The Guardian’ and ‘New York Times’ respectively. The
detailed statistics of the different annotated labels are provided in Table 1. Using
this data (after class balancing using the SMOTE [5] algorithm), we design an
automated approach as explained next.

Table 2. Performance of different models on the two datasets.

The Guardian New York Times

Precision Recall Precision Recall

Model Macro Micro Weighted Macro Micro Weighted Macro Micro Weighted Macro Micro Weighted

NB 46.2 42.6 61.6 42.6 42.5 42.6 33.9 35.2 60.9 40.9 35.2 35.2

DT 42.9 49.6 53.5 35.6 50.9 50.9 36.9 59.2 52.7 31.2 59.1 59.2

RF 37.9 44.7 45.1 24.4 44.6 44.7 17.5 57.6 37.8 20.2 57.3 57.6

K-NN 48.5 63.5 61.3 48.1 63.4 63.5 37.6 58.9 55.9 34.8 61.2 61.2

R-SVM 49.9 63.1 60.9 45.4 63.0 63.1 39.4 61.9 51.9 27.3 61.9 60.3

AdaBoost 38.3 49.3 48.2 35.7 49.3 49.2 29.3 56.1 48.1 28.5 55.1 54.6

LR 41.2 54.0 51.3 38.8 54.1 54.0 34.1 60.6 50.7 25.8 60.7 60.1

LSTM 64.1 74.4 74.5 63.6 74.5 73.3 56.6 76.8 76.1 57.8 76.9 76.8

GRU 64.2 75.3 75.9 63.7 75.3 75.4 64.8 79.1 78.4 64.3 79.3 79.1

3 Linking Comments to Paragraphs

In this paper, we propose an approach to correctly identify paragraph-comment
pairs and encourage users to comment towards the paragraphs, instead of only
commenting on the whole article. Our proposed framework is based on deep
neural networks. We have used two different neural network models - Long Short-
Term Memory (LSTM) and Gated Recurrent Unit (GRU) where inputs are
paragraph and comment vectors. We have used the pre-trained 300 dimension
Google News Vectors for each word and in case a pre-trained embedding for a
word is not found we take it to 0 (in 300 dimension space). In order to calculate
the vector for the entire paragraph and comment, we take the average of all word
vectors corresponding to each word in the paragraph and comment respectively.
Deep neural network models - (i) LSTM and (ii) GRU were applied on top of
the paragraph and comment vectors to get a 150 dimension vector for both
paragraph and comment3. Thereafter these two vectors were merged and on top
of it a fully connected layer with 5 units (for five classes) and soft-max activation
is applied to get the probability for each class. The proposed model is shown in
Fig. 2a. No explicit feature extraction, using POS Tagger or LIWC was required
for these models.

3 After experimenting with different dimensions, results (in terms of precision, recall)
were best for 150 dimension.
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(a) Architecture of the
DNN model (b) Snapshot of the system

Fig. 2. Our proposed system.

3.1 Baselines

Other than neural network models, we have experimented with various tradi-
tional machine learning models - Naive Bayes (NB), Decision Tree (DT), Ran-
dom Forest (RF), K-Nearest Neighbors (K-NN), RBF Support Vector Machine
(R-SVM), Logistic Regression (LR) and Adaboost. We have extracted different
features for these models, which can be grouped into three different categories.

POS Tag and Dependency Features: Stanford Part-Of-Speech Tagger [6]
and Stanford dependency parser [7] were used to get different Parts-Of-Speech
based features. Total 45 features were extracted.

LIWC Features: Total 63 psycholinguistic features were extracted using the
LIWC tool [8].

Others: Uni-gram, bi-gram, tri-gram features for paragraphs and comments.
After generating the feature matrix, dimensions were reduced using Latent

Semantic Indexing (LSA) before feeding into the traditional ML-classifiers.

3.2 Evaluation

After feature extraction of the annotated datasets, various ML-classifiers were
used to calculate 10-fold cross validation tests. For the deep learning model, we
have trained for 5 epochs for each step in the 10-fold cross validation. Results
are shown in terms of Macro, Micro and Weighted averaged precision and recall
for ‘The Guardian’ and ‘New York Times’ datasets4. Table 2 shows that LSTM

4 For ML-classifiers, we have computed precision and recall for different combination
of (i) POS Tag and Dependency, (ii) LIWC and (iii) Others features but due to
space constraint only the best results were shown.
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and GRU models outperform ML-classifier models in terms of all metrics and
GRU model performs the best. Figure 2b shows the snapshot of our model where
top k (here k = 3) relevant comments are highlighted when the cursor is placed
around the second paragraph of a particular story.

To check the effectiveness of our system, we showed to 20 volunteers the same
10 Guardian news stories on the original website and through our system. At
the end, the volunteers were asked to rate the interface better for commenting
against the articles. 17 out of 20 volunteers gave higher rating to our system
interface, and the main reason they cited is the ability to see old comments and
post new comments against different portions of the articles.

4 Related Works

Here, we briefly survey the prior works on commenting in online news media.

Comment Ranking: Hsu et al. [9] developed a regression model for identifying
and ranking comments within a Social Web community based on the commu-
nity’s expressed preferences. Dalal et al. [10] built Hodge decomposition based
rank aggregation technique to rank online comments on the social web.

Comment Recommendation: Bansal et al. [11] proposed ‘Collaborative Cor-
respondence Topic Models’ to recommend comment-worthy blogs or news stories
to a particular user (i.e., where she would be interested to leave comments on
them), where user feature profile is generated by content analysis. Shmueli et al.
[12] combined content-based approach with a collaborative-filtering approach
(utilizing users’ co-commenting patterns) for personalized recommendation of
stories to users for discussing through comments. Agarwal et al. [13] focused on
personalized user preference based ranking of the comments in an article.

Comment Analysis: Liu [14] ranked interest based news sections and articles
by using a passage retrieval algorithm. Stroud et al. [15] analyzed demographics,
attitudes and behaviors of user population who comment on different sections.
Similar analysis has also been done by Chakraborty et al. [16,17] for social
media posts. Mullick et al. [18,19] classified online comments into opinion and
fact and respective subcategories. Mullick et al. [20] developed opinion-detection
algorithm for news articles. Almgren et al. [21] compared commenting, sharing,
tweeting and measured user participation in them. Chakraborty et al. [22,23] uti-
lized these different popularity signals for online news recommendations. Mullick
et al. [24] experimented topic drift event and characteristics in online comments.

Our present work is complementary to these earlier works, where our focus is
to explore paragraph oriented commenting pattern and build a model to show
relevant comments to a paragraph for felicitating more commenting.
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5 Conclusion

To play the role of the Public Sphere, online news websites need to encourage
readers to comment on their articles. In this paper, we argued for a revamp
of the traditional commenting interface, and for enabling commenting on selec-
tive sections of an article. We developed a deep neural network approach to
link comments to particular section. We showed that Gated Recurrent Unit
(GRU) model provides best results in terms of macro and micro level precision
and recall. Then, we built a basic user interface to increase user engagement in
online comment sections. There are few issues to be resolved in our framework
- for example, the scenario where a comment belongs to multiple paragraphs,
how can a viewer select two non-consecutive paragraphs to read the respective
comments and showing scores for comments. Our immediate future step is to
develop an end-to-end system after resolving the issues in the model to show a
user top K relevant comments (further divided into different sentiment expressed
in the comments), while scrolling down the paragraphs. We believe such data
driven selective commenting systems can bring more specific and targeted reader
engagement for online publishing houses.

References

1. Park, D., Sachar, S., Diakopoulos, N., Elmqvist, N.: Supporting comment modera-
tors in identifying high quality online news comments. In: Proceedings of the 2016
CHI Conference on Human Factors in Computing Systems, pp. 1114–1125. ACM
(2016)

2. Habermas, J.: Moral Consciousness and Communicative Action. MIT press, Cam-
bridge (1990)
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Abstract. We present a test collection for medical cross-lingual infor-
mation retrieval. It is built on resources used by the CLEF eHealth Eval-
uation Lab 2013–2015 in the patient-centered information retrieval tasks
and improves applicability and reusability of the official data. The docu-
ment set is identical to the official one used for the task in 2015 and con-
tains about one million English medical webpages. The query set contains
166 items used during the three years of the campaign as test queries,
now available in eight languages. The extended test collection provides
additional relevance judgements which almost doubled the amount of the
officially assessed query-document pairs. This paper describes the con-
tent of the extended collection, details of query translation and relevance
assessment, and state-of-the-art results obtained on this collection.

Keywords: Cross-lingual Information Retrieval · eHealth ·
Benchmarking

1 Introduction

Cross-lingual Information Retrieval (CLIR) allows users to search for documents
using queries in a language different from the language of the documents. Eval-
uation of CLIR system is difficult mainly due to limited availability of appro-
priate benchmarks and their reusability. In this paper, we present an extended
version of the test collection used in the CLEF eHealth Evaluation Lab in 2013–
2015 [6,7,16] for the patient-centered information retrieval task. This benchmark
(available via the LINDAT/CLARIN repository)1 contains about one million
documents (medical webpages in English), 166 queries (generated in English
and translated to other languages), and relevance assessments based on pool-
ing the officially submitted results. Our main contribution is providing complete
manual translations of the queries into seven languages (Czech, French, German,
Hungarian, Polish, Spanish, Swedish) and extending the relevance judgements
by assessing highly ranked documents in additional cross-lingual experiments.
1 http://hdl.handle.net/11234/1-2925.
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We also include machine translation of the queries into English, propose a new
training/test data split and report state-of-the-art CLIR results on this bench-
mark.

2 Related Work

CLIR has been studied since the 1990’s, and several benchmarks have been pro-
duced within various evaluation challenges. A brief overview of the major ones
follows. TREC (Text REtrieval Conference) is an annual event organized by
NIST2: In 1997, TREC-6 [22] was the first TREC event accommodating a CLIR
track. The document collection included three sets of English, French and Ger-
man documents taken from news agencies. 25 test topics in the same languages
were created based on the interest of the participated assessors who performed
binary relevance assessment for these queries. The TREC-7 CLIR track used the
same document collection as in TREC-6 plus a set of documents and topics (28)
in Italian [20]. The TREC-8 CLIR track used the same document collection as
in TREC-7 with new set of 28 queries in the same four languages [21]. TREC-9
ran a CLIR track with document collection aggregated from Chinese news agen-
cies and 25 queries in English and Chinese [4]. In the TREC-10 CLIR track, an
Arabic newswire document collection was used with a set of 25 topics created
by assessors in Arabic and English and afterwards translated into French [5]. In
TREC-11 [14], the same Arabic document collection as in TREC-10 was used
with newly 25 created English topics then translated into Arabic. NTCIR (NII
Testbeds and Community for Information access Research) is a project of NII3.
The first NTCIR workshop (NTCIR-1) was held on 1999 and aimed to improve
linguistic research of Asian languages [9]. NTCIR-1 released test collection which
included scientific documents in Japanese and English, plus 83 Japanese topics
with graded relevance assessment. NTCIR-2 worked with a collection of academic
conference papers in Japanese and English and 49 topics in both languages.
NTCIR-3 used a document collection of news in Chinese, Japanese and English
with 50 topics in Chinese and 30 topics in Japanese and their translations into
Chinese, Korean, Japanese and English. The same dataset was used in NTCIR-4
CLIR. The NTCIR-5 CLIR test collection included documents from news agen-
cies in Chinese, Japanese, Korean and English and 50 search topics in all these
languages with graded relevance assessment. NTCIR-6 exploited a document
collection of newspaper articles. It reused the collection from NTCIR-5, 4 and
3 CLIR tasks and included 50 topics in Chinese, Japanese, Korean and English
and additional documents from newspaper articles in Chinese, Japanese and
Korean with graded relevance assessment too. NTCIR-7 ACLIA included CLIR
as a subtask which included news articles in Chinese, Japanese and Korean, with
100 topics in Japanese and 100 topics in Chinese and 300 English topics and 3-
level relevance assessment. NTCIR-8 ACLIA also launched CLIR subtask with
documents in Chinese and Japanese with 300 topics in English. FIRE (Forum
2 http://trec.nist.gov.
3 http://ntcir.nii.ac.jp.

http://trec.nist.gov
http://ntcir.nii.ac.jp


190 S. Saleh and P. Pecina

for Information Retrieval Evaluation) [13] has been running since 2008 and aims
to support research in multilingual information access for Asian languages. In
FIRE 2008, a document collection of news articles in English, Hindi and Marathi
was used with 50 queries in the same languages. In FIRE 2010, the 2008 docu-
ment collection was enriched with new documents in Bengali. A set of 50 topics
is manually translated into English, Gujarati, Marathi, Tamil and Telugu. FIRE
2011 used the same collection as in 2010, the queries were refined and interactive
search was used to improve the relevance assessment. CLEF (Cross-Language
Evaluation Forum)4 has organised multiple tasks of multilingual information
access. The Ad-hoc track was organised from 2000 to 2009. The document col-
lections in 2000–2007 were collected from news agencies in several European
languages and topics were generated in multiple languages to allow CLIR evalu-
ation. In 2008 and 2009, the document collection was created in cooperation with
the European Library [2]. The CLEF CL-SR (Cross-Language Speech Retrieval)
task was organized annually in 2003–2007 and focused on searching in spoken
English news archives using queries in five languages (Czech, English, French,
German and Spanish)[17]. CLEF ShARe/eHealth5 has been organized since
2013 aiming at improving access to the medical and health-related documents
by laypeople and medical experts in monolingual and cross-lingual settings. In
ShARe/CLEF eHealth 2013 Task 3 [6], the English queries were generated by
clinical documentation reporters and nurses based on real discharge summaries
to mimic the realistic patients’ queries. Five queries were used for development
purposes and 50 queries for testing. The document collection contained about
one million English pages crawled from medical websites. No CLIR task was
organized that year. In ShARe/CLEF eHealth 2014 Task 3 [7], the queries were
generated in the same fashion as in the previous year. In addition to the mono-
lingual task, a CLIR task was introduced. Five development and 50 test queries
were generated in English and then manually translated into Czech, German
and French to simulate cross-lingual setting. The document collection was the
same as in 2013. In CLEF eHealth 2015 Task 2 [16], the query creation aimed
to implement self-diagnosing case. Non-expert student volunteers were shown
images of symptoms of specific conditions and asked to create three different
queries (in English) for each symptom. 66 queries were then randomly selected
and used for testing (plus 5 queries for development). The queries were manually
translated into Arabic, Czech, French, German, Farsi and Portuguese. The 2015
collection was a subset of the 2014’s collection (a few websites were removed).
In CLEF eHealth 2016 Task 3 [10], a new document collection was introduced
(ClueWeb12 B136). The collection contained web documents from both medical
and non-medical domain in an attempt to give more realistic representation when
users look-up information from the web (generic collection). An initial query pool
was created from online posts that contain questions about health conditions.
Then for each query, six query variations were created by three medical experts

4 http://www.clef-initiative.eu/.
5 https://sites.google.com/site/clefehealth/.
6 http://lemurproject.org/clueweb12/specs.php.
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and three people without medical knowledge resulting into the final set of 300
queries representing 50 topics. The queries were translated (by medical experts)
into Czech, French, German, Hungarian, Polish, Spanish and Swedish to allow
CLIR experiments. CLEF eHealth 2017 IR Task used the same collection and
queries as in 2016. However, an additional assessment was performed [15]. CLEF
eHealth 2018 Consumer Health Search Task released a document collection cre-
ated using CommonCrawl platform [8] containing more than five million docu-
ments from more than thousand websites. 50 queries were provided in English
in the monolingual task (IRTask 1 Ad-hoc search). In IRTask 4 (Multilingual
Ad-hoc Search) the same English queries were provided in French, German and
Czech.

Table 1. Examples of test queries.

Id Year Title

qtest2013.38 2013 MI and hereditary

qtest2013.41 2013 right macular hemorrhage

qtest2014.1 2014 Coronary artery disease

qtest2014.6 2014 Aortic stenosis

clef2015.test.1 2015 many red marks on legs after traveling from US

clef2015.test.57 2015 infant labored breathing and tight wheezing cough

3 Test Collection

The presented test collection is based on the CLEF eHealth resources used in
2013–2015. We adopt the document collection, the original English queries, their
translations to other languages (where available), and the relevance assessments.
The set of documents is identical to the one used in the CLEF eHealth 2015
Task 2: User-Centred Health Information Retrieval [16]. It includes a total of
1, 104, 298 web pages in HTML that are automatically crawled from various
medical English websites (e.g. Genetics Home Reference, ClinicalTrial.gov, Diag-
nosia). The average length of a document is 911 words.

The queries include all test queries from the IR tasks in 2013 (50 queries),
2014 (50 queries), and 2015 (66 queries). The nature of the queries varies from
year to year (see Sect. 2 and Table 1). We mixed them to get more representative
and balanced query set, and then split this set into a subset of 100 queries for
training (33 queries from 2013 test set, 32 from 2014 and 35 from 2015) and 66
queries for testing (17 queries from 2013 test set, 18 queries from 2014 and 31
from 2015). The two sets are stratified in terms of distribution of the year of
origin, number of relevant/not-relevant documents, and the query length (num-
ber of words). The query ID tags in the package preserve the original IDs which
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allows mapping the queries to their original year. All the queries are available in
a total of 8 languages (the original English plus human translations into Czech,
French, German, Hungarian, Polish, Spanish, and Swedish) to allow monolingual
(queries in English) and cross-lingual retrieval (queries in the other languages).
The query translations come from two sources: official translations provided by
the CLEF eHealth organisers (in 2015 and 2014, queries were officially released
in Czech, French and German, while in 2013, only English queries were available)
and newly created translations (when the official translations were not existing).
The new translations were conducted by medical experts fluent in English and
the target language. They followed the same instructions as the official trans-
lators [7,19] (i.e. preserve syntax where possible and translate term-by-term
otherwise).

In addition to the human translation of the queries from English into the
target languages, we included queries machine-translated back to English to
allow CLIR experiments without having access to a machine translation system.
We employed the phrase-based SMT system that is adapted to translate medical-
domain queries described in [3]. For each input query, the system generates a
list of 1000 ranked translation hypotheses (n-best-list) including internal system
information and scores for each one of them (e.g., alignment between source and
target language, scores of language model, translation model, reordering model
and word penalty).

Table 2. Relevance assessment statistics.

2013 2014 2015 Extension Total

Relevant 1,174 3,209 2,515 2,517 9,415

Irrelevant 3,676 3,591 9,576 11,851 28,694

The query-document relevance assessment in the presented test collection
was substantially improved. The original assessment of 23,741 query-document
pairs (6898 relevant, 16843 irrelevant) was enriched by additional 14,368 judge-
ments (2,571 relevant, 11,851 irrelevant) obtained by domain experts instructed
the same way as the official CLEF eHealth assessors. Table 2 shows statistics of
the assessment information in the 2013–2015 CLEF eHealth IR tasks and our
contribution to the assessment information in the test set. The newly assessed
query-document pairs were selected by pooling results of various experiments.
These experiments were conducted after the end of CLEF 2015 IR Task, using
the queries and the original assessment from 2013–2015 IR tasks. The major
pooling experiment is described in [18] – it is the state-of-the-art result obtained
using this collection. This approach exploits multiple hypothesis translations
(for an input query) produced by the MT system [3] which are reranked using
a supervised machine-learning method trained to directly optimise the retrieval
quality. The document pool contained unjudged documents from the top 10
retrieved documents for each query translation. Although the assessors were
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different from the official ones, we attempted to mimic the official assessment
procedure to the maximum possible extent. The assessors used the same soft-
ware (Relevation) [11], the same topic descriptions, and the same instructions.
Each topic was assessed by a single assessor by randomly splitting the topics
among the assessors, and the pooled documents were judged using three grades
(irrelevant, somewhat relevant, highly relevant). To get binary assessment (rel-
evant, irrelevant) from the graded assessment, we followed the CLEF eHealth
organisers’ approach where somewhat relevant documents are considered to be
relevant too. To confirm the assessment quality we performed two dual assess-
ment experiments and measured agreement between: (i) the two new assessors
and (ii) the new assessors vs. the official assessment. In both experiments, we ran-
domly selected 2 relevant and 2 irrelevant documents for each topic and asked for
additional (independent) relevance judgement. The first experiment (i) showed
86% agreement rate, the second experiment (ii) showed 79% agreement rate
(measured as accuracy of binarized relevance), which is generally considered to
be sufficient [1]. The dual assessment is included separately in the package. The
new relevance assessments are very important for reusability of the presented
test collection. Test collections without exhaustive relevance assessment tend to
underestimate the evaluation scores (by treating unjudged documents as irrele-
vant) and enriching the assessment helps to reduce this problem. A major effect
also comes from the query-document pairs assessed as not relevant. These are
useful for methods employing supervised learning e.g. learning to rank [12] and
supervised query expansion [23]. The extended relevance assessment also helped
in training and evaluation of the hypotheses reranking model in [18] which pre-
dicts the optimal query translation out of 15-best translation hypotheses gen-
erated by an SMT system, which lead to the best results achieved using this
collection (see Table 3).

Table 3. State-of-the-art results (in terms of common retrieval evaluation measures
in %) obtained using the extended CLEF eHealth test collection. See [18] for details.

Language English Czech French German Hungarian Polish Spanish Swedish

P@10 50.30 48.03 51.67 46.21 48.48 43.18 50.15 41.36

NDCG@10 55.26 49.51 53.27 47.21 49.88 44.01 52.57 43.16

BPREF 39.94 37.59 37.33 36.46 38.00 38.90 34.61 33.44

MAP 28.31 24.02 25.66 23.09 25.28 21.76 25.11 21.29

4 Conclusion

We presented an extended version of the CLEF eHealth test collection for cross-
lingual information retrieval in the medical domain based on the collection used
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in the CLEF eHealth Evaluation Lab 2013–2015 IR tasks. The extended collec-
tion improves reusability of the officially provided resources and allows inves-
tigating supervised learning approaches (in both cross-lingual and monolingual
IR) on the proposed test set. The test set contains English queries and their man-
ual translations into seven languages to allow cross-lingual retrieval, additional
relevance assessment, and a new training/test split of the query set. We also
added various data for experimenting with machine translation of queries. The
data package containing the official and newly added data is publicly available.
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Abstract. Classic retrieval methods use simple bag-of-word representa-
tions for queries and documents. This representation fails to capture the
full semantic richness of queries and documents. More recent retrieval
models have tried to overcome this deficiency by using approaches such
as incorporating dependencies between query terms, using bi-gram rep-
resentations of documents, proximity heuristics, and passage retrieval.
While some of these previous works have implicitly accounted for term
order, to the best of our knowledge, term order has not been the primary
focus of any research. In this paper, we will show that documents that
have two query terms in the same order as in the query have a higher
probability of being relevant than documents that have two query terms
in the reverse order. Using the axiomatic framework for information
retrieval, we introduce a constraint that retrieval models must adhere to
in order to effectively utilize term order dependency among query terms.
We modify two existing robust retrieval models based on this constraint.
Our empirical evaluation using both TREC newswire and web corpora
demonstrates that the modified retrieval models significantly outperform
their original counterparts.

Keywords: Query term order · Axiomatic analysis · SDM · PLM

1 Introduction

Classic information retrieval systems such as BM25 [11] use a very simple bag
of word representation. These models have proven to be effective and offer a
compromise between efficiency and good results. However, query terms have
associations that are not considered when using a bag of word representation.
Recent research has shown that taking these associations into consideration can
effectively improve retrieval performance [1,2,6,7,10,12].

Some previous models capture dependencies between terms using information
like proximity and co-occurrences of terms in documents [7,12]. While these pre-
vious works on term associations totally neglect the role of term order, methods
that use n-grams [1,2,8,10], implicitly consider the order of terms for adjacent
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terms to some extent but don’t consider the order of terms that are separated by
a few other terms. These methods suffer from data sparsity and using a bigger
n-gram to cover this small distance causes even more sparsity. Our proposed
method aims to consider term order dependency not only between two adja-
cent terms but also for more distant terms inside a specified window size thus
alleviating the data sparsity problem.

In this paper, we hypothesize that if a query contains term pairs whose
semantics change if the order of terms is reversed, documents where these terms
appear in the same order as they did in the query are more likely to be relevant.
To verify the hypothesis, we conduct data exploratory analysis on various TREC
collections. We use the axiomatic framework proposed by Fang [4] to model this
hypothesis as a formal constraint and modify SDM [8] and PLM to satisfy this
constraint [7].

2 Methodology

Axiomatic analysis provides an approach for developing retrieval models based
on formalized constraints and has received much attention in the information
retrieval community [3–5,9]. In this section, we explain the intuition behind
our term order constraint before formally defining it. Then, we propose our
modifications to the PLM and SDM retrieval models.

2.1 Term Order and Document Relevance

In this section we investigate whether our intuition regarding the effect of
term order is correct. To achieve this, we compute p(Rel|ordered match) and
p(Rel|reversed match) and test whether p(Rel|ordered match) is significantly
higher than p(Rel|reversed match).

For all queries we find term pairs q1q2 where q1 appears before q2 in a window
of size 5 within a single document. Having relevance judgments for the queries,
we define the following probabilities:

p(Rel|ordered match) = p(Rel|q1q2) =
Rdf(q1q2)

Rdf(q1q2) + Rdf(q2q1)

p(Rel|reversed match) = p(Rel|q2q1) =
Rdf(q2q1)

Rdf(q1q2) + Rdf(q2q1)

where Rdf(q1q2) is the relevant document frequency of the two terms q1 and q2
appearing in order inside a window of size 5. The results suggest the probability
of relevance for a document having the terms in the same order as query is
more than a document that has them in reverse order. For all four datasets, the
difference is statistically significant using the two tailed paired t-test computed
at a 95% confidence level.
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2.2 Definition of the Query Term Order Constraint

This constraint is defined to capture term order in documents and queries which
is lost in existing retrieval models. If the semantics of a pair of terms in a query
differs when their order is reversed, this constraint will ensure that a document
with these terms in the correct order will have a higher relevance score than a
document which has them in the reverse order.

Formally, let D = 〈w1, · · · , wm〉 be a document where wi is the term at
position i and Q = 〈q1, q2〉 be a query such that sem(q1 q2) �= sem(q2 q1).
Where sem(q1 q2) denotes the semantic meaning of the phrase “q1 q2”. The
above equation indicates that the semantic meaning of the phrase “q1 q2” is not
the same as “q2 q1”.

We then define D1 = D‖〈q1q2〉 = 〈d1, · · · , dm, q1, q2〉 and D2 = D‖〈q2, q1〉 =
〈d1, · · · , dm, q2, q1〉. We expect that S(D2, Q) ≤ S(D1, Q) where S(D,Q) denotes
the relevance score of document D with respect to query Q. Based on this con-
straint, we want the retrieval function to give a higher score to a document which
has the two query terms in the same order as the query.

2.3 Modification of Existing Retrieval Methods

To the best of our knowledge, no existing retrieval model satisfies the proposed
constraint. In this section, we select SDM [8] and PLM [7] as examples of n-gram
retrieval and robust passage retrieval models respectively, and then modify them
so as to satisfy the proposed term order constraint.

The proposed constraint imposes a stipulation that we should only consider
term order for terms whose order is semantically important so we need to define
a function that captures whether the order of two query terms is important or
not. For this purpose we define:

sem(w,w′) =
∣
∣
∣
∣
1/2 − Df(w,w′)

Df(w,w′) + Df(w′, w)

∣
∣
∣
∣

(1)

where Df(w,w′) is the frequency of documents that contain terms w and w′

in this order in a window of specific size. This function ranges from 0 to 1/2.
When the difference between document frequency of ww′ and w′w is large, we
can conclude that different orders of these two terms are pointing to different
concepts and the sem function will evaluate to a value close to 1/2. But when
the difference between document frequencies for the different orders of these
two terms is not high we do not have enough evidence to decide with certainty
whether the different orders are pointing to different concepts and the sem func-
tion evaluates to 0. We call this simple and computationally efficient function,
which gives satisfactory results, semantic importance of term order (SITO).

Modification of SDM. The Sequential dependency model is a retrieval func-
tion that incorporates both term bigrams and term proximity. The score of a
document D with respect to query Q is calculated as:
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P (D|Q) = λT

∑

q∈Q

fT (q, D)+λO

∑

qi,qi+1∈Q

fO(qi, qi+1, D)+λU

∑

qi,qi+1∈Q

fU (qi, qi+1, D) (2)

where fT , fO, and fU are functions dictating the importance of unigram fre-
quency, ordered bigram frequency, and unordered term co-occurrence frequency
within a window, and λT , λO and λU are hyper-parameters.

In order for SDM to satisfy the proposed constraint, it should take into
account the order of all term pairs within a window, not just bi-grams. Therefore
we add a component to SDM which calculates ordered term co-occurance. The
function should also take into account the semantic importance of word order
(SITO) when rewarding terms appearing in order. The modified SDM function
is as follows:

P (D|Q) =λT

∑

q∈Q

fT (q, D) + λO

∑

qi,qi+1∈Q

fO(qi, qi+1, D)g(qi, qi+1)+

λU

∑

qi,qi+1∈Q

fU (qi, qi+1, D)h(qi, qi+1) +
∑

qi,qj∈Q,
i+1<j

λOW fOW (qi, qj , D)g(qi, qj)

where g(w1, w2) = 3
4 +sem(w1, w2) and h(w1, w2) = 5

4 −sem(w1, w2). We define
them as such since sem has a range of [0, 1/2] and larger values indicate term
order is semantically important. g(·, ·) increases or decreases the weight based on
whether term order is semantically important or not. h(·, ·) does the opposite.
λOW is the weight we would like to give to the ordered co-occurrence component.
fOW is defined as

fOW (qi, qj , D) = log

⎡

⎢⎣
tf#owN(qi,qj ,D) + μ

cf#owN(qi,qj)

|C|
|D|+ μ

⎤

⎥⎦ weight of ordered (span=N)
window “qi”, “qj” in D

Modification of the PLM Model. Before we introduce our modification to
PLM, we provide a short overview of the model. Let D = (w1, w2, · · · , wN ) be
a document of size N where wi shows the ith term of the document. Let c(w, j)
be the count of term w at position i in document D (if w occurs at position i, it
is 1, otherwise 0) and k(i, j) be the propagated count to position i from a term
at position j. PLM defines the total propagated count of term w at position i
from the occurrences of w in all the positions as:

c′(w, i) =
N∑

j=1

c(w, j)k(i, j)

Based on this term propagation, PLM has a frequency vector
〈c′(w1, i), c′(w2, i), · · · , c′(wN , i)〉 at position i forming a virtual document D′

i.
PLM then computes the score of document D′

i using KL divergence retrieval
model. Finally, PLM calculates the overall score of D based on the scores of
these virtual documents.

In order for PLM to satisfy our word order constraint, we need to reward
documents in which matched query terms appear in order with some other query
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terms in the document. Therefore, if a term in position i appears in order with
another query term, we increase the score the document receives from this term.
To achieve this we multiply c(w, i) with a weight that captures the semantic
importance of term order.

c′(w, i,D,Q) =
N∑

j=1

c(w, j)k(i, j)weight(wj ,D,Q)

If the term at position j is not in order with any other query terms around
position j, this weight will be 1, but if another term appears in order with this
query term around position j, the weight will be increased proportionally to the
SITO of these two terms (Eq. 1). We define the weight function as follows:

weight(wj ,D,Q) = 1 +
∑

w′∈Q

λ · sem(wj , w
′) · I(wj , w

′,D,Q)

where I(wj , w
′,D,Q) is true if wj and w′ appear together in the same order they

appear in the query within a specified window size around position j and λ is a
free parameter.
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Fig. 1. Figures depict the effects of window size on MAP for SDM-M, window size on
MAP for PLM-M, and λ on MAP for PLM-M respectively

3 Experiments

In this section, we evaluate our proposed modified versions of SDM and PLM.
We used four standard TREC collections in our experiment: AP88-89, Robust,
WT2G, and WT10G. The first two collections are news collections, and the last
two are web collections with more noisy documents. We take the titles of topics
as queries. We stem the documents and queries using the Porter stemmer. The
experiments on PLM and SDM were carried out on the Lemur toolkit and the
Galago toolkit respectively1.

We use mean average precision (MAP) of the top 1000 ranked documents
as our evaluation metric. Statistical significance testing is performed using two-
tailed paired t-test at a 95% confidence level.
1 http://www.lemurproject.org/.

http://www.lemurproject.org/
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Table 1. Comparison of the modified retrieval methods with the baselines.

AP Robust WT2g WT10g

MAP P@10 MAP P@10 MAP P@10 MAP P@10

SDM 0.2358 0.3483 0.2472 0.4149 0.2902 0.4300 0.1951 0.2369

SDM-M 0.2446* 0.3839* 0.2562* 0.4197* 0.3021* 0.4260 0.2034* 0.2500*

PLM 0.2198 0.3483 0.2538 0.4305 0.3287 0.4520 0.2073 0.2640

PLM-M 0.2299* 0.3678* 0.2619* 0.4378 0.3364* 0.4520 0.2236* 0.2560

3.1 Evaluation of Modified Methods

We compare each modified method with its unmodified counterpart as the base-
line. The results are summarized in Table 1. Modified methods result in a sta-
tistically significant improvement for all four datasets. The modifications have
a greater effect on the WT2G and WT10g datasets. This is most likely due to
the fact that AP88-89 and Robust are homogeneous collections but WT2G and
WT10G are heterogeneous and therefore noisier. As reported previously in [7]
term dependency information is more helpful on noisy datasets.

We conducted the experiment with window sizes between 2 and 15. Figure 1a
and b shows the sensitivity of MAP to the window size parameter for SDM-M
and PLM-M. The best results are achieved at a window size of around 4. This is
expected as term order between distant terms is meaningless and small windows
sizes fail to detect semantic importance between all terms and therefore lose
some information.

Figure 1c shows the sensitivity of the modified PLM method to parameter
λ. Increasing this parameter to large numbers increases document scores by
an unreasonable amount and if we choose a very small value for this parameter,
changes to document score will be ineffective. The best choice for all four datasets
is to set this parameter to 4. To see whether different values of λ may affect
window size, for each window size we further compared the results of different
values of λ and observed that the effect of λ on MAP is unaffected by window
size, and the best choice for λ for any window size is still 4.

4 Conclusions

In this paper we used the axiomatic framework to propose a query term order
constraint for ad-hoc retrieval which states that if the order of two query terms
is semantically important, a document that has these two terms in the same
order as the query should get a higher score compared to a document that has
them in the reverse order. Furthermore, we proposed modifications to two well-
known and robust information retrieval methods SDM and PLM so as to satisfy
the proposed constraint. Experimental results show the proposed modifications
cause a significant improvement over the baselines and a window of size 4 is the
best choice for considering term order dependency. A future research direction
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is to search for a better SITO function and a more integrated way to make
state-of-the-art retrieval methods satisfy the proposed constraint.
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Abstract. Query expansion is a method for alleviating the vocabu-
lary mismatch problem present in information retrieval tasks. Previous
works have shown that terms selected for query expansion by traditional
pseudo-relevance feedback methods such as mixture model are not always
helpful to the retrieval process. In this paper, we show that this is also
true for more recently proposed embedding-based query expansion meth-
ods. We then introduce an artificial neural network classifier, which uses
term word embeddings as input, to predict the usefulness of query expan-
sion terms. Experiments on four TREC newswire and web collections
show that using terms selected by the classifier for expansion significantly
improves retrieval performance compared to competitive baselines. The
results are also shown to be more robust than the baselines.

Keywords: Query expansion · Word embeddings · Siamese network

1 Introduction

Query expansion is a method for alleviating the vocabulary mismatch problem
present in information retrieval tasks. This is a fundamental problem where users
and authors often use different terms describing the same concepts. In this paper,
we aim to differentiate terms helpful to query expansion through the use of an
artificial neural network classifier.

Various methods for selecting expansion words exist that leverage various
data sources and employ very different principles and techniques [3]. Though,
not all of the terms suggested by these methods are actually helpful. For instance,
[2] showed that many of the terms extracted using the mixture model method
have a negative effect on the retrieval process. [2] divided terms into three cate-
gories: good, bad and neutral depending on whether their addition to the query
improved, diminished or had no effect on retrieval performance. [2] then used a
feature vector to train a classifier for separating good expansion terms from bad
ones. This feature vector included the following: terms distribution in the feed-
back documents and terms distribution in the whole collection, co-occurrences of
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the expansion term with the original query terms, and proximity of the expansion
terms to the query terms.

Another approach for improving the selection of query expansion terms is
considering the semantic similarity of a candidate term with the query terms
[1,11,14,21,22]. [14] proposed a semantic similarity constraint for PRF methods
and showed that adhering to it improves retrieval performance. [11] proposed to
expand queries with terms semantically related to query terms. To this end, they
trained word embeddings on document corpora using the Word2Vec Continuous
bag of words approach [13]. These vectors are both semantic and syntactical rep-
resentations of their corresponding words. [11] then uses these word embeddings
to expand queries either by adding terms closest to the centroid of the query
word embedding vectors (referred to in following sections as AWE) or selecting
terms closest to individual query terms in the word embedding space.

Another approach is embedding based query expansion models [21] where two
models were proposed, the first of which assumes that query terms are indepen-
dent of each other (referred to in following sections as EQE1), and the second
assumes that the semantic similarity between two given terms is independent
of the query. In another related work, the local training of word embeddings
on retrieved documents was used to improve query expansion effectiveness [6].
Using supervised training and word embeddings to learn term weights to be used
in retrieval models such as BM25 has also been proposed [24].

In this paper, We propose an artificial neural network (ANN) model for
selecting suitable expansion terms. We use a siamese neural network architec-
ture inspired by [10] in order to lessen the impact of limited training data.
Siamese network architectures have been gaining popularity in recent years in
the information retrieval community [7,9,17,19,20] and have achieved impressive
performance in various tasks. Using pre-trained word embedding of terms, this
network learns whether a term is semantically suitable for expanding a query.
Our neural network approach intends to go beyond simple vector similarity and
learns the latent features present within word embeddings responsible for term
effectiveness or ineffectiveness when used for query expansion. In short, the main
advantage of the proposed method is that it no longer requires manual feature
design and uses a data-driven approach for selecting expansion terms.

We evaluate the effectiveness of our approach on four TREC collections. We
compare results with traditional approaches and more recent methods. Results
show incorporating terms identified as suitable expansion terms by our ANN
model into the retrieval process significantly improves retrieval performance. We
also show that our proposed method is more robust compared to the baselines.
The rest of this paper is organized as follows: In Sect. 2 we discuss [2]’s method
for labeling expansion terms in greater detail, Sect. 3 we introduce our classifier
model and explain its integration with the retrieval process, Sects. 4 and 5, we
present the experiments and results.
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Table 1. Query expansion term statistics for used collections

Embedding-based Pseudo relevance docs QLM

(MAP)

QLM

+MM

(MAP)

Good

(%)

Neutral

(%)

Bad

(%)

Oracle

(MAP)

Good

(%)

Neutral

(%)

Bad

(%)

Oracle

(MAP)

AP 3.8 55.5 40.5 0.2981 16.2 53.6 30.1 0.3983 0.2206 0.2749

Robust 5.6 62.4 31.9 0.3122 21.9 55.4 22.6 0.4021 0.2176 0.2658

WT2g 6.2 37.8 55.8 0.3442 15.7 61.3 22.9 0.4383 0.2404 0.2593

WT10g 3.4 75.6 20.9 0.2410 14.1 63.6 22.2 0.2871 0.1837 0.1902

2 Good, Bad, and Neutral Expansion Terms

In order to identify terms helpful to query expansion, we follow [2] and divide
candidate terms into three classes: good, bad and neutral. For a particular query,
a good/bad term will increase/decrease retrieval performance and neutral terms
have no effect. For examining the potential impact of selecting only good terms
for query expansion, we perform query expansion using pseudo-relevance and
embedding based methods and calculate the ratio of good/bad/neutral terms
selected. We then calculate the MAP of a hypothetical oracle retrieval model
that only uses good terms for expansion. Embedding based selects top 1000
closest words to the average word embedding of the query and pseudo-relevance
uses terms in the top 10 pseudo-relevant documents. The results are shown in
Table 1. The small percentage of good terms returned by embedding models may
be indicative of their relatively weaker performance compared to PRF methods.

For training our classifier, we require a set of queries and candidate expansion
terms labelled as Good/Bad/Neutral. Therefore, we take each query of a corpus
and first average the embedding vectors of its query terms; this approach has
been proposed in [13] and used in other works such as [11,21]. Then, we use
cosine-similarity to find the top 1000 terms that are closest to the averaged
vector. Finally, to identify the class of a term, we use the method proposed in
[2]. Briefly, we add the expansion to the query and perform retrieval using query
likelihood method; if the mean average precision increases/decreases, the term
is a good/bad expansion term. If the change is not tangible, the term is neutral.

Fig. 1. Architecture of the proposed siamese network. The architecture consists of two
identical models projecting two separate inputs (query and expansion term pair) into
a common embedding space and then comparing the two projections to get a final
similarity score. This score tells us whether the candidate expansion terms of the two
classes belong to the same class (good, bad or neutral).
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3 Expansion Term Classification

In this section, we first present the model used for the classification task, then
we explain how the classifier results are integrated into the retrieval process.

3.1 Problem Formulation

Suppose we have a dataset D = {(qi, xi, li)}Ni=1 where qi = {qi,1, · · · , qi,k} rep-
resents a query and xi is a candidate expansion term. li ∈ {Good,Neutral,Bad}
is the label denoting the expansion terms effectiveness for the query. Our goal is
to learn a model g(·, ·), using D as training data, which will classify any query
and candidate expansion term pair (q, x), as either good, neutral or bad.

3.2 Model Overview

We propose the deep expansion classifier (DEC). The architecture is depicted
in Fig. 1. A major roadblock when using artificial neural network approaches in
information retrieval tasks is the lack of training data. Various methods such as
using weak supervision [5] have been put forward for tackling this challenge. In
this paper, we use the learning technique proposed in [10]. The siamese network
was proposed to overcome the lack of training data by learning whether two
samples are of the same class or not rather than directly predicting which class
a sample belongs to. We compare each sample to a random group of previously
classified samples and use majority voting for classification.

As we have few queries for our corpora, if we naively train a neural network
as a vanilla cross-entropy-loss softmax classifier, it will severely overfit. Such a
network will not be able to distinguish suitable expansion terms for a query it has
never seen before. The siamese architecture learns what features make a suitable
expansion term by learning to differentiate between good and bad samples.

3.3 Modeling the Query and Candidate Expansion Term Relation

Given a query q and a candidate expansion term x, the model maps the terms
to their embeddings. A bidirectional long short term memory [8] (BiLSTM)
network is then used to construct new embeddings for the sequence. In essence,
the BiLSTM receives query term word embeddings and one expansion term
as input and outputs contextualized word embeddings for each of them. The
outputs of the BiLSTM layer are fed to a fully connected layer. This final layer
represents the relation between query terms and the candidate expansion term.

3.4 Expansion Term Classification and Term Re-weighting

The representations of query-expansion term pairs are compared in order to
determine whether two pairs belong to the same class or not. This is achieved
by an element-wise subtraction of the two representations and the result being
fed into a fully connected layer which outputs a final score.
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To determine whether a candidate expansion term is good for a query, we
feed the pair along with a set of query-expansion term pairs whose classes are
known. We calculate the probability of a candidate expansion term being good as
P (l = Good|(q, x)) = Ng+Nnb

N where N is the total number of pairs we compare
to and Ng + Nnb is the number of times the pair being tested was determined
to be in the same class a good pair or a different class than a bad pair.

Finally, we re-weight the expansion term weights obtained using the AWE
method by multiplying them by P (l = Good|(q, x)). The AWE method weights
the candidate expansion terms based on the cosine similarity of the expansion
term embedding and the query term embeddings centroid. So the final weight
for an expansion term will be: (1+α ·p(l = Good)) · δ(q̄, x) where δ is the cosine
similarity function and α is a hyper-parameter.

4 Experiment

For evaluating the proposed method we use four standard TREC collections: AP
(Associated Press 1988–1989), Robust (TREC Robust Track 2004), WT2G and
WT10G (TREC Web track 1999, 2000–2001). The first two collections contain
news articles and the second two are general web crawls. We used the title of
topics as queries. The words are stopped using the inquiry stop word list and no
stemming was used. We used pre-trained word embeddings with a dimension of
200 extracted using the GloVe [16] method on a 6 billion token collection.

The parameters were updated with the Adam algorithm using a learning rate
of 0.001 and mini-batch size of 32. Dimensions for the BiLSTM hidden vector
and final representation vector are 200 and 400 respectively. We use k-fold cross
validation and average the evaluation metrics.

4.1 Comparison Approaches

For evaluation, we only compare to methods that select expansion term candi-
dates based on only word embeddings (no initial retrieval required). As we use
general purpose word embeddings, we also do not compare to methods that train
embeddings specifically for query expansion such as [18,23]. We consider three
baselines: (1) the standard query likelihood model using maximum likelihood
estimation, (2) AWE where expansion terms closest to the centroid of query
term embeddings are selected [11], and (3) EQE1 where expansion terms are
scored by their multiplicative similarity to the query terms [21].

4.2 Evaluation Metrics

We use mean average precision (MAP) and precision for the top 10 retrieved
documents (P@10) as our evaluation metrics. Statistical significance tests are
performed using two-tailed paired t-test at a 95% confidence level. For evaluating
robustness of the proposed method we use robustness index (RI) [4] which is
defined as N+−N−

|Q| where |Q| is the number of queries and N+/N− are the number
of queries which have improved/diminished compared to the baseline.
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Table 2. Evaluation results on the four datasets. The superscripts 1/2/3 denote that
the MAP improvements over QLM/AWE/EQE1 are statistically significant. The high-
est value in each column is marked in bold.

AP Robust WT2g WT10g

MAP P@10 RI MAP P@10 RI MAP P@10 RI MAP P@10 RI

QLM 0.2206 0.3432 - 0.2176 0.3856 - 0.2404 0.4167 - 0.1837 0.2420 -

AWE 0.23121 0.3392 0.12 0.22301 0.3899 0.10 0.24561 0.4169 0.08 0.1849 0.2399 0.10

EQE1 0.234412 0.3442 0.29 0.227812 0.4016 0.25 0.24631 0.4188 0.17 0.1867 0.2432 0.18

DEC 0.2403123 0.3434 0.31 0.2358123 0.4057 0.31 0.24891 0.4213 0.16 0.189112 0.2434 0.20

5 Results and Discussion

Table 2 presents the performance of the baselines and our proposed method.
These methods expand queries with semantically related terms. The results show
that the query expansion classifier DEC outperforms all baselines in terms of
MAP. For all three embeddings-based methods, the performance gains are more
pronounced in the two newswire collections. This may be due to the fact that
these collections are more homogeneous than the web corpora. Web corpora
will generally be noisier which in turn will affect classifier performance. Another
reason could be due to the fact that our word-embeddings (GloVe) were pre-
trained on Wikipedia and newswire articles. This would make them more suitable
for use in newswire collections. Using word embeddings pre-trained on common
crawl data may yield better performance in web corpora.

To summarize, the proposed method outperforms other state-of-the-art meth-
ods utilizing word embeddings for query expansion. The results are also more
robust than previous approaches. This indicates that for selecting candidate
expansion terms, simple similarity functions such as cosine similarity can be
improved upon using ANN classifiers.

6 Conclusion

In this paper, we proposed a neural network architecture for classifying terms
based on their effectiveness in query expansion. The neural network uses only
pre-trained word embeddings and no manual feature selection or initial retrieval
is necessary. We evaluated the proposed methods using four TREC collections.
The results showed that the proposed method significantly outperforms other
word embedding based approaches and traditional pseudo-relevance feedback.
The method is also shown to be more robust compared to the baselines. For
future work, one possible method is integrating topic vectors trained using meth-
ods such as Latent Dirichlet Allocation into the classification process. Another is
using word embeddings trained using methods other than Word2Vec and GloVe
(such as Lda2Vec [15] or Paragraph2Vec [12]) or training on domain-specific
corpora.
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Abstract. We introduce the first ‘living lab’ for scholarly recommender sys-
tems. This lab allows recommender-system researchers to conduct online
evaluations of their novel algorithms for scholarly recommendations, i.e., rec-
ommendations for research papers, citations, conferences, research grants, etc.
Recommendations are delivered through the living lab’s API to platforms such
as reference management software and digital libraries. The living lab is built on
top of the recommender-system as-a-service Mr. DLib. Current partners are the
reference management software JabRef and the CORE research team. We pre-
sent the architecture of Mr. DLib’s living lab as well as usage statistics on the
first sixteen months of operating it. During this time, 1,826,643 recommenda-
tions were delivered with an average click-through rate of 0.21%.

Keywords: Recommender system evaluation � Living lab � Online evaluation

1 Introduction

‘Living labs’ for recommender systems enable researchers to evaluate their recom-
mendation algorithms with real users in realistic scenarios. Such living labs – some-
times also called ‘Evaluations-as-a-Service’ [1–3] – are usually built on top of
production recommender systems in real-world platforms such as news websites [4].
Via an API, external researchers can ‘plug-in’ their experimental recommender systems
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to the living lab. When recommendations for users of the platform are needed, the
living lab sends a request to the researcher’s experimental recommender system. This
system then returns a list of recommendations that are displayed to the user. The user’s
actions (clicks, downloads, purchases, etc.) are logged and can be used to evaluate the
recommendation algorithms’ effectiveness.

Living labs are available in information retrieval and for many recommender-
system domains, particularly news [4–6], and they attracted dedicated workshops [7].
There is also work on living labs in the context of search and browsing behavior in
digital libraries [8]. However, to the best of our knowledge, there are no living labs for
scholarly recommendations, i.e., recommendations for research articles [9, 10], cita-
tions [11, 12], conferences [13, 14], reviewers [15, 16], quotes [17], research grants, or
collaborators [18]. Consequently, researchers in the field of scholarly recommender
systems predominately rely on offline evaluations, which tend to be poor predictors of
how algorithms will perform in a production recommender system [19, 20].

In this paper, we present the first living lab for scholarly recommendations, built on
top of Mr. DLib, a scholarly recommendations-as-a-service provider [21, 22]. Mr.
DLib’s main feature is to provide third parties such as digital libraries with recom-
mendations for their users. This way, digital libraries do not need to maintain their own
recommender system, which would usually be costly and require advanced skills in
machine learning and recommender systems. So far, Mr. DLib relied only on its own
recommender system to generate recommendations [21, 22]. The system was not open
to external researchers. The newly added living lab opens Mr. Lib and provides an
environment for any researcher in the field of scholarly recommendations to evaluate
novel recommendation algorithms with real users in addition to, or instead of, con-
ducting offline evaluations.

2 Mr. DLib’s Scholarly Living Lab

Mr. DLib’s living lab is open for two types of partners. First, platform operators, who
want to provide their users with scholarly recommendations. Second, research partners,
who want to evaluate their novel scholarly recommendation algorithms with real users.
The current platform partner of Mr. DLib is the reference-management software JabRef
[23, 24]. The current research partner of Mr. DLib is CORE [25–27]. Mr. DLib acts as
an intermediate between these partners. Mr. DLib also operates its own internal rec-
ommendation engine, which applies content-based filtering with terms, key-phrases,
and word embeddings as well as stereotype and most-popular recommendations [22,
28]. Thus, Mr. DLib’s internal recommendation engine establishes a baseline for
research partners to compare their novel algorithms against.

The workflow of Mr. DLib’s living lab is illustrated in Fig. 1: (1) A JabRef user
selects a source article in the list, and then selects the “Related Articles” tab; JabRef
sends a request to Mr. DLib’s API. The request comprises of the selected article’s title.
Mr. DLib’s API accepts the request, and its A/B engine randomly forwards the request
either to (2a) Mr. DLib’s internal recommender system or (2b) to CORE’s recom-
mender system. CORE or Mr. DLib’s internal recommender system creates a list of
recommendations and (3) returns them to JabRef, which displays them to the user.
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(4) When a user clicks a recommendation, a notification it sent to Mr. DLib for
evaluation purposes.

While, currently, Mr. DLib only has one research and one platform partner, there
will potentially be numerous such partners in the future. Mr. DLib’s living lab is open
to any research partner whose experimental recommender system recommends schol-
arly items; is available through a REST API; accepts a string as input (typically a
source article’s title); and returns a list of related-articles including URLs to web pages
on which the recommended articles can be downloaded, preferably open access. Also,
recommendations must be returned within less than 2 s.

All data on Mr. DLib’s recommendations is available publicly [29]. This data can
be used to replicate our calculations and perform additional analyses. JabRef’s client
software, including the recommender system, can be downloaded at http://jabref.org.
Source code of the API is available on http://mr-dlib.org.

3 Usage Statistics

Mr. DLib started its general recommendation service in 2016 [21] and its living lab in
June 2017. The living lab was integrated first in a beta version of JabRef. During the
beta phase (until September 2017), JabRef sent around 4,200 requests per month to Mr.
DLib (Fig. 2). For each request, Mr. DLib returned typically 6 recommendations (25 k
recommendations in total), whereas between 20% to 30% of the recommendations were
generated by CORE, and the remaining by Mr. DLib’s internal recommendation
engine. Click-through rate (CTR) on the recommendations decreased from 0.76% in
June to 0.34% in September (Fig. 2). After the beta phase, i.e., from October 2017 on,

REST Web
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(1) A platform partner requests
related-article recommendations

for a source article

(2b) ... Mr. DLib
forwards the request

to a research partner,
who returns a list of

related-article
recommendations

(2a) Mr. DLib calculates a list of
related-article recommendations
either with its own internal

recommender system or...

(3) Mr. DLib sends the list of
related-article recommendations

to the platform partner

A/B
Engine
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Recommender

System
Database

REST Web Service / API

(4) User actions (clicks)
are sent to Mr. DLib

Fig. 1. Illustration of the recommendation process
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the number of delivered recommendations increased to around 150 k per month, again
with 20% to 30% of the recommendations generated by CORE. The overall click-
through rate decreased to around 0.18% but remained stable until today.

We can only speculate why click-through rate decreased during the beta phase and
decreased again in the stable version. Possibly, beta users are more curious than regular
users. Maybe users generally are more curious in the beginning when a new feature is
released. Maybe, recommendations worsen over time, or were simply not as good as
users expected and hence users lose interest. However, we made the observation that
CTR decreases over time also on Mr. DLib’s other partner platforms that do not
participate in the living lab [22, 28], as well as in other recommender systems [30].

Interestingly, click-through rates for both CORE and Mr. DLib’s internal recom-
mendation engine are almost identical over the entire data collection period. Both
systems mostly use Apache Lucene for their recommendation engine, yet there are
notable differences in the algorithms and document corpora. We will not elaborate
further on the implementations but refer the interested reader to [22, 27, 28]. The
interesting point here is that two separately implemented recommender systems per-
form almost identically. It is also interesting that the click-through rate in the reference
management software JabRef (0.18%) is quite similar to the click-through rate in the
social-science repository Sowiport [28, 31–33], although the two platforms differ
notably.

4 Future Work

In the long-run, we hope to provide a platform to the information retrieval, digital
library, and recommender systems community that helps conducting more reproducible
and robust research in real-world scenarios [34, 35]. To achieve this, we plan to add
more partners on both sides – platform partners who provide access to real users, and
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Fig. 2. Click-through rate (CTR) and # of delivered recommendation in JabRef for Mr. DLib’s
(MDL) and CORE’s recommendation engine and in total.
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research partners who evaluate their novel algorithms via the living lab. We also aim
for personalized recommendations in addition to the current focus on related-article
recommendations. We will also enable the recommendation of other scholarly items
such as research grants, or research collaborators. We also plan to develop a more
automatic process for the integration of partners, with standard protocols and data
formats, and pre-implemented clients, to ease the process. Another major challenge in
the future will be to select the best algorithms for each platform partner [36].
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Abstract. The analysis of textual writing styles is a well-studied prob-
lem with ongoing and active research in fields like authorship attribution,
author profiling, text segmentation or plagiarism detection. While many
features have been proposed and shown to be effective to characterize
authors or document types in terms of high-dimensional feature vec-
tors, an intuitive, human-friendly view on the computed data is often
lacking. For example, machine learning algorithms are able to attribute
previously unseen documents to a set of known authors by utilizing those
features, but a visualization of the most discriminating features is usually
not provided. To this end, we present StyleExplorer, a freely available
web tool that is able to extract textual features from documents and to
visualize them in multiple variants. Besides analyzing single documents
intrinsically, it is also possible to visually compare multiple documents
in single views with respect to selected metrics, making it a valuable
analysis tool for various tasks in natural language processing as well as
for areas in the humanities that work and analyze textual data.

Keywords: Text mining · Visualization · Natural language processing

1 Introduction

With the advent of freely accessible online collections and social media plat-
forms, large amounts of text have emerged on the Internet which can be easily
captured and processed. From a scientific perspective, many approaches have
been proposed in various research fields that deal with the analysis of such texts,
including authorship attribution [9] (who is the author of a given document?),
author profiling [8] (what information about the author can be extracted from
a text, e.g., gender or age?), text segmentation (how can a document automat-
ically be divided by, e.g., topic [3]?) or plagiarism detection [6]. Except for the
latter, where only intrinsic algorithms [11] operate solely on the document to
reveal potential plagiarism, all approaches rely on an analysis of the writing style.
For example, in the pioneer study of Mosteller and Wallace [7], three authors
have been attributed to nearly 100 political essays by (manually) computing
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simple statistics of frequencies of common words like articles (e.g., “a”,“the”) or
prepositions (e.g., “in”,“of”).

To capture the writing style of authors various so-called stylometric features
[15] have been proposed, including lexical metrics like frequencies of (n-grams
of) characters or words (e.g., [10]), syntactic metrics that capture grammati-
cally related indicators (e.g., [13]), metrics related to semantics (e.g., [1]) and
structural information (e.g., [14]), or metrics capturing other information like
occurrences of spelling/grammar errors (e.g., [5]). While the effectiveness of each
feature (type) has been evaluated thoroughly for the individual tasks a human-
friendly view to the data is often lacking in existing approaches or simply not
intended within the scope of the respective research. For example, by computing
frequencies of nouns, verbs and adjectives used in a text, a three-dimensional
vector is produced which can be utilized by machine learning algorithms to clas-
sify authors, but which is hard to interpret for humans. This problem becomes
even worse when taking high-dimensional feature types like character n-grams
into account, often resulting in several thousand dimensions.

To bridge this gap, we propose StyleExplorer, a web-based tool that visual-
izes the writing style of documents. By incorporating a rich amount of commonly
used features, it provides the means to analyze documents for specific metrics,
and also to compare multiple documents within single views. Consequently, it is
a useful facility in many research fields working with textual data like author-
ship attribution, where the significant differences between authors can be made
visible. Moreover, it may be utilized for linguistic analyses of various kinds, e.g.,
in the field of forensic linguistics [2].

2 StyleExplorer

The proposed StyleExplorer tool is designed as a free web-based application1,
targeting scientists as well as interested persons who want to visualize and com-
pare statistics and metrics of text documents. From a technical perspective, it is
based on the Meteor framework2 using a React3 frontend communicating with a
Java library [4] in the backend, which computes the features and stores results in
a MongoDB. In the following, a short overview about the workflow, the available
features as well as the provided visualization types is given.

2.1 Workflow

StyleExplorer is generally free to use, but nevertheless requires a user account
to be able to connect documents to users. After uploading the documents of
interest, the computation of stylometric features (see Sect. 2.2) can be triggered,
which is done asynchronously on the server. Thereby, all selected features can
either be extracted for each paragraph or for individual user-defined units (e.g.,
1 Available at https://dbis-styleexplorer.uibk.ac.at, [Review login: ecir2019/ecir2019].
2 https://www.meteor.com, visited October 2018.
3 https://reactjs.org, visited October 2018.
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https://reactjs.org
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whole chapters). Once the document is processed, all computed features can be
visually inspected using several visualization methods (see Sect. 2.3)4. Thus it is
possible to compare features for each paragraph/unit and to see how they evolve
within the document. Additionally, all documents of a user as well as other public
documents from other users can be compared to each other, allowing to visually
approach tasks like authorship attribution or genre detection, for example.

2.2 Available Text Features

The tool is capable of computing several stylometric features including lexical,
syntactic and error [5] features. Specifically, the 40 metrics depicted in Table 1
are currently supported, whereby features marked with * yield a set of values
per processing unit (e.g., character n-grams).

Table 1. Available stylometric features

Type # Features

Lexical 14 Avg word length, avg words/sentence, avg
syllables/sentences, hapax dis-/legomena; frequencies of
characters, special characters, words, character n-grams*,
word n-grams*; type-token ratio, compression rate,
compression time

Readability 8 Avg word frequency class, index of diversity, Honore’s
measure, Sichel’s measure, Brunet’s measure,
Flesch-Kincaid reading ease, Gunning Fog index, Yule’s K
measure

Syntactic 6 Frequencies of POS tags*, POS tag n-grams*, function
words; avg function words/sentence, punctuation-word
ratio

Error 12 Frequencies of matching error rules*, error suggestions*,
sentence whitespace, comma whitespace, double
punctuation, uppercase sentence start, multiple
whitespace, unpaired brackets, word repetitions, compound
errors, contraction spelling, morphologic american spelling

2.3 Visualization

StyleExplorer offers several visualization options5 that can be applied to either
a single document or multiple documents for comparison. An excerpt of visual-
izations is depicted in Fig. 1, which are computed for a sample document. For
features which produce a single value per paragraph, the default option is a line
chart (see Fig. 1a), but also box plots are available (Fig. 2b). To be able to com-
pare documents of different lengths (paragraphs) within a single chart, the x-axis
4 And also be downloaded in JSON format for individual further postprocessing.
5 Utilizing Highcharts, https://www.highcharts.com, visited October 2018.
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represents the text position in percent with respect to the whole document. For
multi-valued features like n-grams or frequencies of words, StyleExplorer uses
bar charts by default (see an example in Fig. 1b). Alternatively, word clouds and
pie charts can be utilized (see Fig. 1c and d). As it is not feasible to display
all resulting values per document, only the top n features with respect to their
frequency are displayed, whereby n can be defined by the user. Finally, Fig. 2
shows two examples of comparing multiple documents within single charts.

(a) (b) (c) (d)

Fig. 1. Visualization examples showing the Dale-Chall readability formula (a), the
most frequent function words (b), a word cloud of POS-tags (c) and a pie chart of
most frequent character 3-grams (d) of a sample document.

(a) average word length (b) type-token ratio

Fig. 2. Example of comparing three documents in terms of average word length and
type-token ratio.

3 Conclusion and Future Work

In this paper we presented StyleExplorer, a freely available web-tool for visual
textual analysis. By uploading arbitrary documents it is capable of extracting
several common features used in stylometric analyses like authorship attribution
or author profiling. Due to individual corresponding visualization variants it is
possible to inspect a document with respect to selected features, and also to
compare different documents against each other.
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With respect to future work, several optimizations are possible. From the
visualization perspective, new types of graphs as well as combinations thereof
would be beneficial. Further, as the core of StyleExplorer relies on the extraction
of features from text documents, new features (types) that emerge in text analy-
sis research6 should be added continuously. Finally, language-dependent features
should be enhanced to support more languages than English.
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Abstract. MedSpecSearch (www.medspecsearch.com) is a search
engine for helping users to find the relevant medical specialty for a doctor
visit based on users’ description of symptoms. This system is useful for
users who are not sure of which medical specialty they should consult
to. Furthermore, the API of the search engine can be used as part of the
online doctor appointment and medical consultation sites to route the
patient or question to the right medical specialty. The system returns
the top three relevant specialties when the estimated confidence score is
high. Otherwise, it asks users to input more data.

Keywords: Medical text classification · Word embeddings ·
Confidence estimation · Data collection

1 Introduction

A recent survey [1] on physician appointment wait times performed over 15 major
metropolitan cities in the United States revealed that the time to schedule an
appointment has reached an average of 24 days. In addition to the longer wait
times, the cost of doctor appointments are getting more expensive worldwide
[3,4]. Given these circumstances, getting appointment from a doctor on the right
medical specialty is becoming more crucial for patients in order to not delay the
diagnosis and treatment process any further and spend more. This becomes a
more significant problem in places where patients are allowed to schedule their
doctor appointments from any medical department without any guidance. For
such conditions, the proposed MedSpecSearch system aims to help patients on
finding the right medical specialty to visit, by providing a publicly available and
user friendly medical specialty search engine. Given the user’s description of the
medical case like patient information (gender, age etc.) and observed symptoms,
the MedSpecSearch will return the top 3 medical specialties that can be relevant
to the medical case only if the estimated confidence of the returned results is
good enough. In case the user’s description of the medical condition is not enough
for a confident prediction, the system asks for more information from the user.
MedSpecSearch comes with an Application Programming Interface (API) which

This work has been funded by Türk Telekom R&D Center.

c© Springer Nature Switzerland AG 2019
L. Azzopardi et al. (Eds.): ECIR 2019, LNCS 11438, pp. 225–229, 2019.
https://doi.org/10.1007/978-3-030-15719-7_29

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-15719-7_29&domain=pdf
www.medspecsearch.com
https://doi.org/10.1007/978-3-030-15719-7_29


226 M. U. Şahin et al.

can be used by online physician appointment sites to direct the patient to the
right medical specialty for appointment, or by online medical question answer
sites to route user’s question to the right medical specialist.

2 System Description

The Association of American Medical Colleges (AAMC) defined around 30 gen-
eral and 100 sub-medical specialties [8]. For instance, Internal Medicine is cate-
gorized as a general specialty, while Hematology, Rheumatology and Pulmonary
Disease etc. are categorized as its sub-specialties. The proposed MedSpecSearch
system initially focuses on the general specialties and for a given patient descrip-
tion aims to identify the relevant medical specialty within the AAMC categories.
The system pipeline is shown in Fig. 1 and described in the following sections.

Fig. 1. MedSpecSearch pipeline

2.1 Data

There are some publicly available de-identified health record datasets (such as
the MIMIC [5]) which contain a preliminary, free text diagnosis for the patient
on hospital admission. These informative diagnoses are usually generated by
the admitting clinicians after listening the complaints and medical histories of
patients. These notes are very useful for routing patients to the right specialty
within the hospital. However, they contain too much medical terminology which
general public do not use or even know that existed. Therefore, they are not
useful for our task which use only the context generated by patients without any
medical expert assistance. As a result, this proposed system explores patient
generated content collected from online medical platforms.
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Data is collected from two online medical consultation platforms; iCliniq1

and HealthTap2. In iCliniq platform, patients provide details about their condi-
tions and complaints, such as their gender, age, previous critical health history
if relevant, previous and current medications, and their symptoms, in their ques-
tions. Later on, these questions are categorized into a specialty and replied by
corresponding medical specialists. We use initial contexts of questions provided
by patients as our training input data. The iCliniq has around 90 categories.
These categories are not directly used but instead matched to the predefined spe-
cialty categories by using the AAMC hierarchy. For instance, questions under
Endocrinology are categorized under Internal Medicine category. In order to
check the accuracy of iCliniq category labels, 73 iCliniq questions are randomly
chosen and given to two medical doctors for labeling. The inter-rater agreement
is calculated with Cohen’s [2] kappa statistics for both doctors and doctor-iCliniq
pairs. Agreement score of doctors’ among themselves is 0.77 which is substantial
as being within the 0.6–0.8 range [7]. The agreement scores between iCliniq and
doctors are 0.62 and 0.67 which are also substantial. These agreement scores indi-
cate that iCliniq labels are in good quality for supervised learning, hence more
than 7K iCliniq questions are retrieved, pre-processed and used for training.

HealthTap is a similar medical consultation platform with more questions.
Around 1.6 million questions are retrieved from HealthTap, but unfortunately
HealthTap uses more diverse set of labels to categorize their questions. It has 230
main categories and around 5400 subcategories. Some example main categories
are abdominal pain, ankle or blood which cannot be easily mapped to the AAMC
categories. Therefore, HealthTap data is not used in supervised learning but
instead explored in an unsupervised manner by training word embeddings.

2.2 The Model

Convolutional Neural Networks (CNN) has achieved competitive performance
on many NLP tasks, especially on text classification tasks due to their capabil-
ity of capturing useful n-grams. Our classification model follows Kim’s [6] CNN
architecture; however, leverages several pre-trained word embeddings. In order
to analyze the individual effects of these embeddings, we use a single channel
model as only one embedding is input to the model at once. In addition to our
trained Word2Vec model of HealthTap, additional publicly available pretrained
word embeddings like Word2Vec [9] embeddings trained with Google News3 and
GloVe [10] embeddings trained on Wikipedia 2014 + Gigaword 54 are used. Fur-
thermore, the Word2Vec embedding5 which is trained by Pyysalo et al. [11] on
22 Million PubMed records, 672K PubMed Central Open-Access texts and a
recent Wikipedia dump is also used. A 0.8/0.2 split of data to test the perfor-
mance of these word embeddings returned very similar accuracies: PubMed W2V
1 https://www.icliniq.com.
2 https://www.healthtap.com.
3 https://code.google.com/archive/p/word2vec/.
4 http://nlp.stanford.edu/data/glove.6B.zip.
5 http://bio.nlplab.org/.
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228 M. U. Şahin et al.

72.7%, HealthTap W2V 72.6%, Google News W2V 74.1% and Glove 76.1%. In
the advanced options part of the search engine, users can play around with these
embeddings by selecting any one them.

In hospitals if doctors cannot be sure of a diagnosis, they ask for more tests.
Even though MedSpecSearch is not a diagnostic system, it uses a similar idea
(asking for more user input) when predicting the medical specialty. Being aware
of the cost of wrong predictions, the system uses a confidence threshold to decide
either to return the ranked list of specialties or not. If the estimated confidence
is below the threshold, the system asks user to input more context for describing
the medical situation. The default confidence threshold value is 90% but it can
be set to any value between 10%–90% in the advanced options part.

Fig. 2. MedSpecSearch front end with two example queries

An example is provided in Fig. 2, where the system’s confidence threshold
is specifically kept low to show the results of the provided user input. This
is an example question from iCliniq. The question on the right is the original
question with label Dermatology predicted correctly by MedSpecSearch with
confidence 98.48%. On the left is the same question with one sentence removed.
With this incomplete question the system cannot make a confident prediction,
therefore asking for more information from the user is the right call. Using an
arbitrarily chosen confidence threshold like 90%, significantly reduces the amount
of misclassifications of the system and increases the general prediction accuracy
to 88.1%. In our model, we have used the modification proposed by Sensoy et al.
[12] to calculate these confidence estimates. All these functionalities are available
as a web service (www.medspecsearch.com) and API. The API and the trained
HealthTap word embeddings are available online6.

As a future work, we will extend the existing system for other languages as
well. Furthermore, we will improve the interpretability of the returned results by

6 https://github.com/OzU-NLP/MedSpecSearch.
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highlighting the terms in user input in terms of their significance based on the
predicted specialty. Additionally, we will explore ways of getting useful additional
information from the user when the confidence value is below the threshold. In
such a case, the system should identify several key symptoms to be asked to the
user for better prediction.
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Abstract. User opinions posted on e-commerce websites are a valuable
source to support purchase making-decision. Unfortunately, it is not gen-
erally feasible for an ordinary buyer to examine a large set of reviews on
a given product for useful information on certain attributes. We present
a system named Contender that can summarize product reviews aligned
to the attributes of these products. Contender is implemented as an
Android app for smartphones.

Keywords: Opinion mining · User reviews · Experimentation

1 Introduction

When making purchasing decisions, customers usually rely on information from
two types of sources: product specifications provided by manufacturers and
reviews posted by other customers. Both kinds of information are often avail-
able on e-commerce websites. However, in some competitive markets, such as
cell phones, many manufacturers make products with very similar characteris-
tics. For example, the products Moto Z Play and Samsung Galaxy S7 Edge have
the same screen size, operating system, camera resolution and so on. In addition,
these products have almost the same price. Therefore, there is almost no differ-
ence between them. Especially in these cases, user reviews play an important
role in purchase decision-making.

Unfortunately, it is not generally feasible for an ordinary buyer to examine a
large set of reviews to manually compare similar products. For example, there are
more than 2,000 reviews on Samsung Galaxy S7 Edge posted on the Amazon.com
website. This problem has been addressed by techniques to identify comparative
sentences from reviews [9–11]. These techniques have some important drawbacks.
First, these are unable to identify the targets in comparative sentences [9]. Sec-
ond, comparative sentences comprise only 10% of the total opinionated text [12].

c© Springer Nature Switzerland AG 2019
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Finally, comparative sentences are most common in forum discussions than in
user reviews [10], which are prevalent in e-commerce websites. Another approach
to compare opinions on products is to leverage the ratings of the products. How-
ever, the usefulness of the star-based ratings in the reviews is limited for potential
buyers, since a rating represents an average for the product as whole and can
combine both positive and negative evaluations of many distinct attributes. In
addition, this kind of evaluation does not convey any information about why
users like a product or which characteristics they like the most. A user looking
to buy a cell phone may want to know what user reviews say on the battery or
screen, not just the general rating of the product.

A traditional way of organizing a large number of product reviews is to create
opinions summaries which provide a condensed list of product aspects and their
corresponding opinions, where the most common approach is called aspect-based
opinion summarization [3]. However, current techniques are inadequate to prop-
erly support customer queries on specific product characteristics [4–6]. This is
because, in current methods, opinions are arbitrarily clustered by aspects, caus-
ing these clusters to not necessarily align with the commonly expected product
characteristics. For example, there may be several opinion clusters that refer to
the screen: a cluster of opinions about resolution and color, another that mixes
glossiness with size, and so on. Thus, the customer still has to carry out the
non-trivial task of identifying which groups of aspects refer to the same aspect
of interest. In fact, Zha et al. [7] reported that, for the iPhone 3GS, more than
three hundred aspects were found in the reviews. Summarizing this information
would generate hundreds of clusters, without identifying which specific ones refer
to the actual cell phone screen.

To address the problem described above, particularly in the cell phone
domain, we design and implement a system named Contender. This system can
summarize product reviews aligned to the specification of attributes of these
products. The system handles with real user reviews from e-commerce websites
as a data source. Our system extracts the opinions of the reviews and then maps
these opinions to the attributes defined for the product specifications. We adapt
the unsupervised method described by Poria et al. [1] to opinion extraction task
and use deep learning techniques to map opinions to attributes. We implement
Contender as an Android app for smartphones and it is available at http://
tiagodemelo.info/contender.

2 Contender Overview

Figure 1 presents an overview of Contender. The system has two modules: pre-
processing (offline) and user session (online). In the pre-processing module, the
specifications and opinions of products are extracted from websites and then
the opinions are aligned (mapped) to the product attributes of specification.
The user session provides an interface so that user can compare two products.
We highlight and explain in detail the following major steps: crawler, product
extraction, opinion extraction, indexing, searching, and ranking.

http://tiagodemelo.info/contender
http://tiagodemelo.info/contender
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Fig. 1. Contender overview.

Crawling. The system collects web pages of product specifications and user
reviews from e-commerce websites such as Amazon and BestBuy.

Product Extraction. Extraction of product attributes and their corresponding
values from web pages collected. Notice that reviews may also include opinions
that do not refer to a specific attribute of a product, but to the product as
a whole. For example, the sentence “Samsung is a trust device” expresses a
positive opinion for the product as a whole, and not for one of its attributes.
Therefore, we should map this opinion to the target product. To enable this, we
create a new attribute, called General, whose value is simply the product title.
Furthermore, opinions may also target attributes that are not represented in the
product catalog. For example, the sentence “easy to use” expresses a opinion
for a characteristic of the product that is not represented as an attribute in the
original product catalog. To handle these cases we create an attribute called
Other. This attribute has no value in the product catalog.

Opinion Extraction. Let R = {r1, r2, . . . , rm} be a set of reviews on a product
pi, where each review r ∈ R contains a set of sentences ST = {st1, st2, . . . , stn}
and a numeric rating score which takes a value between 1 to 5. Each opinion o
extracted from a sentence st ∈ ST is represented by a triple 〈pi, a, rs〉, where pi is
the target product, a is the aspect of the target product on which the opinion has
been given, and rs is the numeric rating score of r. For the aspect identification
task, we apply the unsupervised method proposed by Poria et al. [1].

Indexing. The system maps each opinion extracted from the reviews in R to
specific attributes of the target product. This is the core contribution of our work
in Contender. Our key insight is that there is a strong relationship between prod-
uct attributes and the text that describes an opinion. Specifically, we represent
product attributes by attribute descriptors and the opinionated text are repre-
sented by the aspect expressions, that is, by the text portion from the reviews
that defines the aspect [8]. An attribute descriptor is a set whose elements are
all the terms found in the name of attribute plus the terms found on the value of
this attribute, for a given product. For example, the descriptor for the attribute
Screen of a cell phone may be {“screen”, “5.5”, “TFT LCD”}.

To match descriptors and aspect expressions, we proposed a strategy that
uses a similarity function. If they are deemed similar, the corresponding opin-
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ion is mapped to their corresponding attribute. An aspect expression α and a
descriptor Δ are considered as similar, if there is some pair of terms 〈w1, w2〉 ∈
α × Δ, such that cos(Ew1 , Ew2) > τ , where Ew is the embedding of term w
and τ is a threshold value. Currently, we use τ = 0.39, a value we calculated
empirically.

In this function, we use continuous vector representations, also known as
word embeddings [2], for each word representation. More specifically, we train
word embeddings on a dataset1 with more than 1.2 million of reviews collected
from Amazon.com. Our model uses skip-gram with negative sampling, a context
window of five words, and 500 dimensions. We evaluated our strategy in a dataset
manually annotated by us and it achieved 0.83 of F1 when applied to the task
of mapping opinions to specific attributes of the target product.

As an example of opinion mapping, the sentence “the resolution is amazing”
has the aspect expression resolution and it is mapped to the attribute Screen
because the similarity score obtained between resolution and Screen are higher
when compared to the score of resolution with the other product attributes.

Searching. The app allows the user to search for two cell phones to be compared.
For this, the user simply type the names of the cell phones. Searches by names
are case insensitive. We have also provided an autocomplete search feature.

Ranking. The app presents a ranking of the product attributes. For this, it firsts
aggregates the opinions retrieved in the searching. Then, it calculates an average
of the opinion scores for each attribute. We adopt the same score normalization
as Amazon and BestBuy, which consider 1–5 stars.

3 Demonstration

Figure 2 displays screenshots of the main modules of Contender. When the user
opens the app, the system shows two search boxes where the user can type the
names of devices. As shown in Fig. 2(a), a user inputs the names of two mobiles
in the search box: Motorola Moto X4 and Samsung Galaxy S7 Edge. Our system
shows the results of the input query in three distinct modules: Specs, Reviews,
and Charts.

Specs displays the specifications of each product provided by the manufactur-
ers and made available by the e-commerce sites (Fig. 2(b)). Reviews displays user
reviews for each product. The reviews can be filtered by the product attributes.
For example, if the user selects Screen, the system will only display the reviews
on that attribute (Fig. 2(c)). Charts displays four different types of charts so that
the user can make a comparison between the two products: (a) bar chart; (b)
radar chart; (c) pie chart; (d) rating score. For example, the Fig. 2(d) displays
the attribute scores for each of the products. This is only possible because the
system can align opinions to product attributes.

1 Dataset will be made available on request.

https://www.amazon.com/
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Fig. 2. Main modules of Contender.

4 System Setting

The current version uses a review corpus collected from Amazon and BestBuy,
with 15,512 products indexed. The number of user reviews currently is over
2 millions, but this number is increasing, because our crawler daily collect new
user reviews. Contender’s backend is running on a host with the following setting
2.4 GHz Intel Xeon 2 vCPU processor, 2 GB of memory, and 50 GB of SSD.

5 Conclusion and Future Work

We presented a novel system for comparing two products at the attribute level
granularity based on user opinions. To the best of our knowledge, our work is the
first that address this problem. In future work, we plan to expand the system to
other product categories, including, for example, cameras and laptops.
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Abstract. Knowledge workers such as patent agents, recruiters and
media monitoring professionals undertake work tasks where search forms
a core part of their duties. In these instances, the search task often
involves the formulation of complex queries expressed as Boolean strings.
However, creating effective Boolean queries remains an ongoing chal-
lenge, often compromised by errors and inefficiencies. In this demo paper,
we present a new approach to query formulation in which concepts are
expressed on a two-dimensional canvas and relationships are articulated
using direct manipulation. This has the potential to eliminate many
sources of error, makes the query semantics more transparent, and offers
new opportunities for query refinement and optimisation.

Keywords: Query formulation · Advanced search · Boolean ·
Search visualisation · Professional search

1 Introduction

Many knowledge workers rely on the effective use of search applications in the
course of their professional duties [6]. Patent agents, for example, depend on
accurate prior art search as the foundation of their due diligence process [10].
Similarly, recruitment professionals rely on Boolean search as the basis of the
candidate sourcing process [8], and media monitoring professionals routinely
manage thousands of Boolean expressions on behalf their client briefs [12].

The traditional solution is to formulate complex Boolean expressions consist-
ing of keywords, operators and search commands, such as that shown in Fig. 1.
However, the practice of using Boolean strings to articulate complex information
needs suffers from a number of fundamental shortcomings [9]. First, it is poor at
communicating structure: without some sort of physical cue such as indentation,
parentheses and other delimiters can become lost among other alphanumeric
characters. Second, it scales poorly: as queries grow in size, readability becomes
progressively degraded. Third, they are error-prone: even if syntax checking is
c© Springer Nature Switzerland AG 2019
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provided, it is still possible to place parentheses incorrectly, changing the seman-
tics of the whole expression.

(cv OR “cirriculum vitae” OR resume OR “resumé”) (filetype:doc OR file-
type:pdf OR filetype:txt) (inurl:profile OR inurl:cv OR inurl:resume OR
initile:profile OR intitle:cv OR initile:resume) (“project manager” OR “it
project manager” OR “program* manager” OR “data migration manager”
OR “data migration project manager”) (leinster OR munster OR ulster
OR connaught OR dublin) -template -sample -example -tutorial -builder
-“writing tips” -apply -advert -consultancy

Fig. 1. An example from the Boolean Search Strings Repository

To mitigate these issues, many professionals rely on previous examples of best
practice. Recruitment professionals, for example, draw on repositories such as
the Boolean Search Strings Repository1 and the Boolean String Bank2. However,
these repositories store content as unstructured text strings, and as such their
true value as source of experimentation and learning may never be fully realized.3

2dSearch4 offers an alternative approach. Instead of formulating Boolean
strings, queries are expressed by combining objects on a two-dimensional can-
vas and relationships are articulated using direct manipulation. This eliminates
many sources of syntactic error, makes the query semantics more transparent,
and offers further opportunities for query refinement and optimisation.

2 Related Work

The application of data visualisation to search query formulation can offer signif-
icant benefits, such as fewer zero-hit queries, improved query comprehension and
better support for exploration of an unfamiliar database [3]. An early example is
that of Anick et al. [1], who developed a two-dimensional graphical representa-
tion of a user’s natural language query that supported reformulation via direct
manipulation. Fishkin and Stone [2] investigated the application of direct manip-
ulation techniques to database query formulation, using a system of ‘lenses’ to
refine and filter the data. Jones [4] developed a query interface to the New
Zealand Digital Library which uses Venn diagrams and integrated query result
previews.

1 https://booleanstrings.ning.com/forum/topics/boolean-search-strings-repository,
accessed 10 Oct 2018.

2 https://scoperac.com/booleanstringbank, accessed 10 Oct 2018.
3 http://booleanblackbelt.com/2016/01/the-most-powerful-boolean-search-operator,

accessed 10 Oct 2018.
4 https://2dsearch.com, accessed 24 Oct 2018.
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A further example is Yi et al. [13], who applied a ‘dust and magnet’ metaphor
to multivariate data visualization. Nitsche and Nürnberger [5] developed a sys-
tem based on a radial user interface that supports phrasing and interactive visual
refinement of vague queries. A further example is Boolify5, which provides a drag
and drop interface to Google. More recently, de Vries et al. [11] developed a sys-
tem which utilizes a visual canvas and elementary building blocks to allow users
to graphically configure a search engine. 2dSearch differs from the prior art in
offering a database-agnostic approach with automated query suggestions and
support for optimising, sharing and re-using query templates and best practices.

3 Design Concept

At the heart of 2dSearch is a graphical editor which allows the user to formu-
late queries as objects on a two-dimensional canvas. Concepts can be simple
keywords or attribute: value pairs representing controlled vocabulary terms or
database-specific search operators. Concepts can be combined using Boolean
(and other) operators to form higher-level groups and then iteratively nested to
create expressions of arbitrary complexity. Groups can be expanded or collapsed
on demand to facilitate transparency and readability.

Fig. 2. The 2dSearch app showing query canvas (left) and search results pane (right).
(Color figure online)

The application consists of two panes (see Fig. 2): a query canvas and a search
results pane (which can be resized or detached in a separate window). The canvas
can be resized or zoomed, and features an ‘overview’ widget to allow users to
navigate to elements that may be outside the current viewport. Adopting design

5 https://www.kidzsearch.com/boolify/, accessed 23 Oct 2018.

https://www.kidzsearch.com/boolify/
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cues from Google’s Material Design language6, a sliding menu is offered on the
left, providing file I/O and other options. This is complemented by a navigation
bar which provides support for document-level functions such as naming and
sharing queries.

Although 2dSearch supports creation of complex queries from a blank canvas,
its value is most readily understood by reference to an example such as that
of Fig. 1, which is intended to find social profiles for data migration project
managers located in Dublin. Although relatively simple, this query is still difficult
to interpret, optimise or debug. However, when opened with 2dSearch, it becomes
apparent that the overall expression consists of a conjunction of OR clauses
(nested blocks) with a number of specialist search operators (dark blue) and
negated terms (white on black). To edit the expression, the user can move terms
using direct manipulation or create new groups by combining terms. They can
also cut, copy, delete, and lasso multiple objects. If they want to understand
the effect of one group in isolation, they can execute it individually. Conversely,
if they want to remove one element from consideration, they can disable it. In
each case, the effects of each operation are displayed in real time in the adjacent
search results pane.

2dSearch functions as a meta-search engine, so is in principle agnostic of any
particular search technology or platform. In practice however, to execute a given
query, the semantics of the canvas content must be mapped to the API of the
underlying database. This is achieved via an abstraction layer or set of ‘adapters’
for common search platforms such as Bing, Google, PubMed, Google Scholar,
etc. These are user selectable via a drop-down control.

Support for query optimisation is provided via a ‘Messages’ tab on the results
pane. For example, if the user tries to execute via Bing a query string containing
operators specific to Google, an alert is shown listing the unknown operators.
2dSearch also identifies redundant structure (e.g. spurious brackets or dupli-
cate elements) and supports comparison of canonical representations. Query
suggestions are provided via an NLP services API which utilises various Python
libraries (for word embedding, keyword extraction, etc.) and SPARQL endpoints
(for linked open data ontology lookup) [7].

4 Summary and Further Work

2dSearch is a framework for search query formulation in which information needs
are expressed by manipulating objects on a two-dimensional canvas. Transform-
ing logical structure into physical structure mitigates many of the shortcomings
of Boolean strings. This eliminates syntax errors, makes the query semantics
more transparent and offers new ways to optimise, save and share best prac-
tices. In due course, we hope to engage in a formal, user-centric evaluation,
particularly in relation to traditional query builders. We are currently engaging
in an outreach programme and invite subject matter experts to work with us in
building repositories of curated (or user generated) examples and templates.
6 https://material.io.

https://material.io
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Adopting a database-agnostic approach presents challenges, but it also offers
the prospect of a universal framework in which information needs can be artic-
ulated in a generic manner and the task of mapping to an underlying database
can be delegated to platform-specific adapters. This could have profound impli-
cations for the way in which professional search skills are taught, learnt and
applied.
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Abstract. We introduce node-indri, a Node.js module that acts as
a wrapper around the Indri toolkit, and thus makes an established IR
toolkit accessible to the modern web stack. node-indri exposes many of
Indri’s functionalities and provides direct access to document content
and retrieval scores for web development (in contrast to, for instance,
the Pyndri wrapper). This setup reduces the amount of glue code that
has to be developed and maintained when researching search interfaces,
which today tend to be developed with specific JavaScript libraries such
as React.js, Angular.js or Vue.js. The node-indri repository is open-
sourced at https://github.com/felipemoraes/node-indri.

1 Introduction

The information retrieval (IR) field is aided by numerous efficient search engine
implementations, aimed at research and industry, such as Indri [1], Lucene1,
Terrier [2] and Anserini [3]. In the data science field, some of these efforts
have evolved into frameworks such as Elasticsearch2 and Terrier-Spark [4].
Recently, in order to enable data scientists to make use of Indri as part of
their workflow, Van Gysel et al. [5] have made Indri accessible to the Python
ecosystem (via Pyndri).

In this paper, we make Indri accessible to the modern web stack. Many
modern web applications and frameworks make use of Node.js.3 A significant
advantage of this framework is the single programming language on the client
and server-side (JavaScript), which simplifies development; in addition, Node.js
is highly scalable [6]. In order to design and evaluate web search interfaces, a
backend, implemented in Node.js, requires access to a search system. One option
is to call Indri via system calls. However, the disadvantage of system calls via
shell commands is the extra layer of communication with the operating system.

Here, we present an alternative, node-indri, a Node.js module implemented
with an easy-to-use API. It provides access to basic Indri functionalities such as
search with relevance feedback and document scoring. Importantly, node-indri
is implemented in a non-blocking manner. We here discuss node-indri’s module
1 http://lucene.apache.org/.
2 https://www.elastic.co/products/elasticsearch.
3 https://nodejs.org/.
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features and we compare its efficiency with Indri and Pyndri on the Aquaint
and ClueWeb12 corpora with a load of 10K queries. We find that node-indri
can be efficiently used in modern web backend development with comparable
efficiency to Indri and Pyndri.

2 The node-indri Module

node-indri’s development started with the need to make Indri’s state-of-the-
art relevance feedback models accessible to students, that (i) tend to have
little experience with C++, but are familiar with modern web programming
paradigms and (ii) are not IR experts and thus struggle to make sense of Indri’s
internals.

2.1 Functionalities

Figure 1 shows the three layers of abstraction of node-indri. Our module
exposes Indri features through the Searcher, Reader, and Scorer classes.
These classes are implemented in C++ with the help of Native Abstractions
for Node.js4, a series of macros that abstract away the differences between the
V8 and libuv API versions (which together form the core of the Node.js frame-
work and are written in C++).

Fig. 1. Overview of node-indri layers of abstractions and their implementation lan-
guages and platforms.

In Table 1, we list the arguments of node-indri’s three classes. Each class
has at most two methods with arguments that depend on the functionalities
exposed from Indri. The last argument is a callback function implementing
the error-first pattern. In this manner, node-indri is an asynchronous module,
with most of these functions assessing lower-level system functionalities through

4 https://github.com/nodejs/nan.

https://github.com/nodejs/nan
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Table 1. Overview of the arguments necessary for node-indri’s method calls. Our
API is simple and includes only one method per class. The last argument is always a
callback that is executed when the data has been retrieved. Underlined are the required
parameters.

Searcher.search Reader.getDocument Scorer.scoreDocuments Scorer.retrieveTopKScores

query, page,
results-per-page,
feedback-docs,
callback

docid, callback query, docs, callback query, number-of-results,
callback

libuvl. This in turn means that the methods are executed in Node.js’ thread
pool, making node-indri naturally parallel.

The models’ hyperparameter settings (e.g. µ in the case of language modeling
with Dirichlet smoothing) are manually set via a configuration file. We now
discuss the goal of each of the three classes node-indri makes available to its
users in turn:

Searcher. This class exposes the functionalities of Indri’s QueryEnvironment
and RMExpander classes through the method search which returns a list of
search results in a paginated manner. When a Searcher object is instanti-
ated, it takes a configuration object as argument (these settings include the
retrieval models’ hyperparameters and flags of the type of data to return).
When a call to search() is made and no feedback documents are provided as
argument, the standard query likelihood model is employed, otherwise RM3
is [7]. Depending on the configuration settings, the returned result list may
contain document snippets (as provided by Indri’s SnippetBuilder), docu-
ment scores, document text and other metadata.

Reader. This class exposes the functionalities of an Indri index through the
method getDocument in order to return a document’s meta- and text data.

Scorer. This class provides access to the retrieval scores of a list of
documents via the method scoreDocuments. In addition, it provides
retrieveTopKScores to retrieve the scores and document ids of the top
ranked documents for a query.

2.2 Use Cases

We have used node-indri as search results’ provider in the backend of a large-
scale collaborative search system, SearchX [8]. SearchX’s backend supports the
inclusion of many IR backends such as Elasticsearch and Bing API calls. In
order to include node-indri as one of the supported backends, we implemented
Searcher to provide search results (with or without snippets) in a pagination
manner leveraging feedback documents, Reader to enable the rendering of a
document’s content when a user has clicked on it, and Scorer to enable our
backend to have direct access to documents’ scores for reranking purposes.
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3 Efficiency Analysis

We now present an efficiency analysis of node-indri, comparing it to Indri and
Pyndri. We indexed two standard test corpora—Aquaint and ClueWeb12B—
with Indri and measured the execution time for 10k queries of the TREC 2007
Million Query track5 across the three toolkits. As retrieval model we fixed lan-
guage modeling with Dirichlet smoothing; up to 1000 documents were returned
per query. We use Indri’s IndriRunQuery application for this purpose; for
Pyndri and node-indri we implemented scripts to achieve the same behaviour.
Specifically, Pyndri’s results were obtained with a Python script implemented
with multiprocessing. In node-indri, we make use of Promises.all. We limit
the execution to 20 threads for all three toolkits6. Table 2 presents the overall
query execution time of the three toolkits.

Our results show that node-indri has execution times comparable to Indri
and Pyndri. We can thus use node-indri efficiently in modern web backend
development. We find for a small collection such as Aquaint (1 million docu-
ments), all three toolkits to obtain very similar execution times (between 25
and 29 s). In contrast, for a larger collection such as ClueWeb12B (50 million
documents), the execution times differ to some extent: Indri takes on average
27 min to process 10K queries, while node-indri and Pyndri take 34 and 37 min
respectively. This is expected, as both node-indri and Pyndri have additional
overhead due to the frameworks they are built upon.

Table 2. Overview of retrieval efficiency (in seconds) across two corpora. 10K queries
from the TREC 2017 Million Queries track were executed 20 times. Reported are the
average (standard deviation) execution time of the batches.

Aquaint ClueWeb12B

Indri 29 s (0.30 s) 1645 s (20 s)

Pyndri 25 s (1.22 s) 2262 s (340 s)

node-indri 25 s (0.58 s) 2058 s (338 s)

4 Conclusions

We have introduced node-indri, a Node.js module to enable users with a good
web development background (but minimal C++ knowledge) to efficiently imple-
ment search applications. We have described how node-indri exposes Indri’s
functionalities and how it is currently being used in the backend of a large-
scale collaborative search system, that has been successfully tested with several
hundred users. Furthermore, we compared node-indri’s efficiency in the batch
setting with Indri’s and Pyndri’s.
5 https://trec.nist.gov/data/million.query07.html.
6 More details and benchmark code are included in the GitHub repository.

https://trec.nist.gov/data/million.query07.html
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Abstract. In this paper, we present a system that allows researchers
to search for papers and in-text citations in a novel way. Specifically,
our system allows users to search for the textual contexts in which pub-
lications are cited (so-called citation contexts), given either the cited
paper’s title or the cited paper’s author name. To better assess the cita-
tions qualitatively, our system displays indications about the so-called
citation polarity, i.e., whether the authors wrote about the cited publi-
cation in a positive, neutral, or negative way. Our system is based on all
computer science papers from arXiv.org and can be used by computer
science researchers to reflect on their appearance within the scientific
community as well as by researchers studying citations.

Keywords: Scientific papers · Bibliometrics · Citation context ·
Citation polarity

1 Motivation

Researchers in all scientific fields are nowadays confronted with vast amounts
of scientific papers published within a short period [1–3]. As a consequence,
scientists are increasingly dependent on publication search engines [3], such as
Google Scholar, to search – typically via keywords – for the metadata of relevant
papers and the papers themselves. However, to our knowledge, no system lets
users search the citation relationships between papers directly.

We present such a system here. Besides the usual ability to search for papers’
full metadata and papers themselves, it provides the following exclusive features:

1. Given a paper’s title, the system lets users search for the text passages in
which the paper is cited (i.e., citation contexts). Thus, this search function-
ality can be used to analyze how the paper is cited in other papers.

2. Given an author’s name, the system lets users search for the text passages
in which the author’s publications are cited. Also, the system provides the
metadata for these citing papers. This search functionality allows users to
analyze how the community perceives an author.

c© Springer Nature Switzerland AG 2019
L. Azzopardi et al. (Eds.): ECIR 2019, LNCS 11438, pp. 246–250, 2019.
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3. To allow the user to quickly recognize how the citations are used within the
text passages, our system presents indications about the so-called citation
polarity, i.e., whether the authors of the text passage wrote about the cited
publication in a positive, neutral, or negative way.

Several user groups can benefit from using our system:

1. Ordinary researchers might be interested to know in which papers, in which
contexts, and in which ways they or people in their environment (e.g., col-
leagues, competitors) are cited. Having this information will allow researchers
to react accordingly. For instance, aspects concerning the cited papers that
other researchers have mentioned incorrectly or imprecisely, or that are
missing, can be clarified in future papers and in communication between
authors. Thus, our search functionalities will allow for more nuanced scien-
tific exchanges between researchers.

2. Bibliometrics, scientometrics, and social analysis researchers who focus on
analyzing citations and measure the impact of citations can use our search
system to gain new insights concerning the usage of citations.

3. Practitioners, such as software developers, can use our system to determine
how methods and data sets (published via papers) have been used.

Our demonstration system is available online at http://paperhunter.net.
Also, the source code is available online as open source code.1

2 System Design

We use the arXiv CS data set [4] as our database. This data set contains meta-
data about all arXiv.org papers in the field of computer science published before
the end of 2017 as well as the contents of these publications in plaintext. Over-
all, this data set contains about 16 million sentences from about 90,000 papers
and is said to be one of the few data sets containing the full texts of papers
of such a size and cleanliness [4]. Note that in the data set the formulas have
been replaced by placeholders and in-text citation markers have been replaced
by identifiers. Separate files contain the mappings of these identifiers to the cited
papers’ metadata (including the authors’ names, title, venue, and year).

We index the arXiv CS data set using Apache Solr.2 When a user searches for
papers or citation contexts, our system retrieves all the result items according
to the default TF-IDF scoring and then returns the top n results based on the
papers’ publication date. This is done due to users typically being interested in
more recent papers. n is provided by the user (by default, n = 100). We use
Python to process the data and Django to create the user interface.

In the following, we present the different search capabilities provided by our
system. Note that the first three search functionalities can be considered basic
functions and are prevalent in existing related works. The last two search possi-
bilities are novel, exclusive search functionalities proposed in this paper.
1 https://github.com/michaelfaerber/paperhunter.
2 https://lucene.apache.org/solr/.

http://paperhunter.net
https://github.com/michaelfaerber/paperhunter
https://lucene.apache.org/solr/
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Fig. 1. Example of searching for citation contexts given a cited paper’s title (here, the
partial title “linked data quality”).

1. Search for papers given a phrase. Given a phrase (here within the field
of computer science), this search functionality allows users to search for all
papers on arXiv that contain this phrase in the body text. Thus, this func-
tionality is particularly suitable when papers with very specific keywords
(e.g., “semantic cognition”, “knowledge base completion”, and “stochastic
pooling”) and not only abstract research topics need to be retrieved.
2. Search for papers given a paper’s (incomplete) title. Given the title of a
paper, this search functionality allows users to search for its full metadata.
Also, only parts of the paper’s title can be provided as inputs. For instance,
searching for “linked data quality” allows users to search for all papers on
that topic.
3. Search for papers given an author’s name. Given an author’s name, this
functionality allows users to retrieve the full metadata of all papers written
by this author.
4. Search for citation contexts given the cited paper’s title. Given any paper’s
title, this search functionality allows users to retrieve all sentences from the
bodies of arXiv papers in which the specified paper is cited (see Fig. 1). If
a publication is cited several times within a paper, then all citation con-
texts of this paper are grouped together. To allow a quick assessment of the
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retrieved citation contexts by the user, an icon is presented next to each cita-
tion context. This icon indicates the citation context’s polarity [5,6] and can
be positive (i.e., the cited paper is praised), neutral, or negative. The citation
polarity values were determined offline by using Athar et al.’s approach [7]
and data set for training.
5. Search for citation contexts given the cited paper’s author. Here, users can
search for the citation contexts (plus the papers’ metadata and the links
to arXiv.org) in which papers written by the given author were cited. For
instance, by searching for “Tim Berners-Lee”, our search engine retrieves all
contexts in which papers written by Tim Berners-Lee have been cited. We
also provide the citation polarity indication for this search functionality.

3 Related Work

Search Engines for Papers and Citation Contexts. Paper search systems,
such as Google Scholar, can be used to retrieve papers and obtain papers’ meta-
data. The keywords provided by the user are thereby matched with the papers’
metadata and with the papers’ contents. Consequently, such systems essentially
cover the first three functionalities. However, to the best of our knowledge, no
system has been presented that allows users to search specifically for citation
contexts, as enabled in our system. Note that citation contexts have already
been analyzed with respect to various aspects [8–12]. However, we are not aware
of available systems that provide the citation polarity information [5,7] of cita-
tion contexts.

Data Sets with Papers’ Contents and Citation Contexts. Besides the
arXiv CS data set, the CiteSeerX [13] and the Microsoft Academic Graph
(MAG) [14] are also considerably large data sets that contain already extracted
citation contexts. However, the version of CiteSeerX available online is not up-
to-date. MAG’s citation contexts are partially noisy, and the exact positions of
citations within the citation contexts are not provided.

4 Conclusion

In this paper, we presented a system that allows searching for papers and citation
contexts in a novel way. As our system is based on the large collection of computer
science papers on arXiv.org, it can be used by any computer science researcher.
Also, scientometrics researchers can use the system to explore how citations are
embedded in papers. In terms of future work, we plan on improving the ranking
of papers and citation contexts and to include a component for recommending
papers that are related to the retrieved citation contexts.

Acknowledgements. This research has been supported by the Research Innova-
tion Fund of the University of Freiburg (#2100189801), by JSPS KAKENHI grants
(#17H01828, #18K19841), and by the MIC/SCOPE (#171507010) grant.
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Abstract. In this demo, we present a tool that allows to automati-
cally generate temporal summarization of news collections. Conta-me
Histórias (Tell me stories) is a friendly user interface that enables users
to explore and revisit events in the past. To select relevant stories and
temporal periods, we rely on a key-phrase extraction algorithm developed
by our research team, and event detection methods made available by the
research community. Additionally, we offer the engine as an open source
package that can be extended to support different datasets or languages.
The work described here stems from our participation at the Arquivo.pt
2018 competition, where we have been awarded the first prize.

Keywords: Information retrieval · Temporal summarization

1 Introduction

During the last decade, we have been witnessing an ever-growing number of
online content posing new challenges for those who aim to understand a given
event. This exponential growth of the volume of data, together with the phe-
nomenon of media bias, fake news and filter bubbles, has contributed to the
creation of new challenges in information access and transparency. For instance,
following the media coverage of long-lasting events like wars, migration or eco-
nomic crises can be oftentimes confusing and demanding. One possible solution
is the adoption of timelines to support story-telling as a way to organize the
different phases of complex events. Media outlets use this type of solution very
often. However, manually building such timelines can be very laborious and
time-consuming for journalists. Besides, it simply does not scale. One possible
approach to overcome this problem is to automatically summarize large amount
of news into consistent narratives, an active topic of research in the academic
community [1,6] with the proposals of innovative and creative solutions [7,8].
c© Springer Nature Switzerland AG 2019
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2 Proposed Solution

In this demo paper, we propose a user-friendly interface that allows running
queries on news sources and exploring the results in a summarized and tem-
porally organized manner with the help of an interactive timeline. Our project
named Conta-me Histórias (Tell me stories) results from the participation on
the Arquivo.pt 2018 contest, where we have achieved the first rank among 27
competing teams1.

Given a user query, our system automatically identifies relevant dates and
the most important headlines to illustrate the story. Figure 1 gives an overview
of the framework, which can be described in 5 simple steps: (1) News Retrieval;
(2) Term Weighting; (3) Identifying Relevant Time Intervals; (4) Computing
Headline Scores; (5) Deduplication.

Fig. 1. System architecture

News Retrieval. The first step in the pipeline is to run the query against
any data source of interest. The only requirements are that the result set must
contain a list of items with a headline, timestamp, URL and optionally a source
name. The source code for our temporal summarization framework, as well as
examples on how to adapt for different data sources are available online2.

Term Weighting. We then calculate each term weight through an adapted ver-
sion of YAKE! [2,3] keyword extractor method (Best Short Paper at ECIR’18),
which relies on statistical features to select the most important key-phrases of
a document. In our approach, every headline is treated as an independent doc-
ument. We calculate a number of term statistics, such as frequency within the
entire result set, average frequency, standard deviation and positional features.
All these features enable the identification of common and rare terms with much
higher accuracy than TF-IDF. This step produces a term dictionary that will
be used later in the pipeline to identify n-grams candidates. A more thorough
discussion of the details of YAKE!, may be found in the above referred papers.

Identifying Relevant Time Intervals. To select relevant time periods, we
applied a strategy that forces the system to select intervals with at least one

1 http://sobre.arquivo.pt/en/arquivo-pt-2018-award-winners/.
2 https://github.com/LIAAD/TemporalSummarizationFramework.

http://sobre.arquivo.pt/en/arquivo-pt-2018-award-winners/
https://github.com/LIAAD/TemporalSummarizationFramework
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peak of occurrence. This strategy tries to identify main events related to the
query assuming such events result in many headlines in a short period of time.
We begin by dividing the timespan into 60 equi-width intervals (partitions).
These partitions are used to aggregate the frequencies in order to find peaks
of occurrences. The interval boundaries are then given by the fewer partition
(smallest peak) among each pair of peaks; We apply the function argrelextrema
from the Scipy’s signal processing module3 in order to find each relative peak of
occurrences. Figure 2 illustrates time interval selection for the query “Guerra na
Siria” (War at Syria). In this case, the system identified seven important time
intervals (between 2010 and 2016): the red lines represent interval boundaries,
while the blue ones highlight number of news aggregated by date.

Fig. 2. Relevant time intervals detection for the query “War at Syria”

Computing Headline Scores. After determining the relevant time periods, we
now aim to determine the most important headlines for each temporal interval.
It is important to mention that it is not a simple concatenation of headlines,
as we will only present the most important ones. In order to proceed with this
summarization process, we look at each individual term of the headline and
compute an aggregated value based on its individual term weight. A fully detailed
description of the underlying scientific approach and the evaluation methodology
on this particular aspect can be found in our recent work [3].

De-duplication. Finally, we eliminate similar key-phrases based on Levenshtein
similarity measure. We specify a threshold where we ignore key-phrases that are
more than 80% similar. When comparing a pair of strings we keep the longer one,
assuming it carries more information than the shorter version. This threshold is
a parameter and can be fine tuned for different cases. For each time interval, we
then select the top 20 key-phrases ordered by their relevance. It also is possible to
experiment with different methods like Jaccard, Monge-Elkan and Jaro-Winkler.
A formal evaluation on this and other parameters are left for future work.

3 https://docs.scipy.org/doc/scipy/reference/signal.html.

https://docs.scipy.org/doc/scipy/reference/signal.html


254 A. Pasquali et al.

3 Demonstration

Users can interact with our demo either through Conta-me Histórias4 or Tell
me Stories5. The former allows users to explore the Portuguese Web Archive [5]
through their free-text search API which enable users to explore their archived
results from a period that is mostly concentrated on 2010 to the present. To guar-
antee the plurality and the diversity of the information, we consider news from 24
popular Portuguese media outlets. The latter is built on top of the Signal Media
Dataset [4], a one-million news articles collection (mainly English, but also non-
English and multi-lingual articles) which were originally collected rom a variety
of news sources (such as Reuters) for a period of 1 month (1–30 September 2015).

Our proposed solution can be easily adapted to other scenarios including dif-
ferent kinds of data sources (e.g. social media posts, academic papers, propri-
etary repository, etc) and languages since it is mostly language independent. This
may be understood as an important contribution for anyone interested in hav-
ing access to a summarized temporal view of their data. In its current form, users
may interact with the system through an interface where several options, includ-
ing the specification of a query (a free text field) and a time interval (last five, ten,
twenty or thirty years) are offered to the users. Below we present the results for
the query War at Syria obtained from the Portuguese Web Archive project. The
results (which were translated from Portuguese to English) helps us to understand
this long-lasting long-lasting conflict, highlighting the most important headlines
since 2010, when the first popular protests reached the streets and the news. We
can see the brutal repression and the escalation of violence against civilians. Sub-
sequently, that year, a famous journalist died in an attack, other countries got
involved in the conflict and news about humanitarian crises appeared. We also
confirm events where civilians suffered attacks like the infamous air strike and
bombing on a maternity unit. This piece of example illustrates how this kind of
tool can help to understand the escalation of violence in Syria, helping users to
explore relevant dates, headlines and actors in the story.

From To Top headlines

5/2010 7/2011 Syrian officials launch tear gas against protesters

Security forces shoot at protesters

New York Times journalist with the Pulitzer died of an Asthma attack in Syria

8/2011 3/2012 Assad promises elections in February in Syria

US withdraws ambassador from Syria for security reasons

NATO says goodbye to Libya and the world turns to Syria

7/2012 12/2012 Meeting of senior officials in Geneva failed agreement to end violence in Syria

Russia delivers three war helicopters to Syria

Red Cross says Syria is in civil war

7/2016 11/2016 Maternity unit among hospitals bombed in Idlib air strikes

Russian helicopter shot down in Syria.

Turkish army enters Syria

4 http://contamehistorias.pt/arquivopt.
5 http://signal.tellmestories.pt.

http://contamehistorias.pt/arquivopt
http://signal.tellmestories.pt
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An additional available experimental interface6 was made available such that
interested researchers may experimentally test our demo with several different
options, such as deduplication and event detection methods.
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Abstract. This paper summarizes the activities related to the CLEF
lab on early risk prediction on the Internet (eRisk). eRisk was initi-
ated in 2017 as an attempt to set the experimental foundations of early
risk detection. The first edition essentially focused on a pilot task on
early detection of signs of depression. In 2018, the lab was enlarged
and included an additional task oriented to early detection of signs of
anorexia. We review here the main lessons learned and we discuss our
plans for 2019.

1 Introduction

The main goal of eRisk, a CLEF lab on early risk detection [3,4], is to explore
issues of evaluation methodology, performance metrics and other issues related
to building testbeds for early risk detection. Early risk detection can be useful
in different areas, particularly those related to health and safety. For instance,
warning alerts can be given when a predator starts contacting a child for sexual
purposes, or when an offender publishes antisocial threats on Social Media. eRisk
intends to pioneer a new interdisciplinary area of research whose results would
be potentially applicable to detect potential paedophiles, stalkers, individuals
with a latent tendency to fall into the hands of criminal organizations, people
with suicidal inclinations, or people susceptible to depression.

The lab views early risk prediction as a process of accumulation of evidence
where alerts should be made when there is enough evidence about a certain
type of risk. For example, the pieces of evidence could be Social Media posts
submitted at various times. A common characteristic of the campaigns run so
far is that the pilot tasks worked with stream data and the participating teams
had to find a balance between emitting early decisions (based on just a few
pieces of evidence) and emitting not-so-early decisions (if they opt to wait and
analyze more pieces of evidence). Although the collection building strategies and

c© Springer Nature Switzerland AG 2019
L. Azzopardi et al. (Eds.): ECIR 2019, LNCS 11438, pp. 259–266, 2019.
https://doi.org/10.1007/978-3-030-15719-7_35

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-15719-7_35&domain=pdf
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performance metrics are generic and potentially applicable to the usage scenarios
described above, all previous editions of eRisk have focused on data related to
psychological disorders.

The rest of the paper discusses previous results and sketches our plans for
eRisk 2019.

2 Previous Editions of eRisk

eRisk 2017 included a pilot task on early detection of depression. This
exploratory task was based on the test collection and metrics presented in [2].
The interactions between depression and natural language use is a challenging
problem and by sharing this collection with other teams we expected to insti-
gate fruitful discussions on these issues. The 2017 participants employed a wide
range of techniques in information access and closely related fields, such as Nat-
ural Language Processing, Machine Learning, and Information Retrieval. This
pilot task was moderately successful. More than 30 teams registered for this task
and got access to the data. The challenge was demanding because it involved
ten different releases of data, and, after each release, the teams had one week to
submit their results. Furthermore, eRisk was new to all CLEF participants and,
thus, the teams were not familiar with the task. As a result, only 8 teams were
able to follow this tight and novel schedule. We got 30 different contributions
(system variants) from the 8 contributing teams.

In 2018, we proposed two campaign-like tasks: task 1 was a continuation
of the pilot task that ran in 2017 (early detection of signs of depression) and
task 2 was new (early detection of signs of anorexia). Both tasks had the same
structure and evaluation design. Compared with eRisk 2017, eRisk 2018 received
increased attention. In 2018, we had 41 registered participants. We got 45 sub-
missions (system variants) for Task 1 and 35 submissions (system variants) for
Task 2. There were 11 active teams that engaged into the eRisk tasks. These
numbers suggest that the lab is slowly becoming an experimental reference for
early detection technologies. In 2019, we expect to increase participation because
many groups are now familiar with eRisk and its tight schedule, and some of
them have already worked with the data (although they could not make it to
send the required results in the previous years).

2.1 Tasks

The tasks consisted of sequentially processing pieces of evidence –in the form
of writings (post or comments) posted by Social Media users– and learn to
detect early signs of risk as soon as possible. Texts had to be processed by
the participating systems in the order they were created. In this way, sys-
tems that effectively perform this task could be employed to sequentially track
user publications in blogs, social networks, or other types of online media.
Table 1 reports the main statistics of the collections utilized in eRisk 2017 and
eRisk 2018.
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Table 1. Main statistics of the train and test collections used in the eRisk 2017 and
2018 tasks (depression and anorexia).

Train Test

eRisk 2017 - depression task

Depressed Control Depressed Control

Num. subjects 83 403 52 349

Num. submissions (posts & comments) 30,851 264,172 18,706 217,665

Avg num. of submissions per subject 371.7 655.5 359.7 623.7

Avg num. of days from first to last submission 572.7 626.6 608.31 623.2

Avg num. words per submission 27.6 21.3 26.9 22.5

eRisk 2018 - depression task

Depressed Control Depressed Control

Num. subjects 135 752 79 741

Num. submissions (posts & comments) 49,557 481,837 40,665 504,523

Avg num. of submissions per subject 367.1 640.7 514.7 680.9

Avg num. of days from first to last submission 586.43 625.0 786.9 702.5

Avg num. words per submission 27.4 21.8 27.6 23.7

eRisk 2018 - anorexia task

Anorexia Control Anorexia Control

Num. subjects 20 132 41 279

Num. submissions (posts & comments) 7,452 77,514 17,422 151,364

Avg num. of submissions per subject 372.6 587.2 424.9 542.5

Avg num. of days from first to last submission 803.3 641.5 798.9 670.6

Avg num. words per submission 41.2 20.9 35.7 20.9

Reddit was the main source of data for our experimental tasks. It is an open-
source platform where community members submit content, vote submissions,
and publications are organized by areas of interests (subreddits). Reddit has
a large community of members (redditors) and many of the members have a
large history of previous submissions (covering several years). It also contains
substantive contents about different medical conditions, such as depression or
eating disorders. Reddit’s terms and conditions allow to use its contents for
research purposes1.

The test collections used in eRisk 2017 and eRisk 2018 have the same for-
mat as the collection described in [2]. It is a collection of publications (posts or
comments) done by redditors. For each task, there were two classes of users: the
positive class (depression or anorexia, respectively) and a negative class (con-

1 Reddit privacy policy states explicitly that the posts and comments redditors make
are not private and will still be accessible after the redditor’s account is deleted.
Reddit does not permit unauthorized commercial use of its contents or redistribution,
except as permitted by the doctrine of fair use. This research is an example of fair
use.
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trol group). The positive class was extracted following the approach proposed
by Coppersmith et al. [1]. These authors proposed an automatic method to
identify people diagnosed with depression in Twitter. We have adapted this esti-
mation method to Reddit as follows. Self-expressions related to diagnoses can
be obtained by running specific searches against Reddit (e.g. “I was diagnosed
with anorexia”). Next, we manually reviewed the matched posts to verify that
they were really genuine. Our confidence on the quality of these assessments
is high. In Reddit, there are many support communities for people suffering
from different disorders and it is often the case that redditors go there and are
very explicit about their problems and medical condition. Although this method
requires manual intervention, it is a simple and effective way to extract a large
group of people that explicitly declare having being diagnosed with a given disor-
der. The manual reviews were strict. Expressions like “I have anorexia”, “I think
I have anorexia”, or “I am anorexic” did not qualify as explicit expressions of a
diagnosis. We only included a redditor into the positive group when there was
a clear and explicit mention of a diagnosis (e.g., “In 2013, I was diagnosed with
anorexia nervosa”, “After struggling with anorexia for many years, yesterday I
was diagnosed”).

For each user, the collection contains his sequence of submissions (in chrono-
logical order) and this sequence was split into 10 chunks. The first chunk has
the oldest 10% of the submissions, the second chunk has the second oldest 10%,
and so forth. Each task was organized into two different stages:

– Training stage. Initially, the teams that participated in the task had access
to some training data. In this stage, we released the entire history of submis-
sions done by a set of training users. All chunks of all training users were sent
to the participants and the actual class of each training user was provided.

– Test stage. The test stage had 10 releases of data (one release per week). The
first week we gave the 1st chunk of data to the teams (oldest submissions of
all test users), the second week we gave the 2nd chunk of data (second oldest
submissions of all test users), and so forth. After each release, the teams
had to process the data and, before the next week, each team had to choose
between: (a) emitting a decision on the user (i.e. positive or negative), or
(b) making no decision (i.e. waiting to see more chunks). This choice had to
be made for each user in the test split. If the team emitted a decision then
the decision was considered as final. The systems were evaluated based on
the accuracy of the decisions and the number of chunks required to take the
decisions (see below).

2.2 Evaluation Metrics for Early Risk Detection

The evaluation of the tasks considered standard classification metrics, such as F1,
Precision and Recall (computed with respect to the positive class) and the early
risk detection measure proposed in [2]. The standard classification measures
evaluate the teams’ estimations with respect to golden truth judgments. We
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included them in our experimental evaluation because these metrics are well-
known and easily interpretable. However, they are time-unaware and do not
penalize late decisions. In order to reward early alerts, we employed ERDE, an
error measure for early risk detection [2] for which the fewer writings required
to make the alert, the better.

ERDE (early risk detection error) takes into account the correctness of the
(binary) decision and the delay, which is measured by counting the number (k)
of distinct submissions (posts or comments) seen before taking the decision. For
instance, imagine a user u who posted a total number of 150 posts or comments
(15 submissions per chunk). If a team’s system emitted a decision for user u
after the third chunk of data then the delay k would be 45.

Another important factor is that data are unbalanced (many more negative
cases than positive cases) and, thus, the evaluation measure needs to weight
different errors in a different way. Consider a binary decision d taken by a team’s
system with delay k. Given golden truth judgments, the prediction d can be a
true positive (TP), true negative (TN), false positive (FP) or false negative (FN).
Given these four cases, the ERDE measure is defined as:

ERDEo(d, k) =

⎧
⎪⎪⎨

⎪⎪⎩

cfp if d = positive AND ground truth = negative (FP)
cfn if d = negative AND ground truth = positive (FN)
lco(k) · ctp if d = positive AND ground truth = positive (TP)
0 if d = negative AND ground truth = negative (TN)

How to set cfp and cfn depends on the application domain and the implications
of FP and FN decisions. In evaluating the systems, we fixed cfn to 1 and cfp
was set according to the proportion of positive cases in 2017’s test data (e.g. we
set cfp to 0.1296). The factor lco(k)(∈ [0, 1]) represents a cost associated to the
delay in detecting true positives. We set ctp to cfn (i.e. ctp was set to 1) because
late detection can have severe consequences (as a late detection is considered as
equivalent to not detecting the case at all). The function lco(k) is a monotonically
increasing function of k (sigmoid). The latency cost factor was only used for the
true positives because we understand that late detection is not an issue for true
negatives. True negatives are non-risk cases that, of course, would not demand
early intervention (i.e. these cases just need to be effectively filtered out from
the positive cases). The systems must therefore focus on early detecting risk
cases and detecting non-risk cases (regardless of when these non-risk cases are
detected).

2.3 Performance Results

In general, the effectiveness of the submitted systems was weak (particularly, for
the depression task, see Table 2, which reports the results obtained in the last
edition of eRisk). This suggests that the depression task is really challenging and
we still need further research on the intriguing aspects of early risk detection.
Most of the teams focused on classification aspects (i.e. how to learn effective
classifiers from the training data) and no much attention was paid to the tradeoff
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Table 2. Performance results achieved by the eRisk 2018 participants (depression and
anorexia tasks).

Depression Anorexia

ERDE5 ERDE50 F1 P R ERDE5 ERDE50 F1 P R

FHDO-BCSGA 9.21% 6.68% 0.61 0.56 0.67 12.17% 7.98% 0.71 0.67 0.76

FHDO-BCSGB 9.50% 6.44% 0.64 0.64 0.65 11.75% 6.84% 0.81 0.84 0.78

FHDO-BCSGC 9.58% 6.96% 0.51 0.42 0.66 13.63% 9.64% 0.55 0.47 0.66

FHDO-BCSGD 9.46% 7.08% 0.54 0.64 0.47 12.15% 5.96% 0.81 0.75 0.88

FHDO-BCSGE 9.52% 6.49% 0.53 0.42 0.72 11.98% 6.61% 0.85 0.87 0.83

LIIRA 9.46% 7.56% 0.50 0.61 0.42 12.78% 10.47% 0.71 0.81 0.63

LIIRB 10.03% 7.09% 0.48 0.38 0.67 13.05% 10.33% 0.76 0.79 0.73

LIIRC 10.51% 7.71% 0.42 0.31 0.66

LIIRD 10.52% 7.84% 0.42 0.31 0.66

LIIRE 9.78% 7.91% 0.55 0.66 0.47

LIRMMA 10.66% 9.16% 0.49 0.38 0.68 13.65% 13.04% 0.54 0.52 0.56

LIRMMB 11.81% 9.20% 0.36 0.24 0.73 14.45% 12.62% 0.52 0.41 0.71

LIRMMC 11.78% 9.02% 0.35 0.23 0.71 16.06% 15.02% 0.42 0.28 0.78

LIRMMD 11.32% 8.08% 0.32 0.22 0.57 17.14% 14.31% 0.34 0.22 0.76

LIRMME 10.71% 8.38% 0.37 0.29 0.52 14.89% 12.69% 0.41 0.32 0.59

PEIMEXA 10.30% 7.22% 0.38 0.28 0.62 12.70% 9.25% 0.46 0.39 0.56

PEIMEXB 10.30% 7.61% 0.45 0.37 0.57 12.41% 7.79% 0.64 0.57 0.73

PEIMEXC 10.07% 7.35% 0.37 0.29 0.51 13.42% 10.50% 0.43 0.37 0.51

PEIMEXD 10.11% 7.70% 0.39 0.35 0.44 12.94% 9.86% 0.67 0.61 0.73

PEIMEXE 10.77% 7.32% 0.35 0.25 0.57 12.84% 10.82% 0.31 0.28 0.34

RKMVERIA 10.14% 8.68% 0.52 0.49 0.54 12.17% 8.63% 0.67 0.82 0.56

RKMVERIB 10.66% 9.07% 0.47 0.37 0.65 12.93% 12.31% 0.46 0.81 0.32

RKMVERIC 9.81% 9.08% 0.48 0.67 0.38 12.85% 12.85% 0.25 0.86 0.15

RKMVERID 9.97% 8.63% 0.58 0.60 0.56 12.89% 12.89% 0.31 0.80 0.20

RKMVERIE 9.89% 9.28% 0.21 0.35 0.15 12.93% 12.31% 0.46 0.81 0.32

UDCA 10.93% 8.27% 0.26 0.17 0.53

UDCB 15.79% 11.95% 0.18 0.10 0.95

UDCC 9.47% 8.65% 0.18 0.13 0.29

UDCD 12.38% 8.54% 0.18 0.11 0.61

UDCE 9.51% 8.70% 0.18 0.13 0.29

UNSLA 8.78% 7.39% 0.38 0.48 0.32 12.48% 12.00% 0.17 0.57 0.10

UNSLB 8.94% 7.24% 0.40 0.35 0.46 11.40% 7.82% 0.61 0.75 0.51

UNSLC 8.82% 6.95% 0.43 0.38 0.49 11.61% 7.82% 0.61 0.75 0.51

UNSLD 10.68% 7.84% 0.45 0.31 0.85 12.93% 9.85% 0.79 0.91 0.71

UNSLE 9.86% 7.60% 0.60 0.53 0.70 12.93% 10.13% 0.74 0.90 0.63

UPFA 10.01% 8.28% 0.55 0.56 0.54 13.18% 11.34% 0.72 0.74 0.71

UPFB 10.71% 8.60% 0.48 0.37 0.70 13.01% 11.76% 0.65 0.81 0.54

UPFC 10.26% 9.16% 0.53 0.48 0.61 13.17% 11.60% 0.73 0.76 0.71

UPFD 10.16% 9.79% 0.42 0.42 0.42 12.93% 12.30% 0.60 0.86 0.46

UQAMA 10.04% 7.85% 0.42 0.32 0.62

TBSA 10.81% 9.22% 0.37 0.29 0.52 13.65% 11.14% 0.67 0.60 0.76

TUA1A 10.19% 9.70% 0.29 0.31 0.27 – – 0.00 0.00 0.00

TUA1B 10.40% 9.54% 0.27 0.25 0.28 19.90% 19.27% 0.25 0.15 0.76

TUA1C 10.86% 9.51% 0.47 0.35 0.71 13.53% 12.57% 0.36 0.42 0.32

TUA1D – – 0.00 0.00 0.00
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between accuracy and delay. Only a couple of teams tried to define temporal
models that incorporate some sort of sophisticated estimation of the evolution
of the disorders. A full description and analysis of the results can be found in the
lab overviews [3,4] and working note proceedings. Another important outcome of
eRisk 2017 and eRisk 2018 is related to the evaluation measures. How to define
appropriate metrics for early risk prediction is a challenge by itself and eRisk labs
have already instigated the development of new early prediction metrics [5,6].

3 Conclusions and Future Work

eRisk will continue at CLEF 2019. Our plan is to organize up to three different
tasks. The first task will be a continuation of 2018’s eRisk task on early detection
of signs of anorexia. We will use the eRisk 2018 data as training data, and new
anorexia and non-anorexia test cases will be collected and included into the
2019 test split. The second task will follow a slightly different format. First, we
will provide no training data. In this way, the participants will be encouraged
to design predictive methods (e.g. based on search) that require no labelled
examples. Most of the systems implemented for the previous eRisk editions were
heavily dependent on supervised learning techniques. In 2019, we want to explore
some tasks where training data are not available. Second, this task will focus
on self-harm problems and, for each individual, the algorithms would be given
only the history of the postings before the individual entered into the self-harm
community. An individual who is active on a self-harm community perhaps has
already done some sort of self-harm to his body. We want algorithms that detect
the cases earlier on (and not when the cases are explicit and the individual
is already engaging in a support forum). As a consequence, the participants
would only be given the texts posted by the affected individuals before they first
engaged in the self-harm community (before their first post in this community).

eRisk 2019 will also include a third task on searching for signs of depression.
We have collected new data on depression that will consist not only on postings
submitted by the depressed users but also on standard questionnaires that esti-
mate their level of depression. Participants will be asked to automatically fill the
depression questionnaire based on the user’s postings. In this way, we can eval-
uate how good the algorithms are at detecting multiple elements or symptoms
associated with depression.
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consumer health search in mono- and multilingual settings. Herein, we
describe the CLEF eHealth evaluation series to-date and then present
the 2019 tasks, evaluation methodology, and resources.
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1 Introduction

In today’s information overloaded society it is increasingly difficult to retrieve
and digest valid and relevant information to make health-centered decisions.
Electronic Health (eHealth) content is becoming available in a variety of forms
ranging from patient records and medical dossiers, scientific publications, and
health-related websites to medical-related topics shared across social networks.
Laypeople, clinicians, and policy-makers need to easily retrieve, and make sense
of this content to support their decision making.

Information retrieval (IR) systems have been commonly used as a means to
access health information available online. However, the reliability, quality, and
suitability of the information for the target audience varies greatly while high
recall or coverage, that is finding all relevant information about a topic, is often
as important as high precision, if not more. Furthermore, the information seekers
in the health domain also experience difficulties in expressing their information
needs as search queries.

CLEF eHealth1, established as a lab workshop in 2012 as part of the Confer-
ence and Labs of the Evaluation Forum (CLEF), has offered since 2013 evalua-
tion labs in the fields of layperson and professional health information extraction,
management, and retrieval with the aims of bringing together researchers work-
ing on related information access topics and providing them with datasets to
work with and validate the outcomes. More specifically, these labs and their
subsequent workshops target

1. developing processing methods and resources (e.g., dictionaries, abbreviation
mappings, and data with model solutions for method development and evalu-
ation) in a multilingual setting to enrich difficult-to-understand eHealth texts
and provide personalized reliable access to medical information, and provide
valuable documentation;

2. developing an evaluation setting and releasing evaluation results for these
methods and resources;

3. contributing to the participants and organizers’ professional networks and
interaction with all interdisciplinary actors of the ecosystem for producing,
processing, and consuming eHealth information.

In this paper we overview the CLEF eHealth evaluation lab series to-date [5,
6,10,11,19,20] and present this year’s evaluation lab challenges.

1 https://sites.google.com/site/clefehealth/ (last accessed on 19 October 2018).

https://sites.google.com/site/clefehealth/
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2 CLEF eHealth—Past and Future

In 2012, the CLEF eHealth workshop was organized to prepare for evaluation
labs. Its outcome was the identification of the need for an evaluation lab focus-
ing on patient-centric health language processing. The subsequent CLEF eHealth
tasks offered from 2013–2018 can be broadly categorized as information extrac-
tion, management, and retrieval focused. In 2019, we offer information extraction
and retrieval challenges (described in Sect. 3). Here we describe the growth path
of these challenges.

2.1 Information Extraction from Clinical Text

The CLEF eHealth tasks on information extraction (IE) began in 2013 by consid-
ering English only but evolved by 2018 to considering more and more languages.
In 2013, the focus of the information extraction task was on named entity recog-
nition, normalization of disorders, and normalization of acronyms/abbreviations.
In 2014, we extended the challenge with a focus on disorder attribute identifi-
cation and normalization from clinical text. In 2015 and 2016, we supplemented
the tasks by aiming to release nurses’ time from documentation to patient com-
munication by considering first clinical speech recognition to capture the verbal
shift-change handover and then information extraction to pre-fill a handover
form from the speech recognized text by automatically identifying relevant text-
snippets for each slot of the form.

To continue this evolution from a widely studied corpus type (written in
English) towards a larger variety of corpora by considering spoken English in the
handover tasks, we introduced a multilingual challenge in 2015, which considered
information extraction from French clinical texts. This challenge was grown in
the subsequent years [12,13]. In last year’s lab [14] we began the evolution of the
multilingual element task towards the inclusion of other European languages,
such as Hungarian and Italian. In this year’s task we continue this evolution.

Our goal in the coming years is to offer an information extraction task using
comparable corpora in several languages in order to challenge participants with
the issue of language adaptation and to encourage the development of systems
that are able to address a multilingual setting or can easily be tuned to specialize
to specific languages.

2.2 Information Retrieval and Personalization

In 2013 and 2014 the focus of the information retrieval task was on evaluating the
effectiveness of search engines to support people when searching for information
about known conditions, for example, to answer queries like “thrombocytopenia
treatment corticosteroids length”, with multilingual queries added in the 2014
challenge [2–4]. This task aimed to model the scenario of a patient being dis-
charged from hospital and wanting to seek more information about diagnosed
conditions or prescribed treatments.
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In 2015 the information retrieval task changed to focus on studying the effec-
tiveness of search engines to support individuals’ queries issued for self-diagnosis
purposes, and again offered a multilingual queries challenge [15]. In addition, we
began adding personalization elements to the challenge on an incremental basis
by assessing the readability of information and taking this into account in the
evaluation framework.

This individualized information retrieval approach was continued in the 2016
and 2017 labs [16,21] and we also introduced gradual shifts from an ad-hoc
search paradigm (that of a single query and a single document ranking) to
a session based search paradigm. Along these lines we also revised how rele-
vance is measured for evaluation purposes, taking into account instead whole-of-
session usefulness. In 2018 [7] we continued this evolution, and introduced query
intent elements.

Our next goals are as follows: (1) to further progress the evaluation method-
ology for session based and query intent search paradigms that we laid the foun-
dations for in the previous years, and (2) to introduce spoken query elements
and supporting evaluation methodology.

2.3 Technology Assisted Reviews

The Technology Assisted Reviews (TARs) task, organized for the first time in
2017 and continued in 2018 [8,9], was a high-recall IR task in English that
aimed at evaluating search algorithms that seek to identify all studies relevant
for conducting a systematic review in empirical medicine. The task had a focus
on Diagnostic Test Accuracy (DTA) reviews. The typical process of searching
for scientific publications to conduct a systematic review consists of three stages:

1. specifying a number of inclusion criteria that characterize the articles relevant
to the review and constructing a complex Boolean Query to express them,

2. screening the abstracts and titles that result from the Boolean query, and
3. screening the full documents that passed the Abstract and Title Screening.

The 2017 task focused on the second stage of the process, that is, Abstract
and Title Screening. Building on this the 2018 task focused on the first stage
(subtask 1 ) and second stage (subtask 2 ) of the process, that is, Boolean Search
and Abstract and Title Screening. The task built two benchmark collections and
implemented a number of evaluation metrics to automatically assess the quality
of methods on these collection, all of which have been made available at https://
github.com/CLEF-TAR.

Directions to take to further build the task in the coming years include the
following: (1) developing metrics to evaluate systems on the ranking and thresh-
olding tasks, (2) increasing the labelled data offered with the challenge, and (3)
providing an infrastructure to support running of participants’ algorithms in
house, thus allowing for use of full text articles and live, iterative active learning
technique development.

https://github.com/CLEF-TAR
https://github.com/CLEF-TAR
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3 CLEF eHealth 2019 Tasks

Continuing the CLEF eHealth growth path from 2013–2018, in 2019 CLEF
eHealth offers three tasks. Specifically, Task 1 on Multilingual Information
Extraction, Task 2 on TARs in Empirical Medicine, and Task 3 on Consumer
Health Search.

3.1 Task 1. Multilingual Information Extraction

This task builds upon the previous CLEF eHealth IE tasks. This year’s task
continues to explore the automatic assignment of the International Classifica-
tion of Diseases (ICD-10) codes to health-related documents with the focus
on the German language and on Non-Technical Summaries (NTSs) of animal
experiments. Specifically, in 2019, participants are challenged with the seman-
tic indexing of NTSs using codes from the German version of the ICD-10. The
NTSs are short summaries which are currently publicly available in the Animal-
TestInfo database2, as part of the approval procedure for animal experiments
in Germany [1]. The database currently contains more than 8, 000 NTSs, which
have been manually indexed by domain experts, and that was used to generate
a training dataset. The task can be treated as a named entity recognition and
normalization task, but also as a text classification task. Only fully automated
means are allowed, that is, human-in-the-loop approaches are not permitted.

3.2 Task 2. Technology Assisted Reviews in Empirical Medicine

This task builds on the TAR task first introduced in 2017. The task is a ranking
and classification task (similar to the 2017 and 2018 version), and includes two
subtasks: (1) No Boolean Query and (2) Title and Abstract Screening. For the
former users are provided with a set of topics and parts of the systematic review
protocol. The goal of the participants is to rank PubMed abstracts and titles
and provide a threshold on the ranking. For the latter users are provided with a
set of topics, the original Boolean query used by the researchers that conducted
the systematic review, and the results of that query. The goal of the participants
is to rank PubMed abstracts and titles and provide a threshold on the ranking.

3.3 Task 3. Consumer Health Search

This task builds on the CLEF eHealth information retrieval tasks that have ran
since the onset of CLEF eHealth. The main components of the Consumer Health
Search (CHS) task are the document collection, the set of topics, and the system
evaluation. This year’s challenge uses the new document collection introduced
in last year’s challenge, consisting of over 5 million Web pages. It is a compila-
tion of Web pages of selected domains acquired from the CommonCrawl3. User
2 https://www.animaltestinfo.de/ (last accessed on 18 October 2018).
3 http://commoncrawl.org/ (last accessed on 19 October 2018).

https://www.animaltestinfo.de/
http://commoncrawl.org/
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stories for query (and query variant) generation are created using the discharge
summaries and forum posts we used in previous years of the task. For the first
time, queries are also offered as spoken queries, with automatic speech-to-text
transcripts provided. The challenge is structured into 5 subtasks, specifically:
ad-hoc search, personalization search, query variations, multilingual search, and
search intent.

4 CLEF eHealth Contributions

In its seven years of existence, the CLEF eHealth series has offered a recurring
contribution to the creation and dissemination of text analytics resources, meth-
ods, test collections, and evaluation benchmarks in order to ease and support
patients, their next-of-kins, clinical staff, and health scientists in understand-
ing, accessing, and authoring eHealth information in a multilingual setting. In
2012–2017 alone it has attracted over 700 teams to register their interest in its
15 tasks, leading to 130 task submissions, 180 papers, and their 1, 300 citations
for the 741 included authors from 33 countries across the world [18].

The annual workshops and evaluation labs offered by CLEF eHealth have
matured and established their presence over the years. In total, 70 unique teams
registered their interest and 28 teams took part in the 2018 tasks (14 in Task 1,
7 in Task 2 and 7 in Task 3). In comparison, in 2017, 2016, 2015, 2014, and 2013,
the number of team registrations was 67, 116, 100, 220, and 175, respectively and
the number of participating teams was 32, 20, 20, 24, and 53 [5,6,10,11,19,20].

Given the significance of the tasks, all problem specifications, test collections,
and text analytics resources associated with the lab have been made available
to the wider research community through our CLEF eHealth website4.

5 Conclusion

In this paper, we have provided an overview of the CLEF eHealth evaluation
lab series and presented the 2019 lab tasks. The CLEF eHealth workshop series
was established in 2012 as a scientific workshop with an aim of establishing an
evaluation lab [17]. This ambition was realized in the CLEF eHealth evaluation
lab, which has ran since 2013. This annual lab offers shared tasks in the eHealth
space each year in the domain of medical information retrieval, management and
extraction [5,6,10,11,19,20].

The CLEF eHealth 2019 lab offers three shared tasks: Task 1 on multilingual
information extraction to extend the 2018 task on French, Hungarian, and Ital-
ian corpora to German; Task 2 on technologically assisted reviews in empirical
medicine building on the 2018 task in English; and Task 3 on patient-centered IR
in mono- and multilingual settings that builds on the 2013–18 IR tasks. Test col-
lections generated by each of the three CLEF eHealth 2019 tasks offer a specific

4 https://sites.google.com/site/clefehealth/datasets (last accessed on 18 October
2018).

https://sites.google.com/site/clefehealth/datasets
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task definition, implemented in a dataset distributed together with an imple-
mentation of relevant evaluation metrics to allow for direct comparability of the
results reported by systems evaluated on the collections.
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Abstract. Building accurate knowledge of the identity, the geographic
distribution and the evolution of living species is essential for a sustain-
able development of humanity, as well as for biodiversity conservation.
However, the burden of the routine identification of plants and animals
in the field is strongly penalizing the aggregation of new data and knowl-
edge. Identifying and naming living plants or animals is actually almost
impossible for the general public and often a difficult task for profession-
als and naturalists. Bridging this gap is a key challenge towards enabling
effective biodiversity information retrieval systems. The LifeCLEF evalu-
ation campaign, presented in this paper, aims at boosting and evaluating
the advances in this domain since 2011. In particular, the 2019 edition
proposes three data-oriented challenges related to the identification and
prediction of biodiversity: (i) an image-based plant identification chal-
lenge, (ii) a bird sounds identification challenge and (iii) a location-based
species prediction challenge based on spatial occurrence data and envi-
ronmental tensors.

Keywords: Biodiversity · Informatics · Machine learning ·
Species identification · Species prediction · Plant identification ·
Bird identification · Species distribution model

1 Introduction

Identifying organisms is a key for accessing information related to the uses and
ecology of species. This is an essential step in recording any specimen on earth
c© Springer Nature Switzerland AG 2019
L. Azzopardi et al. (Eds.): ECIR 2019, LNCS 11438, pp. 275–282, 2019.
https://doi.org/10.1007/978-3-030-15719-7_37

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-15719-7_37&domain=pdf
https://doi.org/10.1007/978-3-030-15719-7_37


276 A. Joly et al.

to be used in ecological studies. Unfortunately, this is difficult to achieve due to
the level of expertise necessary to correctly record and identify living organisms
(for instance plants are one of the most difficult groups to identify with an
estimated number of 400,000 species). This taxonomic gap has been recognized
since the Rio Conference of 1992, as one of the major obstacles to the global
implementation of the Convention on Biological Diversity. Among the diversity
of methods used for species identification, Gaston and O’Neill [2] discussed in
2004 the potential of automated approaches typically based on machine learning
and multimedia data analysis. They suggested that, if the scientific community is
able to (i) overcome the production of large training datasets, (ii) more precisely
identify and evaluate the error rates, (iii) scale up automated approaches, and
(iv) detect novel species, it will then be possible to initiate the development of a
generic automated species identification system that could open up vistas of new
opportunities for theoretical and applied work in biological and related fields.

Since the question raised by Gaston and O’Neill [2], automated species
identification: why not?, a lot of work has been done on the topic (e.g.
[1,4,5,11,13,16,17]) and it is still attracting much research today, in particu-
lar in deep learning [3,6,14]. In order to measure the progress made in a sus-
tainable and repeatable way, the LifeCLEF1 research platform was created in
2014 as a continuation of the plant identification task [10] that was run within
the ImageCLEF lab2 the three years before [7–9]. LifeCLEF enlarged the eval-
uated challenge by considering animals in addition to plants, and audio and
video contents in addition to images. In 2018, a new challenge dedicated to the
location-based prediction of species was finally introduced (GeoLifeCLEF).

2 PlantCLEF Challenge

2.1 Methodology

The plant identification challenge of CLEF has been run since 2011, offering
today a seven-year follow-up of the progress made in image-based plant identi-
fication. From the beginning, it mainly relied on real-world collaborative data
and the evaluation protocol was defined in collaboration with biologists so as to
reflect realistic usage scenarios. In particular, it considers the problem of clas-
sifying plant observations based on several images of the same individual plant
rather than considering a classical image classification task. Indeed, it is usually
required to observe several organs of a plant to identify it accurately (e.g. the
flower, the leaf, the fruit, the stem, etc.). As a consequence, the same individ-
ual plant is often photographed several times by the same observer resulting
in contextually similar pictures and/or near-duplicates. To avoid bias, it is cru-
cial to consider such image sets as a single plant observation that should not
be split across the training and the test set. In addition to the raw pictures,
plant observations are usually associated with contextual and social data. This

1 http://www.lifeclef.org/.
2 http://www.imageclef.org/.

http://www.lifeclef.org/
http://www.imageclef.org/


LifeCLEF 2019: Biodiversity Identification and Prediction Challenges 277

includes geo-tags or location names, time information, author names, collabora-
tive ratings, vernacular names (common names), picture type tags, etc. Within
all PlantCLEF challenges, the use of this additional information was considered
as part of the problem because it was judged as potentially useful for a real-world
usage scenario.

The data that was shared within the PlantCLEF challenge was considerably
enriched along the years. The number of species was increased from 71 species
in 2011 to 10,000 species in 2017 and 2018 (illustrated by more than 1 million
images). This durable scaling-up was made possible thanks to the close collabo-
ration of LifeCLEF with several important actors in the digital botany domain,
in particular the TelaBotanica network of expert and amateur botanists (about
40K members) and the Pl@ntNet citizen science platform (million of users).

2.2 Main Outcomes of the Previous Edition

The main novelty of the 2018 edition of PlantCLEF was to involve 9 of the
best expert botanists of the French flora who accepted to compete with AI
algorithms on a difficult subset of the whole test set. The results confirmed that
identifying plants from images is a difficult task, even for some of the highly
skilled specialists who accepted to participate in the experiment. Images only
contain a partial information of the plant and that it is often not sufficient
to determine the right species with certainty. Regarding the performance of
the automated approaches, the results showed that there is still a margin of
progression but that it is becoming tighter and tighter. The best system was
able to correctly classify 84% of the test samples, better than 5 of the 9 experts.

2.3 PlantCLEF 2019

The main novelty of the 2019 edition of PlantCLEF will be to extend the chal-
lenge to the flora of data deficient regions, i.e. regions having the richest biodi-
versity (tropical ones) but for which data availability is much lower than northern
countries. Indeed, it is estimated that there is over 391K species of vascular plants
on earth, much beyond the 10K species of PlantCLEF 2018 that are among the
most common ones. The additional data will be aggregated in two ways. For the
training set, we will mainly rely on raw web data collected by querying popular
image search engines with the binomial latin name of the targeted species. We
actually did show in previous editions of LifeCLEF that training deep learning
models on such noisy big data is as effective as training models on cleaner but
smaller expert data. For the test set, on the other hand, we will use expert data
without any uncertainty. More precisely, we will rely on 3 collections of expert
botanists who accepted to share their unpublished observations for the chal-
lenge. One is a collection of trees, shrubs, herbs and ferns from French Guyana
(wet evergreen Amazonian forest). The second one is a specialized collection of
pictures related to epiphytic orchids, mainly from Laos. And the third one is a
collection of endemic species of South Africa. The main evaluation measure for
the challenge will be the Mean Reciprocal Rank.
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3 BirdCLEF Challenge

3.1 Methodology

The bird identification challenge of LifeCLEF, initiated in 2014 in collaboration
with Xeno-Canto, considerably increased the scale of the seminal challenges. The
first bird challenge ICML4B [4] initiated in 2012 by DYNI/SABIOD had only
35 species, but received 400 runs. The next at MLSP had only 15 species, the
third (NIPS4B [5] in 2013 by SABIOD) had 80 species. Meanwhile, Xeno-canto,
launched in 2005, hosts bird sounds from all continents and daily receives new
recordings from some of the remotest places on Earth. It currently archives with
379472 recordings, 9779 species of birds, making it one of the most comprehensive
collections of bird sound recordings worldwide, and certainly the most compre-
hensive collection shared under Creative Commons licenses. For the first Bird-
CLEF challenge, it was decided to not consider the whole Xeno-Canto dataset
but to rather focus on a specific region, i.e. the Amazonian rain forest because it
is one of the richest in the world in terms of biodiversity but also one of the most
endangered. The geographical extent and the number of species were progres-
sively increased over the years so as to reach 1000 species in 2015/2016, and 1500
in 2017/2018. By nature, the Xeno-Canto data as well as the BirdCLEF subset
has a massive class imbalance. For instance, the 2017 dataset contains 48,843
recordings in total, with a minimum of four recordings for Laniocera rufescens
and a maximum of 160 recordings for Henicorhina leucophrys.

In 2016, the BirdCLEF challenge was extended to soundscape recordings in
addition to the classical mono-directional Xeno-Canto recordings. This enables
more passive monitoring scenarios such as setting up a network of static recorders
that would continuously capture the surrounding sound environment. One of
the limitations of this new content, however, was that the vocalizing birds were
not localized in the recordings. Thus, to allow a more accurate evaluation, new
time-coded soundscapes were introduced within the BirdCLEF 2017 and 2018
challenges. In total, 6.5 h of recordings were collected in the Amazonian forests
and were manually annotated by two experts including a native of the Amazon
forest, in the form of time-coded segments with associated species name.

3.2 Main Outcomes of the Previous Edition

The best system of the 2018 edition of the BirdCLEF challenge achieved an
impressive Mean Average Precision score of 0.83 on the mono-directional record-
ings. This performance could probably even be improved by a few points by
combining it with a metadata-based prediction model, as shown by the sec-
ond best participant to the challenge. This means that the technology is now
mature enough for this scenario. Concerning the soundscapes recordings how-
ever, we did not observe any significant improvement over the performance of
the 2017 edition. Recognizing many overlapping birds remains a hard problem
and none of the efforts made by the participants to tackle it provided observable
improvement.
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3.3 BirdCLEF 2019

The 2019 edition of the BirdCLEF challenge will mainly focus on the soundscape
scenario that remains very challenging whereas the mono-directional identifica-
tion task is now better solved. Two tasks will be evaluated, (i) the recognition
of all specimens singing in a long sequence (up to one hour) of raw soundscapes
that can contain tens of birds singing simultaneously, and (ii) source separation
or source count estimation in complex soundscapes that were recorded using
multiple microphones. Therefore, two new corpus of soundscapes will be added
to the existing soundscape dataset: (i) 100+ hours of manually annotated sound-
scapes recorded using 30 field recorders between January and June of 2017 in
Ithaca, NY, USA. (ii) 50 h of four-channel or stereophonic binaural recordings
acquired in Papa New Guinea in november 2017 at high sampling rate (96 kHz
SR) and high dynamics (24 bits) [15]. For this purpose we designed binaural
or quadriphonic recording stations, specifically for localisation in azimuth and
elevation of singing birds, in order to help in a second stage the recognition of
the species. These recordings contain some endemic bird species that had never
been recorded before. The evaluation measure used for the species detection task
will be the classification mean Average Precision (c-mAP [12]). The evaluation
measure used for the count estimation task is the mean absolute count error.

4 GeoLifeCLEF Challenge

4.1 Methodology

Predicting the shortlist of species that are likely to be observed at a given geo-
graphical location should significantly help to reduce the candidate set of species
to be identified. However, none of the attempt to do so within previous Life-
CLEF editions successfully used this information. The GeoLifeCLEF challenge
was specifically created in 2018 to tackle this problem through a standalone
task. More generally, automatically predicting the list of species that are likely
to be observed at a given location might be useful for many other scenarios
in biodiversity informatics. It could facilitate biodiversity inventories through
the development of location-based recommendation services (typically on mobile
phones) as well as the involvement of non-expert nature observers. It might also
serve educational purposes thanks to biodiversity discovery applications provid-
ing functionalities such as contextualized educational pathways.

The challenge relies on a large data set of 291,392 occurrences of around 3K
plant species, each occurrence being associated to a location, a species name
and a multi-channel image characterizing the local environment. Indeed, it is
usually not possible to learn a species distribution model directly from spatial
positions because of the limited number of occurrences and the sampling bias.
What is usually done in ecology is to predict the distribution on the basis of a
representation in the environmental space, typically a feature vector composed
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of climatic variables (average temperature at that location, precipitation, etc.)
and other variables such as soil type, land cover, distance to water, etc. The
originality of GeoLifeCLEF is to generalize such niche modeling approach to the
use of an image-based environmental representation space. Instead of learning a
model from environmental feature vectors, the goal of the task will be to learn
a model from k-dimensional image patches, each patch representing the value of
an environmental variable in the neighborhood of the occurrence.

4.2 Main Outcomes of the Previous Edition

The main outcome of the first edition of GeoLifeCLEF was that Convolutional
Neural Networks models learned on environmental tensors revealed to be the
most performing method. They performed better than boosted classification
trees that were known as providing state-of-the-art performance for environ-
mental modelling. However, the achieved performance is still low with regard
to the targeted scenario and there is a large room of improvement and research
opportunities regarding such models, like appropriately integrating neighbours
species correlations in the model, using external expert information about related
species like taxonomic or phylogenetic classification, or correcting for observer
reporting bias.

4.3 GeoLifeCLEF 2019

The 2019 edition of the challenge will tackle some of the methodological weak-
nesses that were revealed by the pilot 2018 edition. In particular, we will rely on
the top-30 accuracy instead of the Mean Average Precision as the main evalua-
tion metric. This will allow to better take into account the fact that many species
co-exist at small spatial scales (under the meter), much lower than the accu-
racy of the geo-coordinates in the data set. We will also produce a new dataset
fixing some issues of the previous one related to the incompleteness of some
environmental variables and the spatial degradation of some occurrences. More
precisely, the training set will be composed of nearly one million geo-locations of
plant species living on the French territory (coming from two main platforms: (i)
the Global Biodiversity Information Facility and (ii), the Pl@ntNet participatory
application). For the test set, on the other hand, we will rely solely on expert
data without any uncertainty coming from the French national conservatories.
Regarding the environmental variables, we will provide about 30 rasters of data
covering the whole French territory (related to climatology, altitude, soil type,
land cover, distance to water, etc.). We will also provide tools to extract envi-
ronmental tensors from that rasters (at the positions of the plant occurrences in
the training and test sets).
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5 Timeline and Registration Instructions

All information about the timeline and the participation to the challenges is pro-
vided on the LifeCLEF 2019 web pages3. The system used to run the challenges
(registration, submission, leaderboard, etc.) is the crowdAI platform4.

6 Discussion and Conclusion

Boosting research on biodiversity informatics in the long term is crucial in terms
of societal impact. Researchers are actually often opportunistic regarding the
choice of a dataset and an interesting related challenge. And so are end-users
regarding the use of applications emerging from that research. To fully reach
its objective, an evaluation campaign such as LifeCLEF requires a long-term
research effort so as to (i) encourage non-incremental contributions, (ii) measure
consistent performance gaps, (iii) progressively scale-up the problem and (iv),
enable the emergence of a strong community. The 2019-th edition of the lab will
support this vision but will still include a set of consistent novelties:

– The historical BirdCLEF subtask related to monospecies recordings will be
stopped in order to concentrate all efforts on the most challenging subtask of
recognizing birds in soundscapes and on a new subtask relying on polyphonic
recordings.

– We will go deeper in the comparison of automated approaches with human
expertise by extending the PlantCLEF task to more complex taxonomic
groups, in particular the floras of several tropical countries that are known
only by a few specialists who will participate in the evaluation.

– The evaluation methodology of the GeoLifeCLEF challenge will be improved
according to the feedback of the first edition and the dataset will be enriched
with more diverse and more precise plant occurrences.
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Abstract. Reproducibility of experimental results has recently become
a primary issue in the scientific community at large, and in the infor-
mation retrieval community as well, where initiatives and incentives to
promote and ease reproducibility are arising. In this context, CENTRE is
a joint CLEF/TREC/NTCIR lab which aims at raising the attention on
this topic and involving the community in a shared reproducibility exer-
cise. In particular, CENTRE focuses on three objectives, e.g. replicabil-
ity, reproducibility and generalizability, and for each of them a dedicated
task is designed. We expect that CENTRE may impact on the valida-
tion of some key achievement in IR, help in designing shared protocols for
reproducibility, and improve the understanding on generalization across
collections and on the additivity issue.

1 Introduction

Reproducibility is becoming a primary concern in many areas of science [13,18]
as well as in computer science, as also witnessed by the recent ACM policy
on result and artefact review and badging. Also in Information Retrieval (IR)
replicability and reproducibility of the experimental results are becoming a more
and more central discussion item in the research community [2,6,8,9,14,17,19].
We now commonly find questions about the extent of reproducibility of the
reported experiments in the review forms of all the major IR conferences, such
as SIGIR, CHIIR, ICTIR and ECIR, as well as journals, such as ACM TOIS. We
also witness the raise of new activities aimed at verifying the reproducibility of
the results: for example, the “Reproducibility Track” at ECIR since 2015 hosts
papers which replicate, reproduce and/or generalize previous research results.

Nevertheless, it has been repeatedly shown that the best TREC systems still
outperforms off-the-shelf open source systems [2–4,16,17]. This is due to many
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different factors, among which are the lack of tuning on a specific collection
when using default configuration, and the lack of specifications about advanced
components and resources adopted by the best systems.

It has been also shown that additivity is an issue, since adding a component
on top of a weak or strong base does not produce the same level of gain [4,16].
This poses a serious challenge when off-the-shelf open source systems are used
as stepping stone to test a new component on top of them, because the gain
might appear bigger starting from a weak baseline.

Moreover, as also emerged from a recent survey within the SIGIR commu-
nity [10] while there is a very positive attitude towards reproducibility and it is
considered very important from a scientific point of view, there are many obsta-
cles to it, such as the effort required to put it into practice, the lack of rewards
for achieving it, the possible barriers for new and inexperienced groups, and, last
but not least, the (somehow optimistic) researcher’s perception that their own
research is already reproducible.

Finally, the other side of reproducibility is the generalizability of the experi-
mental results which plays an important role for future research. Indeed, both a
Dagstuhl Perspectives Workshop [7] and the recent SWIRL III strategic work-
shop [1] have put on the IR research agenda the need to develop both better
explanatory models of IR system performance and new predictive models, able
to anticipate the performance of IR systems in new operational conditions.

This paper is organized as follows: Sect. 2 presents the objectives and scope
of CENTRE, Sect. 3 describes the tasks proposed at CENTRE@CLEF 2019 and
provides details about the measures used to evaluate the submitted runs, finally
Sect. 4 reports some observations and lessons learnt from CENTRE@CLEF 2018,
which were useful to design the 2019 edition.

2 Aims and Scope

Overall, the above considerations stress the need and urgency for a systematic
approach to reproducibility and generalizability in IR. Therefore, the goal of
CLEF NTCIR TREC REproducibility (CENTRE) at CLEF 2019 is to run
a joint CLEF/NTCIR/TREC task on challenging participants:

– to replicate and reproduce best results of best/most interesting systems in
previous editions of CLEF/NTCIR/TREC by using standard open source IR
systems;

– to contribute back to the community the additional components and resources
developed to reproduce the results in order to improve existing open source
systems;

– to start exploring the generalizability of our findings and the possibility of
predicting IR system performances.

We targeted evaluation campaigns to run CENTRE since we need third-
party-ness with respect to the original developers of a technique, thus the author
of the method should not attempt in reproducing it. Moreover, the critical mass
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involved in an evaluation campaign is needed for sharing the effort, achieving
enough coverage and getting multiple independent checks for the same tech-
niques. Indeed, if a system is reproduced by more than one single group, they
can possibly discover more issues concerning a given technique and they can get
as close as possible to actually reproducing it. Finally, we need to develop a com-
mon and shared protocol for reproducibility, to this end the experimental results
and the developed components should be publicly accessible and an evaluation
campaign represents one of the best venues to achieve this purpose.

We designed CENTRE as a joint CLEF/NTCIR/TREC task to further
promote the possibility for third-party-ness, asking members of a community
to reproduce what has been developed in another community. Moreover, we
can simultaneously cover almost all the geographical areas, synchronously pro-
gressing the IR community at large towards reproducibility and the partici-
pants have the possibility to report their results in a globally shared task, at
the closest and more convenient venue among CLEF/NTCIR/TREC. Finally,
this is also an experiment to understand how a closer cooperation among
CLEF/NTCIR/TREC might work.

3 CENTRE@CLEF2019 Tasks

In this edition of the lab, we target three specific objectives, according to the
ACM badging terminology, which may need to be slightly adapted to the IR
context:

Replicability (different team, same experimental setup): we use the collections,
topics and ground-truth on which the methods and solutions have been devel-
oped and evaluated.

Reproducibility (different team, different experimental setup): we use a dif-
ferent experimental collection, but in the same domain, from those used to
originally develop and evaluate a solution;

Generalizability (different team, different experimental setup): use sub-collec-
tions or different collections, but in the same domain.

For each of the aforementioned objectives, we designed a different task.
Therefore, CENTRE@CLEF 2019 offers the following three tasks:

– Task 1 - Replicability: the task focuses on the replicability of selected methods
on the same experimental collections;

– Task 2 - Reproducibility: the task focuses on the reproducibility of selected
methods on the different experimental collections;

– Task 3 - Generalizability: the task focuses on collection performance predic-
tion and the goal is to rank (sub-)collections on the basis of the expected
performance over them.
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3.1 Replicability and Reproducibility

Tasks 1 and 2 are the same tasks as in the CENTRE@CLEF2018 edition1,
targeting selected runs from CLEF/NTCIR/TREC on the same collections for
replicability and on different collections for reproducibility. According to the
discussion and feedback from attendees at CLEF 2018, we modified and changed
the set of the targeted runs with respect to those used during the 2018 edition.

In particular, two valid suggestions were proposed by the participants in
CENTRE@CLEF2018. First, we promote a partnership with the ECIR 2020
reproducibility track. To this end we encourage a collaboration among CENTRE
participants, who reproduced the same algorithm. The outcome of this collabora-
tion will be a joint paper, summarizing their reproducibility efforts and findings,
which can be submitted at the ECIR 2020 reproducibility track. If enough teams
will reproduce the same algorithm, the outcome paper will be even strengthened
by the different perspectives and strategies adopted in the reproducibility pro-
cess. We hope that this might represent a reward and a further incentive to
participate in CENTRE. Furthermore, from the scheduling point of view, this
partnership with ECIR is particularly well timed, since CENTRE deadlines are
around May/June, while ECIR is early October. Thus participants will have the
possibility to gather during CLEF, in early September, and to jointly finalize
their paper.

Second, we select the replication and replicability targets among the best
systems submitted at the labs of CLEF 2018. We decided to choose among those
labs that will continue with the same task at CLEF 2019. This should motivate
prospective participants in developing a baseline, since they would anyway need
to do it in order to participate in their preferred lab. Moreover, this should also
be useful for lab organizers, since they will be provided with state-of-the-art
baselines available for their lab. We have already polled some lab organizers,
who gave us their support in this respect.

Therefore, for the replicability and reproducibility activities, we select, among
the methods/systems submitted to the CLEF tasks last year, the top performing
and most impacting ones. In addition, we select methods/systems from TREC
and NTCIR, following the same approach.

Each participating group will be challenged to replicate and/or reproduce
one or more of the selected systems by only using standard open source IR
systems, like Lucene, Terrier, and others, and they will submit one or more
runs, in TREC format, representing the output of their reproduced systems.
Participating groups will have to develop and integrate into the open source IR
systems all the missing components and resources needed to replicate/reproduce
the selected systems and they need to contribute back to open source all the
developed components, resources, and configuration via a common repository,
e.g. on Bitbucket.

We evaluate the quality of the replicated runs from two points of views:
effectiveness and ranking. Effectiveness evaluates how close are the performance

1 http://www.centre-eval.org/clef2018/.

http://www.centre-eval.org/clef2018/
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scores of the reproduced systems to those of the original ones. This is mea-
sured using the Root Mean Square Error (RMSE) between the new and original
Average Precision (AP) scores as follows:

RMSE =

√
√
√
√

1
m

m∑

i=1

(

APorig,i − APreplica,i

)2 (1)

where m is the total number of topics, APorig,i is the AP score of the original
target run on topic ti and APreplica,i is the AP score of the replicated run on
topic ti.

Since different result lists may produce the same effectiveness score, we also
measure how close are the ranked results lists of the replicated systems to those
of the original ones. This is measured using the correlation coefficient Kendall’s
τ between the original and replicated run:
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where P is the total number of concordant pairs (document pairs that are ranked
in the same order in both vectors) Q the total number of discordant pairs (doc-
ument pairs that are ranked in opposite order in the two vectors), T and U are
the number of ties, respectively, in the first and in the second ranking.

Evaluating the quality of the reproduced runs is less straightforward since
there is no original run that can be used as a comparison point. Therefore, the
idea is to compare the difference with respect to the improvement, in terms of
AP, of a baseline run in both collections.

3.2 Generalizability

For the generalizability task, participants needs to rank document collections
by the expected performance over them. The task is divided in three phases:
training, test, and validation.

During the training phase participants are given topics, ground-truth, and
a set of sub-collections (e.g. some newspaper collections from ad-hoc CLEF).
They need to work on a selected method (e.g. a specific system as Lucene with
BM25, ...) to allow for comparability across participants. Moreover, if they wish,
they can also work on their own preferred method. The aim of this phase is to
identify features of collections and methods that allow participants to rank and
predict collections.

Then, during the test phase, the participants are given different sets of sub-
collections (e.g. newspaper from ad-hoc CLEF in a different language) and they
have to rank these collections with respect to the mandatory method and their
own method.



288 N. Ferro et al.

Finally, the validation phase is conducted after the submission. We provide
the topics and the ground-truth on the test sub-collections which are needed to
verify how the different methods perform. Note that CLEF topics in different
languages are translations one of each other and this should minimize the impact
of the topic effect on the prediction. Indeed, generalizing a method through
different topics should not be too hard, since topics are related and what differs
is just the language used to describe them.

We evaluate the quality of the rankings and predictions of the generalizability
task with Mean Absolute Error (MAE), defined as follows:

MAE =
1
n

n∑

j=1

|APorig,j − APpredict,j | (3)

where n is the number of sub-collections and APpredict,i is the score of the pre-
dicted ranking. Furthermore, we use RMSE, as in Eq. (1), between the predicted
and actual performance on the given collections.

4 Lessons Learnt from CENTRE@CLEF2018

CENTRE has been run for the first time at CLEF 2018 and variants of it are run-
ning at TREC 2018 and NTCIR-14 (due June 2019). The CENTRE@CLEF2018
edition [11,12] had 17 registered participants, but only 1 actually submit-
ted results, Technical University of Wien (TUW) [15]. TUW failed to repli-
cate the targeted bilingual run, indeed, APorig was 0.0667, while APreplica was
0.0030, RMSE computed with Eq. (1) was 0.1132 and Kendall’s τ in Eq. (2) was
−5.69 · 10−04.

This leads to two observations. First, it indicates that engaging participants
is a critical issue and that the community needs to be involved more in repro-
ducibility. Second, replicability, reproducibility, and generalizability are still very
hard to achieve, showing once more that reproducibility represents a serious limit
for the advancement of research.

These issues were presented during the CENTRE session at CLEF 2018. We
discussed with attendees measures for attracting more participation at the task
and for lowering their barriers of entry. Thus, for CENTRE@CLEF 2019 we
select the target systems among the best systems submitted at CLEF 2018 and
we start the partnership with ECIR 2020 reproducibility track.

In addition to these incentives, we are contacting the colleagues who have
master courses in IR to consider CENTRE tasks as part of the students assign-
ments they already do. We already had positive feedback and availability from
some colleagues.

Finally, we also hope that the new task on generalizability can raise the
participation in the lab.

Acknowledgments. AMAOS (Advanced Machine Learning for Automatic Omni-
Channel Support). Funded by: Innovationsfonden, Denmark.
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Abstract. Digital text forensics aims at examining the originality and
credibility of information in electronic documents and, in this regard,
to extract and analyze information about the authors of these docu-
ments. The research field has been substantially developed during the
last decade. PAN is a series of shared tasks that started in 2009 and sig-
nificantly contributed to attract the attention of the research community
in well-defined digital text forensics tasks. Several benchmark datasets
have been developed to assess the state-of-the-art performance in a wide
range of tasks. In this paper, we present the evolution of both the exam-
ined tasks and the developed datasets during the last decade. We also
briefly introduce the upcoming PAN 2019 shared tasks.

1 Introduction

Digital Text Forensics is a text mining field examining authenticity and credi-
bility issues of information included in electronic documents. It is closely related
with text reuse and deception detection applications. But its main focus is on
authorship analysis, aiming to reveal information about the author(s) of elec-
tronic documents. This is crucial in applications of cybersecurity, digital human-
ities, and social media analytics. Writing style, rather than topic information, is
the primary factor in text forensics tasks [11].

PAN1 is a series of shared tasks in digital text forensics, started in 2009,
and held in conjunction with CLEF evaluation labs since 2010 [35,38]. During
the last decade, PAN explored several text forensics tasks and attracted the
attention of the international research community. A significant number of new
evaluation datasets covering multiple languages and genres have been developed

1 The acronym originates from the title of the first PAN workshop held at SIGIR-2007:
Plagiarism analysis, Authorship identification, and Near-duplicate detection [36].
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Fig. 1. Development of the most important digital text forensics tasks at PAN, starting
at 2009. The tasks address three aspects: originality (top), authorship (middle), and
trust (bottom). For each aspect various tasks have been suggested, varied, and further
specialized.

and quickly established as reference benchmarks in this area. Since 2013, only
software submissions are allowed in PAN tasks and all submitted software is
evaluated on the specifically developed TIRA experimentation platform [26].
Apart from enabling reproducibility of results, the collected software can easily
be tested on alternative datasets. In this paper, we present the evolution of main
tasks organized by PAN during the last decade depicted in Fig. 1. In addition,
we describe the datasets introduced by PAN to estimate the effectiveness and
weaknesses of state-of-the-art methods.

2 Plagiarism Detection

Plagiarism, the unacknowledged use of another author’s original work, is consid-
ered a problem in publishing, science, and education. Texts and other works of
art have been plagiarized throughout history, but with the advent of the World
Wide Web, text reuse and plagiarism have been observed at large scale. Looking
for theory, concepts, and algorithms to detect text reuse, computer-based pla-
giarism detection breaks down this task into manageable parts: “Given a text d
and a reference collection D, does d contain a section s for which one can find a
document d′ ∈ D that contains a section s′ such that under some retrieval model
the similarity between s and s′ is above a threshold?”
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The above definition presumes a closed world where a reference collection D
is given, which is why this kind of analysis is called external plagiarism detec-
tion. Since D can be extremely large—possibly the entire indexed part of the
World Wide Web—the respective research covers near-similarity search, near-
duplicate detection, similarity hashing techniques, and indexes tailored to these
problems In addition, situations where one would like to identify sections of
plagiarized text if no reference collection is given can be imagined, a setting
that is called intrinsic plagiarism detection. This problem is closely related to
authorship verification: the goal of the former is to identify potential plagiarism
by analyzing a document with respect to undeclared changes in writing style.
In this regard, intrinsic plagiarism analysis can be understood as a more gen-
eral form of the authorship verification problem: only a single document is given,
and, one is faced with the problem of finding the suspicious sections. Both intrin-
sic plagiarism detection and authorship verification are one-class classification
problems [37].

Against the above background the development of plagiarism detection tasks
as shown in Fig. 1 (top ∼ “originality”) becomes plausible: starting 2009, both
intrinsic and external plagiarism detection were considered; over three years, the
evaluation datasets have been improved and extended [21,23,30]. This experience
and the improved problem understanding is also reflected in development of
tailored detection measures such as “pladget”, which combines precision, recall,
and detection accuracy for plagiarized passages. While cross-language text reuse
detection lost its importance with gaining popularity of machine translation and
the Wikipedia-Based Multilingual Retrieval Model [29], it became clear that
research for external plagiarism detection requires a two-fold strategy, adopted
in the ensuing three years [24,25,27]: (1) finding promising candidates on the
Web (the source retrieval task), and, (2) developing effective algorithms for fuzzy
text matching (the text alignment task). Meanwhile, spin-off tasks at FIRE [6,8],
also in the form of source code reuse detection [9,10], used the original tasks’
setup to develop resources for other languages.

3 Author Identification

Author identification focuses on the personal style of the author(s) of electronic
documents. The main assumption is that every author has her own stylistic “fin-
gerprint” and that it is possible to identify the author(s) of a disputed document
based on them [33]. There are several variations of this problem and PAN has
explored many of them as shown in Fig. 1. In more detail, in closed-set authorship
attribution, a well-defined list of suspects and samples of texts they authored are
provided. The task is to identify the most likely author of a questioned docu-
ment among them. In open-set attribution, the true author may not be included
in the list of suspects. The first editions of PAN related to author identification
focused on tasks already popular in the research community [33]. In the 2011
edition, a dataset using emails (extracted from the Enron corpus) and relatively
large sets of candidate authors was developed [4]. In 2012, emphasis was put
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on smaller candidate sets and fiction in English [15]. Another important task is
author verification where there is only one candidate author. This is an espe-
cially challenging task considered fundamental in authorship attribution [17].
PAN has spurred widespread interest in this task among the research commu-
nity, obtaining rather high participation figures in verification tasks from 2013
to 2015 [11,26,34]. The developed datasets for these tasks cover four languages
(Dutch, English, Greek, Spanish) and a variety of genres (e.g., newspaper arti-
cles, student essays, reviews, novels, textbooks).

PAN also explored tasks where no labeled (known authorship) documents
are provided. One such task is author clustering where the goal is to group doc-
uments written by the same author given a document collection. Two editions
of PAN in 2016 and 2017 introduced an evaluation framework that also consid-
ers a retrieval task (ranking document pairs by likelihood of common author-
ship) [28,31]. Three languages (English, Greek, and Spanish) and two genres
(reviews and newspaper articles) are included in the developed datasets focusing
on either full texts (2016 edition) or fragments (paragraphs) of texts (2017 edi-
tion). Another unsupervised task is author diarization, where the assumption
that each document is written by a single author does not hold. The task aims
to determine how many authors wrote the document and extract the authorial
components. A few variations of this task have been included in recent PAN
editions, moving from complicated ones (e.g., detection of the exact number of
co-authors and their exact contribution) [28,31], which proved to be extremely
difficult at present, to more basic ones (e.g. style change detection: distinguish-
ing between single-author and multi-author documents) [35], which is more
feasible with current technology. The datasets to support these tasks include
synthetic multi-author documents in English (essays or Q&As) where topic is
controlled [28,31,35].

More recently, PAN focused on a challenging, but quite realistic problem:
cross-domain authorship attribution. In this task, the labeled and unlabeled doc-
uments differ with respect to topic, genre, or even language. Fanfiction, a large
part of contemporary fiction written by non-professionals following a canon (e.g.,
a well-known novel or TV series), has been adopted to allow for controlling the
domain of documents. Thus the target domain (fandom) is excluded from the
training documents in a closed-set attribution framework. The datasets built
for this task include five languages (English, French, Italian, Polish, and Span-
ish) [35].

4 Author Profiling

Author profiling aims at identifying personal traits of an author on the basis of
her writing. Traits, such as gender, age, language variety, or personality, are of
high interest for areas such as forensics, security, and also marketing. From a
forensic linguistics perspective, one would like to be able to know the linguistic
profile of the author of a harassing text message (language used by a certain type
of people). From a security perspective, these technologies may allow to profile
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and identify criminals. From the marketing perspective, being able to identify
personal traits from comments to blogs or reviews may provide advertisers with
the possibility of better segmenting their audience, which is an important com-
petitive advantage. Traditional investigations in computational linguistics [5] and
social psychology [20] have been carried out mainly for English. Furthermore,
pioneering research from Argamon et al. [5] and Holmes et al. [13] focused on
formal and well-written texts. With the rise of social media, however, the focus
has shifted to more informal usage found in blogs and forums [16,32].

Starting in 2013, PAN has been organizing author profiling-related tasks
with several objectives as depicted in Fig. 1. We have covered different profil-
ing aspects (age, gender, native language, language variety, personality), lan-
guages (Arabic, Dutch, English, Italian, Portuguese, Russian, Bengali, Hindi,
Kannada, Malayo, Tamil, and Telugu), and genres (blogs, reviews, social media,
and Twitter). The first edition was organized with the aim of investigating age
and gender identification in a social media realistic scenario [11]. We collected
thousands of social media posts in English and Spanish with a high variety
of topics. With respect to age, we considered three classes following previous
work by Schler et al. [32]: 10s (13–17), 20s (23–27) and 30s (33–47). Further-
more, we wanted to test the robustness of the systems when dealing with fake
age profiles such as those induced by sexual predators. Therefore, we included
texts from the previous year’s shared task on sexual predator identification [14].
In the second edition [26], we extended the task to other genres besides social
media focusing on Twitter, blogs, and hotel reviews, in English and Spanish.
We realized the difficulty of obtaining high-quality labeled data and proposed a
methodology to annotate age and gender. In 2014, we opted for modeling age
classes without gaps: 18–24; 25–34; 35–49; 50–64; 65+. Finally, the Twitter sub-
corpus was constructed in cooperation with RepLab [3] in order to address also
the reputational perspective (e.g., profiling social media influencers, journalists,
professionals, celebrities, among others).

In 2015 [34], besides age and gender identification, we introduced the task of
personality recognition in Twitter. We maintained the age ranges defined in 2014
(except “50–64” and “65+” that were merged to “50–XX”) and, besides English
and Spanish, we included also Dutch and Italian (yet, only for gender and per-
sonality recognition). The objective of the shared task organized in 2016 [31] was
to investigate the robustness of the systems in a cross-genre scenario. That is,
training the systems in one genre and testing their performance in other genres.
In particular, we provided Twitter data for training in English, Spanish, and
Dutch. The approaches were then tested on blogs and social media genres in
English and Spanish, and essays and reviews in Dutch. In 2017 [28], we intro-
duced two novelties: language variety identification (together with gender), and
Arabic and Portuguese languages (besides English and Spanish). This marked
the first time a task has been organized covering gender and language variety
identification combined. Language variety was addressed from a fine-grained and
coarse-grained perspective, where varieties that are close, geographically, were
grouped together (e.g., Canada and United States, Great Britain and Ireland,
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or New Zealand and Australia). Finally, in 2018 [35], gender identification on
Twitter was approached from a multimodal perspective. Three languages have
been considered: English, Spanish, and Arabic. Further spin-off profiling tasks
were organized at FIRE [18,19].

5 Author Obfuscation

Author obfuscation (in particular, author masking as a special case) was
launched in 2016 within the PAN task series: as the adversary task to author-
ship verification, it deals with preventing verification by altering a to-be-verified
text. The underlying question is whether the authorial style of a text can be
consistently manipulated. Though this task is of public interest and has vari-
ous applications, only a handful of approaches have been proposed so far, and
they achieved limited success only. We hope that this dedicated PAN task will
push the research boundaries for both obfuscation and verification, and help to
develop theoretical backgrounds and new evaluation frameworks: an obfuscation
software is called safe if a forensic analysis does not reveal the original author
of its obfuscated texts, it is called sound if its obfuscated texts are textually
entailed with their originals, and it is called sensible if its obfuscated texts are
inconspicuous.

6 Trust-Related Tasks

The PAN tasks related to trust (see Fig. 1 bottom) have foreshadowed today’s
challenges that the Web and, in particular, social media platforms provide to
computer scientists, psycholinguists, and psychologists, among others. Driven
by the ideal of social responsibility and the scientific curiosity of the limits of
“detectability”, different tasks have been devised and operationalized.

Wikipedia vandalism detection (2010–2011) addressed the intentional dam-
age of Wikipedia articles: given a set of edits on Wikipedia articles, the task was
to separate ill-intentioned edits from well-intentioned edits. Wikipedia quality
flaw prediction (2012) can be considered as a generalization of the vandalism
detection task, focusing on the prediction of quality flaws in Wikipedia articles.
It was driven by the observation that the majority of quality flaws in Wikipedia
is not caused due to malicious intentions but stem from edits by inexperienced
authors; examples include poor writing style, unreferenced statements, or miss-
ing neutrality. Since, by nature, no representative “negative” training data can
be provided (articles that are tagged to not suffer from vandalism, articles that
are tagged to not contain a particular flaw), vandalism detection and quality
flaw prediction in Wikipedia represent one-class classification problems.

The goal of the sexual predator identification task (2012) was to identify
online predators: the participants were given chat logs involving two (or more)
people for which they had to determine who is the one trying to convince the
other(s) to provide some sexual favor.
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7 Discussion

During the last decade, PAN contributed to focus the attention of the research
community on specific digital text forensics tasks, built benchmark datasets, and
estimated the effectiveness as well as the weaknesses of the state of the art. The
developed datasets cover multiple genres and languages while the top-ranked
PAN submissions have been used as baselines in subsequent research [12,22]. In
addition, the evolution of tasks within PAN made the exploration of new tasks
feasible. For example, author obfuscation is based on the results of the author
verification tasks. PAN also achieved to highlight the close relationship among
certain tasks. For example, an approach to authorship clustering can be based
on a verification method [7].

The upcoming edition of PAN will focus on four tasks. Two new tasks are
introduced—bots and gender profiling, whose aim is to discriminate between
human and robot Twitter profiles and in case of humans to profile their gender,
and celebrity profiling, whose aim is to profile celebrities with regard to how
they present themselves in public, be it personally or via public relations staff.
In addition, the cross-domain authorship attribution task based on fanfiction
documents, introduced in 2018, will continue. However, this time the open-set
attribution scenario is adopted. Finally, another variant of the style change detec-
tion task will be included, this time focusing on the exact number of co-authors
in a multi-author document.
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Alba Garćıa Seco de Herrera13, Narciso Garcia14, Ergina Kavallieratou15,
Carlos Roberto del Blanco14, Carlos Cuevas Rodŕıguez14,
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Abstract. This paper presents an overview of the foreseen ImageCLEF
2019 lab that will be organized as part of the Conference and Labs of
the Evaluation Forum - CLEF Labs 2019. ImageCLEF is an ongoing
evaluation initiative (started in 2003) that promotes the evaluation of
technologies for annotation, indexing and retrieval of visual data with
the aim of providing information access to large collections of images in
various usage scenarios and domains. In 2019, the 17th edition of Image-
CLEF will run four main tasks: (i) a Lifelog task (videos, images and
other sources) about daily activities understanding, retrieval and sum-
marization, (ii) a Medical task that groups three previous tasks (caption
analysis, tuberculosis prediction, and medical visual question answering)
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with newer data, (iii) a new Coral task about segmenting and label-
ing collections of coral images for 3D modeling, and (iv) a new Security
task addressing the problems of automatically identifying forged content
and retrieve hidden information. The strong participation, with over 100
research groups registering and 31 submitting results for the tasks in
2018 shows an important interest in this benchmarking campaign and
we expect the new tasks to attract at least as many researchers for 2019.

Keywords: Lifelogging retrieval and summarization ·
Medical retrieval · Coral image segmentation and classification ·
File forgery detection · ImageCLEF benchmarking ·
Annotated datasets

1 Introduction

The ImageCLEF evaluation campaign was started as part of the CLEF (Cross
Language Evaluation Forum) in 2003 [4,5]. It has been held every year since
then and delivered many results in the analysis and retrieval of images [15,17].
Medical tasks started in 2004 and have in some years been the majority of the
tasks in ImageCLEF [14].

The objectives of ImageCLEF have always been the multilingual or language-
independent analysis of visual content. A focus has often been on multimodal
data sets, so combining images with structure information, free text or other
information that helps in the decision making.

Since 2018 ImageCLEF uses the crowdAI1 platform to distribute the data
and received the submitted results. The system allows having an online leader
board and gives the possibility to keep data sets accessible beyond competition,
including a continuous submission to the leader board.

Over the years, ImageCLEF and also CLEF have shown a strong scholarly
impact that was captured in [21,22]. This underlines the importance of evalua-
tion campaigns for disseminating best scientific practices.

In the following, we introduce the four tasks that are going to run in the 2019
edition2, namely: ImageCLEFlifelog, ImageCLEFmedical, ImageCLEFcoral, and
ImageCLEFsecurity. A sample of some of the provided visual data is presented
in Fig. 1.

2 ImageCLEFlifelog

An increasingly wide range of personal devices, such as smart-phones, video
cameras as well as wearable devices that allow capturing pictures, videos, and
audio clips for every moment of our lives have become available. Considering the
huge volume of data created, there is a need for systems that can automatically

1 http://www.crowdA.org/.
2 https://www.imageclef.org/2019.

http://www.crowdA.org/
https://www.imageclef.org/2019
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Fig. 1. Sample images from (left to right, top to bottom): ImageCLEFcoral, and Image-
CLEFmedical, caption and tuberculosis tasks.

analyze the data in order to categorize, summarize and also query to retrieve
the information the user may need.

The main goal of the Lifelog task since its first edition [6] has been to
advance the state-of-the-art research in lifelogging as an application of infor-
mation retrieval. As in the 2017 and 2018 editions, the 2019 task will be split
into two related subtasks using a completely new rich multimodal data set. It
consists of 42 days of data from two lifeloggers, namely: images (1,500–2,500 per
day from wearable cameras), visual concepts (automatically extracted visual
concepts with varying rates of accuracy), semantic content (semantic locations,
semantic activities) based on sensor readings (via the Moves App) on mobile
devices, biometrics information (heart rate, galvanic skin response, calories burn,
steps, continual blood glucose, etc.), music listening history, computer usage (fre-
quency of typed words via the keyboard and information consumed on the com-
puter via Automatic Speech Recognition of on-screen activity on a per-minute
basis). The copyright and ethical approval to release the data is held by one of
the task organizers.

Subtask 1 (Puzzle): Solve my life puzzle. Given a set of lifelog images with
associated metadata (e.g., biometrics, location, etc.), but no time stamps, the
participants need to analyze these images and rearrange them in chronological
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order and predict the correct day (Monday or Sunday) and part of the day
(morning, afternoon, or evening). The data set will be arranged into 75% training
and 25% test data.

Subtask 2 (LMRT): Lifelog moment retrieval. This sub-task follows the suc-
cess of the LMRT sub-task in ImageCLEFlifelog 2018 [7] with some minor adjust-
ments. The participants have to retrieve a number of specific predefined activi-
ties in a lifelogger’s life. For example, they need to return the relevant moments
for the query “Find the moment(s) when I was shopping”. Particular attention
needs to be paid to the diversification of the selected moments with respect to
the target scenario. The ground truth for this subtask was created using manual
annotations.

For assessing performance, classic metrics will be deployed, e.g., precision,
cluster recall (to account for the diversification), etc. In particular, the organizers
would like to emphasize methods that allow interaction with real users (via
Relevance Feedback - RF, for example) and the organizers will define appropriate
evaluation measures.

3 ImageCLEFmedical

The medical tasks of ImageCLEF have started in 2004 and have been run almost
every year since then [15]. In 2019 there will be three subtasks under the medical
umbrella that will all be based on past tasks but concentrating on clean data and
on bringing people of the three tasks together with fewer actual subtasks. The
three tasks will be: figure caption analysis [8,13], tuberculosis analysis [8,13],
and visual question answering [12].

The caption analysis task will use a new and manually curated data set of
images from the biomedical literature, thus reducing variability in the data and
making the extraction of concepts cleaner, as only clinical images are present and
as there are also quality constraints on the captions. The Radiology Objects in
Context (ROCO) [18] data set is used. It contains over 81,000 radiology images
from the medical literature including caption information and a manual con-
trol of the image type. The task will concentrate on extracting Unified Medical
Language System (UMLS) concepts and not the prediction of a precise caption.
Trivial concepts will be removed and also concepts occurring in only a single
image.

The tuberculosis task uses 3D image volumes (Computed Tomography with
3 mm slice thickness and around 150 slices per image volume) and clinical data
to detect tuberculosis type and severity from these data. The multiple drug
resistance task was dropped for 2019, as results were of limited quality. The
other two tasks are clinically more interesting.

The medical Visual Question Answering (VQA) task is an exciting prob-
lem that combines natural language processing and computer vision techniques.
Inspired by the recent success of visual question answering in the general domain,
this year’s task will focus on a new, larger and nicely manually curated dataset.
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Given a medical image accompanied with a clinically relevant question, partici-
pating systems are tasked with answering the question based on the visual image
content.

4 ImageCLEFcoral

Most coral reefs are in danger of being lost within the next 30 years, and with
them the ecosystems they support [1]. This catastrophe will see the extinction
of many marine species, such as shellfish, corals and many micro-organisms in
the ocean. It also reduces reef fishery production, which is an important source
of income and food source [2,19]. By monitoring the changes in the structural
complexity and composition of coral reefs we can help prioritize conservation
efforts. Autonomous Underwater Vehicles (AUV) can collect data for many hours
at a time. However, the complexity of the images makes it impossible for human
annotators to assess the contents of images on a large scale [3]. Advances in
automatically annotating images for complexity and benthic composition have
been promising [11,20], and we are interested in automatically identifying areas
of interest and to label them appropriately for monitoring coral reefs.

Similar to previous ImageCLEF annotation tasks [9,10,23–25], the 2019
ImageCLEFcoral task will require participants to automatically annotate and
localize a collection of images with types of benthic substrate, such as hard coral
and sponge. The data for this task originates from a growing, large-scale collec-
tion of images taken from coral reefs around the world as part of a coral reef
monitoring project with the Marine Technology Research Unit at the University
of Essex (currently containing over 2TB of image data of benthic reef structure).

The annotated data set comprises several sets of overlapping images, each set
taken in an area of underwater terrain. Each image will be labelled by experts
for training and evaluation.

The performance of the algorithms will be evaluated using the PASCAL
VOC3 style metric of intersection over union (IoU) that calculates the area of
intersection between the foreground in the proposed output localization and the
ground-truth bounding box localization, divided by the area of their union.

5 ImageCLEFsecurity

File Forgery Detection (FFD) is a serious problem concerning digital forensics
examiners. Fraud or counterfeits are common causes for altering files. Another
example is a child predator who hides porn images by altering the image exten-
sion and in some cases by changing the image signature. Many proposals have
been made to solve this problem and the most promising ones concentrate on the
image content. It is also common that someone who wants to hide information
in plain sight without being perceived might use steganography. Steganography
is the practice of concealing a file, message, image or video within another file,

3 http://host.robots.ox.ac.uk/pascal/VOC/.

http://host.robots.ox.ac.uk/pascal/VOC/
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message, image, or video. The most usual cover medium for hiding data are
images. For more information, we refer the reader to [16].

The specific objective of this task is first to examine if an image has been
forged and then if it could hide a text message. Last objective is to retrieve the
potentially hidden message from the forged steganography images.

The participant takes the role of a professional digital forensic examiner col-
laborating with the police, who suspects that there is an ongoing fraud in the
Central Bank. After obtaining a court order, police gain access to a suspect’s
computer in the bank with the purpose of looking for images proving the sus-
pect guilty. However, police suspects that the suspect managed to change file
extensions and signatures of some images, so that they look like PDF (Portable
Document Format) files or other types. It is probable that the suspect has used
steganography software to hide messages within the forged images that can reveal
valuable information. The following subtasks are defined.

Subtask 1: perform detection of altered (forged) images (both extension and
signature) and predict the actual type of the forged file. Subtask 2: identify the
altered images that hide steganographic content. Subtask 3: retrieve the hidden
messages (text) from the forged steganographic images.

The data set consists of about 9,000 forged images and pdfs, divided into 3
groups of 3,000 images each one. Every group of images is used for a specific
task, where 2,000 images are for training and 1,000 for test. All participants have
access to the training data set along with the ground truth. The participants
will also have the opportunity to publish an extended version of their proposed
methodology and experiments in a special issue of the Journal of Imaging.

6 Conclusions

In this paper we presented an overview of the upcoming ImageCLEF 2019 cam-
paign. ImageCLEF has organized many tasks in a variety of domains over the
past 17 years, from general stock photography, medical and biodiversity data
to multimodal lifelogging. The focus has always been on language independent
approaches and most often on multimodal data analysis. 2019 has a set of inter-
esting tasks that are expected to again draw a large number of participants. A
focus for 2019 has been on the diversity of applications and on creating clean
data sets to provide a solid basis for the evaluations.
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Abstract. We introduce the second edition of the CheckThat! Lab, part
of the 2019 Cross-Language Evaluation Forum (CLEF). CheckThat! pro-
poses two complementary tasks. Task 1: predict which claims in a polit-
ical debate should be prioritized for fact-checking. Task 2: rank Web-
retrieved pages against a check-worthy claim based on their usefulness
for fact-checking, extract useful passages from those pages, and then use
them all to decide whether the claim is factually true or false. Check-
that! provides a full evaluation framework, consisting of data in English
(derived from fact-checking sources) and Arabic (gathered and annotated
from scratch) and evaluation based on mean average precision (MAP)
for ranking and F1 for classification tasks.

1 Overview

The current coverage of news in both the press and in social media has led
to an unprecedented situation. Like never before, a statement in an interview, a
press release, or a blog note can spread almost instantaneously. This proliferation
speed leaves little time to double-check claims against the facts, which has proven
critical in electoral campaigns, e.g., during the 2016 US presidential campaign
in the USA and during Brexit. Indeed, some politicians were fast to notice that
when it comes to shaping public opinion, facts were secondary and that appealing
to emotions and beliefs worked better, especially in social media. It has been even
proposed that this was marking the dawn of a post-truth age.

Investigative journalists and volunteers have been working hard trying to
get to the root of a claim and to present solid evidence in favor or against
it. However, manual fact-checking is very time-consuming, and thus automatic
methods have been proposed as a way to speed-up the process. For instance,
there has been work on checking the factuality/credibility of a claim, of a news
article, or of an entire news outlet [2,4,6,8–11,13,15]. However, less attention
has been paid to other steps of the fact-checking pipeline shown in Fig. 1, e.g.,
c© Springer Nature Switzerland AG 2019
L. Azzopardi et al. (Eds.): ECIR 2019, LNCS 11438, pp. 309–315, 2019.
https://doi.org/10.1007/978-3-030-15719-7_41
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check-worthiness estimation has been severely understudied as a problem [1,5,
7]. A typical fact-checking pipeline includes the following steps. First, check-
worthy text fragments are identified. Then, documents that might be useful for
fact-checking the claim [14] are retrieved from various sources, and supporting
evidence is extracted. By comparing a claim against the retrieved evidence, a
system can determine whether the claim is likely true or likely false (or unsure,
if no supporting evidence either way could be found). This CheckThat! CLEF
2019 lab addresses these understudied aspects through two tasks:

Task 1: Check-Worthiness. The task aims at predicting which claim in a
political debate should be prioritized for fact-checking.

Task 2: Evidence and Factuality. The task focuses on extracting evidence
to support fact-checking a claim.

Check 
Worthiness 
Es ma on

Suppor ng 
Evidence 
Retrieval

Factuality 
Verifica on

TRUE

FALSE

UNSURE

Fig. 1. Information verification pipeline: our two tasks cover all three steps.

2 Usage Scenarios

Automated systems for claim identification and verification could be very useful
as supportive technology for investigative journalism. They provide assistance
and guidance and save time. A system could automatically identify check-worthy
claims and present them to the journalist as a ranking from more to less relevant.
Additionally, for a claim, the system could identify documents that are useful
for humans to manually fact-check and it could also estimate a veracity score
supported by evidence extracted from such documents, which would help the
journalist to focus on the most outstanding cases.

Another useful scenario, with the potential of impacting larger communities,
would be helping the social media users who get a large flow of claims daily and
want help in verifying them.

3 Target Audience

The main targets for nourishing the list of participants are the information
retrieval, computational linguistics, and machine learning communities. We also
hope that the lab attracts neighboring communities that would be interested in
the problem, maybe from slightly different angles, e.g., social computing, social
sciences, and investigative journalism.
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4 Description of the Tasks

CheckThat! 20191 is a continuation of the evaluation lab at CLEF-2018 [12].2

It is organized around two different tasks, which correspond to the three main
blocks in the verification pipeline (Fig. 1): check-worthiness estimation (Task 1),
and extracting supporting evidence and factuality verification (Task 2). We
address these two tasks separately in order to ease the participation and to have
independent evaluations and more meaningful comparisons of systems.

4.1 Task 1: Check-Worthiness

Task 1 is defined as follows: Given a political debate or a transcribed speech, seg-
mented into sentences, with speakers annotated, identify which sentence should
be prioritized for fact-checking. This is a ranking task and systems are required to
produce a score per sentence, according to which the ranking will be performed.
This task will be run in English.

Dataset. The training data for Task 1 is ready. We selected four tran-
scripts of the 2016 US election: one vice-presidential and three presidential
debates. For each debate, we used the publicly-available manual analysis about it
from nine reputable fact-checking sources (ABC News, Chicago Tribune, CNN,
FactCheck.org, NPR, PolitiFact, The Guardian, The New York Times, and The
Washington Post). This could include not just a statement about factuality, but
any free text that journalists decided to add, e.g., links to biographies or behav-
ioral analysis of the opponents and moderators. We converted this to binary
annotation about whether a particular sentence was annotated for factuality by
a given source.

The training dataset of four debates, contains a total of 5,415 annotated
sentences in context, with 880 of them being identified as check-worthy by at
least one of the sources. The agreement between the sources is not high. The
reason for this is that different media aim at annotating sentences according to
their own editorial line, rather than trying to be exhaustive in any way. This
suggests that the task of predicting which sentence would contain check-worthy
claims will be challenging. Thus, we focus on a ranking task rather than on
absolute predictions.

The test set for Task 1 will be created following the same approach as the
training data: more debates will be collected with the same nine fact-checking
sources to annotate the check-worthy claims. The volume of this data will be
around 25% of the training set size.

Table 1 shows an excerpt from the first presidential debate in the American
elections in 2016 together with the annotation flag (0 or 1) indicating whether
each of the media has fact-checked the claim. The positive examples for Task 1
will be those fact-checked by at least one source (those highlighted in blue in
Table 1).
1 http://alt.qcri.org/clef2019-checkthat/.
2 http://alt.qcri.org/clef2018-factcheck/.

http://factcheck.org/
http://alt.qcri.org/clef2019-checkthat/
http://alt.qcri.org/clef2018-factcheck/
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Table 1. Excerpt from the transcript of the first US Presidential Debate in 2016,
annotated by nine sources: Chicago Tribune, ABC News, CNN, Washington Post,
NPR, PolitiFact, The Guardian, The New York Times and FactCheck.org. Whether
the media fact-checked the claim or not is indicated by a 1 or 0, respectively. The blue
examples are the positive examples for Task 1 (i.e., those with a positive number of
sources that commented on the claim).

Speaker Total CT ABC CNN WP NPR PF TG NYT FC Text
Clinton 0 0 0 0 0 0 0 0 0 0 So we’re now on the precipice of having a

potentially much better economy, but the
last thing we need to do is to go back to
the policies that failed us in the first place.

Clinton 6 1 1 0 0 1 1 0 1 1 Independent experts have looked at what
I’ve proposed and looked at what Donald’s
proposed, and basically they’ve said this,
that if his tax plan, which would blow up
the debt by over $5 trillion and would in
some instances disadvantage middle-class
families compared to the wealthy, were to
go into effect, we would lose 3.5 million jobs
and maybe have another recession.

Clinton 1 1 0 0 0 0 0 0 0 0 They’ve looked at my plans and they’ve
said, OK, if we can do this, and I intend to
get it done, we will have 10 million more
new jobs, because we will be making in-
vestments where we can grow the economy.

Clinton 0 0 0 0 0 0 0 0 0 0 Take clean energy.
Clinton 0 0 0 0 0 0 0 0 0 0 Some country is going to be the clean- en-

ergy superpower of the 21st century.
Clinton 6 1 1 1 1 0 0 1 0 1 Donald thinks that climate change is a

hoax perpetrated by the Chinese.
Clinton 0 0 0 0 0 0 0 0 0 0 I think it’s real.
Trump 5 1 1 0 1 1 1 0 0 0 I did not.

Evaluation. We approach Task 1 as a ranking task. As in the first edition, we
plan to use Mean Average Precision (MAP) as the official evaluation measure.
Most media rarely check more than 50 claims per debate. Thus, we plan to add
P@k for k ∈ {5, 10, 20, 50} as well.

4.2 Task 2: Evidence and Factuality

Task 2 is defined as follows: Given a claim associated with a set of Web pages
P (that constitute the results of Web search in response to using the claim as a
search query), identify which of the Web pages (and passages of those Web pages)
can be useful in assisting a human who is fact-checking the claim. Finally, judge
the claim factuality according to the supporting information in the passages of
the Web documents. This task will be run in Arabic.

The task is divided into several subtasks that target different aspects of the
problem:

Subtask A: Rank the Web pages P based on how useful they are for verifying
the target claim. The systems are required to produce a score for each page,
based on which the pages would be ranked. See the definition of “useful”
pages below.

http://factcheck.org/
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Subtask B: Classify each of the Web pages as “very useful for verifica-
tion”, “useful”, “not useful”, or “unsure.” A page is considered very useful
for verification if it is relevant with respect to the claim (i.e., on-topic and
discussing the claim) and it provides sufficient evidence to verify the veracity
of the claim such that there is no need for another document to be checked
for this claim. A page is useful for verification if it is relevant to the claim
and provides some valid evidence, but it is not sufficient to determine the
claim’s veracity on its own. The evidence can be a source, some statistics,
a quote, etc. However, a particular piece of evidence is considered not valid
if the source cannot be verified (e.g., expressing that “experts say that ...”
without mentioning who those experts are), or it is just an opinion of a per-
son/expert instead of objective analysis. Notice that this is different from
stance detection, as a Web page might agree with a claim, but it might still
lack evidence to verify it.

Subtask C: Find passages within those Web pages that are useful for claim
verification. Again, notice that this is different from stance detection.

Subtask D: Find the claim’s factuality as “true” or “false.” The claim is
considered true if it is accurate and there is nothing significant missing. A
claim is false if it is not accurate.

Dataset. Task 2 is completely new to the lab this year. For the dataset, we will
select a set of about 75 claims from multiple sources including an pre-existing set
of Arabic claims [3], a survey in which we asked the public to provide examples
of claims they have heard of, and some headlines from six Arabic news agencies
that we rewrote into claims.

For each claim, we will search (using the claim as a query) a commercial
search engine (e.g., Google or Bing) and we will extract the top 50 resulting
Web pages. Crowd workers will then be hired to annotate the Web pages for
relevance. In-house annotators will then be hired to annotate the relevant pages
for the first two subtasks (i.e., those based on usefulness of pages). As for Subtask
C, only pages that are labeled as useful for claim verification will be used, and we
will split each page into paragraphs (assuming each paragraph is a passage). In-
house annotators will then label a paragraph as whether it is useful for verifying
the claim or not. Majority voting will be used to determine the final label of
a page/passage at the different labelling tasks. The final dataset will consist of
25 training claims and 50 testing claim. As this is a new task, we will work on
releasing the training claims with annotations early in the lab schedule in order
to support experiments by the participating teams.

Figure 2 is an example for Task 2. For the sake of readability, the example is
given in English, but this year the task will be offered in Arabic only.

Evaluation. Task 2 includes both ranking and classification subtasks. For Sub-
task A, we plan to use ranking measures such as Mean Average Precision (MAP)
as the official evaluation measure and Precision at k (P@k). For the classifica-
tion subtasks B, C, and D, we will use Accuracy, Precision, Recall, and F1. F1

will be the official evaluation measure.
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e-commerce sales in UK 
increased by 8 billions 

between 2015 and 2016

Claim Useful Web page

Fig. 2. A claim associated with a useful Web page, and a useful passage (in a box).
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9. Karadzhov, G., Nakov, P., Màrquez, L., Barrón-Cedeño, A., Koychev, I.: Fully
automated fact checking using external sources. In: Proceedings of the 2017 Inter-
national Conference on Recent Advances in Natural Language Processing, RANLP
2017, Varna, Bulgaria (2017)

https://doi.org/10.1007/978-3-319-44748-3_17


CheckThat! at CLEF 2019 315

10. Ma, J., et al.: Detecting rumors from microblogs with recurrent neural networks.
In: Proceedings of IJCAI (2016)

11. Mukherjee, S., Weikum, G.: Leveraging joint interactions for credibility analysis in
news communities. In: Proceedings of the 24th ACM International on Conference
on Information and Knowledge Management, pp. 353–362. ACM (2015)

12. Nakov, P., et al.: Overview of the CLEF-2018 CheckThat! lab on automatic iden-
tification and verification of political claims. In: Bellot, I., et al. (eds.) CLEF 2018.
LNCS, vol. 11018, pp. 372–387. Springer, Cham (2018). https://doi.org/10.1007/
978-3-319-98932-7 32

13. Popat, K., Mukherjee, S., Strötgen, J., Weikum, G.: Credibility assessment of tex-
tual claims on the web. In: Proceedings of the 25th ACM International on Confer-
ence on Information and Knowledge Management, pp. 2173–2178. ACM (2016)

14. Yasser, K., Kutlu, M., Elsayed, T.: Re-ranking web search results for better fact-
checking: a preliminary study. In: Proceedings of 27th ACM International Con-
ference on Information and Knowledge Management (CIKM), Turin, Italy, pp.
1783–1786. ACM (2018)

15. Zubiaga, A., Liakata, M., Procter, R., Hoi, G.W.S., Tolmie, P.: Analysing how
people orient to and spread rumours in social media by looking at conversational
threads. PloS ONE 11(3), e0150989 (2016)

https://doi.org/10.1007/978-3-319-98932-7_32
https://doi.org/10.1007/978-3-319-98932-7_32


A Task Set Proposal for Automatic
Protest Information Collection Across

Multiple Countries
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Abstract. We propose a coherent set of tasks for protest information
collection in the context of generalizable natural language processing.
The tasks are news article classification, event sentence detection, and
event extraction. Having tools for collecting event information from data
produced in multiple countries enables comparative sociology and politics
studies. We have annotated news articles in English from a source and
a target country in order to be able to measure the performance of the
tools developed using data from one country on data from a different
country. Our preliminary experiments have shown that the performance
of the tools developed using English texts from India drops to a level
that are not usable when they are applied on English texts from China.
We think our setting addresses the challenge of building generalizable
NLP tools that perform well independent of the source of the text and
will accelerate progress in line of developing generalizable NLP systems.

Keywords: Natural language processing · Information retrieval ·
Machine learning · Text classification · Information extraction ·
Event extraction · Domain adaptation · Transfer learning ·
Computational social science · Contentious politics ·
Protest information

1 Introduction

Comparative social studies on social protest requires collecting protest event
data from multiple countries. The utility of these collections increases with the
number of countries covered, the length of the time span and the weight of the
information gathered from local sources. The performance of natural language
processing (NLP) tools, those of text classification and information extraction
in our setting, has not been satisfactory against the requirements of longer time
coverage and working on data from multiple countries [8,17]. In this study, we
introduce a set of tasks, supported with the relevant data, for facilitating the
creation of protest event databases that are better equipped to handle variations
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in country settings through both space and time. The setting we propose facil-
itates testing and improving state-of-the-art methods for text classification and
information extraction on English news article texts from India and China. The
direction of our work is towards developing generalizable information systems
that perform comparatively well on texts from multiple countries.

The need for collecting protest or conflict data has been satisfied by utilizing
manual [4,19], semi-automatic [11], and automatic [2,9,10,12,14] methods -each
of which presents a different set of challenges that limit the utility of that method.
The methods that rely on manual and semi-automated coding, though reliable,
require a tremendous amount of effort to replicate on new data as they depend
intensely on high quality human effort. On the other hand, text classification
and information extraction systems that rely on automated methods yield less
reliable results as they tend to perform poorly on texts different from the ones
they were developed and validated on [6,13]. The huge amount of news articles
that are required to be analyzed and the constant need of repeating the same
analyses on new data force us to push limits of automated protest information
collection yet again. Furthermore, addressing and remedying performance issues
when faced with difficulties presented by variations across datasets requires the
tools to be as generalizable as possible.

Much of the difficulty presented by automated methods of data collection
on contentious politics events1 stems from the fact that contentious politics take
slightly different forms in different countries and time periods in line with spatial
and temporal variation of sociopolitical phenomena. The automated tools run
the risk of being biased towards the country and/or time period of the cases
that they are trained upon and the need to adapt them to different cases leads
developers to either redesign tools from scratch for each individual case or take
certain shortcuts which somehow makes variety more manageable. A common
such recourse which imposes a level of uniformity to data universe is key term
based filtering -a method which relies on an a priori set of keywords related
to protest events to filter irrelevant cases out of the training dataset. It is our
conviction that this method is arbitrary and possibly cripples the reliability of
data collection from the outset by leaving out potentially relevant protest events.
Moreover, there is no inbuilt way to determine if or to what extent such unwanted
exclusion occurs as the filtering is external to the training-evaluation cycle.

Rather than developing case specific classifiers for every single country or
limiting the raw data via key term filters, we strive to develop generalizable
information systems that perform comparatively well on multiple country set-
tings and can be applied to any set of random selection of news articles. In order
to accommodate the geographical and historical variability of sociopolitical con-
texts, the chief aspect of our task design takes the tools that are developed on
the basis of the data from a certain country and evaluates them on data from a
different country. Thus, the evaluation feedback forms a novel basis on which the

1 The term used when referring to these events in collective is “repertoires of con-
tention” [7,15]. We will use “protest events” from here on for the sake of brevity
simplicity.
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tools are further developed to accommodate even more variation in the future.
This rolling training-evaluation cycles is expected to create a virtuous circle of
feedback loop which will be more generally applicable with every new country
case that is introduced.

This paper describes how we will realize the proposed setting within the
lab ProtestNews in the 2019 edition of the Conference and Labs of the Eval-
uation Forum (CLEF).2,3,4 We introduce the methodology we apply to create
the corpus, and the task set we propose, in 2 and 3 respectively. We report
our preliminary results in Sect. 4 and conclude our report by pointing to future
directions of our work in Sect. 5.

2 Data

We collect online English news articles from a source and a target country, India
and China respectively.5 We first download the freely accessible part of an online
news archive and create a random sample of these articles from each source in
order to have a representative sample for labelling and annotation for each task.

We apply the same labelling and annotation manuals on data collected from
different countries. This approach enables obtaining comparable measures of
automatic system performance. Our data preparation process applies state-of-
the-art annotation methodology in terms of being based on an annotation man-
ual, sampling the news articles from various sources and periods, and continu-
ously monitoring the annotations to achieve a high inter-annotator agreement.

Annotators that are master students or PhD candidates in social or polit-
ical sciences work in pairs. In each pair, both annotators annotate the same
document, sentence, or token depending on the task.6 The annotation start by
labelling articles in a sample of news articles as containing a protest or not.
Sentences of these positively labelled documents are then labelled as containing
protest information or not. These sentences should contain either an event trig-
ger or a reference to an event trigger in order to be labelled as positive. Finally,
the protest-related sentences are annotated at token level for the information
they denote.7 The supervisor, who is a social scientist and responsible of main-
taining the annotation manuals as well, resolves the disagreements between the
annotators.

We analyze the annotator agreements as well. To prevent cases where annota-
tors may agree on wrong labelling, we applied the following means of improving
2 http://www.clef-initiative.eu, accessed January 19, 2019.
3 http://clef2019.clef-initiative.eu, accessed January 19, 2019.
4 https://emw.ku.edu.tr/clef-protestnews-2019, accessed January 19, 2019.
5 Using available corpora that are already being allowed to be distributed freely is not

an option for our setting due to the requirement of having a representative sample
from the source and target countries. Also, the dataset should contain data created
in more than one country in order to be useful in our setting.

6 The overlap ratio is 100%.
7 We mainly annotate the event trigger, place, time, participant, organizer, and target

of the protest.

http://www.clef-initiative.eu
http://clef2019.clef-initiative.eu
https://emw.ku.edu.tr/clef-protestnews-2019
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the corpus. First, we regularly apply a spot check in which the expert double
checks a small sample of labels and annotations the annotators agree on the
attached label. Second, any erroneous annotation in the positive cases may be
captured in the following step where the annotators do a more detailed annota-
tion for the following task. Third, we semi-automatically check the documents
labelled as non-protest, by training a classification model on 80% of the all
labelled and adjudicated documents or sentences and testing on the remaining
20%. The cases that are predicted as protest by the classifier but labelled as
non-protest by the annotators are double checked manually to verify they are
indeed non-protest. Finally, in order to eliminate risk of wrong labelling due to
lack of knowledge about a country, a domain expert instructs the annotators
before they start to do annotation.

We distribute the data in a way that does not violate copyright of the news
sources. This involves only sharing information that is needed to reproduce the
corpus from the source in cases it is not allowed to distribute the news articles.

3 Tasks

We designed the tasks as depicted in Fig. 1. The analysis should start by pre-
dicting whether a random news article mentions a protest. Then, the sentence(s)
that contain protest information should be identified. Finally, protest informa-
tion such as participants, place, and time should be detected in the protest
related sentences. This order of tasks provides a controlled setting that enables
error analysis and optimization possibility during annotation and tool develop-
ment efforts.

c
c
News

Protests

Event 

Participant 

Target 

Place 

Time 

...

Protest sentence(s)

Fig. 1. The lab consists of (a) Task 1: News article classification as protest vs. non-
protest, (b) Task 2: Protest sentence detection, and (c) Task 3: Event extraction. Tasks
2 and 3 will be based on news articles labeled for task 1. Participants can choose to
participate in one or more of these tasks independent of each other.

The set of tools that will tackle these tasks should be implemented and val-
idated for data originated from a country and tested on data collected from a
different country, which are India and China. There will be two level of evalua-
tion, which we refer as Test 1 and Test 2, on data that is not accessible to the
lab participants. The first level, which is Test 1, is on test data from the country
used for training and developing the methods. The second evaluation, which is
Test 2, will be on data from the target country. The primary score for ranking
the submissions will be the one on the target country.
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We use macro averaged F1 for evaluating the Task 1 and Task 2. The event
extraction task, which is Task 3, will be evaluated on F1 score that will be based
on the ratio of the match between the prediction and the annotations in the test
sets.

Although the annotation effort is continuing to increase amount of news
articles for each task, we would like to report the recent approximate number
of news articles we have labelled and annotated for each task in Table 1. The
training and development columns illustrates the number of documents that
will be accessible to the lab participants. These documents are from the source
country. The document count for Test 1 and Test 2 columns are from the source
and the target countries respectively.

Table 1. Number of annotated news articles for each task

Training Development Test 1 Test 2

Task 1 8,000 1,000 1,000 4,000

Task 2 600 100 100 200

Task 3 300 50 50 20

4 Preliminary Results

We performed various analyses and experiments on the corpus we created in
order to further shed light on characteristics of the dataset and the tasks we
propose. First, we filtered our corpus with the key terms that were used by
Wang et al. [16], Lorenzini et al. [10], and Weidman and Rød [18]. The Table 2
shows the protest coverage of these key terms in our corpus. The low recall
demonstrates the difference between the coverage of a random sample and a key
term filtered sample.8 We assume that our random sampling method ensures
complete recall.

Table 2. Coverage of the key terms used by recent studies in our corpus

Precision Recall F1-score

Wang et al. [16] .57 .75 .65

Lorenzini et al. [10] .42 .88 .57

Weidman and Rød [18] .60 .58 .59

We have performed automatic classification experiments by training binary
machine learning models for task 1 and task 2. For task 1, a support vector
8 The difference between our and these projects’ annotation manuals potentially affects

the precision and recall as well.
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machine (SVM) and a deep neural network (DNN) classifiers were trained using
the training data by being optimized on the development data. The SVM model
has yielded .85 and .25 F1 score on Test 1 and Test 2 respectively. The pretrained
BERT model’s [5] performance is .90 and .64 in the same setting. For task 2,
three binary sentence classifiers, which are random forest, decision tree, and
SVM, were created using the training and development data. The F1 scores of
these classifiers are .47, .52, and .56 on Test 1 data. Finally, our experiments for
task 3 yielded around .30 lower F1 score than it is reported in publications of
these tools on test 1 data [1,3].9

5 Conclusion and Future Work

Comparative social science studies deploy concepts, and work on variables that
must be applicable across multiple different countries and time periods. As the
particular cultural, political and linguistic characteristics of each different geo-
graphical and historical context reflect on the news articles, the NLP tools that
are utilized to construct news databases used by these studies must have gener-
alized applicability. The preliminary analysis and tool performance results show
that the difference in news content and performance differences on data from
different countries are significant, which presents a challenge for the text pro-
cessing systems aiming at such generalizability. The task design we propose in
this paper is expected to fulfill such requirements, and will certainly be enriched
and moved closer to perfection through contributions in this shared task.

As to the future development path of our line of research, we envision the fol-
lowing improvements to the dataset in line of our broader goal of developing tools
for creating a high-quality global protest database with general applicability: (i)
the corpus should be extended with English data from additional countries; (ii)
data in languages other than English should be included; (iii) instead of labeling
only as protest or non-protest, categorization of protest events into types such
as demonstration, industrial action, group clash, and armed militancy should
be integrated into the task set; and (iv) the problem of distinguishing expres-
sions of events that have not taken place, such as threats and plans of protest
events, from events that have taken place must be addressed. Tasks which label
planned/threatened events separately from events and non-events promises to
tackle this challenge.
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Abstract. Recent researches in conversational IR have explored prob-
lems related to context enhancement, question-answering, and query
reformulations. However, very few researches have focused on result pre-
sentation over audio channels. The linear and transient nature of speech
makes it cognitively challenging for the user to process a large amount of
information. Presenting the search results (from SERP) is equally chal-
lenging as it is not feasible to read out the list of results. In this paper,
we propose a study to evaluate the users’ preference of modalities when
using conversational search systems. The study will help us to understand
how results should be presented in a conversational search system. As
we observe how users search using audio queries, interact with the inter-
mediary, and process the results presented, we aim to develop an insight
on how to present results more efficiently in a conversational search set-
ting. We also plan on exploring the effectiveness and consistency of dif-
ferent media in a conversational search setting. Our observations will
inform future designs and help to create a better understanding of such
systems.

Keywords: Conversational information retrieval · Spoken search ·
Information seeking · Result presentation

1 Introduction and Motivation

Information Retrieval systems consist of three components - the user (or the
seeker), the knowledge resource, and an intermediary. In traditional informa-
tion retrieval systems [2]: (1) The user may not know the exact nature of the
information problem [3]; (2) The user may fail to find terms that are accurate in
describing his information need. By using spoken dialogues, the user can describe
his information problem in natural language, which in turn allows for a better
understanding of his knowledge gap (or information need). The system can also
ask follow-up questions to resolve ambiguities and provide better responses.

The conversation - using natural language dialogues, over multiple turns -
between the user and system could be in the form of text (as in the case of
c© Springer Nature Switzerland AG 2019
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chatbots) or audio (as in the case of personal assistants). Such systems provide
more human-like interaction [1] to the user who has the freedom to speak to
the system (voice requests) instead of typing. In situations like driving, cooking,
or exercising [6], where traditional search (through typing) may be difficult or
erroneous, the spoken system allows hands-free and eyes-free operation, and so,
the user can multitask. Conversational IR systems are also better suited for
people with visual or manual impairment [6] or people with limited literacy
skills. Although textual interfaces provide autocorrect suggestions, speaking to
the system eliminates the need to the correct spelling of complex, difficult or
foreign words.

The limitations for audio-only search interfaces can be attributed to the tran-
sient and linear nature of speech, which requires information to be transmitted in
smaller chunks (short audios or limited results) [7,9] to prevent overloading the
users’ short-term memory [10]. Thus, audio-only search systems are not suitable
in noisy environments (like outdoors) [10] or for presenting complex structures,
images, graphs, and videos.

2 Research Questions

The following research question guide the overall direction and objective of the
research study:

RQ1: How does the mode (text, audio) of result (information) presentation
influence the users’ experiences in a search task?
RQ2: Do the users prefer any specific modality over others for result presen-
tation in a conversational search setting?
RQ3: Using an audio-only input channel, are the system responses and results
presented, as perceived by the user, consistent across all the modalities?

3 Proposed Methodology

We attempt to answer our research question(s) by conducting an empirical
laboratory-based Wizard of Oz experiment. The study will help us to understand
how results should be presented in a conversational search system. While the user
will be allowed to present his query in only audio form, the results returned by
the system could be in the form of text or audio replies. As we observe how
users search using audio queries, interact with the intermediary, and process the
results presented, we aim to develop an insight on how to present results more
efficiently in a conversational search setting.

The study will contain several search sessions, using two entities or partic-
ipants, the information seeker, and the intermediary. The seeker - who has no
access to the internet or any other online or offline information source (apart
from a spoken communication channel) and a non-networked computer - will be
presented with an information need (through a simulated backstory and a search
task). The intermediary – on the other end of the communication channel (audio
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only), with access to a networked computer but no knowledge of the backstory
or the task assigned to the user – will attempt to help the seeker with the search
task. The participants will need to understand and create models of each other,
envision the limitations, and collaborate to complete the tasks. The seeker and
the intermediary will be in different physical spaces and will not be able to see
each other or communicate using gestures or otherwise. The wizard represents
future versions of conversational agents like Siri, Cortana, or Alexa, where the
mode of result presentation is expected to influence the search experience of the
user.

3.1 Recruitment and Experimental Protocol

We plan on recruiting N = 48 users with similar search skills and experience.
While we aim to have a balanced number of male and female participants, the
participants will be required to be fluent speakers and listeners of North Amer-
ican English with some familiarity in using internet and search functions. The
user and the intermediary will be asked to complete different search tasks in a
laboratory setting. The experiment will be a within-subjects design, in which
the users will perform different search tasks using the three different systems,
a baseline system, and two experimental systems. There will be a total of four
tasks, the first being a warm-up task to familiarize the users with the system.
The next three tasks will explore the three methods of result presentation: 1.
the baseline or control system, where the result is presented as the intermediary
retrieves it using a screen sharing mechanism; 2. the text-based system, where
the response of the intermediary will be presented as text on the screen; and 3.
the spoken system, where the response of the intermediary will be converted back
to speech using a text-to-speech synthesizer and presented over an audio-only
channel. Three experimental systems will be used to evaluate the three meth-
ods of presenting the search results: the baseline system (Sbaseline), the textual
system (Stext), and the audio system (Saudio). The order of the task types and
topics and the experimental system will be rotated for different users to prevent
any learning effects. For all the three systems, the intermediary will help the
seeker in resolving his information problem and will control how the responses
are presented back to the participant.

3.2 Tasks and Experimental Procedure

We will create backstories or simulated search situations [4] to place the user in
real-life information seeking situation. Such a situation comprises two parts: the
backstory and the search task. The backstory provides context about the search
task, creates an information need, and situates the user in the simulated task.
This promotes a more natural search behavior [5]. The first task will be a warm-
up task which will familiarize the participants with the search system, the search
process, and the intermediary. The next three tasks will be assigned one after the
other and will involve the use of the baseline or experimental systems. To prevent
one task or system from influencing the next task-system combination, we plan
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on using a Graeco-Latin square design [8]. Table 1 shows the experimental design.
In this table, we have presented a system-task block for three users, where the
task categories are represented as TA-C and the systems are represented using
Sbaseline, Stext, and Saudio. There will be 16 similar blocks of three users for our
proposed recruitment of 48 participants. By rotating the experimental systems
and the tasks, we aim to prevent any task learning effects. Our tasks, which
will aim to simulate naturalistic search behavior among experimental subjects,
will be adopted from the literature [11]. The tasks, which have already been
developed, range from high to moderate in difficulty and complexity (adapted
from [11]) and are expected to initiate a multi-turn conversation between the
seeker and the intermediary. Although we have avoided the details of the task
in this paper, they range from various topics ranging from vacation planning to
policy development.

Table 1. Experimental design using Graeco-Latin square.

User System/task order

1 2 3

1 Sbaseline, TA Stext, TB Saudio, TC

2 Saudio, TB Sbaseline, TC Stext, TA

3 Stext, TC Saudio, TA Sbaseline, TB

Once the participants report for the user study, they will be given a brief
overview of the research procedure, the objectives and their role in the study.
They will also be required to sign the consent form and fill up the pre-test
questionnaire. A warm-up task will be given to familiarize the participants with
the functioning of the three systems. The researcher will be available to assist
the participants with understanding how each system works and will provide
demonstrations if required. Next, the participants will need to complete three
search tasks in three consecutive sessions, using different systems, the order of
which will be determined using the matrix presented in Table 1. The researcher
or an expert searcher will play the role of the wizard. For each search session,
the participant will have 15 min to complete the task, after which they will need
to answer the post-task questionnaire and move to the next task. At the end
of the study, the researchers will conduct a semi-structured interview to assess
the experience of the participants. The entire study should not take more than
two hours to complete. We aim to collect different types of raw data during our
study, like the users’ background and demographic information, the details of the
search session, and the pre-test and post-task questionnaire, and the exit inter-
view to assess the users’ search experience. Subjects will be asked to complete
assessments of differentials on task, search experiences, and quality of informa-
tion after every search session (post-task questionnaire). As the systems will be
identical except in how the results are presented, the system-level differentials
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will allow us to process how the result presentation was perceived by the par-
ticipants. The quality of information retrieved by the different systems, and the
complexity of the search tasks will also be evaluated using Friedman Rank Sum
Test or multiway ANOVA.
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Abstract. In the last years, the Resource Description Framework
(RDF) has gained popularity as the de-facto representation format for
heterogeneous structured data on the Web. RDF datasets are interro-
gated via the SPARQL language, which is often not intuitive for a user
since it requires the knowledge of the syntax, the underlying structure
of the dataset and the IRIs. On the other hand, today users are accus-
tomed to Web-based search facilities that propose simple keyword-based
interfaces to interrogate data. Hence, in order to ease the access to the
data to users, we aim to develop of an effective and efficient system for
keyword search over RDF graphs. Furthermore, we propose a method-
ology to properly evaluate these systems. Finally, we aim to address the
problem of the explainability of the information contained in the answers
to non-expert users.

Keywords: RDF graphs · Keyword search · Explainability

1 Motivation

Recently, the continuous growth of knowledge-sharing communities like
Wikipedia and the advances in automated information-extraction from Web
pages have made it possible to build large-scale knowledge bases [6]. In the mean-
time the Web of Data emerged as one of the principal means to expose structured
data [12]. These datasets are usually built using RDF, a family of W3C specifi-
cation, where data are represented in the form of a directed graph. RDF is the
de-facto standard for publishing, accessing and sharing data, because it allows
for flexible manipulation, enrichment, discovery, and reuse of data across appli-
cations, enterprises, and community boundaries. RDF is used by applications
in industry, biology and human science such as Eagle-i [13], Europeana [11],
Dbpedia [1], Disgenet [10] and many others, proving its importance and
validity [8].

The standard way to interrogate RDF is the SPARQL query language, but
it can become very difficult to write complex queries in this language, even for
expert users, since it requires the knowledge of the language and of the underlying
structure of the dataset.

Our research task is to enable the non-expert user to interrogate real-world
RDF databases in a more intuitive and easy way. The keyword search paradigm
can become a tool to enable the general user to gain access to these datasets.
c© Springer Nature Switzerland AG 2019
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Amongst the difficulties regarding keyword search systems, as described in
[4] and [5], there are the long execution times (more than one hour on aver-
age) and the memory required by most of the systems in the literature. These
systems often cannot complete their execution even on small databases (1M
triples) and thus cannot scale to real-world sizes. Our aim is to develop a key-
word search system to enable non-expert users to perform keyword query on
real-world RDF datasets. The output of such a system is a list of answer graphs
ranked in decreasing order of relevance with respect to the information need.

The system needs to be effective and efficient: (i) to be effective it needs
to create answer graphs that correctly cover the information need of the user,
ranked from the most relevant to the least relevant; and (ii) to be efficient, it
needs to operate in a time in the order of seconds or minutes even on real-world
datasets of tens of millions of triples.

Keyword Search has been thoroughly studied in the contest of structured
databases such as relational DB and Knowledge Bases. There are good reviews
about this topic, such as [2,15] with a particular focus on RDB, and [14] with a
focus on graph data.

The rest of the paper is organized as follows: Sect. 2 describes the proposed
research and our methodology; Sect. 3 provides an outlook on future challenges.

2 Description of the Proposed Research and Methodology

The description of our research stems from four principal research topics related
to keyword search.

Efficiency. The answer time of a system is crucial since users are accustomed
to the rapid response of web search engines. A keyword search system needs to
be efficient in order to be perceived as useful by the general user. This means
that it needs to complete its execution in a reasonable time and with an efficient
use of memory. [5] in particular showed that many approaches in the literature
cannot complete their task due to time or memory issues.

In our system in particular we execute computations off-line (before the user
submits her query) in order to create data structures that will help fasten the
execution of the on-line phase. In particular, we create off-line a collection of
subgraphs from the dataset. This collection is called “representative collection”
since our aim is to build the subgraphs in such a way that they cover one single
topic each. Such a collection can be efficiently indexed, searched and used to build
the final answers to the query. We were able to achieve high on-line efficiency (in
the order of minutes) on a dataset of more than 100M of triples. Our datasets
are two orders of magnitude bigger than the ones that can be found in works
like [5,7] and [9].

Effectiveness. The output of a keyword search system is a ranked list of answer
subgraphs. Effectiveness can be measured on two aspects: the ability to create
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accurate answer graphs, and the ability to rank them accordingly to their rele-
vance to the user query. With “accurate” answer graph we mean a graph that
contains many relevant triples, i.e. triples that contain useful information for
the user. Moreover, it should not contain noisy triples, i.e. triples that are not
interesting for the user. Since we are returning a ranking, once the user has seen
a relevant triple in one answer graph, the same triple presented in graphs down
below in the ranking is considered redundant, and therefore no more useful. This
means that the system should also be able to produce answer graphs different
enough one from the other in order to completely cover the information need
without too much redundancy.

In our system, we rely on heuristics to build and then prune graphs. We
use the representative collection to look for subgraphs containing all the query
words. Then, we create answer subgraphs that contain all the query words and
we prune them to remove the noisy triples. We use an adapted version for RDF
of the ranking function described in [9] to order the answer graphs using both
their topological structure and text content.

In our experiments, we took the IMDB database1 and parsed it in order to
produce an RDF dataset of circa 116M triples. We also took a subset of IMDB
of 1M triples, called rIMDB, in order to confront our algorithms to the others
that cannot scale. As benchmarks, we implemented the keyword search system
SLM described in [7] and adapted the keyword system MRF-KS for RDB in [9]
in order for it to work on RDF. Our approach is called TSA+VDP (Topologic
Syntactic Aggregator+Virtual Document Pruning).

Evaluation. The Cranfield paradigm is a well-established method to evaluate
IR systems [4]. However, in the context of keyword search over structured data
(in particular relational DBs), its implementation reported some limits as high-
lighted in [3]. Our aim is to develop a general evaluation framework for keyword
search systems on RDF that follows the Cranfield paradigm and that can face
the lacks shown so far in the literature.

In this regard, we developed an evaluation framework based on couples made
of a keyword query and its counter-part SPARQL version. The SPARQL version
produces the “exact” answer graph, which is used as ground truth. The answer
graphs produced by the system are compared to this GT graph in order to
understand if they are relevant to the user. Then, their position in the ranking is
considered in order to understand the quality of the ranking itself. We designed
two different functions: a Signal-To-Noise Ratio function (SNR) to decide if
an answer graph is relevant to the user query; and a triple-based Discounted
Cumulative Gain (tb-DCG) function to evaluate the quality of a ranking. The
higher the tb-DCG, the better.

Table 1 reports the average performances obtained by the two benchmarks
SLM and MRF-KS, compared to our TSA+VDP in terms of effectiveness via
the tb-DCG and in terms of efficiency via time and memory usage. We used 50
different topics created by hand. This is not the only algorithm we developed,
but it is the most promising one in terms of trade-off between efficiency and
1 https://datasets.imdbws.com/.
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Table 1. Performances in rIMDB, 1M triples. † indicates the systems in the top per-
forming group with p < 0.01. The best system is in bold.

Systems tb-DCG Time (sec) Memory (MB)

SLM 0.0030 ± 0.00 34.5000± 1.59† 3.2733 ± 0.06

MRF-KS 0.4217 ± 0.06 440.6800 ± 189.77 0.9858± 0.44

TSA+VDP 0.5449± 0.12† 35.8710 ± 9.53† 19.8860 ± 3.66

effectiveness. As can be seen, in the rIMDB dataset our algorithms obtain the
best performances in terms of effectiveness and efficiency.

Only our algorithm could be deployed on the whole IMDB database, obtain-
ing a tb-DCG of 0.4490 with an average time of 200 s. TSA+VDP is the only
system to complete its execution on a dataset of such a dimension. None of the
algorithms of the state of the art could be deployed in such instances.

Explainability . Another crucial aspect is the ability of the system to explain
the answers provided to the user. In other words, since we are assuming that
the user is not an expert, it is reasonable that she does not know SPARQL and,
possibly, does not know RDF. An output composed of a list of RDF triples can
be useless to her, since she will be unable to read it. More useful would be a
description of the answers in a more user-friendly format. For example, a text
snippet in natural language that describes the content of the answer graphs.

3 Research Issues

In this section, we list some open issues and research directions.

1. We aim to develop a new automatic technique to build explanatory text
document to be attached to the answer graphs in order to better explain their
meaning to the non-expert user. We will investigate how data provenance and
data citation can be deployed and integrated in order to solve this problem.

2. We want to investigate how the creation of fielded documents can affect the
ranking function and the possibility to explain them to the user. We will use
the text content of the IRIs and the structure of the dataset to better leverage
on the presence of specific words and their frequency.

3. Often an RDF dataset does not present human-readable IRIs. These IRIs are
made of numbers and acronyms. Thus, many keywords used in the queries are
not matched in triples that are relevant to the information need. A possibility
in this regard is to implement a query expansion technique, with the support
of a dictionary, created ad-hoc for every dataset, that will enhance the ability
of the keyword query to match with words in the dataset. This will help the
algorithms to produce answer graphs and rank them in the best possible way.

4. There are many other databases of big dimensions and wide informative scope
(like DBpedia) to be tested. Our aim is to test our system in these other
databases and adapt it to the different peculiarities.
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Abstract. The fields of Recommender Systems (RS) and Information
Retrieval (IR) are closely related. A Recommender System can usually be
seen as a specialized Information Retrieval system where the information
need is implicit in the user profile. This parallelism has been exploited in
the past to transfer methods between fields. One popular approach is to
put the standard bag-of-words representation of queries and documents
in IR at the same level as the user and item representations obtained
from the user-item matrix in RS. Furthermore, in the last years, new
ways of representing words and documents as densely distributed repre-
sentations have risen. These embeddings show the ability to capture the
syntactic and semantic relationships of words and have been applied both
in IR and natural language processing. It is our objective to study ways
to adapt those techniques to produce user/item representations, evaluate
their quality and find ways to exploit them to make useful recommen-
dations. Moreover, we will study ways to generate those representations
leveraging properties particular to collaborative filtering data.

Keywords: Recommender systems · Collaborative filtering ·
Embedding models

1 Introduction

Information Retrieval (IR) is a discipline that studies the construction of sys-
tems that aim to satisfy the information needs of the users [1]. The most com-
mon method for expressing those information needs is through a textual query,
although it is possible to use additional information when estimating the rele-
vance of the documents, such as the users’ context. Given this definition, we can
consider a recommender system as an information retrieval system where the
information need is implicit and inferred from the users’ profile.

Despite the similarities between both paradigms, it has not been until
recently that works on adapting successful techniques from one field to the other
have been published. Examples include the reformulation of the collaborative
filtering (CF) problem under the vector space model [2], the use of Language
and Relevance Models [12] for the recommendation task [19,24], or the use of a
recommendation technique, SLIM [18], for pseudo-relevance feedback [25].
c© Springer Nature Switzerland AG 2019
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A set of techniques that is in vogue within IR are embedding models [16],
that allow obtaining compact representations of terms [15] and documents [13].
These methods have demonstrated to achieve better results with techniques such
as language models [9] or the vector space model [17]. For that reason, there is a
lot of research effort currently in this direction. We aim in this thesis to undertake
the task of generating dense user and item representations from CF data for
their use in recommender systems. These representations could be applied to
the computation of neighborhoods for memory-based systems or as part of the
information used when constructing models for model-based approaches.

2 Background

In this section we will introduce Recommender Systems and word embedding
models from the field of Natural Language Processing.

2.1 Recommender Systems

Recommender systems are usually classified into three categories: content-based
models, collaborative filtering techniques and hybrid methods [22].

Content-based (CB) recommenders use the information and metadata of the
items and/or users to compute the recommendations. As an illustration, for
films recommendation, these techniques use the genre, director, plot, etc. to
suggest similar movies to the user. In contrast, Collaborative Filtering (CF)
techniques exploit past interactions of all the users of the system, using their
preferences, whether explicit or implicit. In the previous example, a CF method
would recommend to a user a movie that other users with similar preferences have
rate positively. At last, hybrid approaches make use of both types of information.

CF methods use the set of users, the set of items and the set of user-item inter-
actions for computing the recommendations. Information is usually presented as
a user-item matrix, where each row corresponds to a user and a column to an
item [22]. The value of each cell of the matrix is the value associated with the
interaction between the user (row) and the item (column). This value can be
the rating given by the user, the number of times the user reproduced the item,
whether or not the user bought the product, etc. The value for user-item pairs
with no interaction it is commonly considered as zero [5,10,18,21]. It is also
frequent, especially in the case of implicit feedback, to transform these values to
a binarized form, taking all known interactions a value of one, setting the value
of unseen interactions to zero [10,18,21].

Representing the interaction is such a way, we can obtain the representa-
tions of the users and items by taking the corresponding row and column. This
representation is analogous to the bag of words representation used in IR.

2.2 Word Embedding Models

In recent years, several techniques have been developed in the field of Natu-
ral Language Processing (NLP) to obtain densely distributed representations
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of words and documents. Examples include word2vec [14,15], GloVe [20] or
doc2vec [13]. While the idea of obtaining this kind of representations is not new
[6,8], these models have proven to capture syntactic and semantic relationships
between words better, keeping the computational complexity of the training pro-
cess at manageable levels that allows the techniques to scale with the size of the
corpus.

The underlying idea is an old one: “You shall know a word by the company it
keeps” [7]. Over this idea, models were proposed to obtain representations trying
to keep a couple of properties: words that appear together in several contexts
are related, and words that shared common contexts are also related.

3 Proposed Research

Previous works [19] have established an analogy between IR concepts and RS
concepts. This parallelism has been proven appropriate to successfully adapt IR
models to the recommendation task [4,19,24]. In this analogy users, or more pre-
cisely, user profiles, play a dual role, as a query and as documents. In the same
way that documents and queries are composed of terms, user profiles are com-
posed of items. Based on this modeling of the problem several research objectives
are planned, with the aim of answering various research questions:

Objective 1. Learn user and item representations adapting existing word
embedding models [14,15,20]. Two problems must be tackled. First, words in
the text present a natural order which conditions the models’ search for syn-
tactic and semantic relations, how we will approach the order issue inside the
users’ profiles? Second, when computing the representations, embedding models
implicitly use the term frequency of the words in the texts, how we will trans-
late those frequencies to the graded item preferences? The analogy enables the
computation of item embeddings. The computation of user embeddings can be
achieved by transposing the user-item matrix. This transposition changes the
analogy to one where users are the terms, and item profiles are the documents,
and then the designed solutions for item embeddings can be used to compute
user embeddings.

Objective 2. Learn user and item embeddings simultaneously. In the previous
objective, we stated the embedding learning problem as two independent prob-
lems at item and user level. We think that simultaneously tackling both problems
can improve the quality of both types of embeddings. Therefore, we plan to adapt
models that can learn word and document representations at the same time, such
as doc2vec [13], to the task of computing user and item representations.

Objective 3. Assess specific aspects of the quality of the representations. Tra-
ditional quality assessment is based on recommendation accuracy. We will use
dense representations to compute the similarities between users and/or items
and then evaluate if when using those representations we get better figures than
with traditional representations. But we also plan to assess whether or not the
produced embeddings can capture properties such as item categories.
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Objective 4. Exploit the representations with current state-of-the-art models
and development of alternative models. The use of neural models is an open
research field in the RS area. We can change the input of those models to use the
embeddings. We also plan to devise new models that exploit the characteristics
of the embeddings more effectively. Preliminary results can be seen in [11].

Objective 5. Formulate new specially tailored models to calculate embeddings
that take advantage of the properties of CF data. The models that we plan to
leverage in the previous objectives were developed to exploit the properties of
natural languages. While there are proven similarities between both worlds, it
should be possible to obtain better results if the differences are also taken into
account when developing a model from scratch. The knowledge gathered during
previous stages should help guide the development of such new solutions.
RQ1. Are the dense representations able to capture the properties of the users
and items?
RQ2. Can the embeddings be used to generate effective recommendations?
RQ3. Are the learned representations able to improve the performance of current
state-of-the-art models when used as input for them?
RQ4. Is it possible to improve the quality of the embedding if the characteristics
of the data are taken into account when constructing models to calculate them?

Recommender systems evaluation is essential to compare the performance
between models or to tune parameters. We aim to measure the performance of
the systems for the top-N recommendation task, evaluating the ability of the
methods to place the relevant items at the top of the list [5]. We will follow the
TestItems approach described in [2], scoring for each user every item included in
the test set. While the restrictions may lead to the underestimation the actual
value of the metric, it produces comparable and trustworthy results [2].

The effectiveness of the different approaches will be evaluated with precision
based metrics from IR, using metrics that have proven to be robust, such as
nDCG and MAP [23]. Attention will be paid to the bias introduced by the
different metrics [3]. While accuracy will be a central part of the evaluation,
other properties of the system will not be ignored, including novelty and diversity.
Metrics such as Mean Self Information (MSI) for novelty or the inverse of the
Gini index for diversity will be used as part of the evaluation protocol.

4 Research Issues

This research proposal outlines a path for the development of several solutions
to the problem of obtaining quality representations for users and/or items that
can be used effectively in the recommendation task. Even though the objectives
seem clear several questions are left open: are the proposed adaptations feasible
or should adjustments be made? Are there any other approaches that should be
taken into consideration? Is the evaluation methodology enough to measure the
quality of the representations or should any other steps be taken to ensure the
validity of the results and the soundness of the conclusions?
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Abstract. Annotated corpora are an important resource to evaluate
methods, compare competing methods, or to train supervised learning
methods. When creating a new corpora with the help of human annota-
tors, two important goals are pursued by annotation practitioners: Min-
imizing the required resources (efficiency) and maximizing the resulting
annotation quality (effectiveness). Optimizing these two criteria is a chal-
lenging problem, especially in certain domains (e.g. medical, legal). In the
scope of my PhD thesis, the aim is to create novel annotation methods
for an efficient and effective data acquisition. In this paper, methods and
preliminary results are described for two ongoing annotation projects:
medical information extraction and question-answering.

Keywords: Text annotation · Corpus creation · Data acquisition

1 Introduction and Motivation

Annotated corpora are an important resource in the scientific domain. They
are essential to evaluate methods, compare competing methods, or to create
supervised learning methods. For some methods, appropriate ground truth is
publicly available (e.g. TREC test collection). In cases where no ground truth is
available, it can be created from scratch with the help of human annotators.

When creating a new corpora, the annotation practitioners usually pursue
two important goals: First, the annotators should be supported as good as pos-
sible so that they can complete their annotations quickly (I refer to this as
efficiency). And second, the quality of the annotated labels should be as high
as possible (I refer to this as effectiveness). Both pursued goals target different
aspects of annotation: A more efficient annotation procedure leads to decreased
costs, i.e. less resources are required. On the other hand, a more effective annota-
tion procedure leads to annotations of higher quality, which makes the resulting
corpora a resource of higher value.

In the scope of my PhD thesis, I will develop annotator support tools, best-
practices and guidelines that optimize the annotation process with respect to
two dimensions: efficiency and effectiveness. Since the data annotation area is
quite broad, the focus will be on text annotation in challenging domains.
c© Springer Nature Switzerland AG 2019
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In this doctoral paper, methodologies and preliminary results for two ongo-
ing annotation projects are presented. The first project is about annotation of
named-entities in medical publications. To annotate medical texts with high
quality, expert knowledge is usually required to understand the technical ter-
minology [3]. We show that by combining a supporting annotation tool with
extensive annotator training runs and guidelines, the task can be performed
even by non-experts with sufficient quality.

The second described project is about annotation of questions with the cor-
rect answer. For this project, we use questions that were asked to a technical
support chat-bot and assign the correct answers based on a static answer cata-
log. We show that by pre-grouping questions that require the same answer (i.e.
redundant questions), the annotation task can be conducted nearly 50% more
time-efficient.
The planned contributions of my PhD thesis are the following:

– Novel annotation tools, best-practices and guidelines are created that improve
the efficiency and/or effectiveness for domain-specific annotation tasks.

– By evaluating the novel methodologies, several new corpora will be created,
which are made publicly available to the research community.

Paper Organization. Related work is discussed in Sect. 2, for both the medical
and the question-answer annotation task. Methodologies and preliminary results
are reported in Sect. 3. The paper is concluded in Sect. 4.

2 Background and Related Work

Named-Entity Annotation in the Medical Domain
One annotation project that I am working on is about named-entity recognition
in the medical domain—more specifically, PICO annotation. The P in PICO
stands for Population (e.g. “women with headache”), the I for Intervention (e.g.
“aspirin twice per day”), the C for Comparison (e.g. “placebo”) and the O for
Outcome (e.g. “pain reduction”).

Kim et al. [3] created a PICO corpus consisting of 1,000 abstracts of medical
publications. Each sentence in the abstracts was annotated with the appropriate
PICO label. The corpus was used by Chabou et al. [2] to create a sentence-
level classifier. For sentences that were classified as containing one of the PICO
elements, they performed a fine-grained word-level extraction using a rule-based
approach. Since no evaluation data existed at that time for word-level PICO
extraction, no results were reported in their paper.

Research Gap: There are two research gaps that I intend to fill: First, the
creation of a word-level PICO corpus. And second, the creation of annotator
support methods that allow laypeople to conduct the task with high quality.

Question-Answer Annotation
Another annotation project that I am working on is about question-answer anno-
tation. Related literature is presented in the following paragraphs.



Improving the Annotation Efficiency and Effectiveness in the Text Domain 345

For the Eight Text Retrieval Conference (8-TREC), one track was about
answering 200 short-text, fact-based questions [5]. For each question, participants
were asked to compute a ranked list of five possible answers. Those five answers
were then manually labeled by human assessors as either correct or incorrect.

Yang et al. [6] introduced the WikiQA question-answering dataset, which
consists of 3,047 Bing questions. For each question, a set of potential answer
sentences taken from Wikipedia was manually annotated by crowdsourcing.

One task of the 2015 SemEval workshop [4] was about community question
answering (e.g. platforms like Stack Overflow). For the task, answers to questions
were manually labeled as being relevant, non-relevant or unsure.

Research Gap: The effectiveness in the related annotation projects was
increased by redundantly collecting labels and then, computing a final label
via majority voting. There were, however, no methods reported that target the
efficiency of the task, which is part of my research.

3 Proposed Methodology and Preliminary Results

In this section, I present the methods and preliminary results for the medical
entity annotation task and the question-answering task. For both tasks, the goal
is to answer following research question:

– What annotation methods improve the efficiency or the effective-
ness of domain-specific annotation tasks?

PICO Annotation. The aim for this task is to create a word-level PICO dataset
by using appropriate guidelines and a specialized annotation tool. Moreover, by
using the tool, laypeople should be able to produce high quality annotations that
are similar or only slightly worse compared to the annotations of experts. Fol-
lowing, methods and preliminary results are summarized (see [7,8] for details).

The key component of our effective PICO annotation approach is a special-
ized annotation tool, which was developed as follows: First, we created an alpha
version of the tool that contained only the basic functionality that was needed
to create annotations. Second, we hired medical experts and students to pro-
duce temporary annotations. Third, the temporary annotations were used to
compute the inter-annotator agreement (IAA). Fourth, through analysis of the
errors that annotators made, we identified areas for improvement for the tool.
Fifth, an improved version was designed and implemented.

The just described steps were repeated three times to obtain incrementally
improved versions of the annotation tool. The highest gain in IAA was observed
when we pre-labeled the text that was shown to the annotators with seman-
tic labels like drug or disease. Such labels are strong indicators for the PICO
elements—for example, a drug might be an indicator for an Intervention (I). The
semantic labels were automatically computed using GATE’s BioYodie1. Another

1 https://gate.ac.uk/applications/bio-yodie.html.

https://gate.ac.uk/applications/bio-yodie.html
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significant gain regarding the IAA was observed when we changed the tool’s input
method: In the initial version, open text input was allowed—whereas in the final
version, annotators could only mark a span of words and then, assign a PICO
label to the span (all inputs by clicking).

In total, the IAA increased from 20% to 55%, which is close to the agreement
of sentence-level PICO annotation (≈65%) [3]. We observed that the non-experts
produced labels that were of similar quality when compared to the experts.
Overall, we assume that the increase of IAA resulted from: the tool support,
the practical experience that annotators gained from testing the tool and finally,
from the written guidelines on how to annotate.

Question-Answer Annotation. The aim for this task is to label questions with
the correct answer. As raw data, we were provided with 500 questions asked to
a chat-bot and the corresponding answer catalog consisting of 373 answers. The
data provider is an Austrian telecommunication company.

By examining the raw data, we noticed that finding the correct answer within
the provided catalog is not difficult, however, the look-up is a time-consuming
procedure. Furthermore, we observed that a large number of questions is asked
redundantly, i.e., two or more users ask the same question. Based on this obser-
vation, we created an approach that drastically reduces the number of answer
look-ups. The approach consists of following steps: First, a candidate question
is shown to the annotator. Second, a list of similar questions with respect to
the candidate question are also shown to the annotator. Third, the annotator
marks questions in the list that have the same intent as the candidate question
(i.e. they require the exact same answer). Finally, only a single answer look-up
is performed to find the right label for the candidate plus the marked questions.

The challenging part of the described approach is the retrieval of similar
question with respect to a candidate question (i.e. the Second step). That is
because questions are user generated and contain colloquial language and spelling
mistakes. Moreover, some users submit keyword-based questions (“extend con-
tract how”), whereas others submit regular questions (“How can I extend my
contract?”). We address these problems by using a state-of-the-art short-text
similarity method [1] that we adapt for our task.

With the described group-wise annotation approach, we measured a reduc-
tion of answer look-ups of 51% without the loss of annotation quality. Note that
the described methodology and results are not published yet.

4 Conclusion and Outlook

In this paper, efficient and effective annotation methods for medical named-
entity recognition and question-answering of customer support questions were
presented. For future research in the scope of my PhD, the plan is to also develop
methods for other domains (e.g. legal or patent domain). Another goal will be
to find annotation techniques that are not limited to certain domains or specific
tasks, i.e. methods that are applicable to a broad palette of annotation problems.
For example, research on how annotators should be best schooled for a task.
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Abstract. The huge amount of information that is available in social
media today has resulted in a pressing demand for information retrieval
models to support users in different retrieval tasks in this area. Eval-
uation of products or services based on other consumers’ reviews are
examples of retrieval tasks where users benefit from the information in
social media. However, as information in online reviews is provided from
different customers, the reviews differ in their degree of credibility. Fur-
thermore, not every detail of a product is reviewed but needs to be taken
care when validating a product. Finally, reviews contain contradictions.
In this work, we propose a logic-based pipeline to develop a social media
retrieval model in which issues of credibility, omissions and contradictions
are considered. For modeling these criteria, our approach depends on a
probabilistic four-valued logic combined with an open world assumption
which employs the unknown knowledge in retrieval tasks.

Keywords: Logic-based models · User reviews · IR ·
Ranking algorithms · Credibility · Contradictions · Missing knowledge

1 Motivation

Online shopping has become a normal scenario of internet users. Most of the
online shops offering products or services have been converted to user-driven
platforms where users are able not only to online buy what is offered but also
contribute and add their reviews to the items listed by the shops. These reviews
are important because they express real user experiences and thus provide valu-
able information for others to make decisions [1,2].

However, although the reviews are useful they also bring challenges that need
to be addressed. First, they suffer from credibility issues, i.e. not every review is
trustworthy. Furthermore, the reviews contain some unknown knowledge. Usually,
users provide evaluations for products and services as a form of reviews of one or
many aspects of the reviewed item. Each of those reviews expresses the sentiment
of the user regarding the mentioned aspects. However, a valuable amount of infor-
mation is still hidden when the users mention some aspects and ignoring others.
Finally, there is a huge amount of contradictions between the reviews.

The focus of this research is to investigate methods for improving the ranking
of products and services in which the problems of credibility, information omis-
sion and contradictions are addressed. For such work, we found that 4-valued
c© Springer Nature Switzerland AG 2019
L. Azzopardi et al. (Eds.): ECIR 2019, LNCS 11438, pp. 348–352, 2019.
https://doi.org/10.1007/978-3-030-15719-7_47
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logical based models are covering all required aspects of the investigation. Thus
we plan to investigate these models to address open challenges in ranking online
user reviews.

2 Background and Related Work

The previous works [3–10] have presented different approaches for evaluating and
ranking the products. However, four-valued logic based approaches [12–14] were
used to deal with contradictions that appear in several parts of a document or
more than one document that represent the possible answer of a query in IR. In
our proposed logic-based approach, we support the consumer decision by ranking
products based on their related reviews, taking into consideration credibility
and polarity of each review. Our model is also depending on the four-valued
logic concept to represent contradictions among reviews. While the previous
approaches are mainly based on feature extraction and machine learning, our
logic-based approach however, is more explicit in handling reviews’ credibility,
contradictions and unknown knowledge.

3 Proposed Solution and Research Questions

To explain the different phases of the proposed pipeline, we start with a real case
example. A user is trying to book a hotel online. The required hotel should be
clean and near the city center. Obviously, searching for a room in the city center
will depend on the hotel description in the website. But to find a clean hotel we
need to search in reviews of the previous customers and see how they describe
the cleanness of the hotel. Assuming that we have the following two reviews from
the available set of reviews about hotel X which is in the city center:

– rev1 = “quiet, clean and near the main station”
– rev2 = “not clean and small beds”

As a pipeline process, we first analyze the content of the reviews to know
whether the cleanliness aspect has been mentioned in the reviews or not. In the
second step, we annotate the reviews with the suitable logical values. In the
third phase, we focus on indexing and probabilistic reasoning of the reviews in
order to extract a commutative knowledge about the hotel represented by four
logical values. In the final step, we use the logical values to generate a ranking
score of the hotel regarding the required aspect. Later on, a group of hotels can
be ranked based on those scores.

Extraction of Aspects: The process aims to identify the different aspects
that mentioned in the reviews. In the experiments so far, we use a keywords-
based approach to extract a predefined aspects. However, the process should be
extended to extract the implicitly mentioned aspects. In addition to extract the
mentioned aspects, this step includes analyzing the sentiment or the polarity of
the aspects in order to know whether the users are praising or dispraising the
products or services.
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Logic-Based Annotation of the Aspects: According to the four-valued
logic [11], the reviews are annotated with “true” and “false” values for the
positive and the negative sentiments. However, a logical value of “unknown”
is assigned for the normal sentiments and for the cases where users do not men-
tion an aspect in the review. In the second step of the annotation process, we
define a probability value for each aspect. This value reflects the sentiment’s
level of the user’s evaluation. We use the star-rating score as a basis for defining
this probability. In the given example, we assume that rev1 provides 7 stars out
of 10 as a star-rating evaluation, and 5 stars out of 10 for rev2. According to
this assumption, we define explicit probabilities of the cleanliness aspect as the
following:

– P (rev1 describe cleanliness positively) = 0.7
– P (rev2 describe cleanliness negatively) = 0.5

However, the extracted knowledge from the example is still not complete.
According to the open word assumption (OWA), the information is defined as
“unknown” if it is neither “true” nor “false”. The OWA is the apposite concept
of what is called the closed world assumption (CWA), where what is not defined
as true is defined as false and what is not false is true. From this fact, we define
implicit probabilities of the cleanliness aspect as the following:

– P (rev1 describe cleanliness unknowingly) = 1.0 − 0.7 = 0.3
– P (rev2 describe cleanliness unknowingly) = 1.0 − 0.5 = 0.5

Probabilistic Reasoning Using Hyspirit: After collecting the knowledge
about the hotels, we need now to assign a value of credibility for each review.
The credibility of a review is a numerical value between 0 and 1 and it indicates
the belief level of a review. Indeed, the credibility values are assigned according
to the believing style about the reviews. Here, we discuss the disjoint and the
independent cases.

Fig. 1. Disjoint reviews

In logic, two events are mutually exclusive
or disjoint if they cannot both be true at the
same time. As an application of this concept
on the hotels issue, the two reviews (rev1 and
rev2) cannot be true at the same time. This
means, the credibility values of the reviews
in disjoint cases is distributed in a way in
which they sum up to less than or equal to 1.
In the independent case, the truthiness of a
review does not affect the truthiness of other
reviews. This case is more general and real-
istic in which the customer believe in each
review with different degree of credibility. Figures 1 and 2 show rev1 and rev2
when they regarded as disjoint and independent events respectively. Based on
those two cases, we arise here a group of research questions:
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Fig. 2. Independent reviews

– In general, can we have better review-
based rankings by modeling credibility,
contradiction and missing knowledge using
4-valued logic models? The following ques-
tions are more specific to this general ques-
tion:

– What is the proper method of regarding a
review as an independent or disjoint event?

– Is it always possible to regard the reviews
as disjoint and independent events regard-
less the required aspect?

– How could the credibility differs in the dis-
joint and independent cases, and which
factors/attributes should be considered in credibility calculation of each case?

The overall knowledge of truth values is constructed using different methods
based on the required case. This includes calculating the probabilities of the truth
values for all possible answers that lead to those truth values. For example, the
“True” truth value of a hotel in the independent case (Fig. 3) is constructed by
finding all paths that have at least one true-answer-review and zero false-answer-
reviews and zero or more of unknown answers.

Fig. 3. True value about the clean-
liness aspect

However, performing such operations
with a consideration of all possible cases
requires a reliable probabilistic IR system.
Hyspirit is a probabilistic IR interface [13]
that perfectly fits to this IR task. The inter-
face produces at the final stage a tuple of 4-
valued logic based result. Each one of those
values is calculated depending on the partic-
ipating reviews of the targeted hotel and the
targeted aspect.

Ranking the Items: In the last step, we use
the produced 4 logic values results in order
to rank the items. Since we have 4 different
values for each item, the ranking procedure
is able to rank the items depending on different perspectives regarding those
values. Here, we arise another research question:

– How can the 4 truth values be employed in order to provide a single score
which can be used as a basis of ranking procedure?
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Abstract. Internet users who suffer from variant types of mental disor-
ders found in Social Media platforms and other online communities an
easier way to reveal their minds. The textual content produced by such
users proved to be handful in evaluating mental health and detecting
related illnesses even in early stages. This paper overviews my recent
doctoral work on eRisk 2019 shared task for early detection of Anorexia
and early detection of Self-harm. These sub-tasks have many aspects to
consider, including textual content, timing, and the similarities to other
mental health prediction tasks. Thus, based on these different dimen-
sions, we propose solutions based on Neural-Networks, Multi-task learn-
ing, domain adaptation and Markov Models.

Keywords: Mental health · Anorexia · Self-harm · NLP ·
Machine learning

1 Introduction

The atmosphere of Social Media (SM) made it normal for users to talk about
themselves and be the center of interest, which is not the case in the real world.
Furthermore, the way the user communicates information and interacts with
other users and their language usage turned to reveal much of their personalities
and implicit properties. In addition, many users that are likely to have psycho-
logical problems like depression, eating disorder and Self-harm issues turn to SM
to talk about their problems either to share them with users that have the same
problems or to ask for advice. Hence, examining their posts could be part of
the treatment cycle. On the other hand, the use of automated natural language
processing methods has proven to enhance the prediction and diagnosis of many
mental illnesses in early stages [3]. Computational methods like machine learn-
ing can contribute in mental health sector in terms of performing early detection
and enhancing the access to treatment1.

In this research we are interested in two mental health issues, namely
Anorexia and Self-harm. Anorexia Nervosa (AN) is a type of eating disorder

1 https://www.weforum.org/agenda/2018/03/3-ways-ai-could-could-be-used-in-
mental-health/.
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and is defined as a mental illness where a person is obsessed with body image
and weight, by which it affects their diet and yields undesirable physical and
psychological symptoms [2]. Anorexia has also the highest mortality rates com-
pared to other disorders [5]. The main issue with Anorexia is the late diagnosis
and treatment which leads to difficulties in recovering. Likewise, Self-harm refers
to a broad spectrum of abusive behaviours towards oneself like self-cutting and
self-poisoning. The harm could be so severe that it ends up with suicide [15].
Some patients of mental illnesses especially of young ages turn to SM commu-
nities also to emphasis their illnesses in what is called Digital Self-harm [12].
Accordingly, this shows the importance of analyzing the content generated by
these types of users to provide a kind of support by the early detection of mental
illness signs [11]. Previous work used SM content from different point of views
to better understand mental illness and the effect of SM [6,7,22].

2 ERisk 2019 Subtasks and Data

ERisk2 is a set of challenges related to predicting health problems among users
on the Internet using their generated data. The data is extracted from Reddit3.
This website includes many communities to discuss certain topics and interests
in what are called subreddits. The subtasks of interest are Early Detection of
Signs of Anorexia and Early Detection of Signs of Self-harm. The data consists
of users’ posts in chronological order [10].

Both tasks are evaluated using early risk detection error (ERDE) measure
for early detection systems defined by [9].

3 Related Work

The winning team of eRisk 2018 compares the performance of different mod-
els based on linguistic metadata, Bag of Words (BoW), word embedding and
Convolutional Neural Network (CNN) [17]. By analyzing different user charac-
teristics on Twitter data, it was found that users with eating disorders have
similar writing styles like using emoticons and hash-tags. They also express con-
cerns of death and emotions like sadness [18]. Furthermore, the content of both
pro-eating disorder blogs and recovery blogs was analyzed to distinguish the
individual writing characteristics. Such findings concluded that pro-ED blogs
contain more discussions on food, weight and body shape than any other aspect
as well as fewer social references [7,21]. Likewise, online textual content pro-
duced by users of Self-harm issues, also have its defining patterns like frequent
uni-grams [19].

As mental disorders may accompany and correlate with each other [2], multi-
task learning was applied for estimating suicide risks, where they used anxiety
estimation, eating disorders, gender detection and many other tasks as auxiliary

2 http://early.irlab.org/.
3 https://www.reddit.com/.

http://early.irlab.org/
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tasks, and showed an enhancement in the results [1]. Other solutions involved
the detection of “Crisis” like suicide and Self-harm joined with prediction expla-
nation. The models they used were mainly based on interpretable neural network
and attention mechanisms [8].

4 State of the Art Models in Similar Tasks

4.1 Traditional Machine Learning and Neural Networks

Earlier work on eRisk 2018 applied traditional machine learning like logistic
regression ensemble classifier [17]. However, the best performances were achieved
using Convolutional Neural Network (CNN) based models with word embeddings
which we propose for experiments as well [17]. This model can be updated to
include attention mechanism as in [8].

4.2 Multi-task Learning and Domain Adaptation

Multi-task learning is a machine learning approach based on combining multiple
related learning tasks to improve the generalization performance of all auxiliary
tasks [23]. eRisk sub-tasks are related to Anorexia and Self-harm detection,
hence, as mentioned earlier, these disorders are mostly linked to other disorders
like depression, personality disorders, substance abuse, Obsessive Compulsive
Disorder and Bipolar Disorder. The difference in our case is that eRisk data
is only labeled for the Anorexia task. Here we may experiment with a form
of multi-task learning which is seen as a mix between multi-task-learning and
domain adaptation where both labeled and unlabeled tasks can be joined [13].
Similarly, due to that Self-harm subtask has no training data, we could adapt
the model for depression detection using a model trained on eRisk 2018 sub-task.

4.3 Hidden Markov Models

Hidden Markov Model (HMM) is a stochastic model that is generative and prob-
abilistic. HMMs has a sequence of observable variables that is determined by
other hidden unknown states [14]. The data provided for eRisk 2019 tasks are
sequences of observations for each user that carry multiple features. After a num-
ber of observation in a specific sequence, there should be a prediction of the user
mental state. Features that might be modeled for this task are Linguistic Inquiry
and Word Count (LIWC) features [16], sentiments, stance, and Part-of-Speech
tags.

5 Research Questions

To our knowledge, none of previous work have investigated robust models that
work across domains of similar illnesses. In addition, none of them have looked
at combining different sources of information to better address the issues. This
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includes combining different aspects of user generated content on SM such as
content-based aspects, structural-based aspects and behavioural aspects. In this
work we aim to tackle these points:

– Social posts can be regarded from different perspectives. Content of the post,
such as a Reddit post or the comments to textual content is one prospect
to be taken into account. In addition, the information about the author of
the post like their replies’ stances towards other posts and their communica-
tion network could bring other indicating aspects. These kind of information
sources have been already investigated in other tasks that involved SM such
as detecting and verifying online rumours [25], whereas mental health stud-
ies on SM were more restricted on psychological data analysis with limited
computational engagement.
However, it is difficult to find one method that fits to capture all information
sources. For instance, [4] applied Hidden Markov Models(HMMs) on online
rumours verification by modelling stance of replies towards social posts related
to pre-defined rumours. By this, They showed that modelling stance transi-
tions along with time information is superior in predicting the veracity of
such posts.
Nonetheless, it may be not as effective when another source of information is
the learned target. Thus, our first research question is concerned with
the investigation of methods that fit best to a particular source of
information.

– Fitting a model based on a particular source of information of a particular
event would more likely result a domain dependent model, i.e. it will perform
well on the trained domain but fail to do so for a new one. Hence, Domain
adaptation got a great attention lately [20,24]. In our work, we aim to explore
general feature extraction that is not only suitable to our domain in hand,
but works across similar domains. Therefore, our second research ques-
tion is concerned with investigating general features that combine
knowledge which applies on many mental illnesses at the same time.

– Finally, our aim is to construct a model that performs early detection of
Anorexia and Self-harm. This implies combining methods that fit best to
different information sources and then create a pipeline where these different
methods work together on the task. Hence, our last research question
is concerned with the investigation of ways for incorporating such
methods to achieve the best performance.

6 Research Issues

This work is still in its early stages, hence we mainly seek advice that can get
us better insights into the problem in hand and extend the suggested solutions.
One of the issues is that in the next phase we need to look into particular sides of
the task such as how can we extend the mental health information resources in
a way that bears the ethical issues in mind and what are the features that make
the models applicable? Another issue is what other methods in the literature
that can be suggested for application?
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Abstract. Specialized patent retrieval systems mostly use textual infor-
mation which is difficult enough because of the specialized characteristics
of the text. However, in patents there also are drawings which show the
invention. Empirical research has shown that patent experts can use these
images to determine relevance very quickly. However, these drawings are
binary and sometimes abstract and other times very specific; therefore
there has not been an effective way to include the visual information
into the information retrieval process. In addition, the number and the
quality of drawings differs vastly even inside patent classes. This work
focuses on the inclusion of images into the patent retrieval process using
a combination of visual and textual information. With this multimodal
approach it will hopefully be possible to achieve better results than just
by using one modality individually. The goal is to develop a prototypical
system using an iterative user-centered process.

Keywords: Patent retrieval · Multimodal information retrieval ·
Visual information seeking

1 Motivation for the Proposed Research

“Patent searchers are often expected to find (almost) all relevant documents in a
very limited time frame. The sheer amount of already available patent documents
makes ways of supporting the professionals indispensable” ([7], p. 30).

This process is complicated by the characteristics of the patent documents
themselves as they involve specific language, e.g. the extensive use of neolo-
gisms which often is one of the main reasons why it can be such a challenge to
retrieve patent information [3]. Considering the difficulties with using the text
of a patent document to facilitate the retrieval of specific information, the ques-
tion is what elements the experts use in order to understand the content of a
document. Moreover, how can these elements be used in order to achieve bet-
ter performance of the retrieval systems? The basis for information retrieval in
this domain mostly is textual information. However, a patent normally includes
visual elements (technical drawings, flowcharts, graphs etc.). So far, visual ele-
ments are only displayed with the results. Herein lies the motivation for this
c© Springer Nature Switzerland AG 2019
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project: How can the visual elements be included in the patent retrieval process
and which effects do they yield?

Empirical work within the patent domain focuses on questioning patent pro-
fessionals and/or observing their work processes (see e.g. [1,6]). This is neces-
sary since the work processes of patent professionals cannot be compared to
“normal” users, as the patent professionals operate in highly specialized fields.
Observations (e.g. by [1]) have shown that the patent experts are quicker to
adapt new functionalities if they deem them useful in their search strategies and
the drawings in the patents are often one of the first things they look at when
judging the relevance of a result (interview result). The drawings are described
as “paramount to the understanding of the invention and yet almost completely
unsearchable” ([9], p. 1). The main motivation for this research is therefore to
facilitate the integration of images into the search process of patent experts. This
is done by eliciting requirements through expert interviews and the prototypical
development of a patent information retrieval system. The initial interviews have
indicated that the experts do use the drawings to judge relevance. It is therefore
interesting, how the drawings are used in searches in the patent domain. The
use of CBIR methods have shown to have some limitations when they are used
on patent images (see e.g. [11]), therefore the usage of multimodal methods (the
combination of text and images) is pursued here.

2 Background and Related Work

Patents are “multi-page, multi-modal, multi-language, semi-structured, and
metadata rich documents” however it is necessary to construct complex queries
in order to retrieve the information within the patents ([10], p. 1). The “state-
of-the-art performance in automatic PR [. . . ] [is] still around average. These
observation motivates the need for interactive search tools which provide cogni-
tive assistance to patent professionals with minimal efforts.” ([10], p. 1). Research
shows that the images are used by the experts when analyzing the patents. So
why is it not yet included in commercial systems? The main reason lies in the
characteristics of the images themselves. By law (except for some specific design
patents) the images have to be “bi-level images (black and white), colorless and
mostly textureless” ([3], p. 2). This means the methods have to be adapted
to the characteristics of the drawings. This mostly leaves the exploitation of
shape information and spatial information. Common CBIR algorithms cannot
be used since they mostly rely on color and texture information [3]. The work
on exploiting contextual and spatial information is done by [4] who use contex-
tual local primitives, a method which is “based on the detection of the junction
and end points, classification of the local primitives to local primitive words and
establishment of the geodesic connections of the local primitives” ([4], p. 9111).
Experiments have shown this method outperforming other approaches e.g. the
SIFT-based methods. Other than that, “Deep learning, and particularly deep
convolutional neural networks (CNN), have become an extremely powerful tool
in computer vision” ([5], p. 237). So far deep learning methods were rarely used
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on patent images, with one exception being [8] who use Convolutional Neural
Networks on patent images achieving an accuracy of 51% on the training data
(3000 patents) and an accuracy of 30% on the test data (800 patents), indicating
that more training is needed [8]. However, [8] simply used all patents they could
crawl without first choosing a specific IPC to work with. Their corpus includes
patents registered in Russia from 1994 on [8]. It is possible that the results could
be improved if there would be a focus on a specific class of patents.

The approach of this project attempts to leverage the potential benefits of
including textual information specifically referring to the images. One such mul-
timodal approach has been attempted by [2] who use deep neural networks to
pursue a multimodal approach. The experiments here have not been conducted
in the patent domain.

3 Description of Proposed Research

The multimodal approach combines the visual with the textual information in
order to compensate for the deficiencies of using one of them individually. The
multimodal approach of [2] has shown to outperform other methods in a total of
six retrieval tasks with “statistically significant differences” ([2], p. 7). However,
the question remains how to efficiently combine visual and textual information
in the patent domain. Following the user centered approach, the expert are
interviewed to elicit points on how this can be achieved.

This is done in order to answer the following research questions:

RQ1: Which requirements do the users have of a system which includes patent
drawings? Which modality (image/text only or a combination) do the
users prefer in practice?

RQ2: How do expert users include drawings into their information seeking pro-
cess and how can this be implemented into a prototypical system?

RQ3: Can the combination of different modalities be beneficial in the patent
domain?

In order to answer RQ1 and RQ2, interviews were conducted with experts. As
these were preliminary interviews, the selection criteria were very broad. The
only criterion was that the expert works within the patent domain profession-
ally. There was no differentiation between speciality, however all of them agreed
that the drawings are more important in utility patents which cover products,
processes and machines. Going forward, this will be the focus. A total of four
expert interviews were conducted so far with more interviews planned itera-
tively after the development of initial functionalities. So far, all the experts can
see a benefit when including images into their retrieval process, as they often
use them during their search. An important result of these interviews is that
the experts know about the limitations when trying to retrieve patent drawings.
Therefore, there is a clear preference for the use of visual information in com-
bination with textual information which has a direct connection to the images.
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This text might have stronger substantive significance during the retrieval pro-
cess and the experts expect it to help them finding other patent documents. It
might provide them with new keywords or new concepts to retrieve the patents
that cannot be found by using citations or their initial keywords. Another result
is that the experts cannot yet imagine how the drawings can be integrated into
the retrieval process. It is therefore necessary to evaluate multiple options in
order to elicit the best features.

RQ3 will be answered by iteratively developing functionalities based on the
interviews and evaluate them further with user involvement by conducting more
interviews. How these functionalities can be implemented is currently worked
on. After concluding the work on RQ3, an evaluation of the prototype will be
conducted with expert users using interviews or a focus group.

4 Research Methodology

The thesis is located in Information Science where an empirical research app-
roach is pushed. The Information Science research paradigm involved users at
any part of the research process. First the users’ requirements are elicited using
expert interviews with a semi-structured interview guide. The interviews are
analyzed using a structured content analysis which results in a list of require-
ments and ideas which can be incorporated into the prototypical system. The
retrieval functionality is supposed to be implemented using a multimodal app-
roach, which is a clear result from the interviews. This prototype has to be
evaluated by actual users which is why focused interviews or a focus group will
be conducted. The methodology therefore uses a user-centered approach when
developing a prototypical system which incorporates multimodality in patent
retrieval. This approach has the distinct advantage that the user is more involved
in the development process so that it is possible to elicit the requirements the
specific users have for the system. This has already been done. One limitation
of the first interviews is that the term “patent expert” is very loosely defined
and the expertise is very heterogeneous. To qualify this point, the focus of this
work is on utility patents, which still is a very broad field. This means all future
interviews will be conducted with experts who work with this type of patent.
The iterative nature of the research design ensures the user involvement in the
whole process as the evaluation results will be used to improve the prototypical
system. The prototypical system has to be evaluated iteratively by the user.

5 Issues for Discussion at the Doctoral Consortium

During the consortium, I want to be able to get another point of view on my
work as well as being able to discuss different ideas and approaches. When I will
present at the consortium I will have developed first features and have some pro-
totypical functionalities. This consortium will give me the opportunity to present
them to Information Retrieval experts and discuss different aspect, e.g. possible
improvements of the methodology or first results. One specific question is about
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the query modality: How will the users effectively query visual information and
how can this be implemented in the patent domain.

References

1. Azzopardi, L., Joho, H., Vanderbauwhede, W.: A survey on patent users search
behavior, search functionality and system requirements (2010). https://www.
semanticscholar.org/paper/A-Survey-on-Patent-Users-Search-Behavior%2C-
Search-Azzopardi-Joho/a9f927787f0236fd04ebe706ff1b1a37ce502ff7?tab=abstract

2. Balaneshin-kordan, S., Kotov, A.: Deep neural architecture for multi-modal
retrieval based on joint embedding space for text and images. In: Proceedings
of the Eleventh ACM International Conference on Web Search and Data Min-
ing, WSDM 2018, pp. 28–36. ACM, New York (2018). https://doi.org/10.1145/
3159652.3159735

3. Bhatti, N., Hanbury, A.: Image search in patents: a review. Int. J. Doc. Anal.
Recogn. (IJDAR) 16(4), 309–329 (2013). https://doi.org/10.1007/s10032-012-
0197-5

4. Bhatti, N., Hanbury, A., Stottinger, J.: Contextual local primitives for binary
patent image retrieval. Multimedia Tools Appl. 77(7), 9111–9151 (2018). https://
doi.org/10.1007/s11042-017-4808-5

5. Gordo, A., Almazán, J., Revaud, J., Larlus, D.: End-to-end learning of deepvisual
representations for image retrieval. Int. J. Comput. Vis. 124(2), 237–254 (2017).
https://doi.org/10.1007/s11263-017-1016-8

6. Hansen, P.: Task-based information seeking and retrieval in the patent domain:
processes and relationships. Ph.d. thesis. University of Tampere, Tampere (2011)

7. Jürgens, J.J., Hansen, P., Womser-Hacker, C.: Going beyond CLEF-IP: the ‘reality’
for patent searchers? In: Catarci, T., Forner, P., Hiemstra, D., Peñas, A., Santucci,
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Abstract. Conversational search presents opportunities to support
users in their search activities to improve the effectiveness and efficiency
of search while reducing cognitive load. Since conversation is a natural
means of human information inquiry, framing the information retrieval
process within a dialogue is expected to make the search process more
natural for the user, in terms of query entry, interaction to locate rele-
vant content, and engaging with the system output. My PhD Research
project seeks to make progress toward realizing the vision of conversa-
tional search systems.

Keywords: Conversational search · User search behaviour ·
Dialogue-based search

1 Introduction

In the operation of a current information retrieval (IR) system, a user enters
a text query describing their information need. In response to this, the system
returns a list of potentially relevant items ranked in order of their estimated
likelihood of relevance [2]. The user then selects one or more relevant items
with which to satisfy their information need. However, often the user is not able
to fully describe what they want to know, their query may be ambiguous or
fail to match well with the content of relevant items. If any of these situations
arose while seeking information from a human intermediary, the natural response
would be to enter into a dialogue to resolve the problem [2]. The objective of this
research is to advance IR systems by developing and implementing a framework
to support the use of dialogue-based approaches in IR.

2 Motivation

Current Search Systems: In order to satisfy their information need using a cur-
rent search system, a user may need to perform multiple passes using queries
modified based on information gained in previous searches. This strategy has
various limitations:
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1. The user must seek to completely describe their information need in their
query. Insufficient knowledge of the subject of their information need or the
available search targets can make this process frustrating and inefficient.

2. There is a high cognitive load in forming such queries.
3. The IR system is designed to satisfy the information need in a single pass

based on the query entered.
4. The user generally inspect multiple returned items to find relevant informa-

tion.

The Potential for Conversational Search: Conversational search seeks to sup-
port more natural interaction between users and content information archives
via dialogue-based engagement. Existing studies have been conducted to explore
the potential for conversational search using humans as an intermediate agent
between user and the search engine. For example, the work by Trippas et al. at
RMIT [5,6] which focuses on speech only based search for users seeking infor-
mation on general topics such as those that a user might pose to a web search
engine [5,6].

By contrast, my research starts from the analysis of current standard IR
systems, and seeks to understand the scope for conversational interventions in
the search process and how these might be facilitated. Since the incorporation
of conversational methods into IR processes is currently poorly explored, my
research assumes the use of text-based engagement with IR systems leaving
alternative engagement using speech interfaces for future studies.

Conversational and Dialogue Systems: Outside the area of IR, there is currently
much interest in dialogue and conversational systems for engagement with infor-
mation systems. These applications generally focus on fixed tasks in very nar-
row domains. In search, while the scope of the user tasks can generally be well
defined, the topics and material over which the system must operate are diverse
and unstructured. This poses unique challenges not faced by standard conversa-
tional systems which perform clearly defined tasks of limited scope.

In conversational search, we can think in terms of an agent taking the role
of a human intermediary supporting the user’s search activities. Such a con-
versational search agent should exhibit autonomic behaviour with the ability
of self-adaptation according to the searcher’s information seeking activities and
potentially relevant content identified. It is not clear what the most appropriate
technology to drive such an agent will be, but given the potential to define the
activities and responsibilities, and the absence of large training data sets, I pro-
pose to explore rule-based approaches, at least as a mechanism to bootstrap the
abilities of the agent. The study conducted by Stein et al. [4] explained dialogue
strategies during information seeking activities in a collaborative environment.

Cognitive Models of the Search Process: In order to develop sound conversational
search methods, it is important to examine the relevant cognitive issues in the
search process. Early contributions in understanding and modeling information
needs and activities of searchers were made in Belkin’s work on the development
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of the Anomalous States of Knowledge (ASK) model [1]. This highlights the diffi-
culties of users in specifying the details of their information needs for engagement
with IR systems. Various extensions to the ASK models taking alternative or
complementary approaches to model information seeking have been developed
since then, e.g. Kuhlthau’s Information Search Process (ISP) [3] and Vakkari’s
[7] learning model of search. I propose to explore the integration of these models
in the rule base of an agent, in order to model and direct support of the user’s
search activities [2].

3 Research Questions

In order to undertake my PhD research, I have identified the following research
questions which I am seeking to address.

RQ1: How can conversational interventions be used to support user search activ-
ities? What opportunities are there for conversational support in current search
engines? I carried out and reported a study examining the behaviour of users
when using a standard web search engine, designed to enable me to identify
opportunities to support their search activities using a conversational agent [2].

RQ2: What are the requirements of a conversational search interface? User cog-
nitive load: The whole search process places cognitive load onto the user. We
observed users can take a lot of time to read a single long document to satisfy
their information need [2]. A search agent could potentially reduce this cognitive
load by making suggestions to the user, e.g. of extracted significant information
which assist in either understanding or resolving their information need.

Challenges and limitations: We need to study engagement with potential con-
versational interfaces in user-based studies and consider how our system can
maintain a record of previous conversations.

RQ3: How should my work on conversational search be implemented and evalu-
ated? Consideration of the requirements of my conversational search system will
form the basis of the design and implementation of technologies and prototypes
to enable them. In addition, methods for evaluation will need to be explored.

4 Methodology

The overarching approach to my PhD project is propose and evaluate conver-
sational search methods into established search processes. To achieve this I am
working on the following elements:

1. Examining the actions undertaken by searchers using current systems, relat-
ing these to cognitive models of the search process, and proposing how the
functionality of a conversation search agent might be used to enable more
effective and satisfying search experiences.
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2. Proposing strategies to enable conversational strategies within the search pro-
cess.

3. Building prototypes of the proposed conversational search components, and
their incorporation within a standard search engine framework using an open
source toolkit.

4.1 Current Status

Completed Work

1. Initial review of existing relevant literature.
2. Study of user search behaviours using current search tool [2].

Current Work

1. Development of methods for automatic content analysis for use in conver-
sational engagement, e.g. highlighting significant and diverse elements of
retrieved content.

2. Proposal of dialogue strategies and agent models for use in conversational
search.

These are currently under active investigation with some parts already imple-
mented.

Future Work

1. Development of evaluation strategy and test data.
2. Implementation of models of prototype conversational search components and

system.
3. Evaluation of proposed models.

5 Research Issues for Discussion at the Doctoral
Consortium

Conversational search is a rapidly emerging research area which is currently
attracting considerable interest from the information retrieval research commu-
nity.

The scope of potential research in conversational search is very broad. As this
time, I need to work towards determining the exact form of the main focus in
my PhD research. As part of deciding the topics that I will concentrate on, I am
interested in identifying potential risks in my plans, and in developing potential
response plans for these.

Regardless of the exact topics investigated, evaluation is an important com-
ponent of experimental IR research. The emerging nature of research in conver-
sational search means that there are no standard evaluation methods or datasets
available for work in this area. I am thus very interested to get input on this
aspect of my work.
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Abstract. Many real-world searches are examples of complex informa-
tion needs such as exploratory, comparative or survey oriented searches.
In these search scenarios, users engage interactively with search systems
to tackle their information needs. On one hand, user interactions can
be leveraged to induce search intents and reformulate queries. On the
other hand, the nature of these scenarios introduces constraints in the
search process. For instance, systems are expected to satisfy the informa-
tion needs earlier in the interaction. This research investigates a dynamic
diversification approach that observes user interactions and dynamically
changes its behaviour in response. In this research, we investigated how
dynamic diversification methods should be evaluated. In that regard, we
studied and analysed a wide range of offline metrics that model topi-
cal relevance novelty and user effort. In addition, this research investi-
gates how to exploit user interactions to develop dynamic diversification
methods. In particular, we study the impact of the different dimensions
of user relevance feedback, the internal components of relevance feed-
back algorithms and diversification methods on the overall performance
of dynamic diversification methods. Lastly, we intend to measure user
satisfaction with these methods using a controlled user study.

Keywords: Evaluation · Dynamic search · Relevance feedback ·
Diversification

1 Motivation

Many search tasks are complex, exploratory in nature and run over multiple
iterations. Users in such tasks provide signals of search intents and relevance
over the entire search session. In multi-page search [15], user clicks of documents
and dwell times are implicit signals of relevance. In professional search such
as patent prior art, users are willing to rate relevance of search results if search
systems can learn and improve [17]. In conversational search, users might instruct
search systems to focus or discard certain content. These tasks are examples of
dynamic search where systems can learn from user interaction and dynamically
modify their outputs.

In these search scenarios, factors such as topical relevance, novelty and the
amount of user effort impact the overall user satisfaction with search results
c© Springer Nature Switzerland AG 2019
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[8]. Managing relevance and novelty have been studied extensively within search
result diversification where the aim is to tackle query ambiguity (e.g. apple the
fruit vs Apple the company) and underspecified information needs [14]. The
essence of search result diversification is how to rank documents to balance top-
ical relevance and novelty (covering various intents or subtopics), so the ranking
can satisfy users with different query intents in a single-iteration search session.
In an interactive scenario or medium, diversification methods could leverage user
feedback and session history to deliver better results. For instance, user explicit
feedback can be used to penalize unseen documents that are similar to the seen
non-relevant documents.

In this research, we hypothesize that a diversification approach that changes
its output dynamically based on search session history (user feedback) will
improve user satisfaction. We call this approach dynamic diversification.

2 Research Questions

Several effectiveness metrics have been proposed to model topical relevance,
novelty and the amount of user effort in their formulations. As these metrics
address multiple (and sometimes competing) aspects of performance, it is unclear
whether they behave as intended by rewarding systems that retrieve relevant
and novel documents while minimizing user effort. As a result, the first research
question we investigate is:

RQ 1: How can interactive complex search be evaluated? There are a lot of met-
rics that aim to evaluate some or all of the dimensions of dynamic search qual-
ity, such as topical relevance, novelty and user effort. In answering this ques-
tion, we investigate which of these metrics model which dimensions as well as
the intuitiveness and reliability of these metrics in capturing the dimensions.

Depending on the search task, studies have utilized different approaches to
tackle user information needs by leveraging various types and granularity-levels
of user feedback. Sloan and Wang [15] instantiated a Markov Hidden model in an
exploratory multi-page search where they used simulated user clicks to update
and rank documents in later pages. In the TREC Dynamic Domain track [17],
many runs used various combinations of relevance feedback algorithms, feedback
representations and diversification methods to diversify search results over mul-
tiple iterations. However, it is not clear from these studies what contributes to
the performance of these methods. For instance, Moraes et al. [10] and Joganah
et al. [9] used passage- and subtopic-level simultaneously in their runs1, but it
is not clear whether the observed improvements were due to the exploitation
1 Topic-level feedback is when a user rates the relevance of an information unit to the

general topic of the user information need. In a subtopic-level feedback, the relevance
judgments are based on the subtopics of the query. Document-level feedback is a user
rates the overall relevance of documents (whole content) to the topic or a subtopic
of the information need. A passage-level is when relevance judgments are provided
based on passages (text chunks) from the documents.
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of the subtopic-level relevance information, passage-oriented representation, uti-
lization of diversification methods or simply using multiple queries in their runs.
Furthermore, an overlap exists between the internal components of diversifica-
tion frameworks and relevance feedback algorithms. For instance, the Explicit
Query Aspect Diversification [13] (xQuAD) framework relies on its sub-query
representations to diversify search results. Similarly, researches have found using
multiple queries improves performance in interactive document retrieval [4]. In
this research, we systemically study the impact of the components on dynamic
diversification methods. Our second research question is:

RQ 2: How do the user feedback dimensions, relevance feedback algorithms and
diversification methods impact the performance of dynamic diversification?

The outcomes of RQ 1 informed choosing metrics to evaluate methods in RQ
2. Nevertheless, the evaluation is offline using metrics with underlined assump-
tions about user behavior. To test our hypothesis, we intend to study the quality
of dynamic diversification methods from a user perspective. In particular, we aim
to answer the following research question:

RQ 3: How do users rate using dynamic diversification to tackle complex infor-
mation needs?

3 Research Methodology and Proposed Experiments

3.1 Results So Far

To answer RQ 1, we performed a meta-analysis study of dynamic search metrics.
This analysis consists two experiments. In the first experiment, we performed
an axiomatic-based analysis, which was published as a long paper in ADCS
2018 [2]. In the second experiment, published in ECIR 2019 [1], we adapted two
meta-analysis frameworks: the Intuitiveness Test [12] and Metric Unanimity [3]
to study dynamic search metrics. We also studied how well these two approaches
agree with each other.

3.2 Research Methodology and Experiments

Anatomy of Dynamic Diversification Component Performances. To
answer RQ 2, we plan to instantiate the point-grid performance analysis frame-
work of Ferro and Silvello [7] on dynamic diversification. In particular, we will
first build a grid of points (GoP) containing all the combinations of dynamic
diversification component configurations. Then we will perform General Linear
Mixed Model (GLMM) and analysis of variance (ANOVA). We have identified
four main components in dynamic diversification: initial ranking, diversification
methods, relevance feedback methods and feedback dimensions. In particular,
we used the following configurations:
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– Initial ranking: query language model, Sequential Dependence model, BM25
and Vector Space Model.

– Relevance feedback algorithms: Relevance Model [18], the Rocchio method
[11], Mixture model [4].

– Diversification: Maximum Marginal Relevance [5], xQuAD [13], PM2 [6].
– Feedback dimensions: which dimensions of the user feedback a dynamic sys-

tem utilizes to update its dynamic ranking. This can be decomposed into
multiple dimensions: feedback level (topic-level vs subtopic-level relevance),
feedback type (positive vs negative), feedback unit (document vs passage).

We will instantiate the framework in the TREC Dynamic Domain collections,
TREC Web Diversity, and TREC Session collection.

User-Based Evaluation of Dynamic Diversification. As described previ-
ously, dynamic diversification can be instantiated in multiple search scenarios,
such as multi-page search, specialized domain search and conversational search.
To answer RQ 3 and evaluate dynamic diversification from the user perspective,
we will instantiate dynamic diversification in the third scenario. In particular,
we aim to answer the following sub questions:

1. Does dynamic diversification lead to a better user satisfaction as compared
to non-dynamic methods?

2. How well do dynamic search metrics correlate with user satisfaction?

One of the challenges in studying user satisfaction in conversational search is that
user satisfaction is affected by factors related to presentation modality (speech
vs text), conversational aspect (dialogue management) and system components
(e.g. Automatic Speech Recognition quality and Natural Language Understand-
ing).

One approach to tackle this is the experimental setup used in Trippas et al.
[16] where two persons take the roles of the search process actors: the user and
the search system. The first person acts an information receiver (the search user),
whereas the other person acts as an information retriever (the mediator between
the search system and the user).

Another approach is to evaluate dynamic diversification in an interactive
search interface using different configurations. In particular, given two systems
(a static and a dynamic systems), we could measure user satisfaction under
various variables, such as presentation modality and communication method.
The first focuses on how search results are presented to users. There are two
options: text and speech. The second variable focuses on how user gives inputs
and receives outputs. Options are buttons and voice commands.

We will recruit users to perform search tasks using two systems: a dynamic
diversification based system and a system employing the best static method
from the previous experiments (RQ 2). At the end of each session, users will be
asked to rate the overall search system performance. After collecting data, we
measure correlations using Pearson’s r and Spearman’s p. We evaluate a metric
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by how well it predicts user-rated performance. As for comparing the dynamic
diversification system to the static system, the average user rating of the system
performance will be used to judge whether dynamic diversification could lead to
a better user satisfaction.

Acknowledgement. This research was partially supported by Australian Research
Council (projects LP130100563 and LP150100252), and Real Thing Entertainment Pty
Ltd.
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Abstract. Various ways of determining ambiguity of search queries
exist for general search. Relevancy of result documents for searches how-
ever is not determined by the query alone. The current user intent is
what drives a search and determines if results are useful. Intent ambigu-
ity describes queries that might have multiple intents. Conventional dis-
ambiguation methods might not work in specialised search where a goal
is usually similar or the same (e.g. finding job offerings in job search).
Research described in this document investigates how to determine sin-
gle and possible multi-intent queries for job search and how contextual
information, especially backstories, affect the job search process. Results
will lead to a better understanding of how important backstories and
the handling of intent ambiguity are in specialised information retrieval.
The importance of test collections with built-in ambiguity to better test
performance will also be indicated. The proposed research is conducted
with data from a major Australian job search platform.

Keywords: Information need · Backstory · Intent ambiguity

1 Motivation

Ambiguity in information retrieval processes is a common problem which
retrieval systems need to handle to provide suitable results for search queries.
In case of word-sense ambiguity, the query itself can have multiple meanings
[13]. In order to detect and handle such queries, thesauri in various forms can
be used to either concentrate on one specific meaning or incorporate documents
matching different meanings into the search results. An example of an online
thesaurus service is WordNet [15]. The online encyclopedia Wikipedia employs
disambiguation pages, on which the user can select a specific concept in case the
search term has multiple meanings [18]. An other form of ambiguity is intent
ambiguity. This means that different users have different intents in mind when
they conduct a search with the same search query [12]. It is more difficult for
IR systems to deal with this type of ambiguity because the user’s intent is not
c© Springer Nature Switzerland AG 2019
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known. This intent is expressed in search queries which might not convey the
complete information need. In order to handle queries with multiple possible
intents more effectively, contextual information is required.

The proposed research looks at how intent ambiguity can be determined in
specialised, task-based IR. In such domains, conventional disambiguation mea-
sures might be ineffective. Furthermore, this research investigates how backsto-
ries influence the search process. A backstory is a narrative of a searcher’s current
situation that determines the intent [5]. This intent leads to a formulated search
query that is processed by an IR system. Backstories are not only potentially
useful for query disambiguation but are the standard way in general IR test col-
lections to convey a search scenario or intention. Backstories from general test
collections however might not be useful in specialised IR since the task is usu-
ally different (e.g. specifically finding a job in the case of job search). Thus, new
backstory collections are necessary for test collections and research. Job search
is chosen as instantiation of specialised IR due to the availability of production
search log data from a major Australian job search platform.

2 Related Work

We will present existing literature related to ambiguous queries as well as work
associated with backstories.

Ambiguity in Information Retrieval. For ambiguous queries, different result
documents are relevant depending on the information need [12]. Next to word-
sense ambiguity databases, such as WordNet [15], multiple approaches exist to
mine ambiguous queries from search engine logs. The use of overall click entropy
is described in Mei and Church [14]. An extension is the user averaged click
entropy by Wang and Agichtein [19]. Query reformulations by multiple users
might also indicate ambiguity [17]. Phan et al. [16] examined if longer search
queries imply a narrower information need. They found that broad needs cor-
respond to shorter queries but narrower needs are not necessarily expressed in
longer queries. Hafernik and Jansen [11] manually classified queries into the cat-
egories broad and narrow based on occurrences of certain features. The findings
concur with these of Phan et al. [16]. Sanderson [18] explained that test col-
lections represent topics unambiguously. He showed that ambiguous queries are
common in modern search and argued that test collections with built-in ambi-
guity are needed. IR systems might employ result diversification techniques to
deliver results relevant to different meanings or intents of ambiguous queries
[1,7–10].

The Importance of Backstories. To evaluate the relationship between search
query length and information need specificity, Phan et al. [16] had experiment
participants think of backstories and suitable search queries. Bailey et al. [4] man-
ually created backstories for TREC topics and crowd-sourced multiple queries
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for each backstory to create a test collection with query variability. Backstories
also constitute an integral part in an alternative evaluation method developed by
Borlund and Ingwersen [5]. In comparison to TREC environments, where topic
narratives provide clear instructions about what is considered relevant, Borlund
and Ingwersen [5] let users formulate their own search queries and determine
relevant results. The queries are formulated based on what they call simulated
work task situations (a description of a user’s current situation that requires
them to use an IR system). It is used to describe the environment to the users
and make them understand the problem that needs to be solved. Users will gen-
erate different search queries and deem different results relevant based on their
own interpretation of the information need. This better resembles real-life IR
system usage. In follow-up research, Borlund and Ingwersen [6] demonstrated
that real information needs can be substituted with simulated ones.

3 Proposed Research

In this section, we present the proposed research questions and methodology.

3.1 Research Questions

The following main research questions are proposed during the candidature. All
research questions are investigated in the area of specialised IR, more specifically
job search. A comparison to other search areas would be a valuable addition.

RQ1 – In Which Ways Do Different Types of Queries Affect Back-
stories Associated with Searches? Does a varying degree of diversity in
the background contexts of searchers exist, depending on if a search query has
a single, specific or multiple intents? If so, it is important to evaluate search
engines with suitable test collections that account for these situations. Relevant
documents should change with the user intent. It would also mean that search
result diversification is a useful method to cater for multiple different intents.

RQ2 – How Do Backstories Affect Relevance Judgements? Result rele-
vance would presumably change for ambiguous queries when considering contex-
tual information. If backstories are significantly important for relevance judge-
ments, the suggestion of more diverse test collections would be strengthened
[18].

RQ3 – How Do Backstories Affect Search Query Formulations? Do
diverse query result sets lead to more specific queries with specific backstories
in mind, compared to ambiguous queries without knowledge about the search
situation? Do diverse backstories for a given search result lead to more diverse
queries as opposed to similar ones that convey closely related scenarios? Do
diverse backstories encourage the formulation of ambiguous or specific queries?
Are query filters used if they are present in the backstory?



378 M. Steiner

3.2 Methodology

After determining a suitable method to distinguish between single and possible
multiple intent job search queries, crowd-sourcing experiments are proposed to
gather backstories and explore how they affect different search aspects.

Research Question 1. If current methods to distinguish between ambiguous
and unambiguous queries for general purpose search [17,19] are unsuitable for
specialised IR systems, a suitable method needs to be developed.

A methodology to crowd-source backstories will be established so they can
be generated at a large scale for a relatively low price. Writing a narrative for a
search intent entails higher imaginative loads compared to possibly simpler tasks
that can successfully be crowd-sourced, such as judging relevance [2,3]. Crowd-
sourced backstories are then compared via different methods to determine if
they vary in similarity based on the intent class of the query for which they were
generated. A significant difference would inform the usefulness of search result
diversification based on queries.

The crowd-sourcing experiment is extended with query filters to determine
if they have any effect on formulated backstories, i.e. if the settings are reflected
in the backstories and which settings are more important.

Research Question 2. To determine if evaluation processes for specialised
IR systems would benefit from ambiguity in test collections, relevance assess-
ments will be crowd-sourced for query-result pairs of different intent levels. It is
evaluated if judgements differ significantly based on the query intent level.

Relevance judgements made with backstories in mind compared to ones with
just the search query present are compared to evaluate if backstories are impor-
tant for relevance judgements as well as query disambiguation or if judgements
are primarily made based on the query string alone. Furthermore, it is evaluated
if backstories aid in assessor agreement when judging relevance.

Research Question 3. Search queries are crowd-sourced for multiple results
where the query leading to the results was ambiguous. As optional information, a
backstory is presented. Resulting queries are then analysed in terms of diversity
to evaluate the disambiguation factor of backstories.

Furthermore, search queries are crowd-sourced for given pairs of backstories
and search results. Closely related, specific backstories will be presented as well
as a diverse range of different backstories. It is evaluated if specific backstories
lead to similarly formulated search queries and different backstories lead to a
wide variety of search queries.

Queries as well as additional query filters are gathered to evaluate if filter
information present in backstories is actually used as part of the search or if
backstories are merely transformed into a keyword query. This would inform the
importance of different query parameters.
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Abstract. The algorithm selection problem describes the challenge of identi-
fying the best algorithm for a given problem space. In many domains, partic-
ularly artificial intelligence, the algorithm selection problem is well studied, and
various approaches and tools exist to tackle it in practice. Especially through
meta-learning impressive performance improvements have been achieved. The
information retrieval (IR) community, however, has paid little attention to the
algorithm selection problem, although the problem is highly relevant in infor-
mation retrieval. This workshop will bring together researchers from the fields
of algorithm selection and meta-learning as well as information retrieval. We
aim to raise the awareness in the IR community of the algorithm selection
problem; identify the potential for automatic algorithm selection in information
retrieval; and explore possible solutions for this context. In particular, we will
explore to what extent existing solutions to the algorithm selection problem
from other domains can be applied in information retrieval, and also how
techniques from IR can be used for automated algorithm selection and meta-
learning.

1 Motivation

There is a plethora of algorithms for information retrieval applications, such as search
engines and recommender systems. There are about 100 approaches to recommend
research papers alone [1]. The question that researchers and practitioners alike are faced
with is which one of these approaches to choose for their particular problem. This is a
difficult choice even for experts, compounded by ongoing research that develops ever
more approaches.
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The challenge of identifying the best algorithm for a given application is not new.
The so-called “algorithm selection problem” was first mentioned in the 1970s [2] and
has attracted significant attention in various disciplines since then. Particularly in
artificial intelligence, impressive performance achievements have been enabled by
algorithm selection systems. A prominent example is the SATzilla system [3].

More generally, algorithm selection is an example of meta-learning, where the
experience gained from solving problems informs how to solve future problems. Meta-
learning and automating modelling processes has gained significant traction in the
machine learning community, in particular with so-called AutoML approaches that
automate the entire machine learning and data mining process from ingesting the data
to making predictions. An example of such a system is Auto-WEKA [4]. There have
also been multiple competitions [5, 6] and workshops, symposia and tutorials [7–11],
including a Dagstuhl seminar [8]. The OpenML platform was developed to facilitate
the exchange of data and machine learning models to enable research into meta-
learning [12].

Despite the significance of the algorithm selection problem and notable advances in
solving it in many domains, the information retrieval community has paid little
attention to it. There are a few papers that investigate the algorithm selection problem
in the context of information retrieval, for example in the field of recommender systems
[13–21]. However, the number of researchers interested in this topic is limited, and
results so far have been not as impressive as in other domains.

There is potential for applying IR techniques in meta-learning as well. The algo-
rithm selection problem can be seen as a traditional information retrieval task, i.e. the
task of identifying the most relevant item (an algorithm) from a large corpus (thousands
of potential algorithms and parameters) for a given information need (e.g. classifying
photos or making recommendations). We see great potential for the information
retrieval community contributing to solving the algorithm selection problem.

2 Objectives, Outcomes and Vision for the Workshop

We propose the 1st Interdisciplinary Workshop on Algorithm Selection and Meta-
Learning in Information Retrieval (AMIR)1. We aim at achieving the following goals:

• Raise awareness in the information retrieval community of the algorithm selection
problem.

• Identify the potential for automated algorithm selection and meta learning in IR
applications.

• Familiarize the IR community with algorithm selection and meta-learning tools and
research that has been published in related disciplines such as machine learning.

• Find solutions to address and solve the algorithm selection problem in IR.

The expected outcome is a workshop proceedings book, which we aim to publish at
http://www.ceur-ws.org/. Our vision is to establish a regular workshop at ECIR or

1 http://amir-workshop.org/.
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related venues (e.g. SIGIR, UMAP, RecSys) and eventually – in the long run – solve
the algorithm selection problem in information retrieval. We hope to stimulate col-
laborations between researchers in IR and meta-learning through presentations and
discussions at the workshop, which will ultimately lead to joint publications and
research proposals.

3 Topical Outline

We will explore (a) how existing solutions for algorithm selection and meta-learning
can be applied to identify the best algorithm for a given information retrieval problem
and (b) how information retrieval techniques may be applied to solve the algorithm
selection problem in IR and other domains.

More precisely, topics relevant for the workshop are

• Automated Machine Learning
• Algorithm Selection
• Algorithm Configuration
• Meta-Learning
• Hyper-Parameter Optimization
• Evaluation Methods and Metrics
• Benchmarking
• Meta Heuristics

• Learning to Learn
• Recommender Systems for Al-

gorithms
• Algorithm Selection as User 

Modeling Task 
• Search Engines for Algorithms
• Neural Network Search

4 Planned Format and Structure

We envision a half-day workshop with the following submission types.

• Research Papers, Position Papers, Case Studies (6 or 12 pages, LNCS format) with
5–15 min presentations at the Workshop

• Posters, Demonstrations, Nectar2, Datasets (4 pages, LNCS format) with a 1–2 min
teaser presentation, and a poster session.

The tentative schedule is as follows.

8:30   Poster setup
9:00 Welcome and 
9:10 Keynote Talk
9:45 Poster Pitches

10:00 Coffee Break and Posters  
10:30 Paper Presentations
12:00 Lunch, Outlook, Discussion

2 A Nectar track allows well known researchers to present a summary of their recent work relating to
the workshop topic. Compare http://www.ecmlpkdd2018.org/nectar-track/.
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Depending on the number of submissions, part of the paper session may be
replaced by a panel discussion with experts from IR and machine learning to discuss
the algorithm selection problem in the context of information retrieval in depth.

5 Expected Audience and Attendees

Workshops on the algorithm selection problem in the field of machine learning
attracted significant attention. For instance, the Meta-Learning and Algorithm Selection
Workshop at ECMLPKDD in 2015 resulted in 15 publications [9]. The Workshop on
Meta-Learning (MetaLearn 2017) at NIPPS resulted in 29 publications, including
posters [10]. Given that the algorithm selection problem is less known in the IR
community, we expect around 5 publications (short and full paper) plus a few posters.

We are confident to receive a significant number of manuscripts and expect a high
number of attendees as the algorithm selection problem is relevant for everyone in
information retrieval, particularly for everyone who wants to deploy a real-world
system. It is an easy-to-understand problem that every researcher has faced
himself/herself; and has attracted a lot of attention in other communities already.

6 Organizers

6.1 Joeran Beel

Joeran Beel3 is Assistant Professor in Intelligent Systems at the School of Computer
Science and Statistics at Trinity College Dublin. He is also affiliated with the ADAPT
Centre, an interdisciplinary research center that cooperates with industry partners
including Google, Deutsche Bank, and Huawei. Joeran is further a Visiting Professor at
the National Institute of Informatics in Tokyo. His research focuses on information
retrieval, recommender systems, user modeling and machine learning. He has devel-
oped novel algorithms in these fields and conducted research on the question of how to
evaluate information retrieval systems. Joeran is serving as general co-chair of the 26th
Irish Conference on Artificial Intelligence and Cognitive Science and served on pro-
gram committees for major information retrieval venues including SIGIR, ECIR,
UMAP, RecSys, and ACM TOIS.

6.2 Lars Kotthoff

Lars Kotthoff4 is Assistant Professor at the University of Wyoming. He leads the Meta-
Algorithmics, Learning and Large-scale Empirical Testing (MALLET) lab and has
acquired more than $400 K in external funding to date. Lars is also the PI for the
Artificially Intelligent Manufacturing center (AIM) at the University of Wyoming. He
co-organized multiple workshops on meta-learning and automatic machine learning

3 https://www.scss.tcd.ie/joeran.beel/.
4 http://www.cs.uwyo.edu/*larsko/.

386 J. Beel and L. Kotthoff

https://www.scss.tcd.ie/joeran.beel/
http://www.cs.uwyo.edu/%7elarsko/


(e.g. [9]) and the Algorithm Selection Competition Series [5]. He was workshop and
masterclass chair at the CPAIOR 2014 conference and organized the ACP summer
school on constraint programming in 2018. His research combines artificial intelligence
and machine learning to build robust systems with state-of-the-art performance. Lars’
more than 60 publications have garnered *800 citations and his research has been
supported by funding agencies and industry in various countries.
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Abstract. Building upon the success of the first edition, we organize the sec-
ond edition of the Text2Story Workshop on Narrative Extraction from Texts in
conjunction with the 41st European Conference on Information Retrieval (ECIR
2019) on April 14, 2019. Our objective is to further consolidate the efforts of the
community and reflect upon the progress made since the last edition. Although
the understanding of natural language has improved over the last couple of years
– with research works emerging on the grounds of information extraction and
text mining – the problem of constructing consistent narrative structures is yet to
be solved. It is expected that the state-of-the-art has been advancing in pursuit of
methods that automatically identify, interpret and relate the different elements of
narratives which are often spread among different sources. In the second edition
of the workshop, we foster the discussion of recent advances in the link between
Information Retrieval (IR) and formal narrative representations from text.

Keywords: Information extraction � Narrative extraction

1 Background and Motivation

The continuous growth of social networks such as Facebook and Twitter, together with
an ever-increasing presence of traditional news media outlets on the Web [11, 12] has
changed the way information is being generated and consumed. Rather than relying on
a few sources of information about an event or a news item topic (e.g. Trump and
Russia), readers now have easy access to content via multiple sources (news websites,
Facebook posts, etc.) produced by journalists and social media influencers. Further,
active reader participation on social media and comments section of news articles are
very common, with discussions lasting over days, weeks or possibly, months. Such a
stream of continuously evolving information makes it extremely unwieldy and
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time-consuming for an interested reader to track, read, and process different sources of
information in order to keep abreast of all the developments and different aspects of the
topic of interest. One way to overcome these problems is to grasp a vast set of
interconnected news articles (or similar unstructured collections), extract the key
narrative/story elements, and represent them in intermediate data structures (structured
data) that convey the key-points of the story in a way that can be easily and quickly
consumed by the readers. Games are very attractive and can be particularly compelling
means to capture an audience [4], but other simpler forms of narrative representation
such as keyword clouds [1], timeline summarizations [13, 15], visual storytelling [10],
video narratives [16] or semi-automatic generation of slide shows [3] are also chal-
lenging, useful and widely applicable [6]. These alternate narrative representations can
help the readers to quickly understand who the main actors of a story are, their interplay
and their trajectories in time and space, motivations, main events, causal relations of
events and outcomes without having the need to read the original sources (a.k.a. distant
reading [5]). Although information extraction and natural language processing have
made significant progress towards automatic interpretation of texts, the problem of fully
identifying and relating the different elements of a narrative present in a document
(set) still present significant unsolved challenges [7].

Building upon the success of the first edition of the Text2Story workshop [8], we
organize its second edition at the 41st European Conference on Information Retrieval
(ECIR 2019) on April 14, 2019. The workshop is devoted to narrative extraction from
texts as a way to raise awareness about the problem of creating a text-to-narrative-
structure and its related tasks. This is a very rich line of research that has been con-
ducted over the last few years by many research groups [2, 9, 14]. The main goal of the
workshop is to bring together scientists conducting relevant research in the field of
identifying and producing narratives/stories from textual sources, such as journalistic
texts, scientific articles or even fragmented sources. Scientists will present their latest
breakthroughs with an emphasis on the application of their findings on relevant
research from a wide range of areas including information extraction, information
retrieval, natural language processing, text mining, artificial intelligence, machine
learning and augmented writing (automatic production of media content).

Research works submitted to the workshop foster the scientific advance on all
aspects of storyline generation from texts including, but not limited to, narrative and
content generation, formal representation, and visualization of narratives. This includes
the following topics:

– Event Identification
– Narrative Representation Language
– Sentiment and Opinion Detection
– Argumentation Mining
– Narrative Summarization
– Multi-modal Summarization
– Storyline Visualization
– Temporal Aspects of Storylines
– Story Evolution and Shift Detection
– Causal Relation Extraction and Arrangement
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– Evaluation Methodologies for Narrative Extraction
– Big data applied to Narrative Extraction
– Resources and Dataset showcase
– Personalization and Recommendation
– User Profiling and User Behavior Modeling
– Credibility
– Models for detection and removal of bias in generated stories
– Ethical and fair narrative generation
– Fact Checking
– Bots Influence
– Bias in Text Documents
– Automatic Timeline Generation

2 Program Committee and Support Chairs

The program committee members consist of researchers from industry and academia.
The following members form the program committee:

– Nicola Ferro (University of Padova)
– Miguel Martinez-Alvarez (Signal)
– João Magalhães (New University of Lisbon)
– Federico Nanni (University of Mannheim)
– Dhruv Gupta (Max Planck Institute for Informatics)
– Yihong Zhang (Kyoto University)
– Nuno Moniz (LIAAD/INESC TEC)
– Bruno Martins (IST and INESC-ID - IST, University of Lisbon)
– Mark Finlayson (Florida International University)
– Marc Spaniol (Université de Caen Normandie)
– Nina Tahmasebi (University of Gothenburg)
– Florian Boudin (Université de Nantes)
– Henrique Lopes Cardoso (University of Porto)
– Udo Kruschwitz (University of Essex)
– Mengdie Zhuang (The University of Sheffield)
– Daniel Loureiro (University of Porto)
– Daniel Gomes (FCT/Arquivo.pt)
– Pablo Gamallo (University of Santiago de Compostela)
– Paulo Quaresma (Universidade de Evora)
– Sérgio Nunes (University of Porto)
– Álvaro Figueira (University of Porto)
– Gaël Dias (Normandie University)
– Gerasimos Lampouras (The University of Sheffield)
– Conceição Rocha (CPES INESC TEC)
– João Paulo Cordeiro (LIAAD INESC TEC; University of Beira Interior)
– Arian Pasquali (LIAAD INESC TEC)
– Vítor Mangaravite (UFMG; LIAAD INESC TEC)
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Proceedings Chair

– Conceição Rocha (CPES INESC TEC)
– João Paulo Cordeiro (LIAAD INESC TEC; University of Beira Interior)

Web Chair

– Arian Pasquali (LIAAD INESC TEC)

Dissemination Chair

– Vítor Mangaravite (UFMG; LIAAD INESC TEC)
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Abstract. The Bibliometric-enhanced Information Retrieval workshop
series (BIR) at ECIR tackles issues related to academic search, at the
crossroads between Information Retrieval and Bibliometrics. BIR is a hot
topic investigated by both academia (e.g., ArnetMiner, CiteSeerχ, Doc-
Ear) and the industry (e.g., Google Scholar, Microsoft Academic Search,
Semantic Scholar). An 8th iteration of the one-day BIR workshop was
held at ECIR 2019.

Keywords: Academic search · Information retrieval ·
Digital Libraries · Bibliometrics · Scientometrics

1 Motivation and Relevance to ECIR

Searching for scientific information is a long-lived information need. In the early
1960s, Salton was already striving to enhance information retrieval by includ-
ing clues inferred from bibliographic citations [21]. The development of cita-
tion indexes pioneered by Garfield [6] proved determinant for such a research
endeavour at the crossroads between the nascent fields of Information Retrieval
(IR) and Bibliometrics1. The pioneers who established these fields in Informa-
tion Science—such as Salton and Garfield—were followed by scientists who spe-
cialised in one of these [26], leading to the two loosely connected fields we know
of today.

The purpose of the BIR workshop series founded in 2014 is to tighten up
the link between IR and Bibliometrics. We strive to get the ‘retrievalists’ and
‘citationists’ [26] active in both academia and the industry together, who are
1 Bibliometrics refers to the statistical analysis of the academic literature [20] and plays

a key role in scientometrics: the quantitative study of science and innovation [9].
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developing search engines and recommender systems such as ArnetMiner [24],
CiteSeerχ [27], DocEar [1], Google Scholar [25], Microsoft Academic Search [23],
and Semantic Scholar [2], just to name a few.

Bibliometric-enhanced IR systems must deal with the multifaceted nature
of scientific information by searching for or recommending academic papers,
patents [7], venues (i.e., conferences or journals), authors, experts (e.g., peer
reviewers), references (to be cited to support an argument), and datasets. The
underlying models harness relevance signals from keywords provided by authors,
topics extracted from the full-texts, coauthorship networks, citation networks,
and various classifications schemes of science.

Bibliometric-enhanced IR is a hot topic whose recent developments made
the news—see for instance the Initiative for Open Citations [22] and the Google
Dataset Search [5] launched on September 4, 2018. We believe that BIR@ECIR
is a much needed scientific event for the ‘retrievalists’ and ‘citationists’ to meet
and join forces pushing the knowledge boundaries of IR applied to literature
search and recommendation.

2 Past Related Activities

The BIR workshop series was launched at ECIR in 2014 [18] and it was held
at ECIR each year since then [12–14,17]. As our workshop has been lying at
the crossroads between IR and NLP, we also ran it as a joint workshop called
BIRNDL (for Bibliometric-enhanced IR and NLP for Digital Libraries) at the
JCDL [3] and SIGIR [10,11] conferences. All workshops had a large number
of participants, demonstrating the relevance of the workshop’s topics. The BIR
and BIRNDL workshop series gave the community the opportunity to discuss
latest developments and shared tasks such as the CL-SciSumm [8], which was
introduced at the BIRNDL joint workshop.

The authors of the most promising workshop papers were offered the oppor-
tunity to submit an extended version for a Special Issue for the Scientometrics
journal [4,19] and of the International Journal on Digital Libraries [16].

The target audience of our workshop are researchers and practitioners, junior
and senior, from Scientometrics as well as Information Retrieval. These could
be IR researchers interested in potential new application areas for their work
as well as researchers and practitioners working with, for instance, bibliometric
data and interested in how IR methods can make use of such data.

3 Objectives and Topics for BIR@ECIR 2019

We called for original research at the crossroads of IR and Bibliometrics. The
accepted papers report on new approaches using bibliometric clues to enhance
the search or recommendation of scientific information or significant improve-
ments of existing techniques. Thorough quantitative studies of the various cor-
pora to be indexed (papers, patents, networks or else) were also welcome.
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Fig. 1. Main topics of the BIR and BIRNDL workshop series (2014–2018) as extracted
from the titles of the papers published in the proceedings, see https://dblp.org/search?
q=BIR.ECIR

The topics of the workshop are in line with those of the past BIR and
BIRNDL workshops (Fig. 1): a mixture of IR and Bibliometric concepts and
techniques. More specifically, the call for papers featured current research issues
regarding three aspects of the search/recommendation process:

1. User needs and behaviour regarding scientific information, such as:
– Finding relevant papers/authors for a literature review;
– Measuring the degree of plagiarism in a paper;
– Identifying expert reviewers for a given submission;
– Flagging predatory conferences and journals.

2. The characteristics of scientific information:
– Measuring the reliability of bibliographic libraries;
– Spotting research trends and research fronts.

3. Academic search/recommendation systems:
– Modelling the multifaceted nature of scientific information;
– Building test collections for reproducible BIR.

4 Peer Review Process and Organization

The 8th BIR edition ran as a one-day workshop, as it was the case for the
previous editions. Keynote talks by leading scientists working at the crossroads
between IR and Scientometrics kicked off the day.

https://dblp.org/search?q=BIR.ECIR
https://dblp.org/search?q=BIR.ECIR
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Two types of papers were presented: long papers (15-min talks) and short
papers (5-min talks). Two interactive sessions closed the morning and evening
sessions with posters and demos. These sessions allowed us to discuss the lat-
est developments in the field and opportunities. The interactive sessions were
announced with the workshop program. We invited anyone attending to demon-
strate their prototypes during flash presentations (5 min). These interactive ses-
sions served as ice-breakers, sparking interesting discussions that usually contin-
ued during lunch and the cocktail party. The sessions were also an opportunity
for our speakers to further discuss their work.

We ran the workshop with peer review supported by EasyChair2. Each sub-
mission was assigned to 2 to 3 reviewers, preferably at least one expert in IR
and one expert in Bibliometrics. The stronger submissions were accepted as long
papers while weaker ones were accepted as short papers, posters, or demos. All
authors were instructed to revise their submission according to the reviewers’
reports. All accepted papers are planned to be in the workshop proceedings
hosted at ceur-ws.org, an established open access repository with no author-
processing charges.

As a follow-up of the workshop, the co-chairs will write a report summing
up the main themes and discussions to SIGIR Forum [15, for instance] and
BCS Informer3, as a way to advertise our research topics as widely as possible
among the IR community. All authors are encouraged to submit an extended
version of their papers to the Special Issue of the Scientometrics journal that
will be announced in Spring 2019.
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Abstract. Social media platforms have become powerful tools to collect
the preferences of the users and get to know them more. Indeed, in order
to build profiles about what they like or dislike, a system does not only
have to rely on explicitly given preferences (e.g., ratings) or on implicitly
collected data (e.g., from the browsing sessions). In the middle, there lie
opinions and preferences expressed through likes, textual comments, and
posted content. Being able to exploit social media to mine user behavior
and extract additional information leads to improvements in the accuracy
of personalization and search technologies, and to better targeted services
to the users. In this workshop, we aim to collect novel ideas in this field
and to provide a common ground for researchers working in this area.

Keywords: Social media · Personalization · Search

1 Introduction

In order to improve the web experience of the users, classic personalization tech-
nologies (e.g., recommender systems) and search engines usually rely on static
schemes. Indeed, users are allowed to express ratings in a fixed range of values
for a given catalogue of products, or to express a query that usually returns the
same set of webpages/products for all the users.

With the advent of social media, users have been allowed to create new con-
tent and to express opinions and preferences through likes and textual comments.
Moreover, the social network itself can provide information on who influences
whom. Being able to mine usage and collaboration patterns in social media and
to analyze the content generated by the users opens new frontiers in the gen-
eration of personalization services and in the improvement of search engines.
Moreover, recent technological advances, such as deep learning, are able to pro-
vide a context to the analyzed data. Even though social media platforms offer
c© Springer Nature Switzerland AG 2019
L. Azzopardi et al. (Eds.): ECIR 2019, LNCS 11438, pp. 401–402, 2019.
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an abundance of data, recent regulations like the GDPR, limit the way in which
personal data is collected, treated, and stored. Hence, users’ consent and privacy
has become a prominent and timely issue.

The aim of this workshop is to discuss novel ideas related to employing social
media for personalization and search purposes, focused (but not limited) to the
following list:

– Recommender systems
– Search and tagging
– Query expansion
– User modeling and profiling
– Advertising and ad targeting
– Content classification, categorization, and clustering
– Using social network features/community detection algorithms for personal-

ization and search purposes
– Privacy-aware algorithms

2 Workshop Structure

The workshop has two main objectives. The first is to solicit contributions from
researchers active in these fields, gaining shared insights on existing approaches,
recent advances, and open issues. The second objective is the consolidation of
the community of researchers that works on these topics and that can foster
discussion, ideas, and sparks for current challenges and future research in this
area.

To meet these two objectives, the format of the workshop will be divided
into two parts (namely morning and afternoon). In the first part, an academic
keynote speaker will give a talk on how social media can be exploited in the
literature for personalization and search purposes. Then, we will proceed with
the presentation of accepted papers. In the second part, a second keynote speaker
will open up on the opportunities that the exploitation of social media can create
for the industry. Then, we will continue with the presentation of the papers and
we will try to summarize the different problems and positions emerged during
the day.

Acknowledgements. We thank the ECIR 2019 organizing committee for giving us
the opportunity to host this workshop in conjunction with ECIR 2019 in Cologne,
Germany.
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Conducting Laboratory Experiments
Properly with Statistical Tools:
An Easy Hands-On Tutorial
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The IR community relies heavily on experimentation and therefore it is of utmost
importance that we researchers design and conduct experiments properly and
report on the results so that our efforts will add up. One concern regarding the
experimental practices in IR is the misuse and misinterpretation of statistical
significance tests (e.g. [21, 25]). To name a few examples: if a researcher evaluated
four search engines and is interested in the difference between every system pair,
conducting a standard t-test 4 ∗ 3/2 = 6 times is not the correct approach (mis-
use); the p-value does not represent the probability that your research hypothesis
is correct (misinterpretation). Moreover, in the IR community, it appears that
researchers seldom learn from prior art when designing the sample size of an
experiment. This can lead to heavily underpowered experiments, which means
that there is a high chance that the researchers will miss the differences actually
present, despite having spent their effort and resources for these experiments.

The advent of R as a statistical tool has pros and cons. Pros: anyone
can download R for free and conduct statistical significance tests very easily.
Cons: anyone can conduct statistical significance tests without understanding
the underlying principles, assumptions, and their limitations. If the IR commu-
nity chooses to continue to use statistical significance testing (although there
are alternatives: see, for example, [4, 24]), then it must be understood and used
properly.

This tutorial will cover the following topics at least: paired and two-sample
t-tests; confidence intervals; ANOVA; familywise error rate; Tukey’s HSD test;
simultaneous confidence intervals; paired randomisation test; randomised Tukey
HSD test; limitations of statistical significance tests; relationships among the
significance level, statistical power, effect sizes and sample sizes; topic set size
design; power analysis; appropriate ways to report on experimental results in a
paper.

The tutorial slide deck will at least touch upon the following publications:
[1–36].
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Abstract. Text categorization [1] problems (e.g., automatic indexing,
filtering) are recurrent in IR. This tutorial focuses on the text style to
provide answers to different questions such as authorship attribution
[2, 3] (e.g., who is the secret hand behind Ferrante’s novels? [4]), author
verification [5, 6] (did St. Paul write this letter? [7]), author profiling
[8] (determine the author gender, age range, some psychological traits,
etc.), or author linking [9] (cluster these n texts into k groups, one per
distinct author).

To solve these questions, the best stylistic markers must be deter-
mined according to the underlying problem (e.g., using almost all words
[10], the most frequent terms (MFT) [11], only functional words [12, 13],
n-grams of words, POS tags or sequence of them [9], n-grams of letters
[2], layout [14], etc.).

Based on such feature sets, multivariate analysis can be applied such
as principal component analysis (PCA) [15], hierarchical clustering [10],
or discriminant analysis [16]. Second, different distance-based strategies
have been proposed as, for example, Burrows’ Delta [12] (using the top
m MFT with m = 40 to 1,000), Kullback-Leibler divergence [17] (e.g.,
using a predefined set of 363 English words), or Labbé’s method [10]
(based on almost the entire vocabulary and opting for a variant of the
Tanimoto distance [18]).

As a third paradigm, different machine learning approaches have been
suggested [3, 16] such as decision trees, neural networks, k-NN, random
forests, or support vector machines (SVM), the latter being a popular
approach in various PAN-CLEF campaigns. The k-NN approach tends
to produce better effectiveness than both the näıve Bayes or decision tree
[14]. Even if deep learning models have been proposed [19], their effective-
ness were lower than expected. Moreover, [16] shows that the Delta [12]
scheme could surpass performance levels achieved by the SVM method.

Using the R stylo package [20], some hand-on examples (e.g., about
the US history [21], political domain [22, 23], or literature [4]) will
illustrate the presentation.

Keywords: Text categorization · Authorship attribution · Stylometry
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Abstract. Deep Learning has shown significant performance informa-
tion retrieval (IR) domain. In this tutorial, we provide conceptual under-
standing of state-of-the-art deep learning techniques such as Embedding
methods and Recurrent Neural Networks (RNNs). The RNNs are effec-
tive in modelling sequential data (e.g. clicks, add to cart, purchase data)
that is generated by users in a session and across sessions. We provide a
hands-on case study for sequence and session aware recommender system
and their evaluation methods. This tutorial also covers various models
based on hierarchical representation and RNNs: attention and attribute
aware, memory based models, multi-layer LSTMs, and combining RNNs
with CNNs.

Keywords: Recommender system · Embedding ·
Deep learning concepts · Coding deep learning

1 OUTLINE

1 INTRODUCTION and EMBEDDING (30min) [1] We go deeper in explain-
ing embedding for learning representation of product, users and other data.

2 RECURRENT NEURAL NETWORKS (30min): We cover LSTMs and how
they are used to capture temporal dependencies of users & items [2, 3].

3 SEQUENCE AND SESSION LEARNING (60min): We talk about the
models which tackle sparse real-world datasets, pre-train a session represen-
tation and learn user & item features which co-evolve over time [4–6].

4 SEQUENCE MODELS (60min): We cover the models which learn hierar-
chical representation & transaction, model whole session, and learn dynamic
representation & global sequential features [7–9].

5 ATTENTION AND ATTRIBUTE MODELS (75min): We cover the models
which capture users’ general interests and current interests, learn expressive
portions of sequences and capture inter-session dependencies, and use histor-
ical records to enhance model expressiveness [10–12].
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6 ADVANCED MODELS (75min): We discuss techniques which model users’
general preferences & sequential patterns, attribute-level user preference and
extract local dependency & discover long-term patterns [13–15].

7 CASE STUDY AND CONCLUSION (30min): We walk through Jupyter
notebooks for recommender system on e-commerce dataset [16].
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Despite the strong empirical tradition in our field, recent articles have high-
lighted the misuse of statistical methods and the consequeces they have (see e.g.
[10]). It has been suggested that our community extends the toolkit of statistical
methods to further progress in the field. We view Structural Equation Models
(SEMs) as an example of such a statistical technique that has become popular in
neighbouring fields, such as RecSys (see [7]) and would be particularly valuable
for user evaluations.

This full-day tutorial, which is introductory in nature, introduces partici-
pants to SEMs and their estimation using Partial Least Squares Path Modeling
(PLS Path Modeling). Structural Equation Models are a statistical technique to
simultaneously assess the relationships between unobserved factors (i.e. latent
variables) and the way these factors are measured based on observable variables.
In our opinion, the researchers who would benefit most are those focused on
studying human-aspects and the (hands-on) examples in the tutorial reflects
this. We view SEMs as a tool which offers researchers in our community great
utility due to its focus on prediciton and has the potential to contribute to our
field in at least three ways: first, by providing a statistically solid option to use
ad-hoc surveys; second through offering a possibility to foster advancing theo-
ries from a solid basis in empirical data; finally, by providing the possibility to
combine log data with survey-based data in a single model.

In general, our tutorial complements the efforts to improve the empirical
practices within the IR community (see e.g. the tutorials on controlled user
studies by Diane Kelly [3–6], Tetsuya Sakai’s tutorials on statistical and power
analysis [9, 11, 12], Pia Borlund’s ACM CHIIR 2016 keynote on the proper
design of IR experiments [1] or Heather O’Brien’s perspectives paper on proper
ways of survey design [8].

The authors have given a half-day tutorial on the same topic at ACM CHIIR 2018.
Therefore, this text is a heavily shortened version of [2].
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