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Abstract. The fast growth and development of online social networks has posed
new challenges for information retrieval and, as a particular case, recommender
systems. A particularly compelling problem in this context is recommending
network edges, that is, automatically predicting people that a given user may
wish or benefit from connecting to in the network. This task has interesting
particularities compared to more traditional recommendation domains, a salient
one being that recommended items belong to the same space as the users they are
recommended to. In this paper, we investigate the connection between the contact
recommendation and the text retrieval tasks. Specifically, we research the
adaptation of IR models for recommending contacts in social networks. We
report experiments over data downloaded from Twitter where we observe that IR
models, particularly BM25, are competitive compared to state-of-the art contact
recommendation methods. We further find that IR models have additional
advantages in computational efficiency, and allow for fast incremental updates of
recommendations as the network grows.

Keywords: Social networks � Contact recommendation �
Text information retrieval

1 Introduction

The creation of online social network applications such as Twitter, Facebook and
LinkedIn, and their subsequent expansion along the 2,000s has given rise to new
perspectives and challenges in the information retrieval (IR) field, and, as a particular
case, recommender systems. One of the most compelling problems in this area is
recommending people with whom users might want to engage in an online network.
The social nature of these networks, and the massive amount of users accessing them
every day has raised the interest for contact recommendation of both industry [10, 11]
and several research communities [4, 12, 13]. The most prominent social platforms
offer user recommendation services since the end of the past decade, with systems such
as ‘Who-to-follow’ on Twitter [10, 11] or ‘People you may know’ on Facebook and
LinkedIn.

Contact recommendation represents a very particular perspective of the recom-
mendation task. On the one hand, the recommendation domain lays connections to
social network analysis and network science, with rich potential implications [12, 28].
On the other, while in most domains users and items are different objects, this one has
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the peculiar and interesting characteristic that users and items are the same set. These
particularities have motivated the creation of a wide variety of people recommendation
algorithms from diverse fields, such as network science [18, 19], machine learning [14],
recommender systems [13] or, to a lesser extent, information retrieval [13].

In our present work we focus on this last line of research: we investigate the relation
between contact recommendation in social networks, and text retrieval. For this pur-
pose, we establish associations between the fundamental elements involved both tasks,
in order to adapt classic IR models to the task of suggesting people in a social network.
We explore the adaptation of well-known models: the vector space model [26] (VSM),
BM25 [25] and query likelihood [22]. We empirically compare the effectiveness of the
resulting algorithms to state-of-the-art contact recommendation methods over data
samples extracted from Twitter, and we find the adapted IR models, particularly BM25,
to be competitive with the best alternatives. Moreover, we find important additional
advantages in terms of computational efficiency, both in producing recommendations
from scratch, and in incrementally updating them as the network grows with new links
and users.

2 Related Work

In the context of online social networks, contact recommendation aims at identifying
people in a social network that a given user would benefit from relating to [30]. The
problem is in many aspects equivalent to the link prediction task [18, 19], which aims
to identify unobserved links that exist or will form in the future in a real network. Link
prediction and recommendation is an established topic at the confluence of social
network analysis and recommender systems for which many methods have been
proposed in the literature, based on the network topology [18], random walks across the
network graph [4, 10], or user-generated content [13].

In this paper, we investigate the adaptation of classic text IR models to the contact
recommendation task. The connections between recommendation and text IR date back
to the earliest recommender systems and their relation to the information filtering task
[6]. Even though most of this connection has focused on content-based methods [2], it
has also developed into collaborative filtering algorithms [7, 31, 32].

A particularly representative and relevant approach for our present work was
developed by Bellogín et al. [7], allowing the adaptation of any IR term weighting
scheme to create a collaborative filtering algorithm. To this end, the approach repre-
sents users and items in a common space, where users are the equivalent of queries, and
items play the role of the documents to be retrieved. Our work pursues a similar goal,
but taking a step further: if Bellogín et al. folded three spaces (terms, documents,
queries) into two (users, items), we fold them into just one, as we shall explain.

Some authors have likewise connected IR techniques to the specific task of rec-
ommending users in social networks. For example, some link prediction approaches,
such as the ones based on the Jaccard index [16, 18, 27] have their roots in IR. More
recently, Hannon et al. [13] adapted the vector-space model [26] to recommend users on
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Twitter, based on both content-based and collaborative filtering algorithms. Our work
seeks to extend, generalize and systematize this point of view to adapt any state-of-the-
art IR model to contact recommendation.

3 Preliminaries

We start by formally stating the contact recommendation task, and introducing the
notation we shall use in our formulation. We can represent the structure of a social
network as a graph G ¼ U;Eh i, where U is the set of network users, and E 2 U2

� is the
set of relations between users (friendship, interactions, whatever the network is rep-
resenting), where U2

� ¼ u; vð Þ 2 U2ju 6¼ v
� �

is the set of pairs formed by different
users.

For each user u 2 U, we denote her neighborhood as C uð Þ (the set of users that u
has established relations with). In directed networks, three different neighborhoods can
be considered: the incoming neighborhood Cin uð Þ (users who create links towards u),
the outgoing neighborhood Cout uð Þ (users towards whom u creates links), and the union
of both neighborhoods Cund uð Þ. In weighted graphs we have additionally a weight
function w : U2

� ! R, which returns the weight of an edge if u; vð Þ 2 E, and 0 other-
wise. In unweighted graphs, we can consider that w u; vð Þ ¼ 1 if the link exists, and 0
otherwise.

Now given a target user u, the contact recommendation task consists in finding a
subset of users ~Cout uð Þ � U n Cout uð Þ towards whom u has no links but who might be
of interest for her. We address the recommendation task as a ranking problem, in which
we find a fixed number of users n ¼ ~Cout uð Þ�� �� sorted by decreasing value of a ranking
function fu : U n Cout uð Þ ! R:

4 IR Model Adaptation Framework for Contact
Recommendation

Even though recommendation and text retrieval have been traditionally addressed as
separate problems, it is possible to establish analogies and equivalences between both
tasks. Recommender systems are indeed often described as retrieval systems where the
query is absent, and records of user activity are available instead [7], and the
approaches we develop follow this perspective.

4.1 Task Unification

In order to adapt text IR models to the recommendation task, we need to establish
equivalences between the elements in the contact recommendation task (users and
interactions between them) and the spaces involved in text search (queries, documents
and terms). In previous adaptations of IR models for recommendation, the three IR
spaces commonly folded into two: the set of users and the set of items [7]. However,
when we seek to recommend people in social networks, the latter two spaces are the
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same. Therefore, to adapt the IR models to our task, we fold the three IR spaces into a
single dimension: the set of users in the social network, playing the three different roles,
as we illustrate in Fig. 1. We explain next in more detail how we carry this mapping
through.

First, the natural equivalent of documents in the search space are candidate users
(to be recommended as contacts), as they play the same role: they are the elements to be
retrieved in order to fulfil a user need. The need is explicit in the search task, expressed
by a query; and it is implicit in contact recommendation: the need for creating new
bonds. This social need is to be predicted based on records of past user activity, which
therefore play an equivalent role to the query keywords in text IR. In a social network,
past user activity is encoded in existing links to and/or from the target user.

Finally, we need an equivalent to the term representation of documents. In prior
adaptations of IR models for recommendation, this was the main difficulty: users and
items were different objects, so a representation that suits one might not work for the
other [7]. In contact recommendation this becomes in fact easier: users and items are the

(a) Three spaces in text retrieval (b) Unique space in contact recommendation 

?

Fig. 1. Text IR elements (a) vs. contact recommendation elements (b).
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Fig. 2. Adaptation of IR models to recommend users in social networks.
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same thing, so any term representation for target users is automatically valid for the
“items” (the candidate users). The possibilities for defining an equivalent to terms are
manifold, and result in very different algorithms. For instance, we can define content-
based recommendation methods by using texts associated to users, such as messages or
documents posted or liked by the users [13]. On the other hand, if we take users as the
term space, and we equate the term-document relationship to interactions between users,
we obtain collaborative filtering algorithms. We shall focus on the latter approach in this
paper.

Figure 2 illustrates the collaborative filtering adaptation approach. A social network
is encoded as a weighted adjacency matrix A, where Auv ¼ w u; vð Þ. Using link data, we
build two elements: on one hand, an inverted index that allows for fast retrieval of
candidate users and, on the other, a structure that provides direct access to the
neighborhood of the target users, i.e. the query term representation. The inverted index
uses network users as keys (playing the role of terms), and postings lists store the set of
candidate users to whose neighborhood representation (as “documents”) the “key”
users belong to.

Using this index and the “query” structure, any text IR engine can be used as a
contact recommendation algorithm. Additional details and options remain open how-
ever when developing a specific instance of this framework in full detail, as we will
describe in the following sections. An important one concerns the direction of social
links in the reinterpretation of IR models, to which we shall pay specific attention.

4.2 Neighborhood Orientation

In directed social networks such as Twitter or Instagram, three definitions of user
neighborhood can be considered: the incoming neighborhood Cin uð Þ, the outgoing
neighborhood Cout uð Þ and the union of both, Cund uð Þ ¼ Cin uð Þ [Cout uð Þ. Any of the
three options is valid in our adaptation of IR models. Since the inverted index and user
profiles are created independently, it is even possible to take a different choice for target
and candidate users: since we still use the same elements to represent (the equivalent
of) both queries and documents, it is possible to work just smoothly with different
neighborhood orientation choices for targets and candidates.

Identifying which neighborhood best characterizes the candidate and target users in
the social network is an interesting problem by itself [13]. It concerns many state-of
the-art contact recommendation algorithms –besides IR adaptations– such as Adamic-
Adar [1] or Jaccard similarity [18, 27] which use neighborhoods in their ranking
functions. We shall therefore explore this issue in our experiments in Sect. 6.

5 Adaptation of Specific IR Models

As an example of the general unification framework, we now show in some detail the
adaptation of two particular IR models: BIR and BM25 [25]. In the formulations in this
section, we shall denote the neighborhood representation of the target user as Cq uð Þ,
and the neighborhood representation of the candidate users as Cd vð Þ:
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5.1 Binary Independence Retrieval

The model known as BIR (binary independence retrieval) [25] is the simplest repre-
sentative of IR models building on the probability ranking principle [24]. Under the
assumption that term occurrence follows a (multiple) Bernoulli distribution, this model
estimates the probability of relevance of a document d for a query q as:

P rjd; qð Þ /
X

t2d \ q
RSJ tð Þ ð1Þ

where r denotes the event that the document is relevant, and RSJ is the Robertson-
Spärck-Jones formula [25], which is defined as:

RSJ tð Þ ¼ log
Rtj j Dj j � Dtj j � Rj j � Rtj jð Þ

Rj j � Rtj jð Þ Dtj j � Rtj jð Þ ð2Þ

In the above equation R is the set of relevant documents for the query, Rt is the set of
relevant documents containing the term t, D is the document collection, and Dt is the
set of documents containing t. Since the set R of relevant documents is not known, the
following approximation can be taken, considering that typically only a tiny fraction of
documents are relevant:

RSJ tð Þ ¼ log
Dj j � Dtj j þ 0:5

Dtj j þ 0:5
ð3Þ

As described in Sect. 4, to adapt this model for contact recommendation, we equate
queries and documents to target and candidate users respectively, and the term-
document relationship to social network edges. Under this equivalence, Dj j is the
number of users in the network, and Dtj j is the number of users that t is a neighbor of
(i.e. her neighbor size in the transposed network). Denoting inverse neighborhoods as
Cd
inv tð Þ, the adapted BIR equation becomes:

fu vð Þ ¼
X

t2Cq uð Þ \Cd vð Þ
RSJ wð Þ ¼

X
t2Cq uð Þ \Cd vð Þ

log
Uj j � Cd

inv tð Þ�� ��þ 0:5

Cd
inv tð Þ�� ��þ 0:5

ð4Þ

5.2 BM25

BM25 is one of the best-known and most effective probabilistic IR models [25]. It
starts from similar principles as BIR, but modeling term occurrence in documents as a
Poisson instead of a Bernoulli distribution. Its ranking function is defined as:

P rjd; qð Þ /
X
t2d \ q

kþ 1ð Þfreq t; dð Þ
k 1� bþ b dj j=avgd0 d0j jð Þð Þþ freq t; dð ÞRSJ tð Þ ð5Þ
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where freq t; dð Þ denotes the frequency of t in d, dj j is the document length, RSJ wð Þ is
defined in Eq. 3, and k ¼ 0;1½ Þ and b 2 0; 1½ � are free parameters controlling the effect
of term frequencies and the influence of the document length, respectively.

The text retrieval space can be mapped to a social network just as before, now
taking, additionally, edge weights as the equivalent of term frequency. In directed
networks, we will need to make a choice between the weight of incoming or outgoing
links as the equivalent of frequency. We shall link this decision to the edge orientation
selected for candidate users (as pointed out earlier in Sect. 4.2 and beginning of
Sect. 5), as follows:

freq t; vð Þ ¼ wd v; tð Þ ¼
w t; vð Þ if Cd � Cin

w v; tð Þ if Cd � Cout

w v; tð Þþw t; vð Þ otherwise

8<
: ð6Þ

Finally, document length can be now defined as the sum of edge weights of the
candidate user. In unweighted graphs this is simply equivalent to the degree of the
node; in directed networks we have again different choices. The BM25 formulation for
text retrieval considers different options in defining document length (number of unique
terms, sum of frequencies, etc.) [25]. We have found similarly worthwhile to decouple
the orientation choice for document length from the one for the term representation of
candidate users. We reflect this by defining length as:

lenl vð Þ ¼
X

t2Cl vð Þ
wl v; tð Þ ð7Þ

where Cl vð Þ represents the candidate’s neighborhood in a specific orientation choice for
document length. Based on all this, the adaptation of BM25 becomes:

fu vð Þ ¼
X

t2Cq uð Þ \Cd vð Þ

kþ 1ð Þwd v; tð Þ
k 1� bþ b lenl vð Þ=avgxlenl xð Þ� �þwd v; tð ÞRSJ tð Þ ð8Þ

5.3 Other IR Models

Analogous adaptations can be defined for virtually any other IR model, such as the
vector space model [26] or query likelihood [22], which we summarize in Table 1,
including Jelinek-Mercer [17] (QLJM), Dirichlet [20] (QLD), and Laplace smoothing
[32] (QLL) for query likelihood, which were adapted in prior work for general rec-
ommendation [7, 31, 32] –we now adapt them to the specific contact recommendation
task.
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6 Experiments

In order to analyze the performance of the adaptation of IR methods to contact rec-
ommendation and compare them to baseline alternatives, we conduct several offline
experiments using social network data extracted from Twitter. We describe the
experimental approach, setup and results in the paragraphs that follow.

6.1 Data and Experimental Setup

We run our experiments over dynamic, implicit networks induced by the interactions
between users (i.e. u; vð Þ 2 E if u retweeted, mentioned or replied v). We built two
datasets: one containing all tweets posted by a set of around 10,000 users from June
19th to July 19th 2015, and one containing the last 200 tweets posted by 10,000 users as
of August 2nd 2015. Users are sampled in a snowball graph crawling approach starting
with a single seed user, and taking the interaction tweets (retweets, mentions, replies)
by each user as outgoing network edges to be traversed. User sampling stops when
10,000 users are reached in the traversal; at that point, any outgoing edges from
remaining users in the crawl frontier pointing to sampled users are added to the
network.

For evaluation purposes, we partition the network into a training graph that is
supplied as input to the recommendation algorithms, and a test graph that is held out
from them for evaluation. IR metrics such as precision, recall or nDCG [5] can be
computed on the output of a recommendation algorithm by considering test edges as
binary relevance judgments: a user v is relevant to a user u if –and only if– the edge
u; vð Þ appears in the test graph. In our experiments we apply a temporal split, which

Table 1. Adaptation of IR models to contact recommendation.

Model Ranking function
VSM

fu vð Þ ¼
X

t2Cq uð Þ \Cd vð Þ
utvt=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
t2Cd vð Þ

v2t

s

ut ¼ tf � idfq u; tð Þ ¼ wq u; tð Þ log 1þ Uj j= 1þ Cq
inv tð Þ�� ��� �� �

vt ¼ tf � idfd v; tð Þ
BIR fu vð Þ ¼ P

t2Cq uð Þ \Cd vð Þ
RSJ tð Þ RSJ tð Þ ¼ log

Uj j� Cd
inv tð Þj j � 0:5

Cd
inv tð Þj j� 0:5

BM25 fu vð Þ ¼ P
t2Cq uð Þ \Cd vð Þ

kþ 1ð Þwd v;tð Þ �RSJ tð Þ
k 1� bþ b lenl

vð Þ=avgxlen
l
xð Þ

� �
þwd v;tð Þ

QLJM
fu vð Þ ¼ P

t2Cq
wq u; tð Þ log 1� kð Þ wd v;tð Þ

lend
vð Þ
þ k lend

inv tð ÞP
x2U len

d
xð Þ

� 	
QLD

fu vð Þ ¼ P
t2Cq

wq u; tð Þ log wd v;tð Þþ llend
inv tð Þ=

P
x2U len

d
xð Þ

lend
vð Þ þl

� 	
QLL

fu vð Þ ¼ P
t2Cq

wq u; tð Þ log wd v;tð Þþ c

lend
vð Þþ c Uj j

� 	
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better represents a real setting: the training data includes edges created before a given
time point, and the test set includes the links created afterwards. The split point for the
“1 month” dataset is July 12th (thus taking three weeks for training and one for test);
and in “200 tweets” the split date is July 29th in order to have 80% of edges in the
training graph. Edges appearing in both sides of the split are removed from the test
network, and the frequency of training interaction between every pair of users is
available to the evaluated systems as part of the training information. We show the
resulting dataset statistics in Table 2.

Finally, to avoid trivializing the recommendation task, reciprocating links are
excluded from both the test network and the systems’ output. Given the high recip-
rocation ratio on Twitter, recommending reciprocal links would be a trivial hard to beat
baseline. Moreover, users already notice when someone retweets or mentions them
since Twitter sends notifications every time, whereby an additional recommendation
would be redundant and would barely add any value.

6.2 Recommendation Algorithms

We assess the IR model adaptations by comparing them to a selection of the most
effective and representative algorithms in the link prediction and contact recommenda-
tion literature. These include Adamic-Adar [1], most common neighbors (MCN) [18],
personalized PageRank [1], and collaborative filtering (item-based and user-based kNN
[21], and implicit matrix factorization (iMF) [15], as implemented in the RankSys library
[23]). In addition, we implement the Money algorithm [10, 11] developed at Twitter, in
which, for simplicity, we include all users in the circle of trust. We also include random
and most-popular recommendation as sanity-check baselines.

We optimize all algorithms (edge orientation and parameter settings) by grid search
targeting P@10. For those that can take advantage of edge weights (IR models and
collaborative filtering algorithms), we select the best option. The resulting optimal
settings are detailed in Table 3.

6.3 Experimental Results

We show in Table 4 the results for both datasets. We observe that only four of the
algorithms in our comparison achieve good results in both datasets: the implicit matrix
factorization approach, BM25 and, to a lesser extent, Adamic-Adar and BIR. Indeed,
iMF is the best algorithm in terms of precision and recall for the “1 month” dataset,
whereas BM25 achieves the maximum accuracy in terms of P@10 for the “200 tweets”
dataset, with a technical tie (non-significant difference) in R@10. For the rest of
algorithms, we see three different trends: Jaccard and VSM are far from the best

Table 2. Twitter network dataset details.

Network Users Training edges Test edges
1 Month 9,528 170,425 54,355
200 Tweets 9,985 137,850 21,598
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approaches, and near to the popularity baseline. Query likelihood, personalized
PageRank and MCN stand as mid-packers in both datasets. Finally, classic collabo-
rative filtering and Money show very different behaviors in both datasets: on 1 month
they are among the top 5 algorithms, while on 200 tweets they are far from the best,
leveled with query likelihood.

Table 3. Parameter settings for each algorithm and dataset. We take Cq � Cund and Cd � Cin

for all algorithms, except Cd � Cund for VSM on 200 tweets. For BM25 we take Cl � Cout. All
algorithms perform best without weights, except BM25 on both datasets, and VSM on 1 month.
In Adamic-Adar, Cl represents the direction on the selection of common neighbors between the
target and candidate users (see [30]).

Algorithm 1 Month 200 Tweets
BM25 b ¼ 0:1; k ¼ 1 b ¼ 0:5; k ¼ 1
QLD l ¼ 1000 l ¼ 1000
QLJM k ¼ 0:1 k ¼ 0:1
QLL c ¼ 100 c ¼ 100

Money Authorities, a ¼ 0:99 Authorities, a ¼ 0:99
Adamic-Adar Cl � Cout Cl � Cund

Personalized PageRank r ¼ 0:4 r ¼ 0:4

iMF k ¼ 250; a ¼ 40; k ¼ 150 k ¼ 290; a ¼ 40; k ¼ 150
User-based kNN k ¼ 120 k ¼ 90
Item-based kNN k ¼ 300 k ¼ 290

Table 4. Effectiveness of the IR model adaptations and baselines. Cell color goes from red
(lower) to blue (higher values) for each metric/dataset, with the top value highlighted in bold. The
differences between BM25 (the best IR model) and iMF (the best baseline) are always
statistically significant (two-tailed paired t-test at p ¼ 0:05) except in R@10 on 200 tweets.

1 month 200 tweets
P@10 R@10 nDCG@10 P@10 R@10 nDCG@10

BM25 0.0691 0.1010 0.1030 0.0572 0.1313 0.1102
BIR 0.0675 0.0943 0.0995 0.0534 0.1234 0.1016
QLL 0.0609 0.0798 0.0869 0.0490 0.1108 0.0929
QLJM 0.0580 0.0758 0.0823 0.0492 0.1124 0.0943
QLD 0.0441 0.0644 0.0682 0.0482 0.1112 0.0931
VSM 0.0191 0.0287 0.0292 0.0268 0.0597 0.0498
Money 0.0772 0.1325 0.1315 0.0476 0.1180 0.0932
Adamic-Adar 0.0676 0.0936 0.0991 0.0532 0.1236 0.1006
MCN 0.0631 0.0847 0.0920 0.0501 0.1141 0.0948
PageRank Pers. 0.0598 0.1076 0.0996 0.0336 0.0855 0.0635
Jaccard 0.0226 0.0281 0.0320 0.0304 0.0700 0.0586
iMF 0.0834 0.1414 0.1384 0.0541 0.1351 0.1045
User-based kNN 0.0805 0.1308 0.1360 0.0479 0.1211 0.0955
Item-based kNN 0.0739 0.1119 0.1174 0.0360 0.0859 0.0724
Popularity 0.0255 0.0368 0.0376 0.0225 0.0505 0.0422
Random 0.0009 0.0017 0.0013 0.0003 0.0006 0.0003
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We can also examine which neighbor orientation works best in the neighborhood-
based algorithms –whether users are better represented by their followers, their fol-
lowees, or both. Figure 3 shows a detailed comparison of all combinations for this
setting. The outer labels on the x axis show the neighborhood orientation for the target
user, and the inner ones for the candidate user. We can see that the undirected
neighborhood Cund is consistently the most effective representation for target users,
whereas the incoming neighborhood Cin works best for candidate users.

All in all, we find that BM25 makes for a highly competitive contact recommen-
dation approach. One of the reasons for this is likely its ability to take advantage of
interaction frequency (edge weights) better than any other algorithm –in fact, all other
algorithms except VSM produce worse results when using a non-binary edge repre-
sentation. BM25 is however not the top algorithm, since iMF overall has a slight
advantage in effectiveness. Money and kNN get decent results in one dataset, but quite
suboptimal in the other. We may therefore say BM25 is a decent second best in
recommendation accuracy after matrix factorization. We find however important
advantages to BM25 in terms of computational cost and simplicity, as we examine in
the next section.

7 Complexity Analysis: BM25 Vs. Matrix Factorization

Computational cost and simplicity are critical in a commercial deployment of recom-
mendation algorithms, which have to provide recommendations in real time. We focus
on two aspects in our analysis: (a) generating recommendations from scratch, and
(b) updating or retraining the algorithms each time a new user or a new link is added to
the network. We first examine the cost analytically, and then we run a small test to
observe the empirical difference.

0.00

0.02

0.04

0.06

IN OUT UND IN OUT UND IN OUT UND

IN OUT UND

P@
10

1 month

BM25 BIR Adamic-Adar MCN QLJM

0.00

0.02

0.04

0.06

IN OUT UND IN OUT UND IN OUT UND

IN OUT UND
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200 tweets

Fig. 3. P@10 values for the different possible choices for Cd and Cq on a selection of the most
effective algorithms in the comparative included in Table 4.
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7.1 Theoretical Analysis

The complexity analysis for generating recommendations for scratch is shown in
Table 5, for the algorithms tested in the previous section. We can see that, in general,
IR models are the fastest, along with MCN, Jaccard and Adamic-Adar, whereas
implicit MF is among the costliest algorithms.

The reason why IR models (and, similarly, MCN, Jaccard and Adamic-Adar) are so
fast is that we can take advantage of IR index-based optimizations, such as the “term-
at-a-time” or “document-at-a-time” algorithms for fast query response-time [8]. If we
store the network as an inverted index, as shown in Fig. 2, it suffices to run over the
“posting lists” of target user neighbors (the “query terms”) in linear time to generate a
recommendation. The resulting average complexity of this is the square of the average
network degree. The training time O Ej jð Þ in the table for these algorithms just corre-
sponds to the straightforward computation of certain values such as the length of the
neighborhoods.

Implicit MF, on its side, is quadratic on the number of users, linearly multiplied by
the number of latent factors. Yet worse, the same cost is incurred to produce recom-
mendations after the training phase. Adding to this, iMF has three parameters to
configure while BM25 has only two, which implies additional savings on the side of
BM25 in parameter tuning cost. In terms of memory spending, assuming an all-in-
memory implementation, iMF uses 2k2 Uj j decimal values, whereas BM25 only needs
3 Uj j values (neighborhood length, size, and RSJ), which can make a considerable
difference.

Table 5. Running time complexity of the different algorithms, grouped by families. We show
the complexity for both the full training, and the recommendation score computation (excluding
the additional logN for final rank sorting). The variable m denotes the average network degree; c
is the number of iterations for personalized PageRank, Money and iMF; and k represents the
number of latent factors in iMF, and the number of neighbors in kNN.

Algorithms Training Recommendation
IR models O Ej jð Þ O Uj jm2ð Þ
Jaccard, Adamic-Adar O Ej jð Þ O Uj jm2ð Þ
MCN - O Uj jm2ð Þ
Random walks O c Uj j2 þ c Uj j Ej j


 �
O Uj jð Þ

User/Item-based kNN O Ej j þ Uj jm2 log kð Þ O Uj j2k

 �

iMF O c k2 Ej j þ k3 Uj jð Þð Þ O Uj j2k

 �

Popularity O Ej jð Þ O Uj jð Þ
Random - O Uj j2


 �
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Matrix factorization is moreover not particularly flexible to incremental updates for
incoming data. Update approaches have been proposed [34] by which a new link can
be added in O mk2 þ k3ð Þ time –though this does not work as an exact retraining, as it
comes at the expense of incremental accuracy losses in the updated model. In contrast,
BM25 can be updated in O 1ð Þ for a single new link, by storing neighborhood lengths
and RSJ values in the index. When a new user comes in, all values of RSJ need
updating, involving an additional O Uj jð Þ. BM25 therefore enables fast updates, and
better yet, equivalent to a full retraining. User-based kNN also enables lossless updates,
but these take O Uj jþmð Þ log Uj jð Þ time, which is even significantly heavier than the
iMF update.

7.2 Empirical Observation

In order to observe what the theoretical analysis translates to in quantitative terms, we
carry out an incremental update experiment where we test the running times for BM25,
implicit MF, and –as a third-best algorithm– user-based kNN. For the 1 month network,
we randomly sample 10% of the users, along with all links between them, and take this
small graph as the starting point for a growing network. Over that reduced network, we
train and run both recommendation algorithms. Then, we randomly sample and add one
user at a time from the remaining 90% of users. For each new user, we add all its edges
pointing to or from the users in the growing network. Then, we generate recommen-
dations for all users in the subset. We continue the process until all users have been
added to the growing network. We compute separately the time taken to update the
recommender, and the time spent in generating the corresponding recommendations.

Figure 4 shows the time cost for both tasks: the advantage of BM25 over iMF and
kNN is apparent. In incremental update (Fig. 4 right), the difference is in fact over-
whelming –notice the logarithmic scale in the y axis, which means that updating BM25
is indeed orders of magnitudes faster than its two counterparts. It should moreover be
noted that iMF and kNN are configured here with k ¼ 10 (factors and neighbors,
respectively). If we increased this parameter –as in the optimal configurations shown in
Table 3– the cost would increase even further and faster.
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Fig. 4. Time comparison between BM25, user-based kNN and implicit matrix factorization.
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8 Conclusions and Future Work

Though separately developed to much extent by different communities, text-based
search and recommendation are very related tasks. This relation has been explored in
prior research on the general perspective of adapting IR techniques to item recom-
mendation [7, 31]. In our present work, we particularize this step to the recommen-
dation of contacts in social networks. Our research has found that adapting IR models
leads to empirically effective solutions, and to some extent simpler than previously
developed adaptations for the general item recommendation task. We find that BM25 in
particular is competitive with the best state-of-the-art approaches in terms of effec-
tiveness over Twitter interaction networks. At the same time, IR models are orders of
magnitude faster to run and update than the most effective recommendation algorithms.

Compared with alternative heuristic solutions, translating new and principled IR
models to contact recommendation can add new and deeper insights to our under-
standing of the task and how we solve it, by importing the theory and foundations upon
which the IR models were developed. Reciprocally, this can contribute to a broader
perspective on IR models, their meaning, interpretation, and usefulness in different
tasks, bringing higher levels of abstraction. We have thus found for instance that IR
models tend to take better advantage of user-user interaction frequency than heuristic
algorithms. We have likewise observed that followers seem to describe the social value
of candidate recommendations better than followees, whereas the union of both con-
sistently appears to best represent the social needs of target users.

We envision continuing this line of research to deeper levels in future work. We
also plan to extend our current research by considering further evaluation dimensions
beyond accuracy, such as recommendation novelty and diversity [9, 29], or the effects
that recommendation can have on the evolution of the network structure [3, 28].
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