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Preface

The world is becoming increasingly interconnected with technology that bridges the 
physical and digital worlds. This phenomenon, often referred to as “The Internet of 
Things” (IoT), can bring great value to the world. Healthcare devices such as insulin 
pumps can be wirelessly connected to glucose meters to automatically inject insulin 
to a diabetic patient to improve their quality of life, appliances in a home can be 
activated from a Smartphone remotely to turn the appliance on or off to increase 
convenience for the homeowner, sensors in buses and trains in a city can inform an 
integrated transportation system to provide more efficient connections for a traveler 
to improve the citizen experience, collaborative emergency services leveraging 
communications from person to person and with transportation, utility and surveil-
lance systems, can improve public safety.

However, the monumental increase in digital connections to physical devices, 
due to the wide deployment of IoT technologies, also creates great risk. There is 
physical, regulatory, legal, financial and reputational risk. As evidenced by attacks 
related to IoT devices, the key attributes of Trust, Identity, Privacy, Protection, 
Safety and Security (TIPPSS) need to be assessed and addressed for all IoT applica-
tions, devices, processes and services. The goal is to keep humans safe, and our 
infrastructure secure, while leveraging IoT in new ways.

Today, there are many commercial and personal devices being created without 
the due diligence to ensure trust and security. Engineers need to ensure the “things” 
that make up the IoT and the systems they connect to are secure, that the devices or 
services connecting to a device can be trusted, that the identity of the incoming 
service request or person can be validated by a trusted authority, that the privacy of 
the data and the individual is maintained, that the humans and the infrastructure 
using the device are protected, and that we maintain safety and security. This is 
called TIPPSS for IoT. The TIPPSS elements are as follows:

Trust: allow only designated people or services to have device or data access
Identity: validate the identity of people, services, and “things”
Privacy: ensure device, personal, and sensitive data are kept private
Protection: protect devices and users from physical, financial, and reputational harm
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Safety: provide safety for devices, infrastructure, and people
Security: maintain security of data, devices, institutions, systems, and people

Women are working on various aspects of TIPPSS for IoT, securing our future. 
The women authors for this book are an impressive group leading the way across 
the world. These wise, wonderful women of IoT include leaders in technology, 
cybersecurity, pharmaceuticals, identity and access management, policy, constitu-
tional law, government, trust, privacy, venture capital, blockchain, artificial intelli-
gence, big data and analytics. They work for technology industry leaders like IBM 
and Cisco, research institutions including CERN in Switzerland, universities 
including Indiana University, University of California—Berkeley, University of 
California—Santa Cruz, and Virginia Tech, with prior roles in the White House, 
NASA and the National Science Foundation. Their university degrees cover a wide 
array including law, astrophysics, engineering, computer science, accounting, 
international relations, and political science. We all must work together to secure 
our future.

We thank the Institute of Electrical and Electronic Engineers (IEEE) for support-
ing the development of the TIPPSS framework beginning with a workshop to dis-
cuss the challenges in end-to-end trust and security technology and policy for the 
Internet of Things in 2016 [1]. IEEE has further developed awareness of the TIPPSS 
framework through articles in IEEE IT Professional Magazine [2] and Computer 
Magazine [3] in 2018, and in healthcare and clinical IoT initiatives.

TIPPSS is a journey. We need it in our smart cities [4], connected healthcare [3], 
and across all IoT-enabled systems. If it’s connected, it needs to be protected. We 
are honored to have the women securing the future with TIPPSS for IoT sharing 
their thoughts and insights in this book, and we look forward to many more of you 
joining us in this important journey.

Florence D. Hudson 
Purchase, NY, USA 
Florence.distefano.hudson@gmail.com
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X.509	 international public key infrastructure (PKI) standard
YMCA	 Young Men’s Christian Association
6LoWPAN	 IPv6 over Low-power Wireless Personal Area Networks
802.1X	 IEEE Standard for port-based Network Access Control
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Chapter 1
IoT: Is It a Digital Highway to Security 
Attacks?

Edna Conway

1.1  �Introduction to a Methodology to Secure the IoT 
Ecosystem

It used to be that we would imagine a world where things talk to, listen to, and 
observe all of us, so we could better understand ourselves and others, where biomet-
ric data about us might be compiled in real time as we eat, sleep, and go about our 
lives in order to provide us with better health outcomes—a world where devices 
could talk to other devices at speeds beyond human comprehension to improve the 
performance of auto and air travel, factory floor production, or even just the email 
on our phones. With today’s Internet of Things (IoT) we are already roaring down 
that very digital highway! Our challenge is how to reap the benefits of that con-
nected world while also ensuring security with every IoT connection we make.

For purposes of this discussion, let us agree that IoT, at its core, is what the 
Institute of Electrical and Electronics Engineers (IEEE) concluded in 2015 for low 
complexity systems. IoT is “a network that connects uniquely identifiable ‘Things’ 
to the Internet. The ‘Things’ have sensing/actuation and potential programmability 
capabilities. Through the exploitation of unique identification and sensing, informa-
tion about the ‘Thing’ can be collected and the state of the ‘Thing’ can be changed 
from anywhere, anytime, by anything [1].”

200 billion [2]. 200 billion is the number of devices that are predicted to be digi-
tally connected by 2020, that is, more than 22 devices for every one of us who will 
be on planet earth by then. Who and what are making, operating, and accessing 
these connected devices?
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What will these 200 billion connected devices be doing? They will be sharing 
information and controlling operations across a spectrum we could not have imag-
ined even 5  years ago. This convergence of Information Technology (IT) and 
Operational Technology (OT) has been sweeping global industries, including sec-
tors such as energy, heavy equipment, and transportation. IoT has also expanded 
into all aspects of daily living and government, exacerbating the need for ever more 
vigilance and security across and through the IoT environment.

Before outlining a methodology to drive security across the IoT environment, it 
is helpful to categorize a few key IoT technology application areas. The United 
States National Institute of Standards & Technology (NIST) has identified five such 
areas in its Draft Interagency Report 8200 [3], which seeks to identify and list the 
many international cybersecurity standards that are applicable to IoT. Application 
Area descriptions follow in Table 1.1.

While we look to the future promise of exponential IoT growth, we must be pre-
pared for the corollary security challenge. Of the utmost concern is this hidden and 
often overlooked reality: as we digitize we are expanding the ecosystem of third 
parties who will inevitably impact us, who will be “touching our stuff” along the 
Internet highway. For better, or for worse, the more we connect—the more transpar-
ent and collaborative we are—the more we are allowing others to observe and pos-
sibly control us.

As participants in digital transformation, whether individually or at an enterprise 
level, we must be aware of who and what is digitally and physically touching our 
information and devices. I call this the “third-party ecosystem1.”

An interpretation of Ponemon Institute’s March 2018 Second Annual Study on 
IoT [4] revealed a glaring reality regarding the security risk from the exponential 
growth of devices provided by the third-party ecosystem. The risk of the unknown 
is prevalent. Respondents can only fully identify less than 10% of devices con-
nected to their networks. What is unknown cannot be secured (Fig. 1.1).

1 Throughout this chapter, all references to the third-party ecosystem or ecosystem, by definition, 
include a community of third parties who are part of the Internet of Things (IoT).

Table 1.1  IoT application areas

IoT application 
area Description

Connected 
vehicles

IoT enabling vehicles and transportation infrastructure (e.g., roadway, traffic 
lights, cameras) to communicate.

Consumer IoT IoT in the home and wearable and mobile connected devices.
Health IoT IoT which processes data derived from sources such as electronic health 

records and patient generated health data.
Smart buildings IoT such as energy usage monitoring systems, physical access control security 

systems, and lighting/temperature control systems.
Connected 
factories

IoT integrating real-time operations data, facilitating equipment function and 
monitoring, quality control, and failure analysis.

E. Conway
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Successful navigation of the digital super highway requires three key steps:

•	 Understand the security threats and their impact.
•	 Identify who is doing what within the connected ecosystem.
•	 Deploy a set of pervasive security techniques and processes across that ecosystem.

1.2  �Threats and Related Exposures in the Connected 
Ecosystem

The connected ecosystem is increasingly the source of attacks. Disruption and dis-
closure of confidential information by third parties with whom we are connected, 
knowingly or unknowingly, continues to expand, as shown in Fig. 1.2.

Beyond reported attacks, research across global enterprises offers richer insight 
into the third-party impact. All third-party impact is significant. The data demands 
a call to action: 75% of the time incidents can be attributed to third parties (Fig. 1.3).

Third-party IoT devices are expanding overall third party risk. As the deploy-
ment of IoT devices expands, the related third-party security risk of data loss and 
cyberattacks from those devices will only rise. While some certainty of causation 
exists today, data shows a level of uncertainty that will increase the risk of unpro-
tected IoT devices (Fig. 1.4).

Clearly the third-party ecosystem security risk is poised to grow. Sixty percent of 
respondents to the Ponemon Institute’s Second Annual Study on the IoT, indicated 
their enterprises have a third-party risk management program. Forty-two percent of 
these respondents said the program is part of their companies’ enterprise risk man-
agement program, but only 29% of respondents said their enterprises actively moni-
tor the risk of IoT devices used by third parties [4].
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Fig. 1.1  Data answering the question “Are you aware of the network of physical objects that are 
connected?” Ponemon Institute’s Second Annual Study on IoT, March 2018 [4]
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Fig. 1.2  News abounds with risks linked to third parties

Fig. 1.3  Third parties—a critical source of security risk
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attack caused by a third party’s unsecured IoT devices?” Ponemon Institute LLC Second Annual 
Study on IoT, Publication Date: March 2018 [4]
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To meaningfully address this inevitability, let us step back and examine the prob-
lem by defining it in terms of threats and threat impacts.

1.2.1  �The Threats

Manipulation—The alteration of technology that allows unintended control or 
observation. Such an alteration of an IoT device and its resultant security vulnera-
bilities can have a host of ramifications. Ramifications that include a failure of the 
IoT device itself or control of the Information Technology (IT) systems to which it 
connects, including a denial of service. Ramifications can also manifest in the 
Operational Technology (OT) that has converged with these affected IT systems, 
including outright failures or reconfigured operational settings.

Espionage—The observation of confidential information at any point in the new 
ecosystem of digitally and operationally converged technology. Espionage is not 
just the prerogative of nation states anymore.

Disruption—Whether the most draconian level of a full denial of service or pre-
cise surgical alterations that allow data and operational processes to be changed.

1.2.2  �The Threat Impacts

Tainted Solutions—Whether hardware, software or cloud-based services, the threats 
identified above lead to the risk of taint. Something that no longer functions as its 
designer or user intended. Taint can have far-reaching consequences.

Counterfeit Solutions—Functional integrity and quality are compromised when 
deceptively “real” looking and functioning technology is put into operation.

Intellectual Property Misuse—The lifeblood of innovation, intellectual property 
(IP), when disclosed in whole or in part, can be effectively leveraged by bad actors 
to manipulate, falsify, and create tainted and counterfeit solutions.

1.3  �Understand Who and What Comprises the Third-Party 
Ecosystem

Having identified the threats and exposures, the next step to successfully navigating 
the connected ecosystem is to (1) identify the key players in your third-party eco-
system and (2) understand what those third parties deliver to you.

The Information and Communications Technology (ICT) third-party ecosystem 
is core to the digital convergence of IT and OT. Moreover, it serves as an illustrative 
example of both the sheer vastness and diversity of that ecosystem. Members of that 
ICT third-party ecosystem are depicted in Fig. 1.5 below.

1  IoT: Is It a Digital Highway to Security Attacks?
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1.3.1  �Drive Pervasive Security Across the Third-Party 
Ecosystem

The diversity of the third parties who participate in the life cycle of ICT solutions 
makes one thing clear. Pervasive security, namely the right security in the right way 
at the right time, can only be achieved if we coordinate meaningfully with those 
third parties.

To achieve the necessary level of coordination, we must develop a common tax-
onomy, as we did with the three threats and impacts mentioned earlier. Beyond that, 
a flexible architecture that can effectively be deployed across and through this 
diverse third-party ecosystem is essential.

1.3.2  �A Flexible Security Architecture

A good approach is to establish key security architecture domains that can be 
deployed across the ICT third-party ecosystem. Most importantly, these domains 
should be agreed upon by all and be flexible enough to be adapted to fit the needs of 
all ICT third parties.

Brief descriptions and examples of Core Domains are listed in Table 1.2.
Leveraging an architecture touching upon these domains can allow third parties to 

effectively collaborate and drive comprehensive security. The domains can also serve 
as an approach to embedding security (including cybersecurity) into procurement [5].

It cannot be said too often: Security is a Team Sport. While the overarching 
architecture addresses all third parties, it must be flexible enough to allow variability. 
This variability allows for customized goals based on the nature of the products or 
services received from each specific third party (e.g., printed circuit board Gerber 
files or integrated circuit masks).

A key to success is to establish flexible security goals within each relevant 
domain, rather than setting forth specific requirements. In other words, keep secu-
rity non-prescriptive to the optimum extent possible. Only by collaborating to 
understand the rich variety of third-party business models can we enable security 

Open Source 
So�ware So�ware Licensors

HW 
Component 

Suppliers

Cloud Service 
Providers

Logis�cs Partners OEMs/ODMs IoT Devices Manufacturing 
Partners

Channel/Distribu�on Repair/Refurbishment 
Partners

Scrap 
Partners

Recycling 
Partners

Fig. 1.5  Members of the ICT third-party ecosystem
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that is embedded in the tools, processes, and people of the ecosystem. Flexible goals 
enable greater third-party adoption and swifter deployment.

For example, a prescriptive requirement addressing passwords might look 
like this:

Table 1.2  Examples of core domains and descriptions

Domain Description

1 Security 
Governance

The security governance domain details requirements for an overall 
governance strategy to manage value chain security and compliance 
related risks by establishing requisite policies, standards, and 
procedures.

2 Security in 
Manufacturing and 
Operations

The security in manufacturing and operations domain details 
requirements for manufacturing and operating procedures in order to 
protect material assets, intellectual property, and information.

3 Asset Management The asset management domain details requirements for securing IT 
and manufacturing assets throughout their life cycle.

4 Security Incident 
Management

The security incident management domain details requirements to 
establish a robust incident management process that should be 
followed for activities such as logging, recording, and resolving 
security incidents and anomalies.

5 Security Service 
Management

The service management domain details requirements:
(a) for the delivery of services in accordance with agreed upon 
delivery timeframes, quality and security levels
(b) for establishing a business continuity plan/program in the event of 
service disruption

6 Security in 
Logistics and 
Storage

The security in logistics and storage domain details security 
requirements that should be followed during storage and distribution 
of raw materials, inventory, and finished goods.

7 Physical and 
Environmental 
Security

The physical and environmental security domain details requirements 
that value chain members must design and implement to control 
access to facilities, equipment and resources, and to protect personnel 
and property from damage, harm, or unauthorized alteration.

8 Personnel Security The personnel security domain details requirements to ensure that all 
value chain personnel who have access to any proprietary items, 
intellectual property and confidential information have the required 
authorizations, training, and contractual agreements including 
appropriate clearances, if required.

9 Information 
Protection

The information protection domain details requirements for protection 
of proprietary data through its life cycle, such as data classification, 
handling, cryptographic controls, and disposal. It also lists the 
requirements to be implemented on information systems that store or 
process intellectual property.

10 Security 
Engineering and 
Architecture

The security engineering and architecture domain details requirements 
to be followed during design, development, testing, and rollout of 
products (tangible and intangible) and services.

11 3rd Tier Partner 
Security

The third-tier partner security domain details requirements focused on 
information security controls that must be implemented at downstream 
value chain members (fourth parties, e.g., cloud service providers) in 
relation to procurement of goods and services.

1  IoT: Is It a Digital Highway to Security Attacks?
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Supplier must implement access controls on Information Systems via strong 
passwords and unique individual identifiers that are not shared among multiple 
users. Passwords must contain:

•	 At least eight alphanumeric characters;
•	 Both upper and lower case letters;
•	 At least one number (e.g., 0–9); and
•	 At least one special character (e.g., !$%^&*()_+|~-=\`{}[]:";'<>?,/).

Further, the following practices must also be adhered to, at a minimum:

•	 Passwords must be changed at least every 180 days.
•	 After five failed login attempts a system alert must be created.
•	 Information Systems must prevent the reuse of the last ten passwords.
•	 Passwords must not be shared.

Alternatively, a flexible goal-based approach might state that access control must 
be implemented via a combination of multifactor authentication techniques. Such 
authentication can be any of the following:

•	 Biometric, mobility, or human behavioral based (e.g., fingerprint or swiping 
motion) and

•	 Incorporate traditional strong alphanumeric-character passwords of unlimited 
length or passphrases without duplicated words (aka “memorized secret mes-
sage” according to NIST [6]) or randomly generated passwords.

Let’s explore exactly how such an architecture might work with regard to IoT. To 
do that we can use cryptography as a discussion point around Domain 9, Information 
Protection, as defined in Table 1.2. Examples of Core Domains and Descriptions.

1.3.2.1  �A Cryptography Example of Domain 9 (Information Protection)

In the truly digitized environment that we are racing toward, encryption is a building 
block of security. We are aware of the risks of intentionally altered or improperly 
implemented encryption. Public–private effects have focused on validating the 
accuracy of the algorithm implementing the encryption.

NIST spearheaded a program designed to address validation of cryptographic 
modules (Fig. 1.6).

Applying the concept of driving the right security at the right time requires an 
understanding of what the “right way” might look like. Leveraging and validating 
encryption in the IoT environment requires us to think through the unique function 
and operational parameters of the device itself, where it is located and what its pur-
pose is. Of unique value is applying open protocols for Automated Validation of 
Encryption (Fig. 1.7).

Implementing encryption in an IoT environment in the same manner encryption 
is implemented in large capacity compute environments is a ticket to failure. 

E. Conway
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Fig. 1.6  Cryptographic Module Validation Process (Courtesy of NIST [7])

Fig. 1.7  Implementing encryption in an IoT environment. ACV =  Automated Cryptographic 
Validation, Courtesy of Cisco Systems, Inc. [9]

Understanding the third-party device and its limitations and constraints is essential. 
Applying an Automated Cryptographic Validation Protocol can enhance efficiency 
and secure operation. However, we must evaluate the unique environment.

Recognizing the benefits of encryption in constrained environments such as 
automotive systems, sensor networks, healthcare, distributed control systems, the 
Internet of Things (IoT), cyber-physical systems, and the smart grid, NIST put forth 
an informational report on Lightweight Cryptography [8].

1  IoT: Is It a Digital Highway to Security Attacks?
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“Constrained environments cannot always use all the commonly accepted crypto 
algorithms available because of their constrained nature. A battery operated sensor, 
for example, cannot use 3072-bit RSA because it would deplete its battery faster 
and because of the processing load [9].”

Introducing Advanced Cryptographic Validation in Lightweight Encryption for 
constrained environments, such as IoT, is a glaring example of a flexible security 
architectural approach. An example of such an Advanced Cryptographic Validation 
Protocol that operates for lightweight crypto can be found at https://github.com/
sigmaJ/ncsu-wolfssl. Applying security practices, modified for the IoT environ-
ment, delivers higher integrity overall while retaining the operational efficiency of 
IoT devices.

This kind of architectural approach can serve to further enhance the security 
posture of IoT.

1.4  �Deploy the Security Architecture Using a Layered 
Approach

Thus far on the journey the following steps have been addressed:

•	 Establishing a taxonomy of threats and related exposures in the connected 
ecosystem.

•	 Understanding who and what comprises the third-party ecosystem—using the 
ICT ecosystem as an example.

•	 Developing a process to drive pervasive security across the third-party 
ecosystem:

–– Establishing a flexible security architecture.

A flexible architecture alone is not enough. Deployment of the architecture using 
a layered approach is highly recommend. Layering techniques in each of the follow-
ing areas should be considered:

Physical Security: Deployed from components-to-finished product. Examples 
include: traceability, real-time transport tracking, security checkpoints, biometric 
access gates, segregation of high-value materials, tamper resistant labeling and 
packaging, and role-based access control to all physical locations.

Logical (Operational) Security: Implement rules-based access and leave no 
device unprotected, from security cameras to personal phones. Examples include: 
requiring all product development to follow strict Secure Development Lifecycle 
(SDL) protocol, encrypt data transmissions, conduct material reconciliation, and 
carefully manage all data destruction and scrap handling processes.

Security Technology: Utilize applicable security technology through the stages of 
the IoT life cycle. Examples include: deploying next generation encryption, anti-
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counterfeiting chips, insertion of immutable identity during test, secure device boot 
and deploying obfuscation techniques at the integrated circuit level.

Behavioral Security: Embrace pervasive security cultural behaviors. For exam-
ple, raise and maintain awareness around phishing campaigns, encourage employee 
participation in “see something say something” programs, adhere to “carrot vs. 
stick” management.

Network Security: Approach IoT as a part of the IT network, even if simply an 
OT sensing device. Examples include: network segmentation for IoT information 
input, controlled IoT device linking, encrypting IoT device transmission, and vet-
ting security of clouds storing or transmitting IoT device data.

1.5  �A Coordinated Deployment Plan

To make driving pervasive security a reality, an enterprise-wide coordinated deploy-
ment plan is key. The third-party ecosystem is commercially managed from multi-
ple functions within an enterprise. Imagine, for example, the risk to successful 
deployment of your architecture without the governance risk and controls/compli-
ance organization or the development of quality teams. Engage EVERYONE across 
your enterprise, whether your enterprise is commercial, educational or 
governmental.

A coordinated plan can include the following:

•	 Building compliance to security architecture into performance management, that 
is, scorecards and metrics for third parties.

•	 Active sharing of security best practices and information in public–private 
partnerships.

•	 Serving as a liaison to governmental agencies writing or enforcing laws and reg-
ulations as they address the challenge of pervasive security across a vast third-
party ecosystem.

•	 Incorporating security parameters into the development life cycle, operational 
tools, and manufacturing processes.

•	 Developing processes to effectively evaluate the security maturity of third parties 
into the onboarding and procurement process for your enterprise.

•	 Publishing internally all enterprise functions success/failure in ensuring that the 
third parties they manage are adhering to the security architecture.

After all, security is a highly collaborative team effort and measuring the collec-
tive enterprise as a whole can afford more meaningful visibility and security 
integrity.

1  IoT: Is It a Digital Highway to Security Attacks?
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1.6  �Conclusion: Safely Merging onto the IoT Super Highway

The IoT Super Highway is the path to our hyperconnected world. To ensure our 
security in this environment, we must keep in mind that at the foundation of IoT lies 
the network. After all, it is the “Internet” of things. Securing IoT devices and their 
foundation—the network itself—will ensure true digital transformation.

Application of IoT has the infinite potential to transform business, society and 
the global economy. We can achieve that potential only by also delivering security 
at every step along the digital journey.

Leveraging the pitstops and charging stations along the IoT super highway, as 
outlined in this chapter, will enable pervasive security. Perhaps most importantly, it 
must be remembered that the steps, summarized below, can only be successful if 
taken together across the third-party ecosystem:

	1.	 Establish the common set of security threats.
	2.	 Rally around clear goals that can only be achieved collectively.
	3.	 Understand the unique business aspects of key third parties.
	4.	 Openly, and without retribution, reveal challenges.
	5.	 Share technical security strategies, practices and successes.

The extraordinary opportunity to reap life-altering benefits from the burgeoning 
growth of IoT is ours as we roar down today’s digital highway.
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Chapter 2
IoT: Privacy, Security, and Your Civil 
Rights

Cynthia D. Mares

2.1  �Where Does the Protection of Our Civil Rights Currently 
Begin, and Where Should It Begin?

In the USA, our rights are protected by the US Constitution and state constitutions. 
We begin this chapter with the goal of having a basic understanding of how our 
constitutional rights are affected by the IoT. As has been stated elsewhere in this 
book, the IoT is a network of physical devices (electronics, vehicles, home appli-
ances, etc.) that are connected via the Internet that can collect and share data across 
a network. A quick Internet search will tell you that by the year 2020 there will be 
somewhere around 31 billion devices or more connected to the IoT worldwide. My 
guess is that it will be even higher than that. Nevertheless, that is a phenomenal 
number that should catch your attention, especially as an engineer or product devel-
oper. Consider this: “Today we are collecting data at an unprecedented rate. The 
volume, velocity, and variety of data being gathered through the internet and other 
technologies is estimated to be over 2.5 quintillion bytes of data a day—that’s 2.5 
followed by a staggering 18 zeros!” [1].

IoT privacy and security concerns are a result of these amazing and creative 
modes of immense data collection beyond our imagination. We all have devices 
connected to the IoT, such as smart watches, security systems, heart monitors, in-
home IoT early dementia detection apps, etc., which are all items that are now the 
channel for data collection we thought previously imperceptible. The Economist 
has declared the world’s most valuable resource as no longer oil but data. This dec-
laration is an indication of how valuable your personal information is—just imagine 
what hackers will do to get it. Protecting your personal data is critical. Artificial 
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Intelligence (AI) techniques such as machine learning extract even more value from 
data, using algorithms which can predict when a customer is ready to buy, a jet-
engine needs servicing or a person is at risk of a disease. Industrial giants such as 
GE and Siemens are now selling themselves as data firms [2].

Your personal data is extremely valuable to companies, even when obtained 
legally, but once it is stolen, it can then be sold on the Dark Web to be taken advan-
tage of again. This is a place on the Internet where criminals buy and sell your 
private information and other things, including intellectual property, stolen credit 
cards, Social Security numbers, medical information, firearms, any drug imaginable, 
etc. Your healthcare records are on the top of the list. Data from the healthcare indus-
try, which includes both personal identities and medical histories, can live a lifetime. 
One in 13 patients will have their health records stolen after a healthcare provider 
data breach, including personal information such as social security or financial 
records. Cyberattacks are projected to cost US health systems $305 billion in cumu-
lative lifetime revenue from 2015 through 2019, according to a report from Accenture 
in 2015 [3].

The Dark Web is only accessible through a specific software called TOR, acces-
sible to anyone who wishes to download the software on his or her computer. TOR 
stands for The Onion Router, which was developed by the US Navy in the 1990s to 
allow intelligence agents operating overseas to communicate anonymously with 
colleagues in the USA. Cybersecurity experts can access the dark web safely and 
even tell you if your personal information is available there. I bring these facts to 
your attention as a segue into the next issue we will address, which is the world of 
cybersecurity and litigation caused as a result of the huge expansion of the IoT.

Intellectual property is also very sought after by hackers. In a March 23, 2018 
press release, the US Department of Justice reported that Mabna Institute hackers 
penetrated systems belonging to hundreds of universities, companies, and other vic-
tims to steal research, academic and proprietary data, and Intellectual Property [4].

The issue of privacy, or some might say, the lack thereof, is being litigated across 
the country and worldwide every day. Even more unfortunate are the increasing 
number of breaches and hacks that occur every single day. Hackers are paid ransom 
money daily. Consequently, huge amounts of dollars are spent by the government to 
track down the cyberhackers. As can easily be found on the Internet, the most recent 
data breaches in 2018 include Under Armour/MyFitness Pal, Orbitz, Panera Bread, 
and Saks Fifth Avenue/Lord & Taylor.

As an engineer, you are the inventor, the product developer, the creative mind. 
One of the goals of this chapter is to give you solid reasons why you should not feel 
blunted if you were forced to include an entire team, including lawyers, front line 
employees and marketing staff during the innovative process. Would you feel hesi-
tant to include an entire team because you feel like this “team” does not belong in 
the product development stage?

Take into consideration the fact that new laws are being enacted worldwide every 
day, many with which you must comply, that require IoT device makers to follow 
minimum security standards, such as the ability to install remote security updates. 
Take for example, the European Union’s Cybersecurity Act and its General Data 
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Protection Regulation (GDPR) or the US Senate bill known as the Internet of Things 
Cybersecurity Improvement Act and the Cybersecurity Act of 2015. Whether US or 
foreign laws, they all require compliance, and noncompliance can be very costly. 
Therefore, there is good, solid reason why it may make sense to have a “team” 
involved at the beginning stages of product development. As an example, if your 
product does not have the capability to comply with laws that require products to be 
built with the capability to install remote security updates, you may find yourself out 
of business. Having the capability to remotely install security updates would be 
essential to the livelihood of any product and, likely, the company itself. Laws 
change frequently and are always behind, trying to keep up with technology; there-
fore, a knowledgeable team at the early stages of product development is critical.

2.2  �Privacy and Security Defined

What is privacy and why does it matter? I like this succinct definition: “It relates 
to any rights you have to control your personal information and how it’s used. Think 
about those privacy policies you’re asked to read and agree to when you download 
new smartphone apps” [5]. Here is another definition of privacy: “Privacy is often 
defined as having the ability to protect sensitive information about personally iden-
tifiable information, while protection is really a security component. Others define 
it as the right to be left alone” [6]. Whatever the definition, privacy is an important 
part of our lives. Is the definition changing as a result of our data-centric world and 
the Internet of Things?

Some people say that the issue of privacy is not a problem for us as individuals 
if you are doing nothing wrong or immoral that you are trying to hide. Maybe not, 
until your right to private data is stolen as a result of a hack or breach. Privacy 
should matter to every one of us, as it is a constitutional right under our state and 
federal constitutions. A quick Google search will show you the tremendous con-
cerns of every business in the world.

Privacy is a concern worldwide. Just as an example of many new laws are being 
enacted as a result of concern for individual privacy, in August 2017, the Supreme 
Court of India ruled that Indian citizens have a fundamental right to privacy [7]. 
This is being considered one of India’s most progressive judgments that will ensure 
that the citizens of India will be able to question the government’s action. They can 
now sue the government if they think their privacy is being violated. The effect of 
this new law will no doubt result in more new laws and regulations for its own agen-
cies to protect consumer interests, new corporate policies, etc.

According to the law firm Hunton Andrews Kurth LLP, an international law firm 
[8], a draft data protection bill (The Bill) has also been proposed in India, which 
would establish requirements for the collection and processing of personal data, 
including particular limitations on the processing of sensitive personal data and the 
length of time in which personal data may be retained. The Bill would require orga-
nizations to appoint a Data Protection Officer and require annual third-party audits 
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of the organization’s processing of personal data. The Bill would also require orga-
nizations to: (1) implement certain information security safeguards, including 
(where appropriate) de-identification and encryption, as well as safeguards to pre-
vent misuse, unauthorized access to, modification, disclosure or destruction of per-
sonal data; and (2) require regulator notification and, in certain circumstances, 
individual notification in the event of a data breach. Noncompliance with the Bill 
would result in penalties up to 50 million Rupees (approximately USD $728,000), 
or 2% of global annual turnover of the preceding financial year, whichever is higher. 
Similar to these regulations is the GDPR in the European Union, which carries hefty 
fines for violations of the regulation.

What is Security? Well, to start, you cannot have privacy without security. 
Security relates to how your personal information is managed and protected, by 
you and others who manage your personal data. As we increasingly use the Internet, 
we learn how our personal information is stored in many different locations, 
including the applications you download on your computer or smart phone. You are 
required to download your information to use the app. What you may not realize is 
how that data is stored, used and sold. Security protects us from unauthorized 
users. Our IT professionals put those security controls in place to determine who 
can access data and how. Because of the IoT, cybersecurity is no longer just an 
issue for IT professionals who maintain and control the security of information. It 
is now, and should be, one of the most significant issues to all C-suite officers and 
their board of directors who are ultimately liable for the top decisions made for the 
company. Some board members have been the subject of significant litigation 
resulting from a breach of fiduciary duty on these matters, as discussed later in this 
chapter.

2.3  �Managing Privacy and Security: Whose Responsibility 
Is It?

Obviously, the responsibility lies with all of us—as individuals and as companies. 
When you download an app, there are certain precautions you must take. Malicious 
apps ask you to download unnecessary information that may signal that it is acting 
as a backdoor to your device. According to a study of more than 400,000 apps avail-
able from the Google Play store by cyber security company, NowSecure, 10.8% of 
all apps leak sensitive data over the network, 24.7% of mobile applications have at 
least one high-risk security flaw, and 50% of popular apps send data to an ad net-
work including but not limited to phone numbers, IMEI numbers (a unique identi-
fier assigned to cellular devices), call logs, and location coordinates [9].

As companies, there is also the ethical and legal responsibility of safeguarding 
the personal data of others. Compliance with the myriad laws and regulations takes 
the work of specialists in the legal and cybersecurity world. We also rely on our 
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politicians to enact laws to protect our data. When laws are enacted we then rely on 
the judicial system to enforce the law. Due to the high number of breaches, hacking 
and cyberattacks, individuals and companies can also protect themselves by way of 
either cyber insurance or technology purchased to prevent hacks and breaches.

What does all this mean for consumers, businesses, and legislatures? While it 
surely looks like the political landscape is undergoing an evolution of sorts, political 
action committees and deep pocket businesses will likely continue to discourage 
new US privacy legislation, but security legislation will gain traction over the next 
several years. The EU along with other countries will continue to evolve their con-
sumer protection, including comprehensive privacy and security legislation. As can 
be recognized from a quick look at the new proposed legislation in the USA, the 
USA is slow to enact more updated privacy laws. As an example, in September 
2018, the Senate Committee on Commerce, Science and Transportation held a hear-
ing on data privacy, focusing in part on the potential for federal privacy regulation, 
which centered on two issues: (1) the potential for Congress to pass a privacy law, 
including the scope and model for any such law and (2) the role of the Federal Trade 
Commission (FTC) in regulating data privacy practices [10].

As stated by Secureworks, US consumers will need to be more diligent in pro-
tecting themselves. We all know few read the terms and conditions when it comes 
to apps and websites to protect their own privacy, consumers might need to be more 
discerning regarding to whom they grant access to their information. Consider secu-
rity implications and data encryption options when making purchases that store 
personal data. Businesses can elect to adopt privacy by design (e.g., capture less 
data) and security by design methodologies (e.g., use strong passwords that must be 
changed by the consumer), not because it is lucrative or required by statute, but 
because it proactively helps protect consumers. Perhaps this will be seen as a com-
pelling market differentiator, but until such time, expect the proliferation of IoT and 
big data to continue unabated. Data stores will grow exponentially as will the 
sophisticated data correlation algorithms [11].

Clearly, with all the hacking and breaches that occur, whether actual security 
exists is a fair question. Consider this statement by Randy Manner and Brian 
D. Walker on the NACD’s Board Talk [12], “Like the private sector, there are plenty 
of federal government examples of failing in the fight: the loss of sensitive data on 
22 million individuals by the Office of Personnel Management, the hacking of the 
Chief of Staff to the President, and the loss of highly sensitive cyber defense tools 
by the NSA are but a handful of examples. Bottom Line? If the government strug-
gles to defend itself, it can’t be expected to defend businesses.” The message here is 
managing privacy and security is the responsibility of every individual, every com-
pany, and every government agency. None of us can do it alone. Hackers work 24 h 
a day, making attempts to steal our data and sell it to the unscrupulous buyers to our 
serious detriment.
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2.4  �Balancing and Managing Conflict Between Privacy 
and Security

When considering this issue, ask yourself whether you are willing to give up some 
of your privacy to improve your safety. For example, do you mind cameras watch-
ing you at every street corner, with the ability to zoom in and apply facial recogni-
tion techniques presumably only to catch criminals? What happens to that data may 
be out of your control and may be used for other larger purposes. These are issues 
we must address with no easy answer. In the USA, we are acutely aware of the fre-
quency of terrorist attacks and killings, the latest one as of this writing, on November 
7, 2018 in southern California. It is happening everywhere in the world. On the one 
hand, we criticize Facebook and other forms of social media for violating our pri-
vacy as well as allowing radicalization and propaganda activities. On the other 
hand, Americans love social media and are generally careless with our use, making 
us an easy target for hackers. As of the third quarter of 2018, Facebook had 2.27 bil-
lion monthly active users worldwide.

2.5  �Cost of Cyberattacks on Small- and Medium-Sized 
Firms

In 2017, cyberattacks cost small and medium-sized firms an average of $2.2 million 
and are reaching a new level of sophistication [13]. The Ponemon Institute reports 
that the average cost for small businesses to clean up after being hacked is about 
$690,000 and, for middle market companies, it is over $1  million [14]. The US 
National Cyber Security Alliance reports that 60% of small companies are unable to 
sustain their business more than 6 months following a cyberattack. According to 
Verizon’s 2018 Data Breach Investigations Report [15], 58% of all cyberattacks 
target small businesses. The reason for that is small businesses do not have the 
financial resources to buy the most technologically advanced protection. This statis-
tic makes it clear that the cybercriminal is not always looking for that huge financial 
payout or huge amount of personal data to sell. All it takes is a single unprotected or 
improperly secured device or careless employee to access an entire system. A good 
example is the LabMD case, which resulted from a single employee’s actions.

These numbers are mentioned because as engineers, the IoT products must be 
developed keeping in mind their ability to be updated with new software to prevent 
breaches. A lack of attention to this concern could financially drain a company. 
LabMD went out of business as a result of litigation with the Federal Trade 
Commission [16] and in a lawsuit that has lasted several years, had a narrow success 
on appeal. LabMD took the strong position that the system it had in place to secure 
personal medical information of patients was sufficient. The FTC did not see it that 
way. LabMD is now petitioning the court [17] for $1.8 million in attorney’s fees and 
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costs [18]. The litigation costs for this issue alone will be high. The point is that 
compliance is a choice, but the risk is great.

In a company, no matter the size, the commitment required to secure personal 
information is critically necessary and must involve everyone from the top to the 
bottom. Senior executives must have a strong understanding of the data at risk, 
where it is safeguarded, who has access to it and how every single employee is 
trained to secure the information. Small companies should pay even closer attention 
to the cybersecurity risks because they seem to be more lax at protecting their data 
[19]. One reason may be because they believe they have less to lose than the big 
corporations. But actually, they may not be able to survive the fallout or cleanup due 
to lack of security or lack of compliance.

2.6  �Compliance v. Security Are they One and the Same?

Think about it this way—Compliance is a demonstration, a report, usually manda-
tory, of how your security program meets specific security standards as laid out by 
regulatory organizations such as the Securities and Exchange Commission (SEC), 
NIST, Cybersecurity Act of 2015, HIPAA, the European Union’s GDPR, or even the 
Sarbanes-Oxley Act of 2002, to name a few [20]. With the voluminous enactment of 
cybersecurity laws, it is an arduous job to keep up with them and most of time, the 
laws are constantly attempting to keep up with technology. In an article by 
Techspective.net, here is their perspective on what the USA is doing to keep tech-
nology safe: “Technology progresses rapidly. The government, infamously, does 
not. It takes a long time to pass new laws, making it difficult for cybersecurity to 
keep up to date with changing technologies. As of now, many new forms of technol-
ogy are not tightly regulated” [21]. Consequently, new laws are implemented and 
current laws are updated frequently, making compliance difficult. Many regulatory 
agencies send out press releases giving directives to public companies. For example, 
in a press release by the SEC on October 16, 2018, public companies were cau-
tioned to consider cyber threats when implementing internal accounting controls. 
This press release was a result of the SEC Enforcement Division’s investigations of 
several public companies who fell victim to cyber fraud, and consequently losing 
millions of dollars in the process.

2.7  �Local, State, Federal, and International Laws

As can be seen in the writings of this chapter, cyber legislation is alive and well 
locally, nationally and internationally. Below are a few of the powerful acts of leg-
islation currently in place. This list is far from exhaustive, as new legislation on the 
topic of cybersecurity seems to be on the top of every legislator’s list. Keep in mind 
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that certain law firms specializing in cybersecurity law keep active lists of all cyber-
security legislation.

Legislation is enacted to protect the security of our information and it usually has 
a compliance side to ensure that penalties are in place for noncompliance with the 
legislation. Many countries have now enacted similar laws. Local state bar associa-
tions such as the Colorado Bar Association continually provide legal guidance for 
lawyers in small, medium-sized and large law firms attempting to calm down the 
panic caused by its enactment and to provide compliance models.

2.7.1  �The Clarifying Lawful Overseas Use of Data Act 
(CLOUD)

The Clarifying Lawful Overseas Use of Data Act or CLOUD Act (H.R. 4943, 115th 
Congress 2017–2018) is a US federal law enacted in 2018 by the passing of the 
Consolidated Appropriations Act, 2018, PL 115-141, section 105 executive agree-
ments on access to data by foreign governments. Primarily the CLOUD Act amends 
the Stored Communications Act (SCA) of 1986 to allow federal law enforcement to 
compel US-based technology companies via warrant or subpoena to provide 
requested data stored on servers regardless of whether the data are stored in the 
USA or on foreign soil [22]. This Act resulted from difficulties the Federal Bureau 
of Investigation (FBI) had during a criminal drug traffic investigation. Some of the 
emails of a US citizen were stored on a Microsoft remote server in Ireland, which 
Microsoft refused to honor pursuant to a warrant issued by the FBI. This led to the 
FBI filing a lawsuit against Microsoft Corporation, which was finally resolved by 
the US Supreme Court in United States v. Microsoft Corp. [23].

2.7.2  �The Cybersecurity Information Sharing Act of 2015 
(CISA)

On December 18, 2015, President Obama signed into law the Cybersecurity Act of 
2015. This significant piece of federal cyber-related legislation establishes a mecha-
nism for cybersecurity information sharing among private-sector and federal gov-
ernment entities. The Cybersecurity Act of 2015 is Division N of the omnibus 
spending bill. Congress passed this Act to increase the sharing of cybersecurity 
information among businesses and between businesses and the government and to 
improve the quality and quantity of timely, actionable cybersecurity intelligence in 
the hands of the private sector and government information security professionals.

Among many other specific directives, this Act requires the heads of certain gov-
ernmental agencies, to jointly develop and issue procedures to facilitate and pro-
mote timely sharing of classified cyber threat indicators and defensive measures in 
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the passion of the Federal Government with representatives of relevant federal enti-
ties and nonfederal entities that have appropriate security clearances. It also estab-
lishes privacy and civil liberties guidelines governing the receipt, retention, use and 
dissemination of cyber threat indicators (CTI) and defensive measures (DM) by a 
federal entity under CISA.

2.7.3  �National Institute of Standards and Technology (NIST)

The National Institute of Standards and Technology (NIST) was founded in 1901 
and is now part of the US Department of Commerce. NIST is one of the nation’s 
oldest physical science laboratories. Congress established the agency to remove a 
major challenge to US industrial competitiveness at the time—a second-rate mea-
surement infrastructure that lagged behind the capabilities of the UK, Germany, and 
other economic rivals. NIST’s mission is to promote US innovation and industrial 
competitiveness by advancing measurement science, standards, and technology in 
ways that enhance economic security and improve our quality of life [24].

2.7.4  �Information Sharing and Analysis Centers, Information 
Sharing and Analysis Organizations (ISAC, ISAO) [25]

Information Sharing and Analysis Centers (ISACs) were created in response to a 
1998 US Presidential Decision Directive signed by President Clinton for federal 
agencies to encourage industry sectors to establish organizations to share security 
threat and vulnerability information with critical infrastructure owners and opera-
tors and the federal government [26]. ISAOs were established as a result of an 
Executive Order signed by President Obama in 2015 to enable private companies, 
nonprofit organizations, federal departments and agencies to share information 
related to cybersecurity risks and incidents and collaborate to respond in as close to 
real time as possible [27]. Europe now has ISACs as well [28].

2.7.5  �The Internet of Things Cybersecurity Improvement Act

The Internet of Things Cybersecurity Improvement Act was introduced in 2017 by 
Senators Mark Warner (Democrat, Virginia), Cory Gardner (Republican, Colorado), 
Ron Wyden (Democrat, Oregon), and Steve Daines (Republican, Montana), and 
provides more clarity on IoT security standards in the USA. This bill would force 
vendors who sell technology to the US government to ensure that those devices can 
receive security patches and not rely on passwords that cannot be changed. It also 
prohibits the shipment of devices with known vulnerabilities.
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2.7.6  �European Union General Data Protection Regulation 
(GDPR)

This law is one of the most important changes in data privacy regulation in the past 
two decades. Its impact is widespread and worldwide with its extended jurisdiction 
reaching and applying to all companies anywhere in the world who process personal 
data of persons residing in the European Union. The purpose of the GDPR is to 
protect all EU citizens from privacy and data breaches [29]. On the first day of this 
new law, May 25, 2018, Google and Facebook faced privacy complaints [30].

Organizations in breach of GDPR can be fined up to 4% of annual global turn-
over or €20 Million (whichever is greater). This is the maximum fine that can be 
imposed for the most serious infringements, for example, not having sufficient cus-
tomer consent to process data or violating the core of Privacy by Design concepts. 
There is a tiered approach to fines. For example, a company can be fined 2% for not 
having their records in order (article 28), not notifying the supervising authority and 
data subject about a breach, or not conducting [an] impact assessment. It is impor-
tant to note that these rules apply to both controllers and processors—meaning 
“clouds” are not exempt from GDPR enforcement.

2.7.7  �The EU Cybersecurity Act

Proposed in 2017 to deal with cyberattacks and promote enhanced cybersecurity in 
the European Union, it was announced on December 10, 2018 that a political agree-
ment was reached between the European Parliament, the Council of the European 
Union and the European Commission on the EU Cybersecurity Act [31]. This act 
would empower the EU’s European Network and Information Security Agency 
(ENISA) to formulate voluntary cybersecurity standards for systems used in power 
plants, medical devices, connected consumer devices, and other services. Tommy 
Ross, senior policy director at the Building Societies Association’s, Washington 
D.C office says “The EU approach will be the first large-scale experiment in how to 
lift the tide in the consumer marketplace when it comes to security.” If this act goes 
into force, ENISA would likely implement standards for secure software develop-
ment, identity management, and hardware security rules. The European Commission 
is set to draft the scope of products that require obligatory certification, with a list to 
be finalized by 2023 [32].

2.7.8  �Brazil’s “GDPR”

On May 29, 2018, the Brazilian House of Representatives approved a data protec-
tion bill (PL52/3028). The next step is with the Senate for analysis and possible 
approval. This bill requires all companies that treat or aim at Brazilian data gener-
ated within the country to be subject to its provisions.
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2.8  �The Cloud and the Supply Chain: Is It a Good Idea?

Cloud based computing is a method of computing which holds strong potential for 
streamlined sharing, input and output of data sets among teams, individuals or 
cross-organization. The Cloud allows users to access applications, information and 
data online rather than through hardware or devices. Typically, cloud-computing 
solutions have the capability to be “plugged in,” meaning sourcing the data from 
one cloud to another. There are public and private clouds. The benefits vary accord-
ing to the type of cloud service, but generally, using cloud services allows compa-
nies to not have to buy or maintain their own computing structure. That means a 
company can forego buying servers, updating applications and operating systems or 
decommissioning and disposing of hardware or software when it is out of date. That 
is all taken care of by the provider. One would assume that companies who special-
ize in this service are likely to have better skills and more experienced staff than that 
a small business could afford to hire. The point is to use cloud service providers who 
can deliver a more secure and efficient service to its users.

However, there is a caveat. Consider whether there is accountability, responsibil-
ity, and liability in the cloud. A multitude of questions should be asked before sign-
ing a contract, including who owns the data. Moving to a particular cloud service 
may mean that you are using the same applications as a rival, causing difficulties in 
getting a competitive advantage if that application is core to the business. Think 
about whether you should be reaching out to the cloud provider for ensuring cloud 
compliance. There may be differing interests and objectives. Customers want trans-
parency from providers regarding risk factors involved with the cloud. Providers 
may not want to disclose everything behind their cloud operations. Having a thor-
ough audit strategy will assist with these concerns. There are also many guides to 
secure cloud computing. Whether you use cloud computing or you are the developer 
of a cloud service, privacy should always be considered in terms of legal compli-
ance and user trust; privacy needs to be considered at every phase of design.

Unsurprisingly, the USA does not have one regulation or law for data regulation 
across the country. Instead, there is a dizzying number of cloud computing federal 
regulations and requirements and state legislation that work together to keep our 
data safe. Obviously, the difficult part is compliance, thus the need to have a team 
working together at the production stage.

2.9  �Constitutional Implications of IoT

The First Amendment to the US Constitution states: “Congress shall make no law 
respecting an establishment of religion or prohibiting the free exercise thereof; or 
abridging the freedom of speech, or of the press; or the right of the people peaceably 
to assemble, and to petition the Government for a redress of grievances.”
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Can a portable IoT system help safeguard freedom of speech? Think about this: 
A person driving an automobile who exercises due care but injures another person 
who is participating in a protest or demonstration and is blocking the traffic in a 
public right-of-way is immune from civil liability for such injury but shall not be 
immune from the same if the actions of the driver leading to the injury were willful 
or wanton. This is the language of a Rhode Island bill introduced by Representative 
Justin Price in March 2017 [33]. Similar bills have been introduced in Texas, 
Florida, Tennessee, and North Carolina. Could bills like this have a chilling effect 
on free speech? These bills have faced criticism but they could be enacted into law. 
Is it a good law? Does it affect your first amendment right to free speech? Does it 
mean that, as a peaceful protestor, one has to protect themselves from oncoming 
cars during peaceful protests? Can this simple IoT system protect you from harm 
caused as a result of a law like this?

Whether it seems bizarre to think we need such technology, there is IoT-based 
protection for protestors being developed. Companies such as FabLab and 
Honeywell offer this type of technology used to detect cars and their speed. Other 
technology with light-based sensors uses cameras to capture texture, color, and con-
trast information to detect oncoming vehicles. Light Detection and Ranging 
(LiDAR) sensors such as those from NXP measure the distance to an object by 
calculating the time taken by a pulse of light to travel to an object and back to the 
sensor [34]. This technology seems like a drastic step needed in order to protect our 
first amendment rights but, as we all know, technology moves at lightning speed 
compared to the legislation process. According to statista.com [35], the number of 
Android app releases per day in the first quarter of 2018 was 6140. For that same 
quarter, 1434 mobile apps were released through the Apple App Store every day.

New apps are created every day and whether an idea is patentable is the big ques-
tion. In a 2014 decision [36], the US Supreme Court set out a two-step procedure 
that courts are to follow in determining whether a computer-implemented invention 
is no more than an abstract idea that is ineligible for patent protection. The patents 
at issue in this case disclose a computer-implemented scheme for mitigating “settle-
ment risk,” that is, the risk that only one party to a financial transaction will pay 
what it owes, by using a third-party intermediary. The question presented is whether 
these claims are patent eligible under 35 U.S.C. § 101 or are instead drawn to a 
patent-ineligible abstract idea. The Supreme Court affirmed the judgment of the US 
Court of Appeals for the Federal Circuit and held that the claims at issue are drawn 
to the abstract idea of intermediated settlement, and that merely requiring generic 
computer implementation fails to transform that abstract idea into a patent-eligible 
invention.

Apparently, the Court’s newest instructions on how to determine whether an 
invention is patent-eligible raise as many questions as they answer. As engineers, 
this is exactly why you should consider having lawyers involved at the early stages 
of product development.
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2.9.1  �The IoT and the Fourth Amendment to the US 
Constitution

The Fourth Amendment states “The right of the people to be secure in their persons, 
houses, papers, and effects (emphasis added), against unreasonable searches and 
seizures, shall not be violated, and no Warrants shall issue, but upon probable cause, 
supported by oath or affirmation, and particularly describing the place to be 
searched, and the persons or things to be seized.” Why I italicized the word “effects” 
will be explained below.

Does the fourth amendment apply to the Internet of Things? Did our forefathers 
anticipate or consider the IoT? This is a hot legal issue. What constitutes “effects” 
as stated in the fourth amendment is a newer legal concept that has come to light 
partly as a result of the IoT. The term “effects” has long been understood to signify 
the protection of personal property, including a vehicle [37]. So it seems appropriate 
to apply the fourth amendment to gadgets, devices, etc. that communicate through 
the Internet of Things. It sounds simple, but it gets very complicated.

In a US Supreme Court case, United States v. Jones [38], the Government 
obtained a search warrant permitting it to install a global positioning system (GPS) 
tracking device on a vehicle registered to Jones’s wife. The warrant authorized 
installation in the District of Columbia within 10  days, but agents installed the 
device on the 11th day and in Maryland. The Government then tracked the vehicle’s 
movements for 28 days. By means of signals from multiple satellites, the device 
established the vehicle’s location within 50–100 ft and communicated that location 
by a cellular phone to a Government computer. It relayed more than 2000 pages of 
data over the 4-week period. The Government subsequently secured a criminal 
indictment of Jones and others on drug trafficking conspiracy charges. The District 
Court suppressed the GPS data obtained while the vehicle was parked at Jones’s 
residence but held the remaining data admissible at trial because Jones had no rea-
sonable expectation of privacy when the vehicle was on public streets. Jones was 
convicted. The D.C. Circuit reversed the conviction, concluding that admission of 
the evidence obtained by warrantless use of the GPS device violated the Fourth 
Amendment. The Supreme Court held that the Government’s physical intrusion on 
an “effect” (in this case, a vehicle) for the purpose of obtaining information consti-
tutes a “search.”

2.9.2  �Fifth Amendment Implications

The Fifth Amendment to the US Constitution States the following: No person shall 
be held to answer for a capital, or otherwise infamous crime, unless on a present-
ment or indictment of a grand jury, except in cases arising in the land or naval 
forces, or in the militia, when in actual service in time of war or public danger; nor 
shall any person be subject for the same offense to be twice put in jeopardy of life 
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or limb; nor shall be compelled in any criminal case to be a witness against himself, 
nor be deprived of life, liberty, or property, without due process of law; nor shall 
private property be taken for public use, without just compensation.

The focus here will be the right to due process as it relates to your personal data 
and the IoT. The IoT is alive and well in the courts. Just think of the massive amounts 
of devices, gadgets and accessories we all use every day. Each of these devices 
includes sensors and microprocessors that connect with the IoT. This is no longer 
just mobile phones. As mentioned above, we all use IoT devices, be it your iWatch, 
your home security system, a Fitbit, a thermostat, a toy, or maybe medical equip-
ment that connects to the IoT.

IoT use is prevalent and clearly affects how our world is changing before us. The 
massive amounts of data available through the IoT are mind-boggling. Information 
gained from IoT devices is being used in the courts every day. Consider the personal 
injury case where a law firm is using a woman’s Fitbit to prove she suffered from 
reduced ability to be active following an accident. In this case, the information may 
benefit the injured party. The bigger question is who can legally gain access to this 
type of information and how can it ultimately be used against you in a future law-
suit. According to Forbes, “the lawyers aren’t using Fitbit’s data directly, but pump-
ing it through analytics platform Vivametrica, which uses public research to compare 
a person’s activity data with that of the general population” [39]. Does access to that 
information require your specific consent?

2.9.3  �Equal Protection Clause of the 14th Amendment 
to the US Constitution

Section 1 of the Fourteenth Amendment states as follows: All persons born or natu-
ralized in the USA, and subject to the jurisdiction thereof, are citizens of the USA 
and of the state wherein they reside. No state shall make or enforce any law which 
shall abridge the privileges or immunities of citizens of the USA; nor shall any state 
deprive any person of life, liberty, or property, without due process of law; nor deny 
to any person within its jurisdiction the equal protection of the laws.

Let us consider the article written by Lauren Smith entitled “Unfairness by 
Algorithm: Distilling the Harms of Automated Decision-Making” [40]. Whether 
obtained illegally or legally, information collected by way of the Internet can be 
used in an unfair way—a way that discriminates against certain individuals. Of 
course, we know that there are ways in which data collected can improve services, 
advance research, and combat discrimination. But this same data and analysis can 
also have a detrimental impact on vulnerable communities, especially when auto-
mated decision-making uses sensitive data such as race or gender. This issue is 
addressed in Lauren Smith’s article. It highlights legal and ethical issues raised by 
using sensitive data for hiring, policing, benefit determinations, marketing, and 
other purposes [41]. In their research, they distilled both the harms and potential 
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mitigation strategies identified in their literature and presented to the FTC for con-
sideration for the FTC Informational Injury workshop for use in assessing fairness, 
transparency, and accountability for artificial intelligence, as well as methodologies 
to assess impacts on rights and freedoms under the EU General Data Protection 
Regulation.

They found that potential individual and collective/societal harm could occur, 
with some individual harm being illegal and some unfair. For example, filtering job 
candidates by race or genetic/health information could lead to race discrimination 
or filtering candidates by work proximity could lead to excluding minorities. 
Another example would be use of recidivism scores to determine prison sentence 
length (leading to a societal harm of disproportionate incarceration) or differential 
pricing of goods and services (i.e., raising online prices based on membership in a 
protected class). The bottom line is that automated decision-making can lead to 
individual and societal harms in many areas such as employment, housing, insur-
ance and benefits, and education.

Again, the legal issues are being presented to you to consider having a lawyer on 
your team at the product development stage.

2.10  �It Is All About Survival: How to Protect Your Privacy 
and Security as Individuals

As individuals, when downloading an app to a smart phone, we are asked if we 
consent to the use of our information. The consent given can be very broad. Take 
the time to read and understand what consent you are giving and to whom. It 
appears that only those individuals who actually read the agreement are the pro-
fessionals who are researching or studying the topic. Most people just do not do 
it. What happens if you do not give consent? Will you still be able to download the 
app, or get your information processed or compared for your benefit? Most likely 
not, but at least you know what you are doing and that you can ultimately do 
something about it.

We should be involved in effecting change in legislation currently being pro-
posed to protect our privacy and security. Even most smartphone consent agree-
ments have multiple sections and pages. I have asked hundreds of people whether 
they read the entire agreement before making the decision to give consent. Only 
one, a presenter at a cybersecurity conference, said he reads the entire agreement. 
My review of my own Netflix agreement is multiple pages with several sections. It 
tells you how to opt in or out of certain services. It is important to read the agree-
ments provided and understand what you are allowing to be done with your 
information.

For some smart gadgets, it is not as easy for most users but it is important to go 
to the app’s website and review privacy preferences in account settings and control 
how your information can be used. It would be prudent to do business with compa-
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nies and organizations that value your privacy and take measures to protect your 
personal information. There are simpler things you can do too, to help protect your 
privacy and boost your security.

Here are some suggestions:

•	 Limit what you share on social media and online in general.
•	 Shred important documents before tossing them in the trash.
•	 Guard your Social Security number. Keep it in a secure place and do not give it 

out if possible. Ask if you can provide another form of identification.
•	 Safeguard your data and devices. This might include enlisting the help of com-

puter virus protection, a secure router, Wi-Fi protection, and identity theft protec-
tion services.

•	 Get a VPN (Virtual Private Network).
•	 Understand how the information you are giving away could be used. Read an 

organization’s privacy policy before signing up for an app or service. Understand 
exactly what you consent to when downloading an app.

•	 Remember, if the app or service is free, the company may make its money by 
selling your data.

As engineers, avoidance of the possibility of having to correct big mistakes later 
in production is critical and could make or break the company. Having that diverse 
team involved at the product development stage is something to seriously consider. 
That team should include legal, compliance and cybersecurity specialists with 
whom the engineers can discuss product development from a different but important 
perspective. Engineers and developers should be asked what they are doing or 
would do to anticipate and mitigate not only particular cybersecurity threats but also 
ongoing compliance concerns, especially considering ongoing changes in the law. 
Businesses cannot afford to be reactive anymore.

2.11  �Emerging Cybersecurity Threats in 2018 and 2019

Cybersecurity threats are constant and powerful. Hacking via the Internet is preva-
lent. Big cyberattacks, like the attack of the  Equifax credit reporting agency in 
2017, led to the theft of significant personal data on almost half of the US popula-
tion [42]. Even more recently, hacking has occurred of public Wi-Fi in a Starbucks 
in Argentina [43]. Chinese hackers allegedly stole data of more than 100,000 US 
Navy personnel, resulting in an indictment issued on December 20, 2018 by the US 
Justice Department. By sneaking into the computers of a US company that man-
ages IT systems remotely for other businesses, the Chinese hackers were allegedly 
able to access computers at more than 45 companies in a dozen countries including 
the USA, the UK, Australia, India, and Japan [44]. No one individual or company, 
big or small is safe from these types of attacks. Companies that hold the most 
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sensitive of data are prime targets, especially health information. Marc Goodman, 
a security expert and author of Future Crimes, thinks data brokers who hold infor-
mation about things such as people’s personal Web browsing habits will be espe-
cially popular targets. He says, “These companies are unregulated, and when one 
leaks, all hell will break loose” [45]. According to Martin Giles, one big target will 
be the cloud computing businesses, as they house huge amounts of data for compa-
nies, including emails and photo libraries. He believes that smaller companies are 
likely to be the most vulnerable, because they do not have funds to hire the bright-
est minds in digital security, as do Google, Amazon, and IBM. But we all know that 
big companies have had huge breaches as well compromising our personal 
information.

Other anticipated future targets are electrical grids, transportation systems, older 
planes, trains, ships, and other modes of transport that could [46] leave themselves 
vulnerable. Also see, “Hijacking Computers to Mine Cryptocurrency is all the 
Rage” [47]. Apparently, the Showtime Website contained a tool that was secretly 
hijacking visitors’ computers to mine Monero, a Bitcoin-like digital currency 
focused on anonymity. Other predictions include nations will be at cyberwar, 
supply-chain attacks will rise, cybersecurity will raise its profile in the corporate 
board room, and small and mid-size business will find ways to monitor and detect 
threats and respond when necessary, finally realizing that they are just as big a 
target.

2.11.1  �Evolving Tools and Strategy

With every day that passes, the news reflects more concern about threats becoming 
more complex. Looking back at the job of the head of an IT department, it was 
much simpler, at least in terms of the number of devices they needed to protect, 
especially when compared to technological advances of today. Now, the ways in 
which cybercriminals gain access to enterprise networks makes the job much more 
complicated and security teams must develop new tactics to fend off the advanced 
threats levelled against the increasingly interconnected enterprise networks. These 
concerns are today a concern of the entire company, that is, board of directors, not 
just the IT department, as a result of increasing cyberbreaches, putting cybersecu-
rity at the top of the agenda for board members. Attacks such as WannaCry and 
NotPetya [48] ransomware outbreaks have finally caught the attention of most 
boards and small business owners even if they have not yet been attacked. Security 
is now a prerequisite that is built into new technologies and products from the out-
set. The sad part is that according to Verizon’s 2018 Data Breach Investigations 
Report, it shows that the same threat tactics are still effective in infiltrating data, 
because many organizations are missing a core foundation of security tools and 
processes [49].
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2.12  �Where Is the Board? The Board’s View 
of Cybersecurity

Board directors are now becoming quite aware of their fiduciary duty to ask ques-
tions about cybersecurity risks and the liability they have undertaken. The former 
officers and directors of Yahoo agreed to pay $29 million to settle charges that they 
breached their fiduciary duties in their handling of customer data during a series of 
cyberattacks from 2013 until 2016 [50]. In a derivative lawsuit, which is the legal 
path for shareholders to hold corporate directors and top management accountable 
for their actions, this represents the first time that shareholders have been awarded 
monetary damages related to a data breach [51]. Even before this settlement 
occurred on April 24, 2018, the Securities and Exchange Commission (SEC) had 
already severely sanctioned Altaba (which was Yahoo at the time) with a $35 mil-
lion penalty for failing to make timely disclosure of the data breach [52].

The fiduciary duties of a board director should not be taken lightly. Huge liabil-
ity rests on the shoulders of each board member. Board directors should be asking 
what their company’s plan is if a breach were to occur. They should be inquiring of 
product engineers and developers what they are doing in anticipation of and to miti-
gate particular threats. According to an article by Katie Swafford, “Directors…
could sit together and say, ‘All right, we know that this happened to a competitor, 
or we know that this is a trend. How would we as an organization handle it?’ And 
they can ask their management to report back on what the company would do in 
this case” [53]. If board members don’t know the answer, as Ms. Swafford states in 
her article, “If your board runs through this exercise and struggles to find answers, 
fear not—a plethora of consultants, experts, companies, and independent resources 
are eagle to help.”

In the case of Reiter v. Fairbank, [54], Capital One Financial Corporation’s eight 
board of directors were sued in a derivative action where a shareholder asserted that 
they breached their fiduciary of loyalty and unjustly enriched themselves by con-
sciously disregarding their responsibility to oversee Capital One’s compliance with 
the Bank Secrecy Act and other anti-money laundering laws. The defendants were 
successful in getting this case dismissed. The Court found that the plaintiff failed to 
allege facts from which it could be reasonably inferred that the defendants con-
sciously allowed Capital One to violate statutory requirements so as to demonstrate 
that they acted in bad faith. In an article written by Francis G. X. Pileggi, he states, 
“Although the company settled without admitting liability, Capital One admitted 
that it failed to adopt and implement a compliance program that adequately covered 
various money laundering programs due to an inadequate system of internal con-
trols and ineffective independent testing.” Michael Reiter, a shareholder of Capital 
One, subsequently sued the company’s board members alleging that the settlement 
was evidence of the board’s failure to fulfill its fiduciary duty of oversight. As 
Pileggi states, “Reiter v. Fairbank provides a practical lesson that outlines a direc-
tor’s duties of oversight and defines the conditions under which a plaintiff can suc-
cessfully prevail” [55]. The lesson to be learned is that if board directors consciously 
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disregard their fiduciary duties, they could be held personally liable. For this reason, 
it is critical that board members be aware of what is going on at all levels, including 
the product development level to ensure compliance.

In addition to the concerns regarding internal cyber-risk assessment by the board, 
the board must not forget its responsibility of cyber-risk oversight duties as it relates 
to the company’s third-party cybersecurity risk management programs. Third-party 
companies who have access to a company’s sensitive date could be vulnerable, as 
they have different security systems. Board members should be asking many ques-
tions. Here are a few: What does the company do with the information after they 
obtain it? Who has access to it? How is it stored? Do any subcontractors have access 
to it? What is the firm’s information technology security policy? What is their policy 
and time frame in which the professional services firm will alert the company should 
a breach occur? Do they think about who uses the data and alter its cybersecurity 
inquiries accordingly? These are critical questions that should be considered and 
asked by any board of directors, as their fiduciary duty.

2.13  �Cyber Insurance

Until recently, cyber insurance was not popular and either not considered or pur-
chased. It is now very common. As a member of a local quasi-governmental organi-
zation, I raised the issue of cyber insurance for my agency. I was told that the greater 
organization of which we were a part, had considered cyber insurance but had no 
budget for it. In fact, they applied for cyber insurance but could not qualify because 
they could not answer questions to the satisfaction of the insurance company. Back 
then, this scenario seemed to be fairly common, based on my conversations with 
other agencies. Go online now and you will find an onslaught of ads from insurance 
companies ready and willing to sell you cyber liability insurance. Adam Sandler, 
head of cyber solutions at RMS, recently said: “RMS clients are seeing demand for 
cyber insurance growing rapidly and their ability to pursue this opportunity is con-
strained by their ability to allocate risk capital with confidence” [56]. The decision 
to purchase cyber insurance is a matter of weighing the cost versus the risk. Some 
companies believe they can self-insure and cover that risk themselves. It is a deci-
sion that needs to be carefully considered.

2.14  �Conclusion

Knowing that cybersecurity laws are enacted every day, it goes without saying that 
you, as engineers and developers, will be required to collaborate, align, and work 
with in-house and outside counsel during the product development phase. Doug 
Hall, founder and CEO of the Eureka! Ranch and the Innovation Engineering 
Institute, calls for everyone, from leaders to the front line, to think smarter, faster, 
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and more creatively. Doug Hall’s concept of innovation engineering reimagines 
how innovation is led, managed, and delivered. He calls it a new field of academic 
study and leadership science. In his book, Innovation Engineering® The Art and 
Science of System Driven Innovation™, Mr. Hall teaches how to apply the science 
of system thinking to help us work smarter, faster, and more creatively. It transforms 
innovation from a random gamble to a reliable science. Mr. Hall boasts that 
Innovation Engineering is reliable because it is grounded in data, backed by aca-
demic theory, and validated in real world practice. He states that collectively 
Innovation Engineering is the number-one documented innovation system on earth. 
Over 35,000+ people have been educated in Innovation Engineering classes and, 
over $75 billion in documented growth and system improvement projects are cur-
rently in active development [57].

Should product engineers be aware of potential problems with their product as it 
relates to privacy and security? Some would argue no, that it stumps creativity. 
Others argue that the engineers have an ethical responsibility to consider privacy 
and security concerns. As can be recognized from the types of lawsuits filed relating 
to privacy and security, it could prevent lawsuits if privacy and security is consid-
ered at the product development stage.

Have you heard of a “second Internet”? You can find out about it online, but here 
is a preview from Professor Howard. Some experts believe the “IoT need not be a 
threat to personal privacy and political freedom and that it can be regulated through 
a second Internet. The next Internet is still far enough away that citizens can have a 
voice in how it is constructed and operated: to create systems, rules, and regulations 
that ensure that the Internet of Things will serve people, not betray them. But such 
a Constitution must be created from the ground up” [58]. Clearly, we all like the 
convenience information gathering provides and the benefits that can result from 
this aggregate information. Can it be misused? Yes. As Professor Howard states, that 
is why we as citizens and leaders must realize what is at stake and at risk if action is 
delayed. “Awareness of cybersecurity and the risks of having poor or no security is 
on the rise but many companies still haven’t taken action, as a survey shows 44% of 
the 9,500 executives who were asked said their organization doesn’t have an overall 
information security strategy” [59]. A good example of the impact of international 
laws is Apple opening a data center in China to comply with their new cybersecurity 
law. This decision is a result of China’s new law that requires companies to store 
users’ data in China. US corporate compliance with international cybersecurity laws 
is required to avoid extremely costly fines for noncompliance. Microsoft, Amazon, 
and Facebook are among the big American technology companies plowing billions 
of dollars into building data centers in Germany, the Netherlands, France, and other 
countries [60].

A last thought—Keep in mind that according to Verizon’s Data Breach 
Investigations Report, 76% of breaches were financially motivated, which means 
that if there is some way possible money can be taken from you, by whatever means, 
that is, credit card data, personally identifiable information, intellectual property, 
driver’s license information, credit card applications, whatever you have that is 
valuable, it will happen to you. So be prepared, be vigilant, and keep security in 
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mind at the product innovation stage, hopefully with a team concept approach, 
which has been advocated throughout this chapter.
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Chapter 3
Privacy in the New Age of IoT

Qi Pan

3.1  �Introduction

Our daily lives are becoming increasingly digitised. The line between our offline 
and online presence is blurring as consumers and organisations rely on digital 
devices to stay connected and efficient. As a result, the concept of privacy, defined 
by the Oxford English Dictionary as “a state in which one is not observed or dis-
turbed by other people”, is shifting. The preferences of individuals are tracked, 
health data is monitored, and all of this data can be collected and mined by organisa-
tions who monetise data through targeted advertising and third party sharing, and 
governments who track individuals. The Internet of Things (IoT) is defined as sys-
tems of sensors and actuators connected by networks to computing systems, and it 
relies on a backbone of connectivity and interoperability. As Hugh Durrant-Whyte 
stated at the Royal Society conference entitled “IoT: Opportunities and threats” on 
3 October 2017, the main impact of IoT is in data and how it is used, not in the 
physical devices which can become obsolete over time [1]. In the past, data was 
captured and transferred freely from consumers, often in order to receive targeted 
offers or an improved credit rating. The control of the data lay with the organisa-
tions who freely shared this data. However, in the aftermath of the Facebook/
Cambridge Analytica scandal, news of which broke in March 2018, light has been 
shed on the misuse of personal data and the breach of privacy by organisations con-
sumers entrust with their data [2].

In the context of IoT, there are two major risks associated with privacy. The first 
and more pertinent risk is the privacy associated with consumer and employee data 
captured from IoT sensors in devices such as wearables, virtual assistants, such as 
Alexa, and smart cars. The second risk is related to the proprietary information held 
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by organisations, which can be compromised in the event of a data breach. The 
impacts of the lack of privacy on individuals and companies are wide-reaching and 
range from reputational damage to extreme governmental surveillance.

Policymakers are in a never-ending rat race with technological innovation, and all 
the while IoT is becoming more widespread and affordable. The European Union’s 
(EU’s) General Data Protection Regulation (GDPR) empowers data subjects to have 
more visibility and control over their data and exercise their rights over it, which has 
significant implications for businesses and organisations large and small. Not only 
will the GDPR increase transparency and trust between data owners and subjects, 
but it will also encourage data controllers to think more closely about the legitimate 
business purpose of collecting the data and sharing it with third parties. It is only a 
matter of time before other nations adopt a similar standard for data protection.

In the future, individuals will need to take more ownership of their own data and 
understand what they are agreeing to in user agreements and privacy policies. This 
requires technology companies to be more transparent and educate their data sub-
jects in plain language. Although disruption is key to IoT innovation and has poten-
tial far-reaching benefits including improved health and well-being and improved 
traffic flow, privacy by design is critical in ensuring the trust of consumers and 
avoiding potential personal or professional risks.

3.2  �Data is at the Core of Privacy and IoT

3.2.1  �What is Privacy?

Privacy is a fundamental human right recognized in the UN Declaration of Human Rights, 
the International Covenant on Civil and Political Rights and in many other international 
and regional treaties. Privacy underpins human dignity and other key values such as free-
dom of association and freedom of speech [3].

If a stranger asked you about your health and well-being, what you last bought on 
Amazon, and followed you around town, that might feel like an invasion of privacy. 
However, social media and apps constantly monitor and share your preferences in 
order to target your profile, and fitness tracking apps, such as Strava and Nike Run 
Club, monitor your location. In the new digital age, as the separation of online and 
offline is diminishing, it is hard to feel truly alone or private. One must question if 
consumers really want privacy. Digital natives have grown up with a wealth of infor-
mation at their fingertips, and with virtual friendships rather than physical ones. 
According to Childwise, the average time spent in front of a screen, doing anything 
from playing games on a tablet to watching TV, increased from 3 h in 1995 to 6½ h 
in 2015 [4]. During that period of technological advancement, privacy was not at the 
forefront of people’s minds. Consumers tend to want the newest gadget; a study 
from Barclays found that 62% of consumers would upgrade their smartphone in the 
next year [5]. Privacy in the context of IoT is a relatively new topic, but one that will 
become more pertinent as consumer adoption of IoT devices grows.
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3.2.2  �IoT and Data

Each IoT device has a unique ID and Internet Protocol (IP) address. Sensors in 
devices monitor the environment and humans in that environment, be it voice, tem-
perature or blood sugar level. This sensor data is captured in microchips in the 
devices, which communicate to other devices on a network using Radio frequency 
identification (RFID) and Near-field communication (NFC). The data is then sub-
jected to analytics to drive insights and actions. Actions could range from recom-
mending a product to a consumer to increasing insulin levels in the bloodstream. 
Data is key for IoT, and can be broadly categorised into two buckets: personal data 
(including sensitive personal data), and non-personal data, which includes both pro-
prietary data belonging to businesses, and open data such as traffic data. Companies 
that collect IoT data often harness it in data lakes or data fabrics, normally not mak-
ing full use of the data and storing it indefinitely. Machine-learning algorithms are 
then applied to the big data in order to profile the users, drive insights and make 
recommendations. This can benefit consumers and corporations alike, increasing 
convenience for purchasing decisions, or creating medical recommendations. For 
example, Google revealed a way of using machine learning to personalise search 
ads to target consumers in 2018 [6].

IoT can itself be separated into two main buckets: the Internet of Humans, and 
the Internet of Machines. In the Internet of Humans, consumers freely share data 
with IoT devices to reap the benefits, often oblivious to the downstream implica-
tions of their data usage. Having a vast repository of personal data also allows com-
panies to assign attributes to personas. Based on these personas, companies can then 
target individuals with information or advertising. IoT devices collect not only con-
sumer data, but also employee data and proprietary business data, which is part of 
the Internet of Machines. The smart industry, or Industry 4.0, involves machine to 
machine (M2M) IoT device communications. Proprietary data captured from IoT 
devices could be highly confidential and contain intellectual property. Where confi-
dential information is shared by organisations via an IoT network, this data could 
also be the subject of tampering or hacking; for example, the breach of this data 
could compromise a competitive advantage or give a competitor a head start in the 
race for a patent approval.

3.2.3  �Data Considerations

A key challenge with the process of gaining insights from data is data quality. 
Companies often collect data without verification or deduplication (removing dupli-
cate data entries). As such, data governance is key to ensuring one source of truth 
when it comes to personal data. Once this data is captured, much of the data is often 
left untouched, leading us to the question of why is it captured in the first place. 
According to a McKinsey Global Institute report, less than 1% of IoT data is 

3  Privacy in the New Age of IoT



40

currently used [7]. Organisations need to be more mindful about the personal data 
they capture on individuals in two ways. Firstly, they should only capture the data 
needed, and be selective over where this data is transferred, preventing unnecessary 
future complications. Secondly, if the data is no longer useful, then it should be 
deleted unless it is the subject of a litigation hold. If data is shared with multiple 
third parties, it is harder for the data to be deleted should the consumer exercise their 
right to request it. To make the deletion process easier, the data controller should 
map where the data flows. Transparency between data owner and data controller and 
data subject is key for IoT uptake.

3.3  �Use Cases of Privacy and IoT

The Panopticon can be used as a metaphor for Privacy in the context of IoT. Jeremy 
Bentham’s Panopticon is a building where a watchman in a tower watches the 
inhabitants in cells who do not know whether or not they are being watched at any 
time. The French philosopher Michel Foucault used it as an example of asymmetri-
cal surveillance. “He is seen, but he does not see; he is an object of information, 
never a subject in communication” [8]. However, whereas in the Panopticon the 
inhabitants are aware of the possibility of being watched, in the digital age, there is 
no watchtower looming over us when we say “Alexa, switch off the lights”. In this 
situation, the providers of IoT devices are the watchman, and the IoT devices are the 
watchtower. A stark parallel can thus be drawn between the Panopticon and 
IoT. Rather than our physical bodies being watched by a watchman, our actions and 
decisions are being captured as data not only by the government, but by corpora-
tions who create personas according to the data. At the extreme end of the spectrum, 
we are living in a surveillance state, or a digital panopticon (Fig. 3.1).

Time 7 am 7:30 am 8 am 9 am to 5 
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6 pm 24/7

Context Switch on 
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run
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Fig. 3.1  A day in the life of IoT
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3.3.1  �Consumer Industry

In the consumer industry, corporations use Data Management Platforms to trace 
clicks from any devices, thus following a consumer journey, and can target with 
advertisements based on one’s persona and device to ensure their product is at the 
forefront of the mind and easy to purchase. This becomes even more pertinent when 
devices such as Alexa, Amazon’s cloud-based virtual assistant, are added to the mix. 
Rather than physically tapping a touchscreen, what if Alexa hears your conversa-
tions and recommends products to you? What if a wearable health device detects the 
symptoms of a disease and tells your phone to advertise the treatment for it on your 
Instagram, or on a loved one’s Facebook? Although both potential situations may 
benefit the consumer in terms of convenience, there must be a balance between ease 
of purchase and personal privacy. The impact of a lack of privacy can affect more 
than just the end user. The Strava fitness tracker app uses GPS tracking to calculate 
distance travelled and elevation gained. Although these routes are not public, the 
app also provides a publicly available heat map that shows the exercise routes of all 
users. The users are all anonymised, but still the heat map inadvertently put lives at 
risk by sharing the routes of soldiers in secret military bases [9].

3.3.2  �IoT for Healthcare

In the healthcare sector, personal medical devices are hailed as putting the control 
of healthcare in the hands of the patients. The role reversal of patients becoming 
teachers and doctors students is transforming the healthcare industry. Examples of 
this role reversal in action range from simple iPhone apps such as Ada Health which 
use artificial intelligence to analyse your symptoms and suggest disease states and 
treatments, to wearable devices which monitor your health remotely, providing real 
time feedback and potentially decreasing medical costs and the need for hospital 
beds. The benefit of having all of this data about yourself is also a risk. Whereas in 
the past, you would go to your doctor to have a test taken, which would be recorded 
on paper or a local computer (mainframe), these days, many of the solutions rely on 
Software as a Service (SaaS) or Platform as a Service (PaaS) solutions. In order to 
analyse the data and drive recommendations, the data captured from the device is 
sent to the “Cloud” where it is analysed. The output is then pushed back to the 
device. The risk here stems not only from the likelihood of the network of the IoT 
being hacked, but also by it being manipulated or stolen. For example, if a hacker is 
able to access the cloud where your medical information is held, they can one, hold 
it to ransom, as happened as part of the global cyberattack by WannaCry in 2017 
[10], two, manipulate it to alter the dosage of drugs to potential toxic levels, three, 
sell it to unethical third parties and research companies, or four, use it for identity 
theft. These issues can all stem from a lack of privacy and security standards.
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In April 2018, some 350,000 patients with a cardiac defibrillator were told that 
their devices were vulnerable to cybersecurity attacks [11]. The devices, manufac-
tured by St Jude’s Medical (which was acquired by Abbott Laboratories in January 
2017), needed to have a firmware update, which required patients to visit their 
healthcare providers to get an upgrade. Prior to this, St Jude’s was embroiled in 
another scandal in which the IoT company MedSec found vulnerabilities in the 
devices which could be life-threatening if hacked. St Jude’s subsequently applied 
updates to the Merlin remote monitoring system, which is connected to cardiac 
devices [12]. Merlin.net is a patient care network, which works together with 
Merlin@home, a transmitter which monitors the device and sends the information 
to the doctor, reducing hospital visits. Many of the 350,000 patients are likely to be 
elderly, and may not understand the significance of malware patches and the risks 
associated with taking no action. Thus, it is the responsibility of the device manu-
facturers to clearly state the risks associated and effectively communicate this to the 
patients and doctors.

3.3.3  �Smart Homes

IoT extends further than just wearable devices. Smart homes and offices have been 
hailed as a way to increase energy efficiency thanks to smart meters and sensors 
which detect your presence and alter the thermostat or lighting accordingly. An 
example of this is the remotely operated smart thermostat developed by Nest Labs, 
which uses machine learning on data captured from sensors to track people’s sched-
ules and adapt the temperature of their environment accordingly to conserve energy. 
Nest Labs is a smart automation company founded by Apple engineers and acquired 
by Google in 2014. In May of the same year, activists from the German group Peng! 
Collective pretended to be Google representatives to unveil a new site Google Nest 
at the Re:public tech conference. Google Nest used Google’s iconography to poke 
fun at its privacy policies, and offered four products that were unnervingly believ-
able [13]. All four products captured personal information for different purposes:

•	 Google Trust “The more Google products you use, the higher your insurance 
payout will be in case of data misuse through secret service or private 
criminals.”

•	 Google Hug: “Google Hug helps you find others nearby who have the same 
needs you do.”

•	 Google Bee: “Introducing the first personal drone. Google Bee watches over 
your house and family when you are away”.

•	 Google Bye, a memorial site: “Each time you use a Google service, like down-
loading an app from the Play Store or watching a video on YouTube, you tell us 
a little bit more about yourself. Why leave that valuable information with us 
when you can share it with others?”
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The site was so convincing that people emailed it asking for more information 
about the features offered.

The concerns associated with lack of privacy can be manipulated not only by 
individuals and organisations, but also by governments. In 2017, Wikileaks revealed 
that the US Central Intelligence Agency (CIA) had tapped into smart devices, 
including Samsung’s smart TVs. In leaked notes from a “Weeping Angel” workshop 
the CIA conducted with the UK’s Security Service (MI5), detailed instructions were 
given about software which enabled a Fake-Off mode. This allowed the CIA to lis-
ten in to conversations and send them to a CIA server, even when the TV is appar-
ently switched off, and included “Suppress LEDs” to make the Fake-Off mode look 
better [14]. Michael Hayden, an ex-CIA director responded to this by trying to 
reassure citizens: “These tools would not be used against an American”, and “There 
are bad people in the world that have Samsung TVs, too” [15]. This begs the ques-
tions: are all Americans good? What defines an American?

3.3.4  �Smart Offices

Security is an advantage that comes with smart homes and offices; the McKinsey 
Global Institute (MGI) states that “by using digital security cameras with advanced 
image-processing capabilities, operators of office buildings can monitor activity 
throughout their properties without requiring guards to patrol or continuously moni-
tor video feeds” [7]. In workplaces, IoT can track workers in real time to warn them 
when they are entering an area of concern, and some modern employers are also 
using IoT to increase efficiency by tracking employees. In Sweden, the technologi-
cally advanced company Epicenter put RFID chips under the skin of staff to enable 
them to gain access to the building or use the photocopier [16]. Although this is 
improving safety and efficiency, this is a prime example of forsaking privacy for 
extreme convenience.

3.3.5  �Smart Cities and Crime

At a higher level, smart cities will offer improved transportation efficiency. By put-
ting IoT devices on public transport vehicles, the location of each vehicle can be 
tracked at any point in time, telling you how far away your bus is. By tapping your 
pass on the bus, your location can also be mapped to that bus. Some governments are 
also tracking vehicle license plates using cameras to catch drivers who are speeding. 
In these situations, there is no process in place to gather consent from the drivers.

Privacy becomes more muddied in the context of communities. The Baltimore 
Police Department deployed Cessna airplanes with surveillance cameras to fly over 
the streets of Baltimore with the purpose of monitoring crime, to the ignorance of 
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innocent civilians [17]. As such, the move to smart homes and smart cities raises 
concerns about transparency. In Toronto, Canada, Google’s parent company 
Alphabet is pioneering Sidewalk Labs in Quayside on the banks of Lake Ontario 
[18]. Canadian Prime Minister Justin Trudeau coined it as a “thriving hub for inno-
vation, [to] create the good, well-paying jobs that Canadians need.” Sidewalk Labs 
boasts automatic waste collection, autonomous vehicles and connected transit sys-
tems. Google called it “a distributed network of sensors to collect real-time data 
about the surrounding environment.” How will this work in terms of privacy? With 
facial recognition on the streets, thoughts will be the only thing which will remain 
private, especially since eye-tracking software can already detect an individual’s 
mood solely based on facial movements. Will a privacy notice be served to the resi-
dents every time a new IoT device is deployed?

3.3.6  �Protecting Privacy

A new trend of Edge Analytics has the potential to curb many of these risks 
described. Edge analytics relies on the local computing power of the IoT device 
and other devices closer to the edge of the network, rather than that of the cloud 
network. If analytics and decision making can be done locally, then this miti-
gates the risks associated with the cloud being hacked. In addition, the local 
hosting of data leads to increased data privacy, a decreased risk of hacking, and 
increased data ownership by the consumer rather than the supplier. Of course, 
there is still the possibility of the device itself being breached; however, this is 
less favourable for hackers than breaching a single point of security which 
touches multiple users. Blockchain also has the potential to increase privacy in 
IoT. Rather than sending data to a central corporate-owned cloud, what if the 
data was decentralised? This way, only metadata containing no personal infor-
mation is transferred between systems.

The importance of privacy can be found in many use cases for IoT, as discussed. 
The movements and decisions humans make are datafied by IoT, and IoT can sub-
sequently dictate our next actions. Consumers can reap benefits from IoT in their 
daily lives. For example, Alexa listens to commands which can control the lighting 
in your house to go the time you wake up in the morning. Alexa can also connect to 
smart automated home systems such as your smart kettle. As a McKinsey Global 
Institute paper on IoT states, the opportunities of IoT in the home can give consum-
ers time back due to the automation of domestic chores, and increase energy effi-
ciency [7]. The variety of use cases requires privacy standards which can be applied 
to all these situations. It is time suppliers begin to share best practice in ensuring the 
privacy of users is respected. Proportionality is required to ensure technological 
innovation can proceed. One way in which this can be done is by categorising per-
sonal data depending on its sensitivity, and putting in suitable controls based on that 
category of data.
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3.4  �The impacts of Privacy (or Lack Thereof) on Our Daily 
Lives

3.4.1  �Consumer Demand for IoT

Philip N Howard writes in his book Pax Technica: How the Internet of Things May Set 
Us Free or Lock Us Up that the Internet of Things will lead to a new political age he 
calls the “Pax Technica”, where the government and technology companies have 
hegemony over citizens [19]. However, the societal impact of privacy is yet to emerge 
in full force. This is due to the relatively slow uptake of smart devices by consumers. 
Only 6% of American households have a smart-home device, including internet-con-
nected appliances, home-monitoring systems, speakers or lighting, according to Frank 
Gillett of Forrester, a research firm. A survey conducted by PricewaterhouseCoopers 
found that 72% of people did not expect to adopt smart-home technology over the 
next 2–5  years. Forrester predicts that growth will be slow, with around 16% of 
American households with a smart-home device in 2021 [20]. The reason for this can 
be boiled down to the cost of the devices combined with the lack of necessity. A 
Samsung fridge costs $5000, and do you really need to check what is left in the fridge 
without opening the door? The Economist also attributes the slow uptake to the low 
turnover of smart-home devices. The smart-device ecosystem is still disparate, and in 
order for it to be successful, more interoperability on open platforms is needed.

3.4.2  �Consumer Privacy

The Amazon Echo is an example of a smart device that is performing well. The suc-
cess of the Amazon Echo is due to the affordability of the Echo device and its com-
merce revenue stream. The investment firm Mizuho predicts that by 2020, $4 billion 
will come from the sales of the Echo devices, and a whopping $7  billion Echo 
related revenue generated from the commerce on Amazon.com [21]. Amazon is an 
example of a company which excels at customer engagement and retainment, and 
prides itself on its customer obsession. When a consumer searches for a product on 
Amazon, he/she receives email reminders from Amazon, and advertisements on 
other websites, pushing the product to the forefront of the consumer’s mind. 
Although Amazon states that Echo devices do not listen in to all conversations, and 
only listen when the word Alexa is used, it emerged in May 2018 that a private con-
versation between a lady called Danielle and her husband was recorded and sent to 
a random contact, without consent [22]. Fortunately, the conversation was about 
hardwood flooring. Nevertheless, Danielle called it “a total privacy invasion. 
Immediately, I said, ‘I’m never plugging that device in again because I can’t trust 
it.’” Although in this situation, Amazon claimed it was an extremely rare occurrence 
due to Alexa mishearing trigger words rather than listening to all conversations, 
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Amazon has filed patent applications for “voice-sniffing” algorithms which con-
stantly listen for words such as “love” and if they “bought” something, analyse the 
speech, adding it to a database [23]. Following this, the patent application even goes 
on to propose a way to serve targeted advertisements to not only the consumers 
themselves but also their friends and family members.

Amazon’s motivations outlined above raise many questions about privacy, which 
the more vulnerable members of the population are not asking. In particular, the 
elderly, who grew up during a time before the internet was invented, may not appre-
ciate how to protect their privacy online. There is a whole host of new terminology 
constantly being birthed, often by millennials, which can be hard to keep up with 
and understand. “We use cookies to provide you with the best experience on our 
site” is a common phrase found on most websites. Many people do not know that 
cookies capture site name and a unique user ID, meaning that when you visit the 
website again, your PC tells the site, which can then personalise the content based 
on previous visits. Some cookies are more sophisticated. They might record how 
long you spend on each page on a site, what links you click, even your preferences 
for page layouts and colour schemes. They can even be used to store data on what is 
in your “shopping cart”. This means that you could receive targeted offers based on 
your browsing history. The new EU ePrivacy regulation, which is yet to be imple-
mented, explicitly points to IoT in the proposal “the principle of confidentiality 
which is enshrined in the Regulation should also apply to the transmission of 
machine-to-machine communications [24].” The ePrivacy Regulation aims to sim-
plify rules governing cookies, and gives individuals more rights around electronic 
communications.

3.4.3  �Privacy Education

The lack of general understanding around technology in society has led to many 
consumers being oblivious to the lack of data privacy, and at the other extreme, 
technophobes. As such, education is key in ensuring a balanced approach to the use 
of technology in our daily lives. With attention spans decreasing, we are unlikely to 
read through the privacy notice on websites, or change our privacy settings on 
Facebook. Often, it is only when a breach of privacy occurs, that action to protect 
privacy is taken. More needs to be done by regulators and technology companies to 
communicate how to protect privacy in a way that is intelligible by society. The way 
that this is done is also crucial. Rather than having pages of long documentation, 
regulators and technology firms should use their abundant innovative resources and 
invest in new ways to capture the attention of consumers using modern communica-
tion channels, such as infographics, videos and virtual reality. Facebook has done 
this by sharing bite-size clips about their privacy settings, and advertising on bill-
boards; however, it may be too little, too late for them. Only once individuals truly 
understand how their data is being processed, will they take ownership and account-
ability over it. If identity theft and catfishing, which is where someone pretends to 
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be another person online to date someone, can occur from data captured on personal 
computers (PCs), the risk becomes even greater if hackers can access smart devices.

3.4.4  �Societal Impacts and Discrimination

“Nudge theory” is a behavioural psychology concept explained in the book Nudge: 
Improving Decisions About Health, Wealth, and Happiness by Richard Thaler and 
Cass Sunstein and involves adapting the environment to trigger cognitive processes 
[25]. Wearable devices such as Fitbits and Apple Watches claim to help consumers 
reach their health and fitness goals. One major motivating factor for individuals to 
exercise more is the community aspect. Some people do not go for a run unless they 
have Strava switched on, so they can share their exercise with others. This is an 
example of positive data sharing. The gamification of fitness using apps brings out 
the competitive nature of individuals, such as various step challenges where differ-
ent teams compete to rack up the most steps.

Conversely, the rise in technology has also been blamed as a major cause of 
the incidence of increasing mental health issues. The herd nature of social 
media can give strength to those who have the same opinions, but also alienate 
individuals with differing opinions, and this can be perpetuated by the com-
munity aspect of wearable devices. Having your data out in the open leaves it 
open to judgement and profiling. However, some digital natives are defying the 
norm and generating new ways to succeed in the modern world, and there are 
ways in which IoT can combat these issues. In 2017, school children came 
together in the UK to develop ways to do this. Innovative ideas include a smart 
wearable band “Breath Watch: a wristband that monitors the symptoms of a 
panic attack and provides calming down techniques via a mobile phone or tab-
let [26].” Interestingly, Public Health Canada takes advantage of the lack of 
online privacy by combing social media posts for indicators of mental health 
and likelihood of suicide [27].

The lack of privacy associated with sensitive personal data such as medical 
data captured from wearable devices can have a detrimental impact on insur-
ance and employability. Even non-sensitive personal data can lead to discrimi-
nation. Lawyers in the USA have used big data and machine learning to calculate 
the probability of criminals reoffending, and police in the UK have used tech-
nology for “predictive crime mapping” [28, 29]. Although these examples are in 
the best interests of ensuring citizens’ safety, one of the biggest markers of 
likelihood of crime and reoffending was location and race. Because the data 
used to train the algorithm was inherently biased, the algorithm learned and 
reinforced racial bias, effectively discriminating against certain races. Currently, 
the algorithms use crime type, location, date and time; however, the potential of 
adding data captured from IoT devices to the mix could raise more controversial 
issues. In these hypothetical circumstances, it is important to distinguish 
between correlation and causation.
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3.4.5  �Governmental Monitoring

The lack of privacy can be manipulated by governments, as well as individuals, and 
organisations. In 2013, Edward Snowden revealed the state of extreme surveillance 
engineered by the US government, alongside the UK, Australia and Canada [30]. 
The National Security Agency (NSA) was able to access Google and Yahoo accounts 
as well as phone calls, and thus snoop on citizens’ personal and professional lives. 
Ironically however, the documents which showed the lack of privacy, also inadver-
tently breached the privacy of agents, forcing them to move location for their secu-
rity. In 2016, The Guardian released an article where James Clapper, the US director 
of national intelligence, confessed that “in the future, intelligence services might 
use [IoT] for identification, surveillance, monitoring, location tracking, and target-
ing for recruitment, or to gain access to networks or user credentials” [31]. Despite 
all of this, there is no single federal law regulating collection and use of personal 
data in the USA as of 2018.

3.5  �Privacy Regulations and Their Implications 
for Organisations and Individuals

The Cambridge Analytica data scandal, among others, have highlighted the impor-
tance of data protection in the digital age where technology is advancing at a rapid 
pace and data is becoming the new oil, both by fueling the economy of the future 
and increasing in value. Websites, including the big tech giants, feed off consumer 
data to generate revenue from targeted advertising, and this often benefits consum-
ers, who can get attractive deals relevant to them. The risk lies when the data is 
misused or breached, and consumers are at the mercy of the data controller.

3.5.1  �The EU General Data Protection Regulation

The EU General Data Protection Regulation (GDPR) puts control back in the hands 
of consumers. It came into effect on 25 May 2018, and aims to harmonise data pro-
tection laws across the EU and give regulators stronger enforcement powers. The 
same rules apply to international companies who process EU personal data, and this 
led to the EU-wide shutdown of websites such as the LA Times who were not ready 
for the deadline [32]. On the plus side, others are now using the GDPR as best prac-
tice, with the Salesforce CEO Marc Benioff saying that the USA should follow suit 
and implement a similar data privacy law [33]. The GDPR applies to IoT, as it men-
tions RFID tags in its list of online identifiers. There are two main ways the GDPR 
is empowering consumers: through increased transparency, and bolstered consumer 
rights. The tirade of emails asking us to keep in touch have been a direct result of 
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the GDPR requirement to serve a privacy notice and ask for explicit, opt-in consent 
where legally required. This requirement is a great start in encouraging companies 
to consider and clearly communicate what data they are capturing (data minimisa-
tion), what they are using the data for, and how long they are keeping the data 
(retention policies). The burden of increased scrutiny and tighter regulations has 
meant that organisations tend to capture less sensitive personal information, unless 
it is crucial. GDPR has brought to light the wealth of archived and unused data, and 
led to a conscious decision to either contact the data subject to keep storing the data, 
or undergo a spring clean of the unused data.

The GDPR is a great first step in regulating data processors, but it is important to 
be realistic about the benefits. An example of this is Article 13 of the GDPR 
“Information to be provided where personal data are collected from the data sub-
ject” which refers to a privacy notice [34]. According to Emily Taylor, associate 
fellow of Chatham House, it would take 250 h per year to read all of the privacy 
notices of services from start to end [35]. Consumers tend to choose convenience 
over control. When you are in a foreign location, it is easy to reach for your phone 
and see what restaurants are nearby, and how to get there. As such, it is important 
for companies to show that they value their consumers’ data rights by making the 
privacy notice more easily accessible, and clearly stating which second and third 
parties process the data.

A common misunderstanding about the GDPR is that consent is required for 
processing data. Consent is only required where there is no legitimate business pur-
pose for processing the data, such as for direct marketing purposes. This becomes 
tricky in some situations, such as a retail context where a store wants to send you 
targeted vouchers in store based on your previous shopping habits. An example of 
the how the GDPR strengthens individual rights is shown by the new Facebook pri-
vacy settings, which now give consumers the ability to see how their data is pro-
cessed, or to be forgotten completely. The right to be forgotten is a major challenge 
for IoT devices. Although the GDPR aims to harmonise data protection rules across 
the EU and European Economic Area (EEA), it is important to consider other regula-
tions that may overrule it. For example, clinical trials data, which could be captured 
from wearable health monitors, must be retained for 20 years after completion of the 
study, according to the Medical Research Council (MRC) in the UK [36].

3.6  �Conclusion

The Helsinki Privacy Experiment of 2012 used 10 volunteer homes to investigate 
the “Long-term Effects of Ubiquitous Surveillance in the Home” over a 6-month 
period [37]. Sensors were implemented to track network traffic, personal comput-
ers, smartphones, cameras and payment cards. Interestingly, they found that despite 
initial aversion to monitoring, people became accustomed to the lack of privacy. 
One participant said that once he had accidentally been seen naked by the camera, 
his threshold for privacy was lowered. Outside of the confines of the experiment, 
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societies are becoming normalised to the lack of privacy as the desire for conve-
nience and exciting new technology outweighs the risks of lack of privacy. 
Companies should take accountability for educating consumers on the rights they 
have on their personal data, and all corporations should be transparent about the 
way they process personal data, whether they are under control of the GDPR or not. 
Valuing the privacy of individuals should be considered by organisations as a com-
petitive advantage, as it increases the trust between consumers and corporations, 
and between citizens and governments.

In this age of surveillance capitalism where we are moving ever closer to a digital 
panopticon, there has been a gap in privacy regulation and technological innovation, 
which has led to regulators scrambling to keep up. Nevertheless, the uptake of IoT 
devices has been slower than expected and this gives regulators an opportunity to 
leapfrog and cement their standards before IoT devices are deployed in even greater 
numbers around the world.

One must look at both sides and not forget the advantages of collecting vast 
troves of data from IoT devices. Data can be used for good—from personalising an 
individual’s user experience to managing crime and monitoring health and well-
being, decreasing the strain on health providers. IoT providers will increasingly 
need to communicate the value consumers gain when providing data. Proportionality 
is essential in ensuring a balance between technological innovation and privacy, a 
fundamental human right. The rapidly changing environment in which we live 
requires individuals to take ownership of their privacy, championed by governments 
and organisations. With the blurring of lines between online and offline, humans 
and artificial intelligence, we must not lose sight of what makes us human.
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Chapter 4
A Business Framework for Evaluating 
Trust in IoT Technology

Fen Zhao and Britt Danneman

4.1  �Uber: A Case Study in Trust

Few of us stop to consider how much stepping into a taxi or hired car makes us 
vulnerable. As a passenger, we do not have control over where the car drives, how 
safely it drives, or where it stops. With a traditional taxi, at least, this sense of vul-
nerability is reduced by social norms developed and reinforced over the course of 
decades—your parents and possibly your grandparents hailed cabs, too, so you do 
not even question doing it. The existence of formal credentialing, in the form of the 
taxi medallion, lessens feelings of vulnerability still further.

Ride-hailing apps like Uber, which marry real-world car services with the inter-
net, dramatically alter this dynamic. Instead of a professional cab driver, each car is 
driven by a random stranger who may have only been given a cursory background 
check.

The idea of getting in a stranger’s car used to activate an instinctive fear response 
in most people. It went against one of the first safety rules most of us learned as 
children. However, ride-hailing apps add a technological “trust layer” that enables 
users to overcome that fear even in the absence of social norms around the service. 
The Uber app collects a review from each passenger after their ride, making it easy 
to crowdsource trust and also flag and remove bad drivers. Uber also tracks all cars 
by GPS, so every ride is traceable. This makes it easy for users to evaluate perfor-
mance history, a key condition for cultivating trust online, according to Friedman, 
Kahn Jr., and Howe [1].

These trust bridges have helped users make a trust leap [2]. As of June 2018, 
according to eMarketer, more than 24% of Americans had used a ride-sharing app, up 
from only 5% 4 years before [3]. In under a decade, these innovations have powered 
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Uber’s ascent from a small startup to a company with more than $24 billion in fund-
ing and a market value estimated to be as high as $120 billion [4, 5].

Yet as with any IoT product, there is still a real question of how much users can 
trust Uber’s service. That question is not just about the technology that underpins 
app-based ridesharing—it inevitably involves the reputation of Uber the company 
also. To trust any IoT product or service, users need to trust the people, process, and 
technology delivering that product or service as well.

Female riders especially may be concerned about Uber’s reputation as a company 
that treats women poorly. A February 2017 blog post by a former Uber engineer detail-
ing her experience of sexual harassment at the company—and the efforts of human 
resources (HR) to cover it up—caused an uproar that ended with the firing of Uber’s 
founder as CEO and a major reorganization of Uber management [6]. Though Uber 
claims to be building a less toxic, more female-friendly workplace culture, there are 
signs that its problems are not quite over yet. As of April 2018, for example, at least 103 
Uber drivers in the USA had been accused of sexually assaulting or abusing their pas-
sengers, according to CNN [7]. Some critics charge that Uber’s policy of conducting its 
own background checks has created an environment that lets such behavior thrive.

None of this has to do with design features of Uber’s app—but all of it might race 
through a potential rider’s head as she decides whether to pull out her smartphone 
or hail a traditional taxicab. While ride-hailing apps are by no means value-neutral, 
the existence of a competitor (Lyft) that functions nearly identically but is trusted 
very differently exemplifies the importance of provider-user relationships in under-
standing trust in technology. The question of whether to trust ride-hailing technol-
ogy is hard—perhaps impossible—to separate from the user’s trust in the company 
that is the largest incumbent in the market.

4.1.1  �Companies as Well as Technologies Build Trust

Existing frameworks for understanding user trust in technology are not always fully 
adequate for understanding the role of trust in companies in the development of that 
trust. Today the fields of human–computer interaction (HCI) and value sensitive 
design (VSD) focus on the suitability of technologies to the values of their users to 
explain the growth of trust [8]. An approach to technology design first developed at 
the University of Washington in the 1990s, VSD aims to control and shape the moral 
and political impact of technology on human lives by “account[ing] for human val-
ues in a principled and comprehensive manner throughout the design process” [9 
p1]. While some critics have charged that VSD falls short of its goals—for example, 
by failing to define relevant “human values” clearly [10]—it remains an established 
approach to understanding how values like trust relate to technology.

While VSD researchers have recognized that “[p]eople trust people, not technol-
ogy” [1 p36], it remains difficult to apply VSD frameworks to measure and interpret 
the impact of trust in a technology provider on user values around that technology. 
Most work focuses on user behaviors in the abstract or consists of empirical histori-
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cal studies where, too often, attitudes around trust in a technology are convolved 
with trust in the single provider of that technology.

However, in most cases, the technology provider is a brand or company with its 
own unique history and relationship with the user that is the basis of its own unique 
trust relationship. That relationship can and should be treated separately from trust 
arising out of technology features. For example, as previously mentioned, users 
may have built a very different trust relationship with Uber than with Lyft, a com-
peting ride-hailing service that has not been plagued by similar scandals.

In particular, IoT contains many opportunities for forging innovative trust relation-
ships by refashioning or displacing older ways that trust was formed. It also opens 
possibilities for thinking about additional dimensions of trust, such as the role of the 
physical versus the digital world in building trust and in framing responses to trust 
violations. A more nuanced understanding of the interrelationship of trust in compa-
nies and trust in technologies is necessary to examine these facets. Similar to how VSD 
focuses on design choices for a technology, our approach focuses on design choices for 
a company, particularly the structure of its business models and brand value.

Understanding the texture of a user’s trust relationship with a company begins 
with understanding its various elements. Behavioral scientists in management and 
marketing sciences frame users’ trust in a company through the three pillars of abil-
ity, integrity, and benevolence [11, 12]. Does the company have the ability to fulfill 
its promises to the customer—for example, by successfully taking you from point A 
to point B? Does it have enough integrity to make morally correct decisions? And 
finally, does it have benevolence in the sense that it will put the customers’ needs 
first? Events that call into question any of these perceptions may impact overall 
trust, so trust relationships may evolve over time.

This kind of trust becomes particularly important to consider when a company is 
a first mover within a technology area or has dominant market share. The trust rela-
tionship it establishes with users may determine the normative trust attitudes in 
society for that entire branch of technology. For example, Siegrist found that social 
trust in institutions that use genetic engineering or use genetically engineered prod-
ucts strongly influences users’ perception of the riskiness of gene technology [13]. 
It is likely that users’ trust relationships with Uber affect their overall trust in ride-
hailing apps and associated technologies.

In the business context, understanding the evolution of trust over time is impor-
tant for another key reason: It indicates opportunity to increase enterprise or brand 
value. For example, Lyft users are twice as likely to rate the company as “trustwor-
thy” as they are other ride-hailing services [14]. This suggests that trust is a major 
source of value for Lyft’s brand and a key reason it has been able to erode the 
monopoly of dominant player Uber. As venture capitalists who invest in early-stage 
companies, we, the authors, are particularly interested in how a deeper understand-
ing of trust can inspire new business models and/or new products and services.

You may have noticed that the scope of our definition of IoT is broader than most oth-
ers used in this book. Our work focuses on what could more accurately be called “cyber-
physical systems,” in which IOT is often a key component. (For instance, a ride-hailing 
app is part of a cyberphysical system that brings a physical car based on a digital hail.) 
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This broader category both encompasses and transcends the traditional definition of IoT, 
picturing it not just as an internet of things, but as an internet of services.

4.2  �What Is Trust in a Business Context?

Trust is not a factor investors commonly take into account when estimating the 
value of an idea or company. That is in part because it is so difficult to measure. In 
this section, we lay out a qualitative understanding of what builds trust in a brand or 
company and a framework for arriving at a quantitative measurement of what that 
trust is worth. To quantify trust, we equate it with dollar value, the natural unit of 
measurement in business. Specifically, we look at fluctuations in the market value 
of a company as measured by its stock price.

As mentioned previously, we define the depth of users’ trust in a company based 
on how the company measures up against three pillars: ability, integrity, and benev-
olence. As noted by McKnight, Cummings, and Chervany, most trust beliefs studied 
by behavioral researchers in marketing tend to cluster into these three categories. A 
fourth category, predictability, refers to the consistency of a company’s behavior 
over time [11]. In this chapter, we treat this component separately as part of the “his-
tory” of a user’s trust relationship with a brand.

Usually, ability, integrity, and benevolence all play into the trust relationship, and 
all three can play into the deepening of that relationship over time. In Table 4.1, we 
have arranged each element next to its definition in existing research. We have also 
given some examples of statements users could make about Uber that would indi-
cate trust built on that element.

From this grid, it is easy to see that each of Uber’s scandals touches on different 
elements of trust. Its HR issues with its own employees are mostly an integrity and 
benevolence issue from the perspective of the user; however, reports of sexual 
assault have a direct impact on ability, as they may cause users to doubt how safe 
riding with Uber will be.

You will notice that, as we move down the grid, the basis for users’ trust in a 
company becomes increasingly abstract. It shifts from a trust based on expectation 

Table 4.1  The Three Core Elements of Trust in Companies

Definition Example statements

Ability Ability to do what the user needs • � Uber gets me from point A to point B 
quickly

•  Uber is safe and easy to use
Integrity Honesty and promise-keeping • � Uber refunds me if something is wrong 

with my trip
•  Uber’s prices are fair

Benevolence Caring and motivation to act in 
the user’s interests

•  Uber treats its employees well
• � Uber supports female victims of sexual 

harassment and assault
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of tangible, real-world results (ability) toward questions of values and intent (integ-
rity and benevolence). This abstraction is one reason that the value of trust, or even 
its existence in a particular relationship, is difficult to quantify.

4.2.1  �How Companies Build Trust with Customers

According to Friedman, Kahn Jr., and Howe, “we trust when we are vulnerable to 
harm from others yet believe these others would not harm us even though they 
could” [1 p34]. Vulnerability is a prerequisite for trust: For a trusting relationship to 
grow, one party or the other must put themself at risk [15].

Too often, it is the user who is forced into a position of vulnerability vis-a-vis the 
technology provider. For a company, showing trust—that is, making itself vulnera-
ble—is one of the best ways to build trust. Some strong evidence for this exists in 
management literature. Prusak and Cohen note that “in companies that display trust, 
both toward employees and toward customers and suppliers, people are more likely 
to trust each other” [16]. When companies do not display such trust, the opposite 
happens. Prusak and Cohen cite this anecdote from Hewlett Packard founder David 
Packard’s memoir “The HP Way,” where he recounts his time working at a General 
Electric (GE) plant in the 1930s.

GE was especially zealous about guarding its tool and parts bins to make sure employees 
didn’t steal anything. Faced with this obvious display of distrust, many employees set out 
to prove it justified, walking off with tools or parts whenever they could. Eventually, GE 
tools and parts were scattered all around town, including the attic of the house in which a 
number of us were living.

By showing distrust and refusing to display vulnerability, GE accidentally fostered 
the very behavior it feared in its employees [16].

Vulnerability in the business context can take many forms. The most prevalent 
we see is around customer service or financial terms. Southwest Airlines, for exam-
ple, makes itself financially vulnerable to customers with a policy it calls “trans-
farency,” which means the company does not charge change or baggage fees. In the 
moment when the customer is most vulnerable (needs to change her flight or is told 
her bag is too big), Southwest takes the financial risk of flight change costs, and in 
doing so shows its benevolence and alignment with customers.

However, not all forms of vulnerability are created equal. Taking on financial risk 
may show benevolence, but it is still a benevolence rooted in commercial transac-
tions—it does not take the customer relationship deeper. By contrast, companies that 
commit publicly to values or that invest in and cede power to a community pull users 
further down the trust funnel. For example, the online neo-bank Aspiration (an Alpha 
Edison portfolio company) publicly commits to values like sustainability. Not only 
does Aspiration offer sustainability-focused funds to investors, it is also transparent 
about how it manages its own investments; as the company’s website puts it, “unlike 
the Big Banks, we do not use your deposits to fund big oil pipelines” [17]. By “letting 
go” and showing vulnerability in this way, companies like Aspiration are able to culti-
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vate unprecedented levels of trust. In a forthcoming paper, we discuss the concept of 
trust levels for Aspiration and other companies in more depth [18].

Those trust relationships are not, however, stable over time. Events both positive and 
negative can change users’ conceptions of a company’s ability, integrity, and benevo-
lence. There is no doubt that such a shift has occurred for Uber within the past 3 years.

As Friedman, Kahn Jr., and Howe point out, events that violate trust may vary in 
degree. A breach in trust may be repaired, but “betrayals of trust often end relation-
ships” [1 p35]. In the case of our model, events that violate trust will have a greater 
impact on trust if the company’s product or business model relies on a trust relation-
ship. For example, we would expect a larger drop in stock price after a trust viola-
tion by Southwest than by a trust violation by another airline. This is a key insight 
upon which a quantitative measure of trust can be built.

4.2.2  �How Trust Violations Impact Companies’ Market Value

Given the amorphous and context-dependent nature of trust, it is often easier to 
measure a change in trust than it is to measure its absolute value. One way of mea-
suring trust in businesses is to examine financial metrics and measures given an 
event that we know to have caused a change in trust. In our forthcoming paper, 
“Quantifying the Value of Customer Trust in Companies,” we present an analysis 
conducted by us of 333 crowdsourced examples of trust violations across 15 indus-
try sectors. These violations break down into 11 broad categories of trust violation 
(e.g., product failure, sexual harassment, data and cybersecurity breaches, labor dis-
putes). We measured the percentage drop in stock price value (e.g., the “signal”) 
after the trust violation, using as the baseline the expected (i.e., “forecast”) stock 
price predicted using data from before the violation (i.e., what the stock price should 
have been had there been no violation). The blue region indicates the 95% confi-
dence interval for that predicted stock price.

In Fig.  4.1, we see the behavior of the Facebook stock price after it was 
revealed, in September 2017, that Russian government operatives placed ads on 
Facebook intended to influence American voters. One can observe Facebook 
stock prices underperforming with respect to expectation immediately after the 
scandal broke. However, Facebook shows recovery in the approximately 
5 months afterward, suggesting that trust may not be core to its value proposition 
for users. Stocks drop again in mid-March, when the Cambridge Analytica scan-
dal comes to light. However, again, Facebook stock recovers a few months later.

At some level, Facebook’s decisions to share user data with Russian government 
operatives and with Cambridge Analytica are not surprising. Facebook’s business 
model is centered on selling customer data to advertisers—its main revenue stream 
comes from its advertisers and not its users. The company is incentivized to commit 
trust violations because that is how it makes more money. We believe Facebook’s 
stock price shows resilience in the face of trust violations because a lack of trust is 
already “baked into” its stock price. Due to the nature of its business model, users 
(and investors) have an expectation that it will violate trust.
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This same dynamic can be observed in the aggregate. We segmented the cohort of 
trust violations into those aligned with a company’s business model, those not 
aligned with a company’s business model, and those that are ambiguous. We find that 
the maximum percentage drop in stock price was 14% on average for trust violations 
aligned with business models, but 22% for those that are not aligned or ambiguous.

Beyond percentage price drops, in “Quantifying the value of consumer trust in 
companies,” we also analyze how long it takes stocks to recover to normal after a 
trust violation. We find significant differences in average recovery period looking 
across industry sectors as well as type of violation. The next steps in our line of 
research include developing natural language processing (NLP) methods to collect 
data on a much larger cohort of such trust violations (sized in thousands rather than 
hundreds of trust violations). However, the preliminary data we have already ana-
lyzed suggests that some companies derive more of their market value (as measured 
by stock price) from trust than others [19].

These stock price fluctuations also point to another truth about consumers’ trust 
in companies: Trust is a bandwagon phenomenon. Users’ trust attitudes are heavily 
influenced by those of people around them. This can benefit companies that have a 
lot of users and/or strong network effects, as it creates inertia that can blunt the 
impact of individual trust violations. For example, the Cambridge Analytica data 
breach and other scandals have not caused a mass defection by Facebook users 
(though there is some evidence that it might have played a role in stagnating user 
growth) [20]. Even if trust has been damaged, network effects are such that it does 
not yet show up in numbers. To what level trust needs to be disrupted to overcome 
network effects (and the benefits of social capital) is a critical open question, both 
for the specific case of Facebook and also for technologies in general.

Fig. 4.1  Real vs. Forecast Facebook Stock Price July 2017–July 2018
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4.2.3  �The Changing Texture of Trust

How does trust in a new company diffuse through such a network and through soci-
ety in general? The process could follow the pattern defined by the diffusion of 
innovation theory first put forth by E.M. Rogers in 1962 [21]. Created to explain 
how new technology gets broadly adopted by a society, the theory places users into 
five categories depending on the speed with which they adopt a new innovation: 
innovators, early adopters, early majority, late majority, and laggards. Rogers 
arranges these groups along a normal distribution so that innovators and early adopt-
ers form 16% of the population, the early and late majorities form 34% each, and 
laggards form another 16%.

Due to these proportions, the rate of adoption of a successful new technology tends 
to follow what is called an “s-curve” over time. Adoption by innovators and early 
adopters leads to modest gains in market share, but once a new technology is picked 
up by an early majority, overall adoption starts to grow rapidly; it then plateaus as it 
hits saturation with the laggards, the only group left to drive growth (Fig. 4.2).

Fig. 4.2  Technology Adoption & Trust S-curves
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It seems likely that the deepening of consumer trust in a company follows an 
s-curve, too—albeit one of a slightly different shape. While there is little empirical 
data to verify exactly how trust in a company diffuses through society, we can make 
some theoretical conjectures based on existing research.

In Fig. 4.2, we measure trust in terms of both breadth and depth. The amount of 
trust measured on the x-axis is the product of how many people trust the company 
as well as the depth of that trust. A company that reaches “maximum” trust along 
the y-axis has built the deepest possible trust relationship it can with the maximum 
number of people, given the constraints of its business model, history of trust viola-
tions, and so on. This “maximum trust” may vary from brand to brand—for exam-
ple, Facebook’s maximum depth of trust is likely less than that of a company like 
Aspiration, which derives much of its value from trust relationships.

It would be reasonable to assume that increasing trust generally drives adoption 
by lowering perceived risk. As Florea writes, “High levels of trust [in a brand] auto-
matically mean low perceived risk of adoption [of its innovative product]—as the 
two concepts are complementary” [22 p1530]. If this relationship were true for all 
users’ trust relationships, and trust in a brand drives adoption in a one directional 
way, the trust s-curve would simply be the technology-adopted s-curve shifted a bit 
to the left. Trust in the simplistic case would be a leading indicator of adoption.

However, we would question that hypothesis based on some assumptions about 
how the different groups of adopters each value trust. Trust in a company may not 
be very important to an innovator or early adopter whose low levels of risk aversion 
are easily outweighed by the excitement of trying out new technology. Therefore, 
we actually expect the rise in trust to lag behind adoption, at least at first (i.e., trust 
is a lagging signal). However, trust is likely more important to members of the early 
and late majority, who decide to try the new technology based on its existing reputa-
tion. Thus, we suggest that at some point at the beginning of these two adoption 
periods, the trust s-curve crosses the adoption s-curve, and trust begins to drive (and 
precede) adoption. This transition from lagging to leading mathematically means 
that the middle of the trust s-curve must be steeper than the equivalent part of the 
adoption s-curve.

In addition, we hypothesize that this steepness has additional meaning. Trust is 
based on normative behavior. Once a certain number of users trust a given technol-
ogy provider, we would expect that trust would diffuse rapidly through the rest of 
society until it reaches saturation. It is partly a matter of network effects: If someone 
I trust starts trusting Uber (or Facebook or Lyft) and, therefore, lays the groundwork 
for building a normative behavior, I am more likely to start trusting that company 
too. Based on this, we would expect that once the trust s-curve started to climb, it 
would climb more steeply than an equivalent adoption s-curve.

How, then, does trust in a business actually spread? Behavioral research in mar-
keting and other business disciplines suggests a number of potential vectors. Social 
science researchers have established the importance of brand community, defined 
by Muniz and O’Guinn as “a specialized, non-geographically bound community, 
based on a structured set of social relationships among admirers of a brand” [23 
p412]. These communities are defined by a shared consciousness or feeling of 
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belonging. They can be a key vector through which trust in a brand can spread—for 
example, Apple’s strong brand community has been central to promoting the adop-
tion of the iPhone and other innovative products. Social trust in experts can also 
have a strong influence on adoption, according to Siegrist, Cvetkovich, and Roth, 
especially when users do not understand the technology well enough to evaluate it 
themselves. That trust is more likely to grow when those leaders are seen as having 
similar values [24].

Over the time it takes trust to diffuse, trust might not only broaden, but deepen. 
Users can be shepherded further down the trust funnel as they become more deeply 
convinced of a technology provider’s ability, integrity, and benevolence. One tech-
nology provider may also lay the groundwork for another that pushes the boundar-
ies of user trust even further.

For example, take dog walking: a vulnerable experience that involves letting a 
stranger into your home when you are not there and trusting them with a pet to 
which you are emotionally attached. Rover, founded in 2011, is a marketplace app 
that lets users choose and hire a vetted dog walker based on an online profile [25]. 
Without Rover’s success in building users’ trust, it is hard to imagine the popularity 
of Wag, an app created in 2014 that assigns each user a vetted dog walker on demand 
via an algorithm, similar to Uber [26]. In just a few short years, users transitioned 
from needing to choose who would enter their house and walk their dog to allowing 
the technology provider to choose that person—a clear deepening of trust.

It is also interesting to note that in the past year, these nascent companies have 
run into troubles that touch on the three core elements of trust. The examples below 
were highlighted in a September 18, 2018, article on the website Vox [27]:

•	 Ability: Dogs have been lost, injured, or even killed while under the care of 
Rover and Wag. The Vox article alone lists 14 examples.

•	 Integrity: Dog walkers’ training is purportedly minimal and does not involve 
cardiopulmonary resuscitation (CPR) or first aid. Both companies have been 
accused of trying to suppress users who complain; Wag sent a cease-and-desist 
letter to a family that was posting to Facebook complaining the service had lost 
their dog.

•	 Benevolence: Neither company covers veterinary costs for injured dogs or medi-
cal costs for workers injured by dogs. One dog walker who asked about coverage 
during training said she was “laughed at.” On the other hand, Wag reportedly 
spent $30,000 in an attempt to track down one lost dog.

As of this writing, it is unclear what impact, if any, these trust violations will 
have on Wag and Rover as companies. Unlike the companies described in 
“Quantifying the value of consumer trust in companies,” both Wag and Rover are 
still private companies and startups. As such, they disclose limited financial data, 
making it difficult to track the impact of trust violations on business value via the 
method we identified.

Rover’s and Wag’s trust relationships with users are in flux partly because IoT as 
a category is in the midst of a phase transition. Trust in IoT is both broadening—as 
it extends through the population—and deepening—as users become willing to trust 
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IoT devices with more sensitive functions. However, the way in which cyberphysi-
cal systems bridge the real versus virtual divide introduces some interesting differ-
ences in how trust might influence adoption in a way that is different than for purely 
digital technologies.

4.3  �Applying Trust in Companies to IoT

In the previous section, we slipped easily from talking about the stock price of 
Facebook to the evolution of trust in Rover and Wag. However, there are important 
distinctions between a purely digital product like Facebook and the kind of cyber-
physical systems we will discuss here.

We have mentioned that Facebook may not suffer major loss of market value in 
the face of trust violations in part because a lack of trust is baked into its stock 
price. There may also be another reason, which is that the impacts of trust viola-
tions in the purely digital realm remain relatively abstract. When Uber violates 
trust, users may fear for their physical safety. By contrast, when Cambridge 
Analytica steals and abuses Facebook user data, the only direct impact is that users 
see different targeted ads.

Phelan, Lampe, and Resnick posit that individuals’ response to potential privacy 
incursions online actually have two elements that may be in conflict with each other: 
the intuitive or emotional response and the deliberate or considered response. These 
two types of response correlate roughly with the intuitive, unconscious “System 1” 
and intentional, conscious “System 2” of the dual process model of cognition, which 
was popularized by Daniel Kahneman in his 2011 book, “Thinking, Fast and Slow” 
[28]. When an individual does not intuitively find a privacy incursion “creepy,” they 
may bypass the more deliberate process of constructing a rational objection and tak-
ing action [29].

This is one possible explanation for the so-called “privacy paradox”—the fact 
that people claim they want more privacy online but then do not take action to 
secure that privacy [30]. Human beings’ privacy instincts evolved in the physical, 
not the digital, world. We respond intuitively to physical intrusion—a face peering 
in our window or a stranger in our house. Sources as ancient as the Talmud recog-
nize a right to privacy in the home [31]. However, our human instincts and cultural 
precepts may be less fully developed when it comes to digital incursions [32]. A 
desire for “privacy” in cyberspace is in most cases simply a desire for control—spe-
cifically, control over how our online data is used. Yet most of us continue to partici-
pate in online spaces where we are denied that control.

In contrast to those purely digital spaces, cyberphysical systems bring the impact 
of trust violations into “the real world.” An improperly vetted Wag dog walker could 
end up losing or injuring your beloved pet. A malfunction with the Airbnb app could 
lock you out of your lodging and make for a very physically uncomfortable night. 
We have already mentioned a few examples of Uber’s trust violations that have 
included physical assault on a user.
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All of this should make adoption of IoT and IoT-based services feel inherently 
risky to users. It should, in turn, make trust in technology providers more important, 
with trust violations generating strong and instinctive negative reactions from users. 
As such, you would expect trust to be an important part of an IoT company’s brand 
value, with large, lasting fluctuations in stock price when that trust was violated.

However, research shows that this is mostly not the case, at least not yet. In the 
early stages of IoT proliferation, consumers actually value ability, the lowest level 
of trust, most highly with IoT products. Bai and Gao were surprised to find, in their 
survey of 368 Chinese consumers’ likelihood to adopt electronic toll collection 
(ETC) technology, that trust actually had relatively little impact. They suggested 
that familiarity could be shaping the trust relationship:

One explanation for the insignificant effect of trust on behavioral intention lies in the lack 
of the interaction between consumers and IoT devices/systems. IoT technologies are rela-
tively new in China, and as a result, users’ familiarity with these technologies and their 
relevant products is low. For instance, many people may not have the basic knowledge of 
how to use the ETC and how it operates. Consumers hardly know this technology; thus, 
they are not willing to assess whether this type of technology is secure or trustworthy.

This suggests that—as IoT devices become more widespread and accepted, increas-
ing users’ familiarity with basic knowledge about the technology—trust may begin 
to play a role in their adoption by creating normative behavior in the way that we 
would expect [33].

Ultimately IoT makes consumers more vulnerable than purely digital systems 
like Facebook. IoT companies that are able to leverage those vulnerabilities to shift 
to higher levels of trust will differentiate themselves and build more durable rela-
tionships with customers.

Also, while consumers may become more familiar with a particular IoT technology, 
they may still not actually understand how it works in the sense that they understand 
how a hammer works. In that case, the trust they maintain in a particular technology 
once they are aware of its potential impacts will be strongly rooted in their trust in the 
technology provider. Future researchers into trust in IoT technologies should keep this 
link in mind and use the ability, integrity, benevolence framework to evaluate trust in 
the technology provider as well as the technology itself. We do so in the following sec-
tion for three important IoT technologies emerging in the market today.

4.3.1  �Three Case Studies on Trust in IoT

As discussed previously, human beings may have very different reactions to viola-
tions that impact the physical compared to the digital realm. Thus we have divided 
potential questions about each product or service’s ability, integrity, and benevo-
lence along these lines as well. In our discussion of each example, we attempt to 
tease out which of these questions address the technology itself, the company behind 
it, or both. We hope that these examples will illustrate for future researchers how our 
framework might be applied.
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4.3.1.1  �Bird Scooters

Founded in 2017, Bird (an Alpha Edison portfolio company) is a scooter-sharing ser-
vice that operates in 100+ cities including Los Angeles, California; Nashville, 
Tennessee; Washington, DC; and Atlanta, Georgia [34]. Unlike the bike-sharing ser-
vices common in many major cities, Bird allows users to pick up and drop off their 
vehicles anywhere, without the need to find a set docking station. Contract workers 
pick up the scooters at night for recharging [35]. In June 2018, Bird became the fastest 
company ever to achieve a $1 billion valuation, earning it “unicorn” status alongside 
companies like Airbnb and Uber [36]. But do users trust this new company that has 
suddenly dropped scooters on the streets of their town? And how much does that trust 
matter (Table 4.2)?

In general, it seems likely that trust in the company will be a less important driver 
of adoption for Bird than it is for many other IoT products. With ride-hailing ser-
vices, for example, users must trust a stranger hired by the ride-hailing company 
with their life and limb. By contrast, since Bird users drive the scooters themselves, 
their physical safety is largely their own responsibility (as long as the scooter is in 
good repair).

However, trust can come into play in a more abstract way. For example, here the 
ability and integrity questions address an intersection of technology-related and brand-
related concerns. The question of whether Bird keeps users’ data private, for example, 
is both a question about the app (is it built with adequate protections against hackers 
looking to steal credit card numbers?) and a question about the company (does Bird 
value users’ privacy enough to develop and enforce strong data management poli-
cies?). Trust in the company may also come into play in the physical realm. If a user 
sees Bird scooters littering their sidewalks as a major inconvenience, they may impute 
a lack of integrity to Bird the company for allowing this to happen. Most of these ques-
tions, however, have lower stakes than the others we will treat in this section.

4.3.1.2  �Amazon Alexa

Alexa is a virtual personal assistant designed and built by Amazon. Like other vir-
tual assistants, she is capable of understanding and responding to spoken human 
language. While Alexa is most strongly associated with the Amazon Echo smart 

Table 4.2  Questions About Trust in Bird

Physical Digital

Ability • � Will scooters be available where I am 
when I need them?

• � Is it easy to reserve a scooter on the 
app?

Integrity •  Are the scooters safe?
• � Are the scooters left on sidewalks, 

etc. an inconvenience?

•  Is my ride data private?
• � Will the company refund my ride if 

I experience a problem?
Benevolence • � How will I be treated if I have an 

accident?
•  Are Bird workers well treated?
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speaker, Amazon currently lists dozens of devices that can connect to Alexa, includ-
ing light bulbs and microwaves [37]. While individual sales figures on Alexa devices 
are not available, according to the technology research firm Canalsys, the number of 
smart speakers installed worldwide reached 40 million by the end of 2017 [38]. 
Users trust the product enough to put a live microphone in their personal spaces, but 
do they feel they have sufficient control of the data or receive benefits that are worth 
the trade-off (Table 4.3)?

Unlike in the previous example, the benevolence questions here are less tightly 
tethered to Amazon’s brand. The question of whether Alexa increases quality of life, 
for example, depends more on the technology’s impact: Does having a virtual assis-
tant free up the user’s time for more fulfilling tasks? Does it reduce loneliness by 
giving them someone to talk to? Does it connect them to the internet without isolat-
ing them from loved ones in the room (as smartphones have been thought to do)?

In part because Alexa operates in such a protected, private space—the home—we 
expect trust in Amazon as a company to be an important factor in Alexa adoption. As 
with Bird, the integrity question of how private a user’s data remains is a blend of 
technology- and brand-related concerns. However, the benevolence question of how 
Amazon will use that data is manifestly a question about the company. Suspicious 
users have suspected Alexa of “spying on them” from day one, and there have been a 
few documented cases of Alexa recording snippets of conversation when she had not 
been awakened by her “wake word” [39]. What you believe Amazon does with such 
recordings—accidental or not—likely depends on how much you trust it as a com-
pany. In turn, your trust in the company is likely to influence your adoption of Alexa.

4.3.1.3  �Tesla Self-Driving Cars

Depending on which experts you ask, self-driving cars may be on the road in 1 year 
or not for decades [40]. However, they yield an interesting hypothetical example for 
this chapter because of how much their success will rest on the development of trust. 
Behavioral research on “algorithm aversion” has suggested that humans tend to 
trust recommendations from automated systems less readily than they do human 
judgement [41]. While widespread adoption of self-driving cars is expected to sig-
nificantly reduce traffic accidents, most users are still skeptical of the technology 
and more trusting of human drivers. Widespread adoption of self-driving cars will 
require a massive trust leap. Some commentators have suggested Uber could suffer 

Table 4.3  Questions About Trust in Amazon

Physical Digital

Ability • � Will Alexa do what I ask 
her to?

• � Is Alexa “smart” enough to answer my 
questions?

Integrity • � Are products sustainable or 
ethically made?

•  Are my conversations with Alexa private?

Benevolence • � Does Alexa increase quality 
of life for users?

• � Will the information gathered via Alexa be 
deployed in the user’s best interests?
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a disadvantage in the future market for self-driving cars for exactly this reason: It is 
a market where only a very trusted company could succeed [42].

While many companies are developing autonomous vehicles, here we have cho-
sen to focus on the electric car company Tesla. An April 2018 survey by car shop-
ping website Autolist found that 32% of consumers trusted Tesla to bring a 
self-driving vehicle to market, more than double the percentage of those who trusted 
the runner-up, Toyota [43]. Tesla’s existing vehicles are already equipped with 
Autopilot, a feature that turns on some self-driving capabilities, but is only sup-
posed to be used when the driver has their eyes on the road and their hands on the 
wheel.

However, as of this writing, at least two people have died while using Autopilot 
[44]. The erratic behavior of CEO Elon Musk and the departure of multiple top 
executives from Tesla has also shaken trust in the company more broadly [45]. Trust 
in Tesla is a life or death decision for consumers and, therefore, the most complex 
of our three examples (Table 4.4).

It is easy to see ways in which trust in Tesla could play into the questions listed 
above. Thanks to intensive media coverage, the general public is much more famil-
iar with how self-driving cars are supposed to “think” than they are for other sorts 
of artificial intelligence (AI), so they may be likely to ask questions about ethical 
decision-making on the road. Since it is impossible for every driver to evaluate the 
algorithm used by each car on the market (both due to lack of expertise and the fact 
that such algorithms tend to be uninterpretable black boxes even to experts), trust in 
a technology provider will be a particularly important way to build this trust bridge. 
For early adopters of self-driving cars, Musk’s reputation as an inventor of and 
investor in ambitious new technologies (he is also founder of space transportation 
company SpaceX) may be a mark in Tesla’s favor.

Nonetheless, Tesla will have to overcome the difficulties mentioned above as 
well as the perception that it is not a company that cares deeply about safety. In 
2018, one of Tesla’s plants was investigated by California’s job safety agency due to 

Table 4.4  Questions About Trust in Tesla

Physical Digital

Ability • � Can the car get me from 
point A to point B?

• � Does it do so consistently 
without crashing?

•  Does the car navigate properly?

Integrity • � If I am injured in an accident, 
how will I be treated?

• � What protections are in place to keep the 
car from getting hacked?

• � How does the car make ethical decisions—
e.g., whether to hit a squirrel or swerve and 
hit a human?

Benevolence • � Do self-driving cars reduce 
accidents and make roads 
safer?

• � Will Tesla give police control of my 
self-driving car when an officer wants to 
pull me over?

• � Will Tesla share my private data with law 
enforcement upon request?
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a frequency of worker injuries that “exceeded the industry average” as well as alle-
gations that some injuries were not reported at all, as is legally required. It remains 
to be seen whether these and other issues impact Tesla’s ability to lead the burgeon-
ing self-driving car industry. Of all the examples discussed in this section, this is the 
one with the highest stakes: Users’ lives literally depend on whether Tesla is 
trustworthy.

4.4  �Applications to Venture Capital

Venture capitalists must be prognosticators. In order to generate strong returns on 
our investments, we seek out solutions that are not yet obvious to the rest of the 
market and then invest in startups working in those spaces before others realize the 
opportunity is there.

Our interest in the area of trust derives from our practical need to identify the 
most promising opportunities for investment, which include the many new compa-
nies that are trying to reinvent trust relationships with customers. Companies that 
deploy trust as a core asset do not just stand to build stronger customer relationships 
and edge incumbents out of existing markets—they can build entirely new markets 
by tapping into latent demand [46].

We see this trend as particularly important in what we would consider the IoT 
space, which is dominated today by small, new companies. In the successes of Uber, 
Lyft, Airbnb, and other companies in the so-called “sharing economy”—many of 
which blend online elements with real-world services—we can already see the 
beginnings of a trust revolution. By applying the framework we have laid out in this 
chapter and other publications, we can become more deliberate about finding these 
and other investment opportunities early on.

Still, as mentioned previously, quantifying the value of trust for privately held 
startups is challenging. With a public company, it is possible to follow fluctuations 
in market value day-to-day or even minute-by-minute on a public exchange, making 
it relatively easy to establish the impact of a given trust violation. For a private com-
pany—especially a very small, new one—there is comparatively little data. How do 
we understand the trust relationship a company is building with users before they 
have many users, much less a stock market price?

This is why, in the IoT-specific section of this chapter, we have focused on devel-
oping our qualitative framework for understanding the changing texture of trust, 
rather than analyzing quantitative data. In the absence of hard numbers on a particu-
lar startup, a conceptual understanding of how trust relationships could or should 
develop is often our main guide for establishing the scope of the opportunity for us 
as investors.

As the company grows and more data become available, we expect the trends we 
forecasted initially to become more obvious over time, corroborating our hypothesis. 
Similarly, we hope that with time, more data will become available to verify the 
broader thesis we have advanced about trust in IoT companies here. In the meantime, 

F. Zhao and B. Danneman



69

we hope that our framework will be useful to researchers across disciplines inter-
ested in looking at trust in IoT technology in a more holistic way.
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Chapter 5
Ahead of the Curve: IoT Security, Privacy, 
and Policy in Higher Ed

Joanna Lyn Grama and Kim Milford

5.1  �IoT on Campus

Picture a college or university. Images that spring to mind quickly are a bustling 
urban campus with modern buildings or a bucolic campus featuring an abundance 
of limestone and red brick. One might also think of technology-enabled classrooms, 
cutting-edge research labs, and innovative makerspaces. Technology has pervaded 
today’s institutions of higher education. And it is not just that colleges and universi-
ties themselves are using technology that is owned by the institution. Students, fac-
ulty, staff, and visitors are bringing more personal devices than ever before to 
campus. In fact, the rise of “Bring Your Own Everything” (BYOE) technology in 
higher education has been well documented, as early as 2013 [1]. Consider for 
example, today’s student population [2]:

•	 66% of today’s undergraduate students own two or three Internet-capable devices 
and 78% of students connect those devices to the campus network 
simultaneously.

•	 52% of students rate campus network performance (e.g., high speed and no inter-
ruptions) as good or excellent.

The Internet of Things (IoT) represents the evolution of the BYOE construct in 
higher education. While BYOE acknowledged the increasing number of Internet-
capable devices brought on campus, IoT refers both to the increasing number of 
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devices and the understanding that those devices are “connected.” Fall semester 
2018 saw the first institutional provisioning of IoT devices to all students on cam-
pus, with the rollout of the 2300 Echo Dots at Saint Louis University [3]. This her-
alds a new era of IoT deployment at universities with new issues beyond BYOE. The 
IoT is characterized by widely available consumer Internet connectivity, decreasing 
consumer cost for that connectivity, lower technology costs in general, the increasing 
number of devices that are Internet-enabled out of the box, and the large amounts of 
data generated by those devices that is stored “in the cloud.” And, the IoT is grow-
ing. Internet-connected things, from PCs to tea kettles, number in the billions [4], 
and every day 44 exabytes of data are created [5].

The higher education culture, which is focused on learning and innovation, with 
a profound emphasis on openness and transparency, has allowed the proliferation of 
Internet-capable devices to flourish and thrive on today’s campuses. Almost every 
student (98%) and faculty member (96%) have a smartphone and/or tablet (98%), 
so managing this level of mobility is of key import to higher education [6]. As is 
the case with IoT, managing mobility does not just refer to devices themselves. It 
also means managing the mobility of people and their data, and the institution and 
its data.

Higher education’s early experience with BYOE provides it with the building 
blocks needed to more fully address the promise and peril of the Internet of Things 
(IoT) in the campus environment. This chapter presents some of the security, pri-
vacy, and infrastructure issues that the proliferation of mobile and connected devices 
bring to campus and how US higher education institutions are responding to the 
complexities—opportunities and challenges—presented via the rise of the Internet 
of Things.

5.2  �IoT Threats to Privacy and Cybersecurity

The state of the hack has changed considerably in recent years. While the drumbeat 
of high-profile data exposures and hacks continues with little abatement, see 
Fig. 5.1, the techniques, tactics and practices (TTPs) of malicious actors grow and 
evolve. One credential or device is now manipulated to yield access to multiple 
applications, including stores of personally identifiable information. A single public 
IP address is used to expose the whole network, providing valuable architecture 
information that can then be used to bore deeper into organizational resources. 
Phishing, the most common initial attack vector, has evolved to look much more 
credible, tailoring messages to target specific victims. The largest denial of service 
attack to date was reported in March 2018, in which GitHub was targeted with 1.3 
Terabits Per Second (Tbps) of sustained Internet traffic for 8 min [7]. Most online 
attacks to date have been committed by cyber-criminals, exploiting human and sys-
tem vulnerabilities for financial gain.

Higher Education sees similar TTPs and relative numbers of attacks as other sec-
tors, essentially providing a microcosmic view of cyberthreats on the Internet. As 
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reported by the Privacy Rights Clearinghouse and evidenced in Fig. 5.1, the raw 
number of US data breaches in the education sector are small in comparison to other 
industries, although the same types of breaches are experienced, including phishing, 
malware, and stolen credentials [8].

There are many ways in which the Internet of Things increases risks. It is often 
the very convenience of the devices that makes them more vulnerable. Lightweight 
authentication and authorization practices make smart devices easier to access—for 
legitimate users as well as attackers and criminals. Unencrypted transmission to and 
from networked devices exposes data transmissions to spying and capture. Device 
software is built on operating systems that become defunct and unsupported as they 
age, unbeknownst to the device owners or users. Default system configurations that 
ease the connection burden for owners generally entail weakened controls. Who 
does not love the ability to connect without password resets? Many network-aware 
devices can also store and transmit personally identifiable data about the owner 
back to the manufacturer without the owner’s knowledge or consent.

The range of network-aware devices continues to grow. It has been posited that 
there were 23 billion IoT connected devices installed as of the end of 2018, and the 
number could rise up to 75 billion or higher by 2025 [9]. Medical IoT devices show 
great promise and market growth. Personal health monitoring devices, such as glu-
cometers, scales, heart rate and blood pressure monitors allow patients and their 
health care professionals to track vital health signs in real time. As a part of its 
“Whole Person Education,” Oral Roberts University implemented mandatory Fitbit 
use for freshmen [10]. Wearable devices allow for immediate urgent assistance at 
the push of a button. Talking medical devices remind patients to take medication, 
check blood pressure, or get exercise. Pacemakers and insulin pumps provide feed-
back to health providers about usage and patient needs.
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Fig. 5.1  Number of Data Breaches in the USA (Source: Privacy Rights Clearinghouse)
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Chatty medical devices exacerbate privacy threats inherent in all IoT devices. 
Personal health information is highly regulated private data, and electronic health 
records are valuable on the black market [11]. Yet these innovative devices track 
increasingly greater amounts and types of health information, readily available and 
transmitted automatically to electronic medical record stores. It is not much of a 
stretch to imagine that these stores of personal health data might be linked together 
to provide a comprehensive picture of individuals’ health in the near future. Not 
only will that create risk to protected health information, the compilation of the data 
may increase risks to all personally identifiable data, as conditions, symptoms, and 
personal characteristics combine to create digital markers about an individual.

The Mirai attack in 2016 provides a case study in IoT threats, in which the weak-
nesses inherent in default password use and unpatched operating systems of home 
routers and IP cameras were exposed. The perpetrators used these common IoT 
vulnerabilities to exploit devices with the Mirai malware, conscripting the devices 
to generate massive network activity aimed at popular web sites, and even renting 
their botnet army out to others. Even with this high-visibility attack, there has been 
little increase in deploying security protections for protecting IoT devices, and orga-
nizations have done little to reduce the likelihood or impact of future attacks driven 
by IoT devices. In March 2018, Research and Education Networks Information 
Sharing and Analysis Center (REN-ISAC) notified higher educational institutions in 
the United States about 16,000 suspected compromised machines. The Mirai mal-
ware was the fifth most common exploit seen.

Another major impact in IoT is the ability to perform data analytics on the data 
flooding in from connected devices. Data can be aggregated from multiple sources 
to provide millions of data points about consumers. Using increasingly sophisti-
cated data analytics software, data can be leveraged to draw conclusions about indi-
viduals and behaviors, even going so far as to predict future events. Analysis derived 
from IoT-device data can help businesses to pinpoint consumer needs, providing 
improved products and services. Consumers can get smarter about their own activi-
ties, with data analytics providing friendly dashboards, often comparing them to 
others. Video analytics can be used to improve safety.

All of these innovations in analytics come at a cost: decreased individual privacy. 
The data used to develop business and consumer dashboards is rich in its detail, 
which could include surveillance. The time someone wakes up in the morning can 
be tracked by their smart home speaker, refrigerator, and fitness band. Their morn-
ing commute is reported by their car. A trip to the coffee shop is recorded by a 
camera. A stop at the grocery store on the way home from work, at which the indi-
vidual uses their store savings card, yields more information about that individual—
what time they shopped and what they bought. Many consumers realize this tradeoff, 
but most have no idea of the volume of information they trade for convenience. Nor 
are they aware of the data analytics working behind the scenes to tie all the data 
together into patterns, trends, and predictions.

IoT devices could also have significant impact on learning analytics in the higher 
education environment. Devices can track and report student behavior valuable in 
designing learning tools and increasing the effectiveness of teaching practices. As 
institutions store and analyze more of this data for beneficial purposes, policy con-
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sideration for the privacy of the data and the usage of the analytics are needed. While 
74% of faculty expressed confidence in their institution’s ability to safeguard student 
information and 65% of faculty have confidence in their institution’s ability to safe-
guard research data, current safeguards and processes may not be enough [12].

5.3  �IoT Impacts on Campus Infrastructure

Students, faculty and staff who bring IoT devices to campus or use those provided 
raise resource management issues. Additional connected devices increase network 
traffic. Without advanced capacity planning, additional traffic can slow access to 
mission-critical teaching, learning, and clinical systems. Additional traffic from 
unknown sources—activities emanating from consumer devices—can obfuscate 
malicious traffic and introduce abnormalities in network monitoring. New types of 
traffic unfamiliar to network operating centers (NOCs) and security operating cen-
ters (SOCs), can make it difficult to detect aberrant traffic and prevent malicious 
activity.

No current research book would be complete without addressing the impact of 
cloud services on information technology. Managing complex storage, transmis-
sion, and usage needs with cloud providers requires a full-time-equivalent profes-
sional position at many higher educational institutions. The risks of cloud 
provisioning are not necessarily higher or lower than on-premise IT, but they are 
different. Cloud providers represent a new breach vector, a technical environment 
outside the physical boundaries of the campus. Cloud management responsibilities 
include legal analysis, contract negotiation, technology architectural planning, 
security assessment, policy drafting, and communications.

All that data created by IoT devices is stored somewhere, and that somewhere is 
generally the cloud. This makes it easier to provide the consumer with feedback 
about their device and its usage—anytime, anywhere. In exchange for using the 
device and its associated cloud storage, consumers may agree to allow their data to 
be accessed, harvested, and analyzed. With click-through agreements governing the 
relationship, consumers may never know the physical location of the data storage, 
what protections exist for personally identifiable data, and what happens to their 
data over time.

In the classic BYOE environment, the institution is not a party to the agreement 
between the consumer and the provider. The institution likely does not even know 
about it. And yet, the institution has a role in transmitting the data to/from the con-
sumer via the campus network. It is as yet unknown where responsibility begins and 
ends legally and practically for data derived, created, and transmitted by IoT devices. 
A student consumer acquiesces to an agreement with an IoT device provider, then 
uses resources at their college to transmit and access data created by the device in 
the cloud. If the data is breached at the storage site that seems to be under the 
responsibility of the IoT device/cloud service provider. If the data is breached in 
transit, the answer may not be so clear. Responsibility could be placed on the pro-
vider, or on the college or university acting as a conduit.
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In their fall 2018 institutional deployment, Saint Louis University smartly side-
stepped the privacy issue by enabling only general applications (or “skills”) which 
do not require the Echo devices to know individual students [3]. That comes at a 
cost, though, as it curtails many helpful functions on the devices. Students may find 
they enjoy the convenience of the personally customized device and demand that 
from their institutions. When or if this happens, it will not change the types of risk, 
but it could greatly impact the scale and the burden of responsibility assumed by the 
institution.

5.4  �IoT Impacts on Campus Policy

Institutions use their IT policies, and supporting standards, guidelines, and proce-
dures, to set forth a clear plan for how they manage IT resources and the data con-
tained in those resources in order to support the various missions of the institution. 
They also use policies to show compliance with laws and regulations affecting IT 
resources and data. Many frameworks are available to help institutions create their 
IT policies, but in general the higher education policy development process is one 
marked by continuous maintenance and review. Unlike other industry sectors, insti-
tutional IT policies exist within an environment that values learning, outreach, and 
innovation. This environment requires certain flexibility in the policy-making 
process.

From a policy-making perspective, one-size-fits-all simply does not apply in the 
campus environment. Institutions are not homogenous in form and function, and in 
fact many campuses function like small cities. Some have their own police depart-
ments, health centers and hospitals, power plants, airports, and conference and 
event services, leading to a very complex and highly integrated IT environment. The 
complexity does not end there. Some institutions are commuter campuses with no 
residential students, while others have large populations of student residents. That 
means that the campus IT infrastructure is used to provide both institutional busi-
ness functions (e.g., teaching, research, and administrative service) but also residen-
tial (e.g., consumer) functions in dormitories, residence halls, or temporary faculty 
and staff housing. The complexity in the campus policy environment is further exac-
erbated by IoT growth on campus.

5.4.1  �IoT in the Office

Two different types of policies have emerged as critical for managing the technol-
ogy environment in higher education today: the acceptable use policy and the data 
governance policy. While these policies may address all types of IT use on campus, 
they are most familiarly associated with the administrative (e.g., non-teaching or 
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research) uses of IT resources and data on campus. Each policy addresses a different 
type of activity that may be influenced by IoT growth.

Acceptable Use Policies. Colleges and universities use acceptable use policies 
(AUPs) to tell students, faculty, staff and affiliated third parties how to use institu-
tional IT resources. Like other industry sectors, these policies are used to help insti-
tutions protect IT resources because these resources are valuable business assets. 
These policies often contain a prescribed list of permitted and prohibited (i.e., 
“acceptable”) uses of IT assets. People who violate the listed acceptable uses can 
face consequences that range from a reprimand, to restricted access to IT resources, 
to termination of employment. AUPs are considered a very important policy from a 
human resource and legal perspective because they promote workplace productivity 
and set forth an institution’s intent to comply with regulatory requirements.

Higher education acceptable use policies not only have to state the limits of insti-
tutional IT resource use but must also serve as flexible codes of conduct that antici-
pate technology innovations. One such technology innovation is IoT and the rise of 
mobile device use on campus. Students, faculty, and staff use personally owned 
mobile devices every day to access the Internet, campus IT resources, and campus 
data. Campus AUPs often contain specific terms related to mobile device use in 
order to counteract the institutional security threats posed by those devices, namely 
the storage of institutional data on personally owned mobile devices and the fact 
that they are portable and easily lost or stolen.

Data Governance Policies. Data governance policies are a companion policy to 
the acceptable use policy. Instead of focusing on how a physical IT resource is used, 
however, these policies focus on defining institutional data and setting limits on how 
data are used. Data governance policies recognize that data are some of the most 
valuable assets that any college or university owns and they specify how students, 
faculty, and staff can use institutional data in different circumstances.

Often these policies specify certain roles with respect to data use. Two of the 
most important roles are data owners and data stewards or custodians. A data owner 
is a department or official who makes decisions about how that data are classified 
and how they may be used across the institution. For example, data that originates 
from an institution’s financial aid office might be owned by an institution’s bursar; 
data about student athletes might be owned by an athletic director, data about how 
an institution’s IT infrastructure is set up might be owned by an institution’s chief 
information officer. A data steward or custodian is a person who handles or uses 
data on a daily basis to accomplish a specified task, but is not a decision-maker for 
purposes of specifying a data classification level or permitted uses of data.

Data governance policies also often classify data into different levels based on 
the perceived importance or assumed sensitivity of the data. Generally speaking, 
data that are protected by law or regulation are classified at the highest level of sen-
sitivity, while data that are generally publicly available are of a lesser level of sensi-
tivity. These classification levels are used as the basis for developing data handling 
and use requirements for students, faculty, and staff to follow. These data handling 
requirements often address how users view, use, update, delete, or destroy data of 
different classification levels. It may be perfectly acceptable for a staff member to 
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post an institution’s course catalog on a public webpage, as that information is not 
particularly sensitive and a wide-range of campus members have a need to access 
course catalog information. That same staff member, however, would be prohibited 
from publishing student grades on a public web page because that data is highly 
sensitive and confidential, and protected by federal law.1

At most campuses, acceptable use policies and data governance policies work 
together due to a unifying underlying assumption: that a higher education institution 
can specify how institutionally owned IT resources are used (via its AUP) and how 
institutionally owned data must be handled (via a data governance policy). This 
assumption worked well enough in the BYOE environment because it also pre-
sumed that personal use of institutionally owned IT resources was incidental and de 
minimis. In the IoT environment this assumption is challenged. The cumulative 
effect of IoT devices on campus networks may no longer be incidental or de mini-
mis. It also stands to reason that an institution could have legal obligations that arise 
as the result of personal data stored on institutionally owned IT resources. As impor-
tant as they are now, acceptable use policies and data governance policies will 
become even more important to campuses in the IoT-enhanced future.

5.4.2  �IoT in the Academy

IT use is pervasive across the non-administrative portions of colleges and universi-
ties as well. In the academy, there are two major intersections between information 
technology use in general and the IoT: teaching and research. In the classroom, IT 
policies are most often imposed by the faculty member or instructor running the 
class. For research functions, IT policies may be prescribed by the institution, the 
research funder, and even relevant laws and regulations.

Classroom Policies. The interplay between the rise of connected technology and 
its role in the classroom is complex. In some instances, connected technologies can 
be extremely useful for student note-taking and interacting with learning materials. 
Yet technology’s use in the classroom can also be a distraction to student and faculty 
member alike. This leads to growing conflict between students and faculty over the 
appropriate use of technology in the classroom. In the classroom, faculty set the 
applicable use policy, and each faculty member may have a different policy for dif-
ferent devices. Few students report that institutional faculty encourage the use of 
mobile devices in the classroom (see Fig. 5.2). Faculty most frequently ban or dis-
courage smartphone use in the classroom [2].

1 It is outside of the scope of this chapter to talk about the different types of federal laws that apply 
to the data that colleges and universities use each day. One of the most common federal data laws 
referenced in the U.S. higher education environment is the Family Educational Rights and Privacy 
Act of 1974 (FERPA), which protects students and their families by ensuring the privacy of student 
educational records.
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Banning technology in the classroom can hamper student success—47% of stu-
dents rate smartphones as very/extremely important to academic success (among 
students who use smartphones in at least one course) [2]. From a policy level, 
whether student technology use in the classroom serves as a useful learning tool or 
distraction is left in the hands of faculty, although some institutions are considering 
policy at the institutional level [13].

While device proliferation and use of online learning options transform the mod-
ern student experience, so too will the IoT. One area in which the IoT will play a 
significant role is in the significant amounts of data that can be collected from per-
sonal devices and combined with institutionally collected data (from learning man-
agement systems and student information systems) to help create a clear picture of 
the student experience at the individual level. In particular this blended data can be 
used to inform everything from degree planning activities to predictive learning 
analytics systems. Learning analytics systems, which use data, analysis, and model-
ing to improve teaching and learning, can help students and institutions alike under-
stand a student’s past and present academic performance, and they can also be used 
to predict future student performance. These tools bring with them the security and 
privacy concerns already discussed earlier in this chapter. In addition, ethics ques-
tions about determinism (will the use of tools that predict future success in a certain 
course of study eliminate a student’s free will to pursue their passions) and the 
extension of the institution in loco parentis (acting as a parent toward the student) 
arise.

Research Data Management Policies. Research data management policies pro-
vide guidance to all university constituents on how research data must be handled. 
These types of policies often look very similar to data governance policies, but they 
are specifically directed at the use of research data.2 Entities that fund research, 
from U.S. federal entities like the National Science Foundation to private charities 

2 Research data is more than just scientific data. It also includes social sciences data, humanities 
texts, and any other data, regardless of form, produced in the pursuit of academic research.

Fig. 5.2  Students’ in-class experiences with their devices. Figure by Kate Roesch, reprinted with 
permission from EDUCAUSE
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or foundations, may also have research data management guidelines that institutions 
and researchers must follow. International laws, such as the European Union’s 
General Data Protection Regulation, may also complicate the legal landscape by 
guaranteeing significant privacy rights to European research subjects (in the event 
that research involves human subjects). As research data is valuable intellectual 
property for a higher education institution and its faculty and researchers, making 
sure that data is properly protected is of utmost importance.

The Internet of Things adds new complications to research data management for 
higher education. Many IoT devices are wearable consumer devices that may pro-
vide especially useful data (e.g., habits, behavior, and location) that could be used 
in research to understand, treat, and prevent disease. Depending on how a researcher 
gathers this data, it could be considered human subjects research. Human subject 
research is research involving a living individual, about whom a researcher obtains 
data through intervention or interaction with the individual or identifiable private 
information [14]. In the United States there is a complex regulatory environment 
surrounding human subjects research which was designed to make sure such 
research is conducted in ethical ways. Existing relationships between consumer-
provider and researcher-human subject are now possibly interwoven.

A Word About Cybersecurity Hygiene. Many institutions believe that they have a 
heightened role to educate students, faculty, and staff about cybersecurity hygiene. 
For faculty and staff, cybersecurity hygiene awareness and education activities are 
often mandated and part of an institutional compliance program. For students, 
cybersecurity hygiene education might be part of a general set of “self-defense” 
training provided to students as they enter college [15]. Education is in the institu-
tion’s genes and existing tools and pedagogy can be leveraged to ensure that end 
users are properly aware of the risks and rewards presented by the IoT.

5.5  �Next Steps in Campus IoT

Despite their sophistication, traditional campus policies, practices, and technology 
approaches may not provide much help unraveling the following scenario, which is 
probably fairly common today:

Emily uses her personal fitness tracker to track her health and the number of steps she takes 
each day. She has linked her fitness tracker data to her mobile health record from her medi-
cal provider so that her medical provider can monitor her fitness. Emily volunteers to par-
ticipate in a campus research study, in which her heart rate is transmitted from the fitness 
tracker to a researcher daily. She accesses the web-based versions of both apps regularly 
from her personally owned mobile phone and from the campus computer lab. In the past, 
Emily has downloaded data from both her fitness tracker and her health record to view it on 
a campus lab PC. The data that she has downloaded is personally identifiable to Emily and 
contains medical diagnostic information as well.
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The scenario presents a number of questions that institutions may grapple with:

•	 What happens if there is a data breach:

–– On campus and Emily’s medical data is exfiltrated from the campus PC?
–– On campus and Emily’s medical data is exfiltrated from research storage?
–– At the personal fitness tracker provider’s cloud storage?

•	 What happens if Emily’s identifiable data is intercepted while transmitting from 
the device, via the campus network, to the device provider’s cloud storage?

•	 Would the institution have a data breach reporting obligation for the exfiltration 
of Emily’s data that is personally identifiable in any way?

•	 Does the institutional research data management policy articulate responsibili-
ties and ownership for blended data?

•	 What if all the data, tied with her learning analytics data, reveals patterns of 
depression, suicide, or self-harm? Is there any responsibility to take action? On 
whom does this responsibility rest?

•	 Does the analysis change if Emily is a student (or alumna), faculty member, staff 
member, or member of the general public?

There are no hard and fast answers for higher education in the above scenario 
and the questions posed. Some of the answers to these questions will depend on 
laws and standards that require modernization and reframing. Some of the answers 
will depend on organizational culture, which is constantly evolving. Some of the 
answers will depend on the IoT market, some on consumer demands. There are 
many unknowns. As a Magic 8-ball might predict, the future is unclear.

The higher educational institution presents a microcosm of the Internet and soci-
ety at large; an environment of elevated technology deployment, and valuable expe-
rience in utilizing and protecting personal and organizational information technology 
resources. While we had hoped to provide an overview of the higher education IoT 
environment with clear and concise IoT future-facing guidance to the readers based 
on the higher educational experience with BYOE, our drafting revealed that it may 
be too early to do so. In fact, our writing started to produce more questions than 
answers, leading us to the conclusion that neither higher education specifically, nor 
society at large, is truly ready for massive change that IoT growth will bring. To 
begin preparations for the future of IoT, higher education must understand the risk 
environment, undertake tremendous resource capacity planning, and modify its 
approach to technology policy.

Understanding the risk environment. The proliferation of IoT devices on campus 
poses both challenges and opportunities for higher education. A thorough under-
standing of current and future technology risks need to be explored and assessed 
regularly to determine and prioritize appropriate safeguards. IT departments will 
need to increase efforts in continuous monitoring to discover, identify, and analyze 
malicious activity quickly. Savvy security engineers will then use that newly formed 
analysis, constantly tuning security management systems to block threats. IT orga-
nizations will increase awareness of the external threat landscape, identifying signa-
tures of malicious activity that can be thwarted at the institution’s network borders. 
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At the same time, common usage behaviors within the campus network will be 
quickly recognized so that aberrant transmissions and connections can be ques-
tioned and stopped.

The extensive privacy risks introduced or exacerbated by IoT require new mod-
els of technical mitigation. Many institutions already implement safeguards that can 
help to mitigate these risks, but mitigation can be costly. To contain costs, institutions 
may currently limit the scope of protection to the most critical IT resources, data, 
and users. Perhaps faculty or staff must use multifactor authentication to access the 
student system whereas students access the system (only their own records) with 
just a password. Protected Health Information (PHI) may be contained on a restricted 
network subnet but student records are not. With the potential increase to the scale 
of the threat platform through IoT expansion, this prioritization methodology will 
likely require additional oversight and safeguards such as increased awareness and 
training and more frequent automated scanning for data leaks, perhaps even harsher 
disciplinary steps taken to curb risky activities.

Planning for Increased Resource Capacity. Resource capacity planning, espe-
cially for network throughput and speed, will continue to be a high priority for 
higher educational institutions, with the IoT ramping up the outcry for “MORE 
BANDWIDTH!”3 To ensure mission-critical traffic flows through all the noise gen-
erated by IoT devices, institutions may find a need for increased network traffic 
prioritization, identifying traffic by type and throttling less-critical transmissions. IT 
organizations may also focus on developing and strictly adhering to termination 
policies and plans for outdated and underutilized technologies. With the onslaught 
of new system and network activity emanating from IoT devices, maintaining older 
systems becomes costly and risky.

Adapting Technology Policies. In addition to risks to security, privacy, and cam-
pus infrastructure, significant policy issues must also be considered. For example, 
can the institution set acceptable use limits on devices that are owned by end-users, 
and not the institution? What are the limits of data ownership and use when institu-
tional and personal data are blended on institutionally and personally owned 
devices? Should mobile device use be integrated into the classroom? If so, how 
should technology-enabled learning and working spaces be configured, and how 
should any data gathered from any of these devices be used to improve pedagogy or 
student outcomes? What is the institution’s responsibility for teaching students how 
to use connected technology properly and in a productive manner? Like other orga-
nizations, higher education institutions will need to be more future-facing in their 
approach to policy-making to try to address some of these questions.

While higher education’s early experience with BYOE does put it ahead of the 
curve for analyzing Internet of Things opportunities and impacts, uncertainties 
remain. It is unlikely that a campus would ever tell its community members to leave 
their connected devices (tea kettles?) at the door. Nonetheless, do colleges and uni-
versities have the requisite fortitude to make sure that those connected devices are 
used in positive and enhancing ways? How does that change if the devices are pro-
vided by the institution?

3 MOAR Bandwidth would be more appropriate! See e.g., https://imgflip.com/i/uug8z.
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Picture a college or university, a bustling urban campus with modern buildings or 
a bucolic campus featuring an abundance of limestone and red brick. Imagine the 
data from hundreds of thousands of devices travelling across its expansive network 
harmoniously. Students, faculty, and staff enjoy the convenience of the devices and 
knowingly choose when and how to share their sensitive information. And the IT 
support professionals are sleeping well in their homes, comfortable in their knowl-
edge that the network has ample capacity and appropriate safeguards to manage and 
protect devices and data.
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Chapter 6
Trust, Identity, Privacy, and Security 
for a Smart Campus

Karen Herrington

6.1  �Introduction to Identity Management

Who are you? This is a subconscious question that our brain asks and automatically 
answers many times as we encounter other people in our daily lives. How do we 
know who someone is? We might recognize the other person by sight, their physical 
appearance, or by the sound of their voice or perhaps by context—You are the mail-
man. I always see you delivering my mail.

But what about interactions that take place in the virtual or cyber world? How do 
we know who we are interacting with? We cannot see or hear the other person. I am 
sure everyone has heard the old joke, “On the internet, no one knows you’re a dog.” 
We might require that the other person type their name as a means of identification. 
But how can we trust that the person typing “Jane Smith” really is Jane Smith? One 
way might be to require that the person enter a shared secret, or password, in addi-
tion to their name. We might even require that they enter more than one shared 
secret for additional assurance that they are who they say they are. This process of 
users of online applications providing names and passwords as a means of identifi-
cation is called authentication, and secure authentication is foundational to the man-
agement of online identities.

Once a virtual person has established who they are, the next question to be 
answered is “What can you do?” Let us draw another parallel to the real world. My 
mailman is allowed to put my incoming mail into my mailbox and take my outgo-
ing mail out of my mailbox. He is not allowed to come into my house or get into 
my car. In the cyber world, we need some method of tracking and enforcing what 
a virtual person is allowed to do. Let us say we want Jane Smith to be able to use 
our online service. So we allow Jane to create an account. She enters her name, 
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address, and phone number, and saves this information as part of her profile. 
According to our rules, Jane will have full privileges to view and change any of her 
demographic information in the future. Perhaps we also allow Jane to specify an 
alternate account holder and she elects to have John Smith as her alternate. John 
might only be allowed to view information in the account but not change it. This 
process of tracking and enforcing a virtual person’s privileges or permissions is 
called authorization. Authorization is another foundational component of online 
identity management.

6.2  �Identity Management and the University Campus

University campuses are active, vibrant places in which many different types of 
people are associating and engaging every day. Large universities today can have 
more than 200,000 students, 100,000 employees and 1,000,000 living alumni. Not 
to mention countless parents, visiting scholars, researchers, and others that come 
and go as student cohorts, courses and projects change from semester to semester. 
All of these varied types of individuals expect to interact with the university virtu-
ally. According to Pew Research Center, 89% of all American adults are internet 
users, and among adults younger than 50 years old, the percentage increases to 
97% [1].

So how does a university campus go about managing all of these online identi-
ties? Many begin by maintaining some sort of electronic person registry that con-
tains current information about everyone that needs to interact with the university in 
a virtual manner. The registry information includes things like names, addresses, 
phone numbers, birthdates, affiliations, and identification numbers. Further, the 
affiliated individuals are allowed to create and save shared secrets or passwords to 
facilitate a continued virtual relationship with the university. In order to increase the 
assurance that the same virtual person is returning for each subsequent interaction, 
the institution will have strong password management processes in place. These 
processes might include dictating the length and the complexity of passwords—that 
is, the password must contain upper case and lower case letters, numbers and spe-
cial characters. The rules might also include specifying the length of time that a 
particular password may be used before it must be changed or requiring the use of 
more than one of the following types of factors—something you know, something 
you have, and something you are—commonly called multifactor authentication. An 
example of multifactor authentication would be entering a password (something 
you know) as well as entering a code that has been sent to your cellphone (some-
thing you have) as further confirmation of your identity.

As mentioned, one element of the person registry is an individual’s affiliations—
how the person is associated with the university. For instance, a person might be a 
student or an employee or a researcher, or perhaps all three. The online services that 
an individual is allowed to access will be based partially on their affiliations. Only 
students can register for classes. Only employees can view a record of their job 
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earnings. Only a researcher can access the files or experiment results associated 
with a particular project. The process of granting access to services for which an 
individual is entitled is called provisioning.

A person’s affiliations will typically change over time. A student will graduate 
and become an alumnus. An employee might leave the university for employment 
elsewhere or perhaps retire from the university. A researcher’s project will end. The 
converse process to provisioning is deprovisioning, or removal of access when one 
is no longer entitled. Timely and appropriate deprovisioning of access is an impor-
tant security function of the institution.

6.3  �Identities in the Internet of Things (IoT) Ecosystem

The fundamental questions “Who are you?” and “What can you do?” become infi-
nitely more complex in the world of the Internet of Things. Whereas traditional 
identity management has been concerned primarily with people interacting with 
online services, the ecosystem of IoT includes devices, people, software, firmware, 
and the Cloud. Relationships can exist between any of these “actors,” and interac-
tions involving authentication and authorization must be orchestrated and managed 
in multiple scenarios. Let us examine this interplay between identities and the 
Internet of Things more closely (Fig. 6.1).

The life cycle of a device begins when the device is manufactured and shipped. 
Once the device arrives at its destination, it must be registered into the environment 
in which it will operate so that its identity will be known and recognized by other 
actors in the environment. By definition, IoT devices are intended to connect to a 
network to transfer collected data and receive commands for actions. These inter-
changes of data and commands dictate that the device must have a valid credential 
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to access the network, as well as valid credentials to deposit data in data stores or 
perhaps access other downstream devices or applications in order to complete 
actions. In addition to authentication—proving that you are who you say you are—
the messages that travel to and from the device over the network, must carry infor-
mation about what the “Thing” is allowed to do—its authorizations. The credentials 
for authentication and the authorized privileges may need to change over time and 
ultimately, the device will need to be deprovisioned when it reaches the end of its 
useful life cycle.

How do devices acquire their authentication credentials and authorization privi-
leges, and how are they managed? The process begins when the device arrives at its 
destination and a person must prepare the device to perform in the environment in 
which it will operate. This might be an engineer or operator setting up a piece of 
equipment in an organizational setting or it might be an individual with a personally 
owned appliance or apparatus. By virtue of their job responsibilities in an organiza-
tion or right of personal ownership, the individual is empowered to create or change 
the authentication credentials of the device and specify the actions that the device is 
allowed to perform. Thus, another realm of interaction and life cycle has been estab-
lished and must be managed—that of the relationship between the individual and 
the device. An employee who is responsible for a device or set of devices might 
change positions within the organization or terminate employment. An individual 
who owns an appliance might sell or give it to someone else. In each case, the device 
privileges of the original administrator will need to be deprovisioned and the new 
administrator will need to be provisioned. In some cases, multiple people might 
have been given access privileges on the device, such as the situation in a home set-
ting where several family members are able to reprogram the thermostat or smart 
television.

6.4  �IoT Identity Management and the University Campus

We have looked at how identities are typically managed on a university campus and 
some of the processes that are in place to ensure that the university can perform 
effectively. Let us look at how the Internet of Things challenges that traditional 
model of identity management.

Recall that traditional campus identity management is mainly concerned with 
people identities and utilizes a person registry to record demographic information 
and credentials associated with the identities within its sphere. When IoT is added 
to the mix, devices must be registered into the environment as well. However, 
“Things” have different characteristics or “demographic” information that does not 
translate well into the traditional model of a person registry. This will necessitate the 
use of a more generalized entity registry that is better suited to the types of informa-
tion that must be recorded and managed about a “Thing.”

Customary provisioning and deprovisioning practices will be severely impacted. 
The majority of provisioning and deprovisioning of identities on a university cam-
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pus tends to follow the ebb and flow of the instructional cycles of the university. 
Each fall, it is expected that a whole new crop of students and faculty members will 
become members of the university community. In reality, the admissions processes 
for students and hiring processes for employees are initiated months and sometimes 
almost a year before these individuals actually arrive on the campus. It is through 
these static, well-established, lengthy processes that demographic information is 
gathered, identities are vetted and credentials are issued so that students and faculty 
are already provisioned when the semester begins.

Association of IoT devices into the university environment will take place in a 
much more dynamic and unpredictable manner. Gartner predicts that there will be 
nearly 21  billion Internet of Things (IoT) devices deployed by 2020 [2]  and 
some predictions are even higher. This ubiquitous nature implies that devices could 
randomly appear on or disappear from the network at any given time. It also sug-
gests that an institution’s provisioning and deprovisioning processes will need to 
become much simpler, quicker, and more robust to accommodate the potential 
churn, while also maintaining the security of the campus network and systems. 
Today, there are transaction-based termination processes in Human Resources that 
trigger the removal of a departing employee’s access privileges, as well as Registrar 
processes that realign student privileges as students transition to alumni. What will 
trigger the deprovisioning of a device? How will the identity management system 
know that the device is “finished” and will not appear again? This will be akin to the 
uncertainty regarding the status of a student who stops attending classes in the mid-
dle of the semester but fails to withdraw from the university or completes the spring 
semester as a junior but fails to return in the fall for senior-year classes. However, 
the uncertainty will be compounded as the appearance and disappearance of devices 
from the campus will be much swifter, higher volume, and circular in nature.

The multiplicity of relationships that are possible and necessary in the world of 
the Internet of Things will be difficult to represent with prevailing higher education 
identity protocols. A “Thing” might have one set of permissions when acting on 
behalf of a particular user and another set of permissions when acting on behalf of 
a different user. Likewise, multiple software applications might need to interact 
with a device—each conveying a different set of actions. Permissions might need to 
be shared among several users of devices or delegated from one user to another user 
for a limited period of time and then revoked.

Many IoT devices utilize transport protocols that are optimized for use in situa-
tions where a “small code footprint” is required or the network bandwidth is lim-
ited. Reduced or nonexistent input/output capabilities and the use of constrained 
protocols will severely inhibit the campus identity infrastructure’s ability to interact 
and communicate with these devices. Higher education identity protocols, in use 
today, will need to be reexamined and adapted to integrate with common IoT proto-
cols and transfer appropriate and complete authentication and authorization infor-
mation. In situations where devices utilize passwords for authentication, the 
limitations of the devices may make it impossible to adhere to strong security prac-
tices such as enforcing password complexity and expiration rules or requiring the 
use of multifactor authentication.
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Finally, the type of IoT devices known as edge devices will provide a unique 
challenge to a comprehensive identity management strategy. Edge devices are a 
particular class of IoT devices that sit at the edge of the network and are powerful 
enough to run full-fledged operating systems and complex algorithms. They are 
capable of doing computations locally and can execute self-contained loops of 
processing data and generating commands without having to “call-back” to central-
ized applications [3]. Since these devices operate somewhat independently, how 
will they be incorporated into the central identity management system? How will 
the devices be provisioned and deprovisioned if the central identity management 
system does not know about them? How can authentication and authorization take 
place?

6.5  �The Smart Campus

University campuses are no stranger to the Internet of Things. Carnegie Mellon 
University is widely credited with the creation of the first known IoT device in 
1982. Michael Kazar, former Carnegie Mellon graduate student: “It really was not 
a very significant thing at the time. There was a Coke machine on the third floor of 
this eight-story building, and people didn’t like the fact that they would go down all 
the way to the third floor and discover that the Coke machine was empty. Someone 
said, “Hey, why don’t we set it all up so the Coke machine was on the Internet.” The 
way the thing was structured is you had the Coke machine and then a serial line 
connecting the Coke machine to some terminal concentrator that it just so happened 
we had control over the source code. It could check ten times a second” [4, 5].

Then, in 1993, students at Cambridge University were motivated to Internet-
enable a coffeepot. Paul Jardetzky, former Cambridge graduate student: “We were 
inspired by the fact that none of us could get a cup of coffee because we had one 
coffeepot for multiple floors in a seven-story tower. We had a graphics group that 
had some cameras lying around, and we had frame grabbers lying around, and we 
hooked it all up and we put it in the room with the coffeepot. When we put it on the 
Web, there were so many hits that it had gone what we called viral today” [5, 6].

From those early beginnings of experimenting with novelty, Internet-connected 
Coke machines and coffeepots, universities are starting to recognize the true value 
of a Smart Campus—a campus that links devices, applications, and people to enable 
new experiences and services and improve operational efficiency. At Sun Devil 
Stadium on the campus of Arizona State University (ASU) in Tempe, sensors con-
nected to the WiFi and cellular network collect temperature, humidity, and noise 
data for use by facilities staff. As part of a longstanding cheering contest, the noise 
data analysis identifies the section of the stadium that is making the most noise and 
puts the results on a big screen. Sensors can identify if a faucet anywhere in the 
stadium is left running after a football game is over, to help cut water usage. ASU is 
also exploring providing information through a mobile app on the availability of 
parking and wait time estimations for concession lines and restrooms. The tech-
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infused stadium has been a test bed for a larger investigation of and investment in 
Internet of Things technologies at ASU, according to Gordon Wishon, former uni-
versity chief information officer. Wishon believes that research universities provide 
the perfect place to test and deploy IoT. “The enterprise of a large research univer-
sity has some component of every industry vertical in the larger world around us. 
We not only support academic and research operations, but also very large business 
enterprises with retail operations, transportation, healthcare, ticketing, supply 
chain,” he said [7].

In March of 2017, Georgia Tech’s Campus Recreation Complex (CRC) launched 
a pilot version of a health and wellness platform, created by Cytilife [8], to their 
student body. The goal was to help improve Georgia Tech students’ overall health 
by making the CRC an integral part of the student’s everyday life, one where they 
both use the CRC and enjoy the experience. The platform takes into account a stu-
dent’s schedule, their personal gym time preferences, as well as how crowded the 
gym is, and uses these data points to inform the student about what time would be 
the best for them to go to the gym. The platform also has the ability to help the stu-
dents plan with their friends a good time to go to the gym and may also have the 
ability in the future to let the students know if there is parking available near the 
CRC or the best way to get to the CRC without delays [9].

6.6  �Adapting Identity Management for IoT

Given the challenges and disparities between traditional identity management of 
people and the management of the identities of “Things”, how will university cam-
puses adapt? The customary person registry that institutions use to record demo-
graphic information about their Internet users will need to evolve into a more 
flexible, expanded entity registry that can accommodate relevant device information 
in addition to people information. Virginia Tech is one institution that is beginning 
this evolution with the creation of a system containing comprehensive information 
about physical facilities using the concepts of Building Information Modeling as a 
foundation. When completed, this facility information system will contain serial 
numbers and descriptions of devices, dates of installation, maintenance and update 
schedules, and other pertinent data for all devices in university buildings. As part of 
the effort, standardization is occurring around nomenclature, units of measurement, 
and the scope of data that needs to be collected as new devices are added to build-
ings. Employee roles such as designer, constructor, and maintainer are being defined 
with respect to responsibilities and authorizations. When assigned, these roles will 
establish relationships between people and devices that can be managed throughout 
the life cycle of “Things”.

An identity ecosystem that potentially includes millions of “Things” and thou-
sands of login or access validation actions per second will require flexible, extensi-
ble identity protocols and a responsive, scalable infrastructure that is able to 
represent, transport, and communicate complex identity interactions. Many believe 
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that the OAuth2, Open ID Connect, and User-Managed Access (UMA) standards 
and tools coupled with a Representational State Transfer (REST) Application 
Program Interface (API) framework will enable the necessary capabilities [10, 11].

OAuth2 and Open ID Connect are token-based authentication and authorization 
standards and profiles. OAuth2 uses issued tokens to enable delegated access to 
server resources on behalf of a resource owner and could allow a device to gain the 
necessary permissions to represent a user to internal and external services. The 
device permissions could be quickly and easily revoked by simply invalidating the 
assigned OAuth2 access tokens. Privacy tools like UMA could provide needed 
granular consent capabilities by enabling control over what devices, services, and 
users can access data, for how long, and under what conditions [10, 11].

APIs allow two software programs to communicate with each other by providing 
the complete set of rules and specifications to follow in order to facilitate the inter-
action. A REST API framework adheres to several constraints that make it attractive 
for connecting users, devices and things to applications and services in an IoT envi-
ronment. Statelessness, meaning that each call is independent and contains all of the 
data necessary to complete itself successfully, and a uniform interface that allows 
for communication in a single language, independent of the architectural backend of 
either side, provide the flexibility needed in an ecosystem consisting of a range of 
services and applications on many different platforms and languages. The REST 
API constraint of layered systems, with each layer having a specific functionality 
and responsibility and different layers of the architecture working together to build 
a hierarchy, can provide the necessary abstraction and modularity for a scalable IoT 
environment [12].

Authentication processes, such as enforcing password complexity and expira-
tion, are cornerstones of today’s campus identity management strategy. However, 
these types of security practices will be insufficient in the complex IoT world of 
users, devices, things, services, and applications with multiple and varied relation-
ships. Context-based and continual security have been suggested as critical 
approaches to securing IoT. Context-based security is more robust than username/
password authentication and could use indicators like geographic location, Internet 
Protocol (IP) address, time of day, and device profile to generate a real-time risk 
score of the confidence level that an “actor” is who they say they are. Couple this 
with continual security—calculating and checking the risk score multiple times dur-
ing a digital session instead of only at initial authentication—and this could ensure 
the authenticity of “Things” at all times and spawn actions to mitigate the risk 
whenever an anomaly is detected. In the world of IoT, universities must prepare to 
have mature authentication processes that extend beyond passwords to include bio-
metrics, certificates, and other forms of password-less authentication [10, 11].

The Internet of Things holds promise for making our university campuses more 
efficient, sustainable, and enjoyable places for students to live and learn. However, 
to date, identity and access management in IoT has largely been an afterthought or 
not considered at all. Secure, comprehensive IoT identity management strategies 
and solutions that enable persistent identity across all touchpoints and interactions 
will be essential in enabling higher education institutions to realize the vision of the 
campus of the future—the Smart Campus.
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Chapter 7
Security for Science: How One Thing 
Leads to Another

Hannah Short

7.1  �Introduction

I have a vivid memory as a child of a particularly austere English teacher berating 
me for overuse of the word “Thing”. Imagine my relief as we entered the 2010s, 
“Thing” found its way into the spotlight and I was able to freely and legitimately 
reinsert it into my vocabulary! In my childhood, “Thing” was criticised for being 
imprecise. I enjoyed many conversations with friends and colleagues whilst 
researching this chapter, and ventured to ask for their own definition of a “Thing” 
from the Internet of Things (IoT). The answers I received have led me to believe that 
my English teacher was, in fact, ahead of her time; outside a small circle of experts 
the concept of “Thing” is indeed imprecise. This chapter will exploit this imprecision 
as we discuss the overlap between the IoT and Science. We will touch on the 
experiments, laboratories and scientists impacted, plus the “Things” themselves.

As a member of the Computer Security team at the European Council for Nuclear 
Research (CERN), the content here has a declared bias towards High Energy 
Physics. Many of the ideas, however, are relevant further afield.

7.1.1  �The Coolest, Largest, and Fastest Things on Earth

Scientific experiments are designed to push the limits. Some of the most interesting 
hypotheses currently being tested focus on questions that require powerful, 
specialised and often complex machines to be constructed. The Square Kilometre 
Array will be the largest observatory ever built; with a total collecting area of well 
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over one square kilometre (or one million square metres) spread over two continents 
[1]. Researchers at the National Institute of Standards and Technology (NIST) are 
using lasers to create temperatures colder than the coldest regions of the universe 
[2]. There was great excitement when it seemed plausible that particles had travelled 
faster than the speed of light between CERN and Gran Sasso in Italy, a distance of 
over 700 km through the crust of the earth [3]. This turned out to be a false alarm 
but the principle is the same. We know how the rules of science work in our 
environment, to make discoveries we need to probe the extremes.

Experiments can span countries, continents and occasionally planets. They rely 
on physical networks (and sometimes more inventive solutions involving satellites, 
etc.) to transfer data. Attached to these networks are the actors involved in our 
workflows; the experiments that produce the data, the machines that process and 
store the outputs, the researchers that perform their analyses. Each actor introduces 
risks into scientific workflows.

There are several concrete ways in which IoT devices have been recognised to 
play a part in scientific workflows and experiments today:

•	 IoT devices integrated with the control systems of experiments, such as sensors.
•	 Connected scientific apparatus in the laboratory, such as thermometers and 

oscilloscopes.
•	 “Custom” IoT devices developed by researchers.

The experiment control systems, the software and hardware that configure the 
machinery and electronics at the heart of an experiment, will typically not be con-
nected to the internet directly but separated on a dedicated network. At CERN, this 
is called the Technical Network, shown in Fig. 7.1, and offers near complete isola-
tion from the outside world. Devices may be connected at any point in the chain, 
both on the Technical Network and General Purpose network that is connected to the 
Internet. IoT devices on a Technical Network, whilst not necessarily conforming to 
the “internet” condition of being an “Internet of Things” device, equally pose secu-
rity concerns for science and this chapter includes all networked IoT-like devices.

It is essential that a defence-in-depth approach is taken towards IoT security for 
science, with best practices incorporated in network hygiene, security awareness 
campaigns and procurement practices, to name but a few relevant aspects. This 
chapter takes a closer look at security for distributed science, IoT in a laboratory 
setting, and focuses on an example taken from CERN’s recent campaign to identify 
and secure connected devices.

7.1.2  �Science as a Target

Research, as any other sector, has its own particular threats. Two key risks, as high-
lighted in SURF’s Cyber Threat Assessment 2017, are that of “obtaining and publi-
cizing data” and “espionage” [5]. It may seem perverse that research, particularly 
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open research initiatives, should be the target of espionage. The science will be 
publicly available, so why steal it? Until the point that science is published, there is 
usually a need to ensure confidentiality of data. Two key reasons for this are firstly 
that those paying for time on an experiment may be entitled to exclusive access dur-
ing a certain period, and secondly that a level of separation of information between 
research groups is often necessary to avoid bias and ensure scientific integrity. The 
target audience (potential customers!) of stolen scientific data is small, meaning that 
organisational data that provides insights into new technologies, planned financial 
decisions of institutes or personal information of individuals may be a more inter-
esting target for espionage.

Certain Research fields, particularly those dealing with topics in the popular 
domain such as nuclear research or genomics, are swathed in conspiracy theories 
that make them interesting targets for “hacktivists” (activist hackers) and others 
wishing to cause damage to reputation. For example, defacing a single research 
website may provoke a media storm culminating in a headline stating that a 
multimillion euro experiment was “almost hacked”.

An additional target for online attackers is the abuse of computing power. The 
potential to exploit computing capabilities for disruption (e.g. denial of service 
attacks) or financial purposes (e.g. digital currency mining) can be an attractive 
incentive and Research organisations play home to powerful resources.

Fig. 7.1  Technical Network schematic, from the Large Hadron Collider (LHC) Design Report, 
2004. The LHC is CERN’s particle accelerator that sits 100 m below the ground and measures 
approximately 27 km in circumference. End node security and updates are paramount; “It must be 
noted that because the technical network infrastructure is interconnected with the general purpose 
network, security break-ins can be attempted on the devices connected to this infrastructure. End 
nodes security survey and updates must not be forgotten” [4]
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The threat landscape for Research Institutes is complex and includes threats typi-
cal to both Industry and the Education sectors. The inclusion of IoT devices into this 
landscape may both alter the existing attack vectors and introduce new opportuni-
ties that focus on Science as a target.

7.2  �No Scientist Is an Island

7.2.1  �Connected Communities, Data and People

The individuals working on an experiment are mobile and highly interconnected. 
Typically, laboratories will welcome visiting scientists who will bring with them 
their own devices (laptops, phones) and contribute under the affiliation to their 
home organisation. A scientist may spend 40 years working on an experiment but 
change university ten times in the process. Many research communities not only 
encourage researchers to work on their own devices but also to continue to use 
credentials (username and password, certificates, authorisation tokens, etc.) from 
their home organisation. For example, someone may contribute to the Laser 
Interferometer Gravitational Wave Observatory (LIGO) using a digital identity from 
the University of Edinburgh [6]. This identity could be used to allow the researcher 
to access one of LIGO’s underlying computing centres based anywhere in the world 
and shared by other Research Communities. Security vulnerabilities can be 
introduced at the home organisation, by LIGO themselves, or at the underlying 
infrastructure, and can propagate throughout the stack. The mobility of researchers 
means that attack vectors exist to link organisations and institutes, which, at first 
glance, seem unrelated.

To cope with the connectedness of actors in scientific workflows, a strong layer 
of policy and trust frameworks is necessary to ensure that each organisation operates 
in line with a common baseline of acceptable operational security. This baseline 
may need to be updated as previous assumptions become invalid in the era of 
IoT. Whereas before we were dealing with PCs and portable devices that were well 
understood, homogeneous, and largely inaccessible from the outside, all bets are 
now off with the variety of devices available.

7.2.2  �Joint Incident Response and Trust

There is no such thing as 100% security. Since you are reading this book, I assume 
this is a concept that you have already accepted so will not spend long trying to con-
vince you. Security professionals are in a constant battle against attackers, with new 
vulnerabilities periodically emerging; as proactive as your security measures may be 
there will be a gap between a vulnerability’s disclosure and your mitigating actions. 
Sometimes you will fall victim to an attack. Once we accept the inevitability of 
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security incidents it becomes clear that a fundamental component of a robust security 
programme is Incident Response. Incident Response encompasses many phases, 
principally; preparation, containment, investigation, resolution and post-incident 
review of procedures and practices. Responsive collaboration of service and network 
operators, forensics experts, public communications and policy makers is critical.

Large-scale science tends to rely on distributed computing infrastructures, where 
resources are incorporated into a computing pool. Computing power may come 
from member organisations, supercomputing centres, and increasingly commercial 
infrastructure providers. In this model, an efficient response to a security incident 
becomes a problem of coordination and trust. Distributed Computing requires the 
collaboration of each participant that contributes to the computing needs of an 
experiment. Shared policies, procedures and the fostering of trusting relationships 
between participants are critical to ensuring that an incident can be successfully 
resolved [7]. Failure to build the required level of coordination will result in a 
suboptimal response. There are myriad ways in which the Incident Response process 
can be disrupted; some examples are loss of evidence (a contributing data centre 
reinstalls a system rather than gathers forensic evidence), inability to deploy 
defensive measures (a site fails to patch systems due to a poorly understood 
dependency) or a leak of confidential information to the media (without pre-
established disclosure agreements or identification of a designated communication 
manager an individual may respond to journalists and cause damage to reputation). 
As with operational security, there are existing frameworks that identify the correct 
behaviour between computing providers [7] during Incident Response. It remains to 
be seen exactly how consideration of IoT might have an impact.

7.3  �IoT in the Laboratory

7.3.1  �Mitigating Curiosity

It is widely held that “curiosity killed the cat”, but for a scientist curiosity is an 
essential ingredient of research. As a defining characteristic of many researchers, 
curiosity has the potential to introduce significant risks when it comes to security. 
Scientists and engineers tend to have both the technical knowledge and drive to be 
among the first to test out new technologies. Walk into a physicist’s garage and you 
may well find an arduino geared up to measure the humidity and report back to its 
owner in case of excess moisture, step onto their balcony and their herbs may be 
watered autonomously by a similar setup. When we talk about IoT and Scientists, 
we are not only talking off-the-shelf IoT. Such homemade devices may be set up 
once (with a thought to secure configuration if we are lucky) and possibly never 
touched again.

This curiosity for technology is what has driven many students to research in the 
first place but applied to connected devices it has the potential to introduce 
unanticipated risks. A certain level of security education should be given to any 
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scientist dealing with computing topics or infrastructure and, wherever possible, 
secure solutions and tools should be offered and maintained by laboratories and 
institutes. Security education, of course, stretches far beyond IoT security. Training 
in secure software development, access control, privacy fundamentals, to name a 
few areas, should be made available to scientists in the interest of the wider 
community.

7.3.2  �Abundance of IoT

In 2016, CERN began a wide scale scan of its network to identify IoT devices [8]. 
You might ask yourself why a scan was required; surely it should be clear which 
devices are connected to a network? The principal reason is the following: bring-
your-own device is standard at many Research Institutes. Granting network access 
to an abundance of visiting scientists, often in the thousands and increasingly with 
multiple devices, brings a certain overhead that, at scale, must be delegated to the 
scientists themselves who are trusted to register devices. Scientists are able to 
request access for their own devices and specify characteristics (operating system, 
vendor, etc.) manually. Since having total control over the devices connected to the 
network is unachievable, instead, effort is invested in policy, monitoring, incident 
response and network security. The introduction of IoT devices into society has 
been a slowly evolving process, with the result that CERN—like other laboratories 
and institutes—has devices connected to the network alongside desktop PCs, phones 
and laptops. It has become commonly acknowledged that good cyber hygiene 
recommends that IoT devices be connected to a network with tighter controls than 
those appropriate for laptops and desktop PCs. To be able to move such devices to a 
secure network architecture, the first step is to identify them.

A preliminary scan of the CERN network led to the identification of approxi-
mately 3000 devices distributed across the General Purpose Network and the 
Technical Network [9]. These devices were split into categories based on informa-
tion gathered either through CERN’s database of device information or through 
additional network analysis. The breakdown of devices can be seen in Fig. 7.2, with 
Routers and Switches, Webcams, Virtual Network Computing Viewers and Printers 
being the most abundant. In addition to these general-purpose devices, a number of 
scientific instruments were found. Notably thermometers.

Thermometers are used around CERN, sometimes as stand-alone apparatus and 
sometimes attached to experiments and integrated into their configuration systems. 
The ability to override a thermometer could directly impact the operation of a 
scientific experiment. I will let you use your imagination as to how, precisely, but to 
give one possibility—safeguards against overheating could be triggered by 
increasing the measured temperature leading to system shutdown, unavailability 
and loss of data taking. There are opportunities for holding devices to ransom, and 
direct financial consequences from the missed data capture. A more subtle concern 
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is the potential for the integrity of data to be compromised and lead to invalid scien-
tific results.

Whilst investigating the security vulnerabilities of Papouch TME Thermometers, 
commonly used in laboratories, a number of concerns were highlighted [9]:

•	 There was no authentication required for access to the Web User Interface or 
Telnet port.

•	 The Web User Interface allowed a range of actions, including changing the firm-
ware and device configuration.

•	 A superadmin account was enabled by default, whose username and password 
cannot be overwritten.

All three of these aspects have the potential to cause significant disruption. In 
particular, the ability to arbitrarily change the code running on a device connected 
to a large-scale physics experiment should give cause for concern. In the case of 
CERN these vulnerabilities were either quickly addressed with the collaboration of 
the device owner, or the device was disconnected from the network. However, a one 
off scanning activity is not enough. IoT devices should be securely configured, 
facilitated by training for scientists and specific security audits, and their maintenance 
folded in to ongoing security processes. The impact of a compromised IoT device 
should be mitigated as an absolute priority. Trusting a single IoT device as part of a 

Fig. 7.2  Approximate numbers of IoT devices found at CERN, on both the General Purpose and 
Technical Networks [9]
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scientific workflow presents a particularly inviting vector of attack; the likelihood of 
undetected compromise can be significantly reduced by deploying multiple devices, 
and by calibrating against “un-connected” devices.

In a domain like physics the consequences can be great, but typically the experi-
ments can be repaired and the data retaken. When research domains deal with living 
samples, the consequences can be more grave. Connected fridges and freezers that 
alert the researcher to unexpected temperature changes offer the opportunity to 
avert potential thawing but at the same time may introduce the possibility for a 
malicious actor to do just the opposite [10].

7.4  �Where Are We Heading?

IoT devices are set to play a major role in scientific workflows. In the future they 
may offer considerable benefit to data taking and experiment configuration, with 
scientists already expressing interest in their potential. It is perhaps early days to 
make concrete predictions; the full impact of IoT is yet to be understood for the 
laboratories, the computing infrastructures and the individual researchers. However, 
there is no denying that IoT devices are already present and proactive measures 
should be taken to mitigate the risks that have been introduced:

•	 Network hygiene practices for Research Institutes must evolve to mitigate IoT 
risks. Appropriate network configuration should be the default and checks for 
known vulnerabilities should be made on a periodic basis. The message from the 
Large Hadron Collider Design Report, 2004, in Fig.  7.1 is still valid, and 
particularly pertinent for IoT: “End nodes security survey and updates must not 
be forgotten”.

•	 Measures should be put in place to minimize the impact of an exploited device. IoT 
devices for scientific measurements should not be used without calibration against 
“un-connected” devices. Any deviation should be investigated. An additional safe-
guard may be to deploy multiple IoT devices and calibrate between them.

•	 Policies and procedures should evolve to include specific measures for IoT. This 
may include the augmentation of policies that span the multiple organisations 
and infrastructures that contribute to global science.

•	 Security training for scientists  is required to highlight the risks of connected 
devices and the need to undertake certain security measures such as upgrading 
firmware and changing default passwords.

As, I am sure, will be mentioned in other chapters of this book, there is a strong 
hope that IoT vendors will step up and improve the security of their products. This 
is particularly important in scientific equipment such as cooling, heating and mea-
surement devices where it is possible that compromise could lead to experiment 
malfunction and ultimately financial or physical risk.

H. Short



105

Acknowledgments  Pascal Oser (CERN) and Sharad Agarwal (CERN), for their work on scan-
ning CERN’s network for IoT devices. Stefan Lueders (CERN) and Romain Wartel (CERN) for 
insight into attack vectors against laboratories. A particular thank you to Clement Onime from The 
Abdus Salam International Centre for Theoretical Physics for the insightful discussion.

References

	 1.	How The SKA Telescope Will Be Spread Out Across Two Continents, https://www.skatele-
scope.org/layout/; 2018. Available from: https://www.skatelescope.org/layout/

	 2.	Clark JB, Lecocq F, Simmonds RW, Aumentado J, Teufel JD (2017) Sideband cooling beyond 
the quantum back action limit with squeezed light. Nature 541:191 EP. https://doi.org/10.1038/
nature20604

	 3.	 ICARUS Collaboration, Antonello M, Aprili P, Baiboussinov B, Baldo Ceolin M, Benetti P 
et al (2012) Measurement of the neutrino velocity with the ICARUS detector at the CNGS 
beam. Phys Lett B 713:17–22

	 4.	Brüning OS, Collier P, Lebrun P, Myers S, Ostojic R, Poole J et al (2004) LHC design report. 
CERN yellow reports: Monographs. CERN, Geneva. Available from: https://cds.cern.ch/
record/782076

	 5.	SURF Cyber Threat Assessment 2017, Education and Research Sectors (2018) Available from: 
https://www.surf.nl/binaries/content/assets/surf/en/knowledgebase/2017/surfcyberthreatas-
sessment.pdf

	 6.	Atherton CJ, Barton T, Basney J, Broeder D, Costa A, van Daalen M, et al (2018) Federated 
identity management for research collaborations. Available from: https://doi.org/10.5281/
zenodo.1307551

	 7.	Short H, Wartel R (2016) Building security and trust in inter-federation. Proc Sci. https://doi.
org/10.22323/1.270.0030

	 8.	Lueders S (2017) Computer security: IoTs: the treasure trove of CERN.  Available from: 
https://home.cern/cern-people/updates/2017/01/computer-security-iots-treasure-trove-cern

	 9.	Agarwal S, Oser P, Short H, Lueders S (2017) Internet of Things security. Available from: 
https://doi.org/10.5281/zenodo.1035034

	10.	Perkel JM (2017) The Internet of Things comes to the lab. Nature 542(7639):125–126

7  Security for Science: How One Thing Leads to Another

https://www.skatelescope.org/layout/
https://www.skatelescope.org/layout/
https://www.skatelescope.org/layout/
https://doi.org/10.1038/nature20604
https://doi.org/10.1038/nature20604
https://cds.cern.ch/record/782076
https://cds.cern.ch/record/782076
https://www.surf.nl/binaries/content/assets/surf/en/knowledgebase/2017/surfcyberthreatassessment.pdf
https://www.surf.nl/binaries/content/assets/surf/en/knowledgebase/2017/surfcyberthreatassessment.pdf
https://doi.org/10.5281/zenodo.1307551
https://doi.org/10.5281/zenodo.1307551
https://doi.org/10.22323/1.270.0030
https://doi.org/10.22323/1.270.0030
https://home.cern/cern
https://doi.org/10.5281/zenodo.1035034


107© Springer Nature Switzerland AG 2019 
F. D. Hudson (ed.), Women Securing the Future with TIPPSS for IoT, Women  
in Engineering and Science, https://doi.org/10.1007/978-3-030-15705-0_8

Chapter 8
The Dark Side of Things

Licia Florio

8.1  �Introduction

Over the last years the Internet of Things (IoT) has become a reality, moving 
from a futuristic topic to something pretty much everybody has some experience 
with. We are all using apps that tell us how to remain fit, and enable us to remotely 
control our heating, monitor health conditions and even in some cases save peo-
ple’s lives. These are of course only a small fraction of the endless applications 
of IoT.

Gartner predicts that by 2020 more than 20 billion connected “Things” will 
be in use [1] and some predictions are even higher. That is a lot of “Things” that 
will know something about us! Whilst IoT opens the doors to new opportunities 
(and who would not like a fridge that checks what is missing and send a reminder 
on what to buy?), it also creates new challenges on the security and privacy side. 
New Things are launched daily on the market, but how much do companies 
invest in securing users’ access, privacy, and users’ data collected by Things 
and often residing on the providers’ cloud? Things collect an enormous amount 
of data that in the wrong hands may lead to dangerous data leaks.

This section provides an overview on Federated Identity Management (FIM) 
and its key aspects; it continues with exploring the challenges to expand the tra-
ditional federated identity management to IoT and provides an overview on how 
to authenticate devices and secure the way the data they collect are transmitted in 
a secure way.

L. Florio (*) 
Utrecht, The Netherlands
e-mail: licia.florio@geant.org
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8.2  �Federated Identity Management

Identity management comprises a number of different technologies to securely 
enable users’ access to applications. Traditionally, users would be required to create 
an account for each service and/or device they intended to use. Provisioning user 
accounts for each application that users wish to access, in combination with the 
increasing demand of systems that require authentication, does not scale well in a 
highly distributed and collaborative environment.

Over the last years, federated identity management (FIM), or federated identity 
and access management (FIAM), or simply federated access, has become a more 
pervasive way to access services. Federated identity management enables services 
from service providers or relying parties to consume identities that are managed by 
different entities known as identity providers, whilst services handle authorisation 
aspects. FIM basically decouples the authentication and the authorisation; in doing 
so it also improves the users’ experience as users will not have to create accounts for 
each application they wish to access and consequently reduces the number of pass-
words they need to remember. Legal frameworks and secure technologies ensure 
that the identity providers and the relying parties can exchange the information in a 
trustworthy way and that liability aspects are covered. The main purpose of feder-
ated identity management is to allow registered users of a certain domain (such as 
an organisation or a campus) to safely and securely access information from other 
domains (such as services) in a more user-friendly way without having to provide 
any additional administrative user information.

This model works both in academia as well as in the commercial sector. In the 
research and education (R&E) sector, students get an account when they enroll at 
their university and can use that account to log in once and access all services that 
are available for that university regardless of the physical location of the service. 
Each institution in this case is an Identity Provider (IdP), with multiple potential 
Service Providers (SP) to provide services and applications to users. Institutions can 
also agree to share services among each other: in this case users from one institution 
(let us call it institution A) can access services offered by another one (let us call it 
institution B), by logging in at their home institution (institution A).

Identity Federations are the infrastructures deployed to enable federated access: 
these encompass a number of institutions that agree to interoperate and offer ser-
vices under a set of well-defined rules or policies (see Fig. 8.1).

A similar approach is used also in the commercial sector. We can for instance use 
our Facebook or Google accounts to log into other applications (i.e. hotel reserva-
tion sites, airport Wi-Fi and many others).

Federated identity management as deployed in the R&E sector follows strict 
privacy laws that ensure that a very limited set of users’ personal information is sent 
to the services.

As of May 2018, the exchange of personal data between services and identity 
providers in the European Union (EU) is governed by the General Data Protection 
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Regulation (also known as GDPR) [2] which has replaced the older data protection 
law. GDPR also regulates the transfer of personal information outside EU countries. 
Luckily, federated access for the R&E sector was already designed to be privacy 
preserving and to minimise the transfer of personal information to resource provid-
ers; the impact of GDPR is minimal on the existing federated identity management 
infrastructures in production in the R&E sector. The commercial sector, where data 
is much more sought after for profiling purposes, is quickly adjusting to GDPR to 
comply with it. The specific aspects of the GDPR are beyond the scope of this chap-
ter, but it is important to note that GDPR has a big impact on IoT given the big focus 
on data collection and the number of third parties often involved in managing the 
data that are outside the EU.

8.2.1  �FIM Technologies

There are different technologies to implement FIM. The choice of the technology 
depends on the type of resources for which the users need access. For simplicity, we 
list the three main approaches:

•	 SAML (Security Assertion Markup Language) and OIDC  (OpenID 
Connect)—SAML [3] is a standard of the Organization for the Advancement of 
Structured Information Standards (OASIS). It is based on XML and allows the 
exchange of authentication information between two trusted parties, the service 
provider (SP) and the identity provider (IdP). OIDC [4] is the identity layer 
on top of the OAuth2 protocol which allows clients to verify the identity of an 
end-user based on the authentication performed by an Authorization Server.

IdP

Institution 

Institution A 

IdP
SP

SP

SP

Institution B 
IdP

Fig. 8.1  Identity Federation Model
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These two technologies enable federated access to web applications.1 
Federated access to applications is fairly common and most of us have experi-
ence with it. Think for instance about creating an account on a website that 
allows you to use your Facebook or Google account (Fig. 8.2) or accessing a 
website that allows you to use your organisational credentials (Fig. 8.3). There 
are differences at a technical level between SAML and OpenID Connect that 
concerns the type of token used to transmit authentication information and the 
trust model, but these differences are invisible to the user. Users normally would 
just use a username and password to log in to a service.

•	 802.1X—802.1X [5] is an IEEE Standard for port-based Network Access 
Control. It provides an authentication mechanism to devices wishing to attach to 
a LAN.  In the academic community 802.1X is the underlying technology for 
eduroam, the global federated infrastructure that allows students, researchers and 
educators to obtain secure and free of charge network access when visiting an 
eduroam location. Users that can benefit from eduroam [6] can just connect their 
devices to the visited network without the need for temporary accounts on the 
guest network.

1 Open ID Connect offers better support for mobile app authentication

Fig. 8.2  Federated login 
example using Facebook or 
Google
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•	 PKI-based access—Authentication to resources can be accomplished using 
Public Key Infrastructure (PKI) tokens. This works by granting an application 
the ability to validate and verify the identity of a user based on a proof of identify 
which is encoded in a trusted digital certificate or equivalent PKI token. This is a 
fairly common mechanism used by many apps.

For completeness it is also worth mentioning cellular phone authentication. Until 
recently mobile phone networks and infrastructure have been quite separate from 
the Internet technologies. However, with phones turning more into small computers 
and connecting to the Internet, to other devices and servers, there is a need to bridge 
the gap. Most of the phones today have both cellular phone and data capability. In 
fact, when a phone is within range of an access point, the phone can connect to the 
Internet using wireless LAN (Local Area Networking). The same phone can con-
nect also using the cellular data network and often users can choose what option to 
use. There is a specific protocol, EAP-SIM (Extensible Authentication Protocol—
Subscriber Identity Module), defined within the IETF (Internet Engineering Task 
Force) that expands the EAP to leverage the SIMs in mobile phones to authenticate 
a client to the network.

8.3  �What Is Challenging for Identity and Access 
Management (IAM) in IoT?

Compared to traditional IAM, in IoT the number of actors increases, including 
users, applications and devices. All IoT entities, that is, people, applications, ser-
vices and devices, within a given ecosystem need an identity. One big difference is 

Fig. 8.3  Federated login example using organisational credentials
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that traditional IAM is associated with the identification of physical individuals; IoT 
challenges this aspect as Things cannot only access the internet but they can also be 
accessed to gather data.

Why is it difficult to implement security and federated identity management in 
IoT as described above? This is due to the very nature of Things, ranging from very 
simple objects to more sophisticated devices; different ways to interact with them, 
different standards supported, and different ability to support encryption across the 
variety of devices.

The main threat for IoT is unauthorised users gaining access to sensitive Things 
and therefore data; clearly the problem is more acute if sensitive data is compro-
mised, think for instance of healthcare or banking information. A simplified IoT 
reference architecture based on the ITU-T model (the Telecommunication 
Standardization Sector of the International Telecommunication Union (ITU)) is 
shown in Fig. 8.4.

All the communications that take place at different layers have to be secure and have 
to be able to identify a device when it interacts with other devices, applications and serv-
ers. As Fig. 8.4 shows, Identity Management and Security are orthogonal to all layers.

The main challenges for Identity and Access Management (IAM) in IoT are sum-
marised below.

8.3.1  �Device Capabilities

IoT covers a wide range of smart devices. The devices can be of different types, for 
instance, a wearable connected to the phone via Bluetooth, a Raspberry Pi, Google 
Home, home cameras, sensors, etc. The diversity of Things that users may need to 
access adds complexity, as it may limit the choice of technologies to manage the 
identity of the Things. Some IoT devices are very simple, with limited computa-
tional power, no interfaces or API to access them and can only rely on limited power 
(i.e. batteries). All these characteristics make it impossible to use some of the FIM 
protocols mentioned above, and commonly used security protocols are not always 

Device Layer
(Smart devices) 

Network/Transport Layer
(TCP, UDP, 6LoWPAN)

Applica�on/Data Layer
(HTTP, MQTT, 

XMPP/CoAP/AMQP,..)

Identity M
anagem

ent/ 
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Fig. 8.4  IoT Reference 
Model
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easily applicable. The IETF working group on Authentication and Authorization for 
Constrained Environments (ACE) [7] is working to address these aspects. The 
working group focuses on supporting dynamic and fine-grained access control 
mechanisms, where clients and/or resource servers are constrained, lack both a suit-
able user-interface and the ability to contact an authorization server in real-time.

The variety of devices and their distributed nature creates favourable conditions 
for security incidents, especially given the potential scale of the IoT network and the 
inherent vulnerability of some of the Things. Security is in fact the greatest concern 
related to IoT.

8.3.2  �Device Authentication

In simple terms, a Device or Machine Authentication happens when a device (or 
supplicant) authenticates to the network with a stored credential. The authentication 
is the process where the IoT end points identify each other and verify each other’s 
identity. Once an IoT device is on the network the device can authenticate to another 
one, known as machine-to-machine or M2M authentication.

It is important to note that in most cases there is no possibility to input a pass-
word into an IoT device. This means that an IoT device has to be preconfigured to 
be authenticated. The choice for IoT devices is rather limited; normally IoT devices 
can use their unique identifier, their MAC (Media Access Control) address, or, if the 
device allows for it, a cryptography token that can be used for authentication pur-
poses. The identifier and/or the digital certificate are used by the device to connect 
to the cloud server, or to a local gateway that connects to the cloud server, and trans-
mit information; but also, to receive information from the cloud server for instance 
in case of software updates.

In the case of machine-to-machine communication, authentication relies on 
cryptography and needs to be strong enough to protect against different types of 
possible attacks, such as eavesdropping, man-in-the-middle and replay attacks. The 
simplest form of authentication is based on a shared secret, although the distribu-
tions of the secret in a network is challenging. There is of course a risk in using this 
approach as if the secret is compromised the whole system is in danger. A better 
approach is offered by asymmetric encryption or Public Key Cryptography (PKC). 
This approach requires a pair of keys generated by cryptography algorithms. PKC 
may be challenging for small devices, as it requires available memories and suffi-
cient computational power. Beside the traditional public key algorithms, elliptic-
curve cryptography (ECC) [8] is a most promising technology for IoT as it uses 
smaller key sizes and requires less computational power, characteristics that better 
suit the capabilities of IoT devices.

Conversely, user authentication always involves a human that interacts with a system 
and prompts for either username and password or some other type of tokens. It is pos-
sible to deploy more sophisticated approaches than human interaction to improve secu-
rity, such as period password regeneration and digital certificates renewals. However, 
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these approaches are challenging in an IoT network with a high level of devices, as a 
new certificate or a cryptography would have to be provisioned into a device.

8.3.3  �Device Connection to the Internet

The confidentiality and security of the data is one of the major challenges in the IoT, 
particularly in the consumer market, where users rely on many different smart 
devices. The volume of data collected by IoT devices and stored in the cloud can 
contain sensitive information which, in some cases, are sent to unknown servers. To 
this end it is important to distinguish between devices that do not directly connect 
to the internet, such as wearable devices and simple sensors, and more sophisticated 
devices capable of connecting to the Internet directly, such as smart car systems, 
smart home devices such as Google Home and Amazon Echo.

In the case of a wearable device, the device generally connects to an app on the 
user’s mobile phone to transmit data. The communication between the device and the 
app happens generally via Bluetooth, which is a fairly secure protocol. The app in turn 
connects to a cloud server to store the user’s data. It is important the communication 
between the app and the server happens in a secure way, to prevent data sniffing, that 
is, an unauthorised party that captures and reads the data transmitted. Other IoT 
devices may connect to a gateway, that is, a bridge between IoT devices and the cloud 
server. A gateway can also collect information from several IoT devices, aggregate it 
and send it to the cloud server. A gateway provides some benefits; it can reduce the 
“transmission burden” on the IoT device boosting its battery life; it can translate the 
data collected from different sensors into a standard data protocol; it can also improve 
security by effectively preventing the need for devices to be on the Internet (Fig. 8.5).

The communication between IoT gateways and the cloud server happens via dif-
ferent protocols; the most well-known are MQTT (MQ Telemetry Transport or 
Message Queuing Telemetry Transport), CoAP (Constrained Application Protocol), 
XMPP (Extensible Messaging and Presence Protocol), ADMQP (Advanced 
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Sensors
Gateway

Users’ 
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Fig. 8.5  IoT gateways
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Message Queuing Protocol) and HTTP all of which have different characteristics 
and security features. It is important to note that the size and the lower power pro-
cessor of many IoT devices pose challenges regarding the type of protocol the 
device can support and consequently the encryption the device is capable of; the 
latter is important to ensure that data is securely transmitted.

8.3.4  �Scale

The number of devices connected to a gateway or controller has an impact on the 
authentication demand in IoT where multiple devices need to authenticate to a gate-
way and the gateway needs to authenticate to a server. Traditional methods may not 
scale well enough to keep up with the demand or may result in excessively expen-
sive solutions. More devices connected means more data, more connections to send 
the data and more authentication required. The scale of the devices connected poses 
security challenges. With many devices connected, a system is as secure as its weak-
est link; and thanks to the many devices connected, security incidents and DDoS 
(Distributed Denial of Service) attacks can propagate much faster than in a tradi-
tional scenario. A quick search on the Internet reveals a variety of security incidents, 
ranging from smart meters used by utility companies to monitor the home consump-
tion, to car systems, to home systems, all being hacked via device vulnerabilities. 
Also, big companies like Google and Amazon have not been immune: a researcher 
demonstrated how to take over Amazon Echo using vulnerabilities in Amazon Echo 
devices [9]. If this is a concern for every day appliances, such an attack becomes a 
serious threat for medical devices. There are some measures that can mitigate risk, 
like selecting devices that offer support for better encryption, deploying well-known 
protocols and phasing out legacy technologies when designing an IoT network.

8.4  �Authentication of Users in IoT

In the consumer sector, users generally interact with a limited number of IoT devices 
at the same time. The users’ interaction with the IoT devices is not always active 
and, in many cases, does not even require authentication.

Typically, the interaction happens via an app on a smart phone or via specific 
devices, such as a thermostat console to monitor the house heating. Users create an 
account and register their account with a specific device. However, with more 
devices connected, users need to create and juggle multiple accounts, which makes 
the process inconvenient for the users.

For other scenarios it is desirable to have a more direct interaction for the user to 
control who can access and process their data. The technology is maturing to make 
such an interaction not only possible but also secure, via biometric mechanisms and 
multifactor authentication (MFA).
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With more devices connected, some big companies have joined forces to create 
an environment to make it possible to aggregate information across various con-
nected devices. An example of this is Apple Home Kit that allows users to control 
different appliances via an Apple iOS device. Although this is still far from the 
larger scale Single Sign On (SSO) that would be desirable, and does not remove 
silos across vendors, it is certainly a step in the right direction.

8.4.1  �Access to IoT Medical Devices

In the previous chapters, we have mentioned that the scale of IoT devices connected 
to networks and each other poses security challenges.

The talk of Dr. Marie Moe at TNC2018 [10] was particularly enlightening with 
regard to security and authentication to IoT devices used for medical purposes. 
Marie Moe suffered from a heart condition, as a result she needed a pacemaker. 
However, as a trained security researcher she started to investigate the security vul-
nerability in the software used by the pacemaker as well as the possibility of hack-
ing the device. Her specific pacemaker could be connected to the network via a WiFi 
connection and monitored remotely. Via the remote access, patients’ data are 
retrieved daily and sent to the vendor, and via that to the healthcare professional for 
statistics and monitoring purposes. Whilst this is a great feature to monitor the 
health of a patient, it raises questions on how the data are protected. The most inter-
esting aspect was that access to the pacemaker data was not protected, therefore in 
theory everybody could access these sensitive data. Dr. Moe also reported that pace-
makers can be hacked and that they are vulnerable to man-in-the-middle attacks. 
The regulations in this area are still fairly new; there are clearly many regulations 
for medical devices; however, security considerations are only just being addressed.

8.5  �Which Approach Works Better for IAM in IoT?

 This chapter describes the current approaches to FIM and the challenges in deploy-
ing FIM in IoT. We have presented different standards and frameworks, that can be 
deployed, but all of them have their limitations when used in an IoT ecosystem.

SAML is a robust protocol with a big footprint in academia and in large compa-
nies; it addresses many aspects needed to deploy IAM, including identity federation 
and SSO functionality. However, its complexity and lack of support in some of the 
IoT devices limit its usefulness for IoT.

OIDC and the underlying OAuth2 offer better support for mobile device authen-
tication and could also support more direct privacy control on the users’ side. OIDC 
also provides built-in discovery and registration mechanisms that are useful in scal-
ing any architecture to the numbers of actors that IoT can create.
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SIM and mobile phones (3G and 4G) offer a good authentication approach, also 
allowing implementation of multi factor authentication, given the ubiquity of the 
phone and the fact that users always carry them. However, not all IoT devices con-
nect to phones.

802.1X can be used to on-board IoT devices in a network, assuming that a device 
is capable of supporting the protocol. This could be very useful for instance on a 
university campus that most likely already deploys an 802.1X network and may need 
to add IoT devices for instance to monitor parking spots, temperature, lights, etc.

Using PKI tokens, whether in the form of digital certificates or tokens, provides 
a strong authentication system. However, in the IoT, many devices may not have 
enough memory to store a certificate or may not even have enough required CPU 
power to support cryptographic functions to validate the X.509 certificates.

There is no simple answer, nor one answer, regarding the best approach for 
Identity and Access Management (IAM) for IoT. Each choice has to be evaluated in 
the context of the needs that an IoT network has to support and the type of devices 
to connect.

In summary, authentication and authorisation of IoT actors is essential to IoT 
security. Standards do exist to allow for authentication and authorisation at different 
communication layers and also to allow the user to consent to sharing their data, 
although they are not built in from the start. Regulation in IoT is slowly happening 
and users’ awareness on privacy in the IoT space is also increasing; these factors 
will apply pressure on the IoT industry to reduce the risk in the dark side of things.
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Chapter 9
Public Safety and Protection by Design: 
Opportunities and Challenges for IoT 
and Data Science

Alicia D. Johnson, Meredith M. Lee, and Soody Tronson

9.1  �Introduction

The rapid growth and integration of technology in our lives present new challenges 
and opportunities for our communities. In particular, the Internet of Things (IoT), 
with a connected network of sensors and computing power, links disparate elements 
for new functionality and coordination. From connected vehicles that could stream-
line transportation in smart cities [1–3], to early warning systems for earthquakes or 
global health hazards [4–6], IoT and data-enabled technologies have the potential to 
impact public safety at an unprecedented scale.

Yet, our legal structures, operating frameworks, and social norms concerning the 
design and deployment of IoT—and the collection, use, and sharing of data—often 
lack the transparency and cohesiveness needed for effective coordination. Especially 
for matters of public safety and social good, we need to collectively understand and 
proactively shape an ecosystem that leverages the democratization of technology 
and values collaboration among diverse stakeholders.

Although research is underway in privacy-preserving analytics [7–9], the com-
plex social context in which such approaches would be deployed requires a new 
level of multi-stakeholder collaboration. Analytics and decision making processes 
often need to be collaborative, providing transparency and accountability, while 

A. D. Johnson 
Sonoma, CA, USA
e-mail: adj032008@gmail.com 

M. M. Lee (*) 
Berkeley, CA, USA
e-mail: mmlee@berkeley.edu 

S. Tronson 
Woodside, CA, USA
e-mail: soody@stlgip.com

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-15705-0_9&domain=pdf
mailto:adj032008@gmail.com
mailto:mmlee@berkeley.edu
mailto:soody@stlgip.com


120

assessing the issues of inherent bias and the potentially competing goals among 
entities. In IoT and data science, information and power are often distributed by 
design to more than one entity. In a similar vein, whether through technology pilot 
programs or public-private partnerships, governments and other organizations 
securing the safety of the public are increasingly interfacing across disciplines to be 
responsive to operational needs. By drawing insight from computer science, law, 
government operations, and other areas, we have an opportunity to highlight a 
shared responsibility, and to shape the responsible and ethical implementation [10–
13] of public safety solutions and approaches.

In this chapter, with safety defined as the “protection from risk or injury,” we 
note the broad interpretations of the word Protection. Protection can encompass the 
safeguarding of human lives, property, or infrastructure, as well as legal and other 
formal measures intended to preserve civil liberties and rights. With new develop-
ments constantly emerging in IoT and data science, one must consider not only the 
sustainability of cyber-physical security and safety protections, but also more 
nuanced issues surrounding privacy, intellectual property, and intended use. The 
lack of cohesion from existing federal, state, or other laws and guidance poses a 
significant challenge for navigating the future of IoT with the backdrop of techno-
logical and social change.

Like the other TIPPSS topics of Trust, Identity, Privacy, and Security, Safety and 
Protection are global, collective challenges in today’s interconnected society, with 
opportunities for local action. Key to the sustainability of solutions and approaches 
will be the insights about stakeholder risks and contexts, and the creation of avenues 
for clarifying and improving policies and processes.

9.2  �The Evolving Landscape of Safety

IoT represents some of the most progressive and deliberate integration of technology 
into the field of public safety and disaster science in recent memory. From early earth-
quake warning technologies [14] to the exploitation of this technology by former 
domestic partners [15], IoT has found itself integrally linked to safety and security.

The use of alert and warning technologies with low latency designed to benefit 
communities provides state-of-the-art opportunities to communicate efficiently and 
effectively with populations in need. The Wireless Sensor Networks (WSN) built to 
support daily IoT integration continue to develop. Metropolitan areas are now see-
ing tremendous growth in network stability, which leads to more rapid alert mecha-
nisms. Rural areas have yet to receive robust network development, thereby setting 
their populations at a disadvantage when mass notifications are necessary. While 
governments often note IoT’s one-way notification capabilities, it is clear that com-
munication between residents, tourists, and responders in a disaster impacted area 
is possible and highly likely as IoT capabilities increase.

In addition to the gap between cities and their rural counterparts, one must also 
consider that ubiquitous IoT has a large socioeconomic hurdle to overcome. 
Individuals and communities unable to place or purchase IoT-enabled devices in 
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their homes, vehicles, community buildings, or on their person may likely receive 
slower alert and notification in a crisis or disaster. This lack of ubiquity is troubling 
when it comes to protecting people and places we value. Moreover, surveillance and 
privacy concerns are far from neutral. Whether instigated by the government or 
private sector, surveillance is often colored by ethnicity and gender. After 9/11, the 
US Government worked closely with the New York City Police Department to sur-
veil ethnic communities, while a century earlier, police heavily monitored leaders of 
the women’s suffrage movement, all in the name of public safety and security [16]. 
This type of monitoring, particularly using IoT products that are often owned by the 
user themselves, breeds fear and distrust by populations most likely to be targeted. 
In the end, that distrust hampers the saturation needed to create a network worthy of 
rapid, immediate disaster notification.

The creation of smartphone applications [17] as well as technologies designed to 
automate actions when a set of criteria is met, are becoming a priority for cities 
throughout the world. Whether a community has an application dedicated to disas-
ter alerts or relies on IoT to automatically stop elevators in anticipation of an earth-
quake, IoT is everywhere and often operating unnoticed in the background of 
everyday systems. Given the small number of disaster scenarios able to accurately 
test such mechanisms, reliability and ability to motivate the public towards appro-
priate action could prove challenging.

The use of IoT in public safety can be far more intimate than large scale alert and 
notification. In domestic violence cases, courts are experiencing a rise of victim 
targeting by way of connected smart devices. IoT products such as locks, speakers, 
thermostats and cameras are convenient for home management, but are also being 
used by domestic partners as a mechanism for harassment, unwanted monitoring, 
and control. These devices often provide a window into a location where privacy 
would be expected, and are increasingly being used to torment and victimize [15]. 
As with large-scale surveillance concerns, this type of use case is often skewed by 
gender, ethnicity, and socioeconomic background [18].

The abuse of IoT may never be fully remediated, but with careful design and 
feedback from impacted stakeholders, the technologies could enable more effective 
information-sharing—in times of crises as well as in routine operation. Trust must 
be established between the technology owner, the technology user, and any third 
party seeking to employ the technology, in order to create a network robust enough 
to alert populations of impending risk of injury. Those seeking to deploy IoT tech-
nologies widely for alert and notification in large-scale disasters acknowledge a 
critical mass of users that trust the capability and security of the technologies must 
be reached to provide sufficient penetration for actionable notification. Governments 
and technology developers may consider implementing “opt-out” opportunities, 
similar to the European Union’s General Data Protection Regulation (GDPR) “right 
to be forgotten” that could accelerate adoption and offer opportunities for privacy. 
Additionally, technology developers may consider how data use and retention impact 
the ability to respond to and prepare for any public safety concern. As revelations 
about data breaches and misuse continue to surface, our communities have an oppor-
tunity for conversation and action to strengthen shared understanding, ask questions, 
and help shape the trajectory of how IoT and data science impact our lives.
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9.3  �Law and Practice: Need for Coordination in a Complex 
Ecosystem

The General Data Protection Regulation (GDPR) effective May 25, 2018 [19], 
designed to “harmonise” data privacy laws across Europe, reconstructed how busi-
nesses process and handle data. In the USA, however, there is currently no single 
principal data protection legislation or law relating to protection and rights of indi-
viduals, or regulating the collection and use of personal data.

Presently in the USA, there are approximately 20 national-scale privacy or data 
security laws [20–29] and hundreds of locally applicable laws among the 50 states 
and territories [30–32]. The federal laws are largely specific to certain sectors such 
as finance and health, while the existing state laws focus on privacy rights of indi-
viduals, generally requiring notice for pre-collection and opt-out and opt-in for use 
of regulated personal information. While the right to personal privacy has been pres-
ent under common law, statutes in different states vary regarding what information 
is protectable. Certain federal laws preempt state laws relating to the same topic 
[20], while others do not. Article VI, Clause 2 of the US Constitution (The Supremacy 
Clause) [33] contains what is known as the doctrine of preemption, which specifies 
that the federal government wins in the case of conflicting legislation. However, a 
lack of consistency between federal and state laws, and between states, can be seen 
in cases spanning consumer privacy [30], net neutrality [34], health insurance, 
immigration [35], employment [35], and more. Both consumers and businesses can 
be impacted by this lack of regulatory certainty as they move or transact between 
states. It is not difficult to imagine how issues can arise from the lack of coordina-
tion and consistency as IoT is deployed in an increasingly global and connected 
community.

Among the USA, at least 24 states currently have laws that address data security 
practices of private sector entities. Most of these data security laws require busi-
nesses that own, license, or maintain personal information about a resident of that 
state to implement and maintain “reasonable security procedures and practices” 
appropriate to the nature of the information and to protect the personal information 
from unauthorized access, destruction, use, modification, or disclosure [31]. All 
states have security measures in place to protect data and systems, with at least 19 
states at present requiring, by statute, that state government agencies have in place 
specific policies or measures to ensure the security of the data they hold. At least 35 
states and Puerto Rico have enacted laws that require either private or governmental 
entities, or both, to destroy, dispose of, or otherwise make personal information 
unreadable or undecipherable [32]. Even among those states that have data disposal 
laws, whether the laws apply to government or just to businesses varies.

By way of example, California currently has more than 25 state privacy and data 
security laws [36]; while not as expansive as Europe’s GDPR, these laws lead the 
nation in restricting how technology companies collect, store, and use personal data. 
The California laws in this area include the New Electronic Communications Privacy 
Act (CalECPA) [37], and the California Consumer Privacy Act of 2018 (CCPA) 
(effective 2020) [38]. CalECPA was enacted in response to increased concerns about 
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government access to consumer digital information and the exploitation of privacy 
laws to turn mobile phones into tracking devices and points of access to emails, digi-
tal documents, and text messages without proper judicial oversight. CalECPA pro-
hibits a government entity from compelling the production of or access to electronic 
communication information or electronic device information, as defined in statute, 
without a search warrant, wiretap order, order for electronic reader records, or sub-
poena issued pursuant under specified conditions, except for emergency situations. 
As defined in the statute, an emergency involves danger of death or serious physical 
injury to any person. As with many laws, there are exceptions to exceptions. 
CalECPA specifically excludes several methods of obtaining electronic information 
from its warrant requirement [39].

The CCPA was introduced in the California legislature to address provisions set 
forth in a ballot initiative that would have enacted a different and distinct California 
Consumer Privacy Act. It was passed on June 28, 2018 and will be effective on 
January 1, 2020 [38]. The CCPA, as passed, creates four basic rights for California 
consumers: (1) A right to know what personal information a business has about them, 
and where (by category) that personal information came from or was sent; (2) A right 
to delete personal information that a business collected from them; (3) A right to opt-
out of the sale of personal information about them; (4) A right to receive equal ser-
vice and pricing from a business, even if the consumer exercises their privacy rights 
under the Act, but with significant exceptions. While the right-to-know extends to all 
information a business has collected about a consumer, the right-to-delete only 
applies to the information a business collected from the consumer. According to 
analysis by Electronic Frontier Foundation (EFF), CCPA, as passed, however, suffers 
from several deficiencies, notably: (1) The Act allows businesses to charge a higher 
price to users who exercise their privacy rights; (2) The Act does not provide users 
the power to bring violators to court, with the exception of a narrow set of businesses 
if there are data breaches; (3) For data collection, the Act does not require user con-
sent; and (4) For data sale, while the Act does require user consent, adults have only 
opt-out rights, and not more-protective opt-in rights; (5) The Act’s right-to-know 
should be more granular, extending not just to general categories of sources and 
recipients of personal data, but also to the specific sources and recipients [40].

These new laws still fall short of the GDPR protections. The scope of disclosures 
required by the GDPR extends beyond that required by the CCPA, and CCPA’s dele-
tion right applies only to data collected from the consumer (i.e., not to data about the 
consumer collected from third party sources), whereas the GDPR’s applies to all 
data concerning a data subject. Consequently, entities that are subject to both laws 
(California and GDPR) may see certain differences between the qualifying data and 
its treatment under the two regimes. This will lead the entities to establish different 
mechanisms for compliance with each of the different regimes or a mechanism that 
conforms to the most common rigorous denominator.

In reviewing these differences in various laws, the definitions of certain terms 
also vary greatly from law to law within the USA. For example, the definition of 
personal data varies greatly by regulation and state. The Federal Trade Commission 
(FTC) considers information that can reasonably be used to contact or distinguish a 
person, such as Internet Protocol (IP) addresses and device identifiers, as personal 
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data. On the other hand, very few US federal or state privacy laws define “personal 
information” as including information that on its own does not actually identify a 
person. The definition of sensitive personal data also varies widely by sector and by 
type of statute. Generally, data pertaining to personal health, student records, per-
sonal information collected online from children under 13, finances including credit 
worthiness, and information that can be used to carry out identity theft or fraud are 
considered sensitive. These variations in legal definitions create additional chal-
lenges as IoT and data technologies begin to traverse sectors.

Furthermore, to the extent that laws regarding security and privacy of personal 
data exist, they vary, and most do not address many of the issues surrounding the 
gathering, maintaining, and use of personal data or information. As such, these 
issues are left to private entities that enter into relationships involving data and its 
processing. For example, in certain states, a business engaging another business to 
process gathered personal data must bind the processor to take reasonable measures 
to protect the security of the personal data. The form and particularities of such an 
agreement in these laws, however, are not specified. This lack of cohesiveness opens 
the door for varied interpretations and litigation. Therefore, a given entity may face 
a complex array of data categories and the various applicable federal and state laws. 
Many third party services have emerged to respond to this complexity, but not nec-
essarily with uniformity—highlighting an opportunity for future efforts focused on 
trustworthy, more universally applicable standards and certification schemes.

9.4  �Data as Knowledge-Based Assets

The increasing prominence of data has been highlighted as part of the “Fourth 
Industrial Revolution” [41]. Data are assets and can be created, manufactured, pro-
cessed, stored, transferred, licensed, sold, and stolen. In 2017, the legal buying, 
selling, and trading of personal medical data totaled $14 billion USD [42]. With the 
context of various legal and ethical requirements regarding the treatment of per-
sonal data, one of the pressing questions for many stakeholders is how data can be 
shared via contractual relationships.

Data can be seen as an intangible asset, and like other knowledge-based assets, 
they can be reproduced and transferred at low marginal cost. However, as opposed 
to the concept of ownership of physical goods, where the owner typically has exclu-
sive rights and control over the goods (including, for instance, the freedom to 
destroy the goods), this is not the case for intangibles such as data.

For intangible assets, intellectual property rights (IPRs) are typically suggested 
as the legal means to establish clear ownership. There is, however, a main distinc-
tion between traditional forms of IPRs (e.g., copyrights, patents) and those forms 
involving data. In the case of the traditional IPRs, statutes confer exclusive rights to 
exploit that right. For example, copyright laws give the owner the exclusive right to 
exploit that copyright (excluding limitations such as fair use), and in the case of 
patents, only the owner can exploit the property which is the subject of the patent. 
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Thus, all other entities who wish to exploit the asset must obtain an affirmative spe-
cific right or license to exploit the IP rights held by the owner. Exploitation of any-
thing else which has not been specifically and affirmatively authorized, remains 
prohibited by law. However, in the case of data, legal regimes such as copyright as 
well as other IPRs applicable to databases and trade secrets can be used only to a 
limited extent [43].

Although technologies such as cryptography have dramatically reduced the costs 
of exclusion and thus are often used as a means to protect data, there are additional 
challenges with respect to different stakeholders having different rights. For exam-
ple, some stakeholders have “the ability to access, create, modify, package, derive 
benefit from, sell or remove data, but also the right to assign these access privileges 
to others.” In cases where the data are considered “personal data,” the situation is 
even more complex, since certain rights of the data subject cannot be waived [43].

To better understand how to navigate the legal ecosystem, several issues need to 
be resolved, including:

•	 What are the type of data and their classification?
•	 Broadly, what rights attach to data? When and under what circumstances do 

these rights attach?
•	 Who has control of the data based on these constraints?
•	 Who owns the data? What rights can the owner exercise over the data [44]?
•	 Are there any property rights in the raw data or knowledge derived from the 

data? Are there any rights associated with the selection, coordination, and 
arrangement of the data?

Typically and historically, data generated by businesses in the private sector 
(e.g., a company’s sales information) are owned by the business entity. The breadth 
of personal information that can now be easily generated and captured has raised 
issues about ownership and the lack of protective laws to expressly define owner-
ship. For example, who owns an individual’s medical data? Many patient consent 
forms for the performance of tests or operations state that all the data or tissue 
samples belong to the doctor or institution performing the procedure [45] and courts 
have generally ruled against patients in disputes over ownership of human tissue 
[46]. Even if steps are taken to protect identities, data can be the subject of transac-
tions without any notification to the patient [47].

The scope of various regulations regarding data ownership and portability may 
be limited to raw personal data provided by the data subjects, but may also include 
results that are deduced or derived from the raw data. The transformation of data 
presents additional challenges as there is a lack of uniformity in laws that compre-
hensively enumerate the rights of the owner of the original data and the rights of the 
data aggregator or analyst—creating a system vulnerable to confusion and misuse.

For example, while “raw data,” to the extent purely factual, should not be subject 
to any copyright protection [48], its compilation in a database via selection, coordi-
nation, and/or arrangement of data, information, or files may be subject to copyright 
protection [49]. Similarly, another body of law, that of trade secrets, may also per-
tain to ownership issues about any raw data originally created by a business, as well 
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as any results from such raw or processed data. In the USA, trade secret law has 
been primarily in the purview of individual states, with each state having substantial 
variations including some significant variation on the definition of a trade secret. To 
address lack of uniformity among states, the Uniform Law Commission published 
the Uniform Trade Secrets Act (UTSA) in 1979 and amended the Act in 1985. The 
UTSA defines trade secrets and claims related to trade secrets; the Act was promul-
gated for adoption in the USA.

Yet, while an overwhelming majority of states have enacted variations of the 
UTSA, there has been a degree of uncertainty as a result of legislative action and 
state court interpretations of UTSA laws. For example, state law exhibits significant 
variation in the definition of a trade secret. Most recently, the Defend Trade Secrets 
Act (DTSA) of 2016 introduced a new federal civil cause of action for trade secret 
misappropriation. DTSA also adopted the definition of a trade secret to expressly 
include source code, algorithms, programs, and data sets as potential types of infor-
mation that may be considered a trade secret.

As the laws, frameworks, and case studies involving IoT and data continue to 
develop, it is imperative that community stakeholders discuss the local and global 
impacts of new policies.

9.5  �Questions and Opportunities for Action

IoT and data science are beginning to reshape public safety, through a combination 
of deliberate as well as “ad hoc” efforts. As with any new technological process, 
definitions are critical to operations and engagement with these technologies.

When seeking to leverage IoT and data, one can consider question-focused 
frameworks to guide stakeholder discussions beyond the topic of compliance issues. 
Particularly for topics relating to public safety and protection, clearly identifying 
and communicating salient details to the public in a timely manner can help build 
the trust needed in these applications. Concepts of responsible and ethical actions 
are key throughout this framework:

•	 What is the purpose and intended use?
•	 Have we clearly described the type and scope of any data, devices, and 

systems?
•	 What are the rules of engagement relevant to the data, devices, and systems?
•	 What roles and responsibilities exist for each stakeholder, related to processing, 

maintaining, and sharing any data?
•	 Under what conditions can entities publish and disseminate results?
•	 How might we proactively mitigate the risk of unauthorized access or unwar-

ranted use?

Increasingly, in the public and private sectors, fields ranging from the physical 
and social sciences to engineering and business are becoming data-intensive; both 
commercial success and academic impact are often dependent on having access to 
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data. Many organizations collecting data lack the expertise required to process it, 
and, thus, pursue data sharing with researchers who can extract more value from the 
data. At the same time, researchers often search for real-world data sets to under-
stand and improve the effectiveness of new methods and innovations. Unfortunately, 
many data sharing attempts fail, for reasons ranging from legal restrictions on how 
data can be used, to privacy policies, different cultural norms, technological barri-
ers, cumbersome processes in reaching agreement, and differing negotiation power. 
Data sharing partnerships that are vital to addressing pressing societal challenges in 
cities, health, energy, and the environment are not being pursued due to such 
obstacles.

Pragmatically addressing our community’s data sharing challenges requires 
open, supportive dialogue across many lines of effort, including technology, policy, 
research, and operations. Furthermore, there is a crucial need for well-defined 
agreements that can be shared among key stakeholders, including researchers, tech-
nologists, legal representatives, and technology transfer officers.

There are already standards, such as ISO 27001, to help to achieve GDPR com-
pliance, paving the way for increased discussion about initiatives, standards, and 
guidance on IoT and data-related technologies. To streamline data sharing practices, 
such standards and initiatives must provide a flexible framework that can accom-
modate the needs of particular transactions and the evolution of future laws, regula-
tions, and court opinions. A goal, in developing such resources, should be to preserve 
and enhance efficient and ethical practices that promote the generation of value 
across a broad range of stakeholders—whether they be consumers or suppliers of 
data. When developing requirements and guidance to facilitate ethical conduct, we 
have an opportunity to not only incorporate quantitative and qualitative metrics, but 
also to purposefully highlight the nuanced reflection and dialogue resulting from 
experience.

The relationship between public safety, IoT, and data science must be built on 
trust. To facilitate sustainable approaches and solutions, mechanisms for data col-
lection, analysis, and sharing must recognize the complex ethical and human-centric 
implications of work in this arena. Educational resources and training should focus 
on the “translational” capabilities and impacts of data science, emphasizing real-
world applications within a broad societal ecosystem, pathways for feedback, and 
team-based contributions.
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Chapter 10
Privacy Management in the Internet 
of Things (IoT)

Grace Wilson Caudill

10.1  �Introduction

Data Security and Privacy concerns are the two big concerns in the Internet of 
Things. The Internet of Things (IoT) can be likened to a “child node” of a “parent 
node,” in that IoT is an extension of the Internet. IoT is an integration of mobile 
networks, the Internet, social networks, and intelligent devices  to provide better 
services or applications to users. The IoT connect the digital cyberspace and real 
physical space, in which radio-connected intelligent sensors have invaded the physi-
cal space, and these are now embedded in everything from our toys, to our office 
equipment, to our healthcare medical devices. It is quite evident that the IoT can 
introduce all the vulnerabilities of the digital world into our real world. Privacy risks 
will arise as objects within the IoT collect and aggregate fragments of data that 
relate to their service(s). The collation of multiple points of data can swiftly become 
personal information as events are reviewed in the context of location, time, recur-
rence, etc. This is one aspect of the big data challenge, and security professionals 
will need to ensure that they think through the potential privacy risks associated 
with the entire dataset of big data.

New technologies bring new benefits, conveniences and improvements in the 
quality of life; however, with these advantages come disadvantages and challenges. 
The Internet of Things (IoT) can produce massive amounts of data. This data must 
be transmitted, processed in some way, and then potentially stored somewhere, 
hopefully securely. Much of this data is personal data, or can be combined to become 
Personal Identifiable Information (PII), and some can be quite sensitive. Personal 
Identifiable Information can be any representation of information that permits the 
identity of an individual to whom the information applies to be reasonably inferred; 
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by either direct or indirect means. PII is defined as information that directly identi-
fies an individual (e.g., name, address, social security number or other identifying 
number or code, telephone number, email address, etc.) or by which a specific indi-
vidual can be identified in conjunction with other data elements, that is; by indirect 
identification. These data elements may include a combination of gender, race, birth 
date, geographic indicator, and other descriptors [1]. This brings data privacy 
questions to the forefront. How secure is the data that is generated by IoT devices? 
How is it used? What happens to that data once the processing is complete? IoT data 
privacy is key [2].

In addressing data privacy regulations globally, particularly those required by the 
EU’s General Data Protection Regulation (GDPR) that went into effect in May of 
2018, the amount of data generated by the growing IoT is a major concern [3]. IoT 
device consumers, developers, manufacturers and government should be held 
responsible for their use of personal data.

10.2  �IoT Security Challenges

Prospective consumers, investors and innovators of IoT-centric applications ponder 
these germane thoughts: IoT privacy, IoT usefulness, IoT effectiveness and trust-
worthiness; with Privacy being critical. Internet of Things extends to everyday 
items not normally considered computers, allowing them to generate, exchange and 
consume data with minimal human intervention [4].

The main security challenges in IoT can be represented in relationship to the 
Information Security triad de facto standard  of Confidentiality, Integrity and 
Availability (CIA). It can be argued that IoT security has emboldened the CIA triad 
with an increased focus on the security challenges of privacy, authenticity, and 
nonrepudiation, each challenge directly related to a specific leg of the CIA triad 
(Fig. 10.1).

Confidentiality

Availability Integrity

AuthenticityPrivacy

Nonrepudiation

IoT

Information Security Triad: CIA
• Confidentiality – data is secured to authorized parties
• Integrity – data is trusted 
• Availability – data is accessible when and where needed

IoT Security Triad: PAN
• Privacy – service does not automatically see customer data
• Authenticity – components can prove their identity
• Nonrepudiation – service provides a trusted audit trail

Fig. 10.1  Information Security Triad with IoT Security Triad
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•	 Privacy is important for the data and the user. The data needs to be kept private 
at rest and in motion, in a device and on a network, in databases and the cloud. 
IoT systems desperately need privacy solutions that rely on strong security prac-
tices and privacy-by-design [4].

•	 Authenticity of the devices and individuals using or accessing the devices is tied 
to their identity, and the validation of their identity. It can be validated through a 
combination of technologies and processes. Mechanisms such as a root of trust 
(ROT) sometimes called a “Birth Certificate” embedded when the device is man-
ufactured such as a Trusted Platform Module (TPM) or hardware based Physically 
Unclonable Function (PUF) could be deployed to enable authenticity [5].

•	 Nonrepudiation is an essential characteristic in all IoT scenarios which require 
trustworthy communications [6]. Nonrepudiation is the assurance that the valid-
ity of something cannot be denied, referring to proof of the origin and audit trail 
of data and the integrity of the data.

10.3  �Privacy Management by Regulations

Privacy is complex and personal; an individual’s perception of what privacy is var-
ies. Privacy is crucial to protect and support the numerous freedoms and responsi-
bilities that are germane to a democracy. The laws of society are the principal 
method of ensuring that the ability to freely exercise one’s rights are protected; and 
that there are recourses when basic human rights are stripped away from a civic 
member.

Unfortunately, technological advancements have reached a point where the law 
cannot keep up with innovations and the constant changes technology brings to our 
lives. One key prevalent advancement is Big Data. Big Data is a term used across 
many industries and use cases to describe the large amount of data in the networked, 
digitized, sensor-laden, information-driven world [7]. Companies are leveraging 
Big Data and the Internet of Things to collect millions of facts about customers and 
using those facts to predict trends and develop better sales and marketing strategies. 
A store could claim that the technology is simply providing ways to better serve 
its customers; however, the store’s clandestine purpose is to influence spending 
decisions by analyzing the sometimes private information they gather about their 
customers. Business entities are interested in influencing consumers’ decisions, 
and so they learn as much about them as possible.

As we consider the privacy requirement domains in the world of Big Data and 
the Internet of Things, Fig. 10.2 represents an IoT system with a Wireless Sensor 
Network (WSN), networked with a processing, storage and analytics cloud; there 
are privacy requirements across these environments. In the Wireless Sensor Network 
(WSN) cloud there is a plethora of IoT devices (e.g., Internet-enabled security cam-
eras). The processing, storage, and analytics cloud could be a public cloud such as 
Amazon Web Services, or a private cloud owned by an enterprise. Privacy manage-
ment is relevant across these domains.
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10.4  �IoT Privacy and The Law

Consumers of IoT must have confidence that their data collection, storage and usage 
is being done in a manner that benefits them and does not jeopardize their privacy. 
Reducing risks and building trust is essential regardless of an individuals’ concerns 
about their privacy. Although not specifically passed for IoT, several applicable 
guidelines and regulations already addressed privacy, such as the Fair Information 
Practice Principles (FIPPs) [8], and specifically for European citizens the General 
Data Protection Regulation (GDPR) [3].

Complying with these principles and regulations requires a good understanding 
of the privacy risks in IoT systems. The privacy risks of a system are the product of 
three inputs: the personal data collected or generated, data actions performed on that 
information, and the context surrounding the collection, generation, processing, dis-
closure and retention of this personal data [9]. Reducing the privacy risk of an IoT 
system means reducing risks within all three dimensions. As a result, the GDPR sets 
“necessity” and “data minimization” as requirements to process personal data. For 
data actions and context, the regulation seeks consumer agreement via the princi-
ples of “transparency and openness,” “notice,” and “consent” [4]. Privacy solutions 
need to help consumers decide who should legitimately access and alter informa-
tion. Given the general challenges of IoT, such as scale, dynamic changes, device 
heterogeneity, and resource-constrained IoT devices, some major risk factors are at 
play. These factors are discussed using three dimensions of risk in IoT—personal 
data, data actions, and context.

Enterprise computing

Edge devices

Sensor data

Control data

API

API
API API API API API

Priv
acy

require
ments

G

G

G
G

WSNG Medical
applications

Transportation
applications

Processing Cloud storage
data analytics

Privacy
requirements

RF Comms
(Zigbee,DSRC,Bluetooth,WiFi,etc.)

Gateway
Sensor node

G

Emergency services
applications

Mobile
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Fig. 10.2  Privacy requirement domains in an IoT system
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10.4.1  �Personal Data: Consumers—Owners by Definition

According to GDPR, personal data means any information relating to “an identified 
or identifiable natural person; directly or indirectly, by a name, an identification 
number, location data, an online identifier or one or more factors specific to the 
physical, physiological, genetic, mental, economic, cultural or social identity” [3].

According to Ofcom, the UK communications regulator [10], personal data is:

•	 Volunteered data that comes directly from the individual.
•	 Observed data that is created as a result of a transaction between an individual 

and an organization.
•	 Inferred data, also called derived data, that is the output of data analysis, combi-

nation or mining.

To support consumers to take ownership of their personal data, IoT systems need 
to be transparent. Consumers should be able to review when their personal data is 
collected and how it is used and be able to give or withdraw consent [8]. More 
importantly, this consent should not only be “in or out” but be granular, that is, con-
sumers should be able to choose a subset of data they would like to share with an 
IoT system. As a consequence, IoT systems should have the means to cope with 
missing data.

In addition, security solutions need to ensure confidentiality, integrity and avail-
ability of personal data. This, for instance, requires encryption when data is in tran-
sit and at rest, which may be challenging to support at the resource-constrained IoT 
devices [4].

10.4.2  �Data Actions: Allowable Actions

GDPR [3] requires that consumers who are nationals of the EU must give consent 
“by a clear affirmative act establishing a freely given, specific, informed and unam-
biguous indication” of agreement to process personal data. Consent should cover 
all processing activities on such personal data, and “silence, pre-ticked boxes or 
inactivity” cannot constitute consent. Consent should also be as easy to withdraw 
as to give.

Therefore, IoT systems that handle personal data need to implement consent. 
Because IoT is a myriad of heterogenous systems, applications, networks and 
devices having different capabilities and varying technology implementations, con-
trolling actions in IoT would require extending authorization to each segment of the 
IoT system as shown in Fig. 10.2. Authorization that supports the entire IoT system 
would need to be on the device or via a resource server that is outside of the device, 
and connects the device to the IoT system. Determining where to begin with autho-
rization is challenging. IoT devices present higher risks, as they are 
resource-constrained and highly connected within an IoT system including other 
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IoT devices and the cloud. IoT systems may need to deploy more than one autho-
rization solution to address requirements in the various subsystems of an IoT 
system.

10.4.3  �Context: Achieving Context-Aware Privacy

Privacy in an IoT system is context-dependent and hence authorization should also 
be context-dependent. An appropriate access control method that can represent con-
text is Attribute-Based Access Control (ABAC). In ABAC, a subject’s request to 
perform operations on objects is granted or denied based on attributes of the subject 
and the object, environment conditions, and a set of policies that are specified in 
terms of those attributes and conditions. High-granularity policies are possible, for 
instance, using eXtensible Access Control Markup Language (XACML), describ-
ing exactly who interacts with the data, when, how, and to what extent [4]. The 
usage of privacy dashboards, notices, and recommendation systems is an effective 
way to guide and prod consumers to impact and take charge of their privacy.

10.5  �IoT Privacy Management and You: Owning Your 
Privacy

The way governments view privacy, and the laws and regulations that govern 
privacy are important to understanding your own rights. Although it seems that 
every day fewer people care about their privacy, the ability to maintain parts of our 
life as private remains crucial to our democracy, our economy, and our personal 
well-being. However, we address the importance of maintaining your choices for 
what you wish to keep private. Your home, your body, your thoughts and beliefs are 
all within the control of the owner, and they are easier to hold private. Your finances, 
your relationships, and your sexuality are areas that most of us would consider 
private, although additional parties—your bank, your best friend, your sexual part-
ner—hold information concerning these private matters, so privacy is expected, 
though absolute control is not possible. You may travel places on the public streets 
and therefore not expect absolute privacy, but you still expect to be relatively anony-
mous either in a crowd or a place where no one knows you. In this case, you would 
lose a measure of independence if everyone knew you everywhere you went and 
could tie together information about this trip with other related information they 
know about your shopping habits, your family history, and whose company you 
enjoy. Once your movements in space are recorded and added into the general 
knowledge-base without your permission, your privacy is limited. With the perva-
sive technology of IoT, loss of anonymity is rapidly increasing and the basic loss of 
the ability to keep secrets is in jeopardy. Data privacy protects consumers from 
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retailer advertising, marketing, and promised customer incentives for participation 
in data collection and data mining of personal trends, patterns and preferences [11].

Loss of privacy can lead to coercion on personal choices, such as with the subtle 
pull of a retailer’s website with “similar products bought frequently together” rec-
ommendations after the customer makes a purchase. For example, when a customer 
buys a winter boot, and after receiving the order confirmation e-mail, their e-mail 
and web browser are inundated with numerous recommendations of leg warmers 
“frequently bought together” with the boot they have just ordered.

10.5.1  �Social Media and Social Engineering

Thieves, Scammers and Fraudsters target our privacy, particularly on social media. 
The more criminals (cyber-criminals) know about your money, your possessions, 
your travel habits, your security, and your vulnerabilities, the easier it will be to 
steal your privacy.

Choosing to post all your information on the Internet in Facebook, Twitter, 
Instagram, Snapchat, etc., or opting to tell everyone about your private business, 
makes you more vulnerable to many types of theft and scams. Choosing more pri-
vacy online can guard against all types of scam and privacy breaches. Setting your 
social media posts to specific privacy levels and audiences can help to restrict the 
viewers of your social media postings and activities, to help protect you from 
cybercriminals.

10.5.2  �Location, Location: Enabling Your Privacy

Because privacy is a subjective and changing concept, your rights to privacy depend 
on where you live. For example, in the European Union (EU) and Canada, govern-
ments have established that it is the human right of every citizen to maintain direct 
control of businesses’ and government’s use of their personal data. Both jurisdic-
tions have created privacy-protection forces that regulate the way personal data is 
collected and shared. Though regulations may be effective at protecting some data 
from use in certain business and government settings, they cannot stop people from 
blurting out information on social media. Many other countries, such as Israel, 
Switzerland, and Japan, have solid data protection regimes based on privacy pro-
tected as a human right. Other countries, such as India and Mexico, have protective 
laws in place but may not have a mature enforcement infrastructure to truly protect 
their people as Canada can. Conversely, the US federal government only protects 
certain classes of personal information. Unfortunately, the USA does not take the 
position that the ability to direct how business and government use personal infor-
mation is a human right.
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In the USA, state laws protect against exposure of customer data due to systems 
being hacked. However, these laws are inconsistent and usually are only relevant 
after the data has been lost because they address how a business must notify custom-
ers, patients, or employees when data has been exposed. In short, while many coun-
tries in the world protect private information in many ways, you still must be vigilant 
to protect your own private data. Even in Canada and the European Union, much of 
the information that you voluntarily expose through social media and in other media 
is beyond the government’s protection. But in the USA and other countries, the 
private information that is unknowingly provided to business and government is not 
necessarily protected by law, and even US constitutional protections only assure 
citizens that a certain process will be undertaken before their lives can be inter-
rupted by surveillance. While the government may sympathize with your need for 
privacy, no government will protect you as well as you can protect yourself [11].

10.6  �Big Data Reigns

The deeper technology becomes embedded into our lives, the more it threatens our 
privacy. Technology, such as location trackers that are built into every smartphone 
and new car being sold today, allows a new window into our routines that was not 
available before. There was virtually no way to follow your regular movements until 
you started carrying and driving computers that reported location data. Sometimes 
the simple fact that we are using technology creates information that was never 
available before. For example, when you open a browser and sign onto the Internet, 
you are creating a type of record of your thoughts and actions that simply did not 
exist 25 years ago. When you sit on your couch and shop for Christmas gifts, watch 
fish videos on YouTube, check the weather in Washington DC for your trip, and then 
search for a recipe for homemade Hollandaise sauce, you have just created insights 
into your personality, travel destinations, eating and shopping habits, that no one 
would have been able to collect prior to the Internet’s pervasive acceptance.

10.7  �Conclusion

The fines for non-compliance with personal data regulations can be millions of dol-
lars/euros, so it is essential that IoT device manufacturers, as well as those that use 
the devices, take the time to understand these regulations, and then consult with 
attorneys on an approach to personal data use, transfer, and storage. IoT data privacy 
needs to be built into these devices from the ground up, so that personal information 
remains secure [2]. Ultimately, consumers are responsible for their own privacy and 
maintaining control of the data they generate. How the data of the Internet of Things 
is used, stored, transmitted and accessed will require that consumers become more 
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educated and informed about the technological advancements that they adopt and 
embrace, and the implications that the adoption has on their privacy. In countries 
such as the USA, consumers are at the helm of steering the “data privacy ocean-
liner” into the channel that enables and protects their privacy.
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Chapter 11
Securing IoT Data with Pervasive 
Encryption

Eysha Shirrine Powers

11.1  �Introduction

The Internet of Things (IoT) is considered one of the next great waves in computing. 
IoT is made up of network-connected devices and appliances equipped with digital 
sensors and microchips which are accessible through the internet. Many devices, 
such as smartphones and media players, are designed for built-in connectivity. Other 
traditional devices, such as thermostats and lighting systems, must be retrofitted for 
IoT connectivity.

Consider the following:

•	 A heart monitor which measures heart beats and alerts a doctor to 
abnormalities.

•	 Vehicles with built-in location tracking beacons so the vehicle can be located if 
stolen.

•	 Physical activity trackers, such as Fitbit, which measure the number of steps that 
you take in a day and track your progress towards your weight management goals.

•	 Video doorbells, such as Ring, which detect motion and alert users to visitors or 
intruders.

•	 Pet/child/elderly monitors that are motion or sound activated and allow two-way 
communication.

•	 Self-driving cars which navigate to users’ target destinations using GPS and col-
lision detection sensors.

•	 Scooters which have location beacons allowing users to pick them up anywhere 
and leave them anywhere.
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In addition to consumer applications, IoT also applies to commercial and indus-
trial environments. Thus, the possibilities for collecting, storing, processing, and 
sharing IoT data are endless.

11.2  �Why Secure IoT Data?

Consider medical data in the United States which is subject to data privacy and 
security regulations. Specifically, the Health Information Portability and 
Accountability Act (HIPAA) of 1996 and the Health Information Technology for 
Economic and Clinical Health Act (HITECH) of 2009 require safeguards for per-
sonal health information. Personal health information, known as “individually iden-
tifiable health information,” includes the following:

•	 The individual’s past, present, or future physical or mental health condition.
•	 The provision of health care to the individual.
•	 The past, present, or future payment for the provision of health care to the 

individual.

The HIPAA Privacy Rule protects all “individually identifiable health informa-
tion” held or transmitted by a covered entity or its business associate, in any form or 
media, whether electronic, paper, or oral [1]. This is considered “protected health 
information” (PHI). Covered entities include health insurance companies, Health 
Maintenance Organizations (HMOs), and government sponsored programs like 
Medicare and Medicaid as well as health care providers like doctors, clinics, den-
tists, psychologists, chiropractors and pharmacies. With the adoption of HITECH, 
HIPAA regulations also apply to business associates which handle health data on 
behalf of covered entities such as transcriptionists and claims processors.

The HIPAA Security Rule establishes national standards to protect PHI that is 
created, received, used, or maintained by a covered entity or its business associate. 
It requires administrative, physical, and technical safeguards to ensure the confiden-
tiality, integrity, and security of electronic protected health information [2].

Medical data collected from IoT devices are subject to HIPAA and HITECH 
regulations. Payment data collected from IoT devices are subject to the Payment 
Card Industry Data Security Standard (PCI-DSS). European Union (EU) citizen 
data collected from IoT devices are subject to the EU  General Data Protection 
Regulation (GDPR). Whether owing to industry or government regulations, or the 
threat of a data breach, IoT data must be properly secured.

11.3  �The Information Life Cycle

To understand the complexity of securing IoT data, we must understand the infor-
mation life cycle. Security experts consider the information life cycle to include the 
acquisition, use, archival, and disposal of data (Fig. 11.1).
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Information moves between the various phases as follows:

•	 Information acquisition occurs when information is created, generated and/or 
copied.

•	 Information use occurs when information is read or modified.
•	 Information archival occurs when data is deemed no longer in use but must be 

retained for regulatory, backup or other reasons. Note that archived information 
can be recalled to active use.

•	 Information disposal occurs when data is destroyed.

We can apply the information life cycle to health data in an IoT environment. For 
example, sensors in a heart monitor detect electrical signals for each heartbeat [3]. 
The data is recorded in the IoT device and automatically transmitted to a healthcare 
provider. The healthcare provider receives the health information and structures the 
data. The data in its final form can be stored in a database, or other data store, for 
use in diagnosis by the healthcare provider. When the data is no longer in use, it may 
be archived and ultimately disposed.

During its life cycle, IoT data may reside in the following:

•	 The physical IoT device.
•	 The internet packet transmitted to the healthcare provider.
•	 Memory of the receiving application on the provider’s server.
•	 A database which writes the data to a file or data set.
•	 Active disk or tape storage.
•	 Archived storage which may or may not be offsite.
•	 A disaster recovery backup system.

A pervasive encryption strategy can be developed and implemented to safeguard 
sensitive data in an IoT environment. Data in-transit can be protected with network 
encryption. Data at-rest can be protected with application-level, database-level, file 
or data set-level, and/or disk and tape-level encryption. The use of pervasive encryp-
tion can strengthen an organization’s security posture and protect sensitive IoT data 
from hackers and malicious insiders.

Acquisition

Use

Archival

Disposal

Fig. 11.1  Information Life 
Cycle
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11.4  �How Encryption Works

Encryption is a major component of cryptography. Cryptography (or “crypto” for 
short) is defined as the practice and study of techniques for securing information in 
the presence of malicious third-parties known as adversaries. Encryption, using an 
algorithm and a key to transform an input into an encrypted output, specifically 
prevents the disclosure of information to unauthorized individuals. In an IoT envi-
ronment where sensitive information must be protected, encryption can be employed 
to ensure that only authorized users have access to safeguarded data.

Encryption operations require a cryptographic key, input text and an algorithm. 
The output of the encryption operation is the encrypted data which is known as 
ciphertext. The ciphertext can be decrypted using the appropriate cryptographic key 
to produce the original input text or plaintext. If the cryptographic key is not compro-
mised, and the algorithm is not vulnerable, the ciphertext is secure wherever it resides.

11.4.1  �Cryptographic Keys

Cryptographic keys are the main source of security for encrypted data. If the key is 
easy to guess or easy to access, then the encrypted data is at risk. Therefore, secure 
creation and management of cryptographic keys are critical to a pervasive encryp-
tion strategy.

The two basic types of cryptographic keys are symmetric keys and asymmetric 
keys. Symmetric keys enable the bulk encryption of data. A single symmetric key 
both encrypts and decrypts data. Asymmetric keys enable secure distribution of 
symmetric keys and support digital signatures. Asymmetric keys are generated in 
pairs. The asymmetric public key encrypts data and verifies digital signatures. The 
asymmetric private key decrypts data and generates digital signatures.

11.4.1.1  �Symmetric Keys

Symmetric keys are random numbers typically represented as bytes. A byte is an 
8-bit value. A bit can have only two values, 0 or 1. Therefore, a value represented in 
bits (or bytes) is known as a binary value. Bits can be grouped together and repre-
sented by hexadecimal, which may be prefixed with “0x”, or other number systems. 
For example, the 8-bit value “11101001” is the same as the two-digit hexadecimal 
value “0xE9”. In this case, a single byte (8 bits) is represented by 2 hexadecimal 
digits. Binary values are often represented in hexadecimal so that they can be repre-
sented with fewer digits.

The following example shows a 256-bit random number represented in binary and 
hexadecimal. The binary representation has 256 digits, where each digit represents 
one bit. The hexadecimal representation has 64 digits, where each digit represents 
four bits.

E. S. Powers



145

Binary
101010111100100000101010111000001000011010101110001000110111111

111101010110000111101111111010100100100001001000111100001010111101
110001001101011100110001011011101100111100001001111010000100010011
1110011000011001011000000101110010000011100011000010010100110

Hexadecimal
A B C 8 2 A E 0 8 6 A E 2 3 7 F E A C 3 D F D 4 9 0 9 1 E 1 5 E E 2 6 B 9 8 B 

76784F4227CC32C0B907184A6
The length of the symmetric key (i.e., random number) depends on the crypto-

graphic algorithm. For example, the Advanced Encryption Standard (AES) algo-
rithm supports 128-bit, 192-bit, and 256-bit key lengths. The Data Encryption 
Standard (DES) supports 56-bit, 112-bit, and 168-bit key lengths. Standards bodies, 
such as the National Institute of Standards and Technology (NIST), recommend the 
use of long keys for encryption. Long keys are less susceptible to brute force attacks, 
in which the attacker tries to guess the correct key.

Brute force attacks on symmetric keys typically involve exhausting every possi-
ble combination of bits until the encrypted data is decrypted into readable text. For 
example, consider a single-length DES key, which has 56 bits. Since there are two 
possible bit values (0 or 1), there are 256 = 72,057,594,037,927,936 or 72 quadrillion 
possible combinations of bits. A brute force attack involves trying each one of those 
combinations until the correct key is discovered. When the DES algorithm was 
invented in the 1970s, the cost of purchasing or building a computer with the speed 
to break a DES key was so high that it was deemed infeasible. Today, you can pur-
chase a customized computer for less than $250,000 which can break a DES key in 
3 days [4].

11.4.1.2  �Asymmetric Keys

Asymmetric keys are not merely random bit strings. Generating asymmetric key 
pairs involves complex math operations. With asymmetric keys, one key can be dis-
tributed publicly as a public key and one key can be kept private as a private key. 
Anyone can encrypt data with the public key but only the owner of the private key can 
decrypt the data. The concept behind the generation of asymmetric keys resembles a 
trap door, where it is easy to go through a trap door one way but very difficult to go 
back the other way. So the owner of the private key can easily generate the public key. 
However, the user of the public key cannot generate the owner’s private key.

The length of the asymmetric key depends on the cryptographic algorithm. 
Typical key lengths for the Rivest–Shamir–Adleman (RSA) algorithm are 512-bit, 
1024-bit, 2048-bit, and 4096-bit. The Elliptic Curve algorithms defined by NIST 
(i.e., NIST PRIME curves) are P-192, P-224, P-256, P-384, and P-521. Due to the 
complexity of the math operations, the time to generate asymmetric keys rises sig-
nificantly as the key lengths increase.

The following table shows the performance for asymmetric key generation, 
using an IBM Crypto Express adapter [5] (Table 11.1).
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Brute force attacks on asymmetric keys are more difficult due to the need to solve 
the “hard problems” underpinning the trap door functions. For example, prime fac-
torization is considered a “hard problem.” A prime number is a whole number 
greater than 1 which can only be divided evenly by 1 and itself. We can define a 
prime number, p, with a value of 521 and another prime number, q, with a value of 
719. Multiplying p and q results in a number, n with a value of 374,599. It is easy to 
take prime numbers p and q, and multiply them together to produce n. It is also easy 
to factor a small number, n, into its prime factors p and q. However, as n becomes 
large, the effort increases in factoring it into prime values p and q. Prime factoriza-
tion is the underlying “hard problem” which makes brute force attacks on RSA keys 
difficult. The number 374599 can be represented as the 20-bit number 
‘01011011011101000111’b which would be considered the modulus of a 20-bit 
RSA key. In 2015, researchers developed a method to factor a 512-bit RSA key in 
under 4 h for $75 [6]. As computing speed increases, key lengths must be increased 
to ensure that factorization remains difficult.

11.4.2  �Input Text

Encryption input can be any clear text such as “Hello World.” However, encryption 
operations are performed on binary data. Thus, standard characters must be con-
verted to binary data (i.e., 0  s and 1  s) using encodings. An encoding defines a 
numeric value for every character.

American Standard Code for Information Interchange (ASCII) encoding is a 
standard for electronic communications. The ASCII encoding for “Hello World” in 
hexadecimal is “0x48656c6c6f20576f726c64”. The capital letter “H” is represented 
by “0x48”. The lowercase letter “e” is represented by “0x65”. The lowercase letter 
“l” is represented by “0x6C”. The space is represented by “0x20”. Each character 
whether it is uppercase, lowercase, numeric or special, can be represented in binary.

Extended Binary Coded Decimal Interchange Code (EBCDIC) encoding is the 
standard encoding for IBM mainframes. The EBCDIC encoding for “Hello World” in 
hexadecimal is “0xC88593939640E696999384”. The capital letter “H” is represented 
by “0xC8”. The lowercase letter “e” is represented by “0x85”. The lowercase letter “l” 
is represented by “0x93”. The space is represented by “0x40”. The binary form of the 
input text is used in the math operations defined by the encryption algorithm.

Table 11.1  Performance of 
asymmetric key generation

Algorithm and key length Operations/s

RSA CRT 512-bit 106
RSA CRT 1024-bit 79.1
RSA CRT 2048-bit 20.5
RSA CRT 4096-bit 1.89
EC P-192 1158
EC P-256 809
EC P-521 307
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11.4.3  �Output Text

Ciphertext is the expected output of encryption. Ciphertext is typically represented 
in binary (although there are new methodologies available such as Format Preserving 
Encryption, FPE). The length of the ciphertext output depends on the length of the 
clear text input and encryption algorithm used to produce the ciphertext. The cipher-
text length will always be greater than or equal to the input length.

11.4.4  �Algorithm

Mathematical operations performed by an encryption algorithm vary based on the 
type of encryption to be performed, the length of the input data, and the size of the 
encryption key. Some of the most widely used encryption algorithms today are the 
Data Encryption Standard (DES), Advanced Encryption Standard (AES), Rivest–
Shamir–Adleman (RSA), and Elliptic Curve Cryptography (ECC). DES and AES 
are symmetric algorithms. RSA and ECC are asymmetric algorithms.

Symmetric algorithms can operate on blocks of data or streams of data. AES and 
DES algorithms support block ciphers, which operate on blocks of data. Specifically, 
AES supports 16-byte blocks. Therefore:

•	 If there are 16 characters (i.e., 16 bytes) of input text, AES would successfully 
encrypt the entire block.

•	 If there are less than 16 characters (i.e., 16 bytes) of input text, the input text must 
be padded to fill an entire block.

•	 If there are more than 16 characters (i.e., 16 bytes) of input text, the input text 
must be divided into 16-byte blocks.

–– The mode of operation indicates whether the blocks will be operated on inde-
pendently as in Electronic CodeBook mode (ECB), or if the output of one 
block will be combined into the input of another as in Cipher Block Chaining 
mode (CBC) or another chaining scheme.

–– If the final block is less than 16 bytes, then it must be padded to fill the block.

Asymmetric algorithms operate on data in its entirety. There is no blocking, 
chaining or input padding concept that is applicable to asymmetric algorithms. For 
the RSA algorithm, the input data size is limited to the size of the modulus. For 
example, a 4096-bit RSA key is one of the largest RSA key lengths. Since a byte is 
8 bits, a 4096-bit key amounts to 512 bytes. An ASCII character is the equivalent of 
one byte. Therefore, a 4096-bit RSA key can only encrypt 512 characters of input 
text. Of course, there are many sources of text that are more than 512 characters. 
Since the length of the input text is limited, asymmetric encryption is not typically 
used for encrypting standard text. Instead, it is used for encrypting small pieces of 
data such as symmetric encryption keys.
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11.5  �Pervasive Encryption

Pervasive Encryption is a strategy in which data is encrypted everywhere it travels 
and/or resides in the computing environment. Pervasive encryption rests on existing 
technologies such as encryption and existing infrastructure including cryptographic 
hardware to enable the fast, secure, and reliable protection of data throughout its life 
cycle.

In our IoT example, sensors in a heart monitor detect electrical signals for each 
heartbeat. The data is recorded in the IoT device and automatically transmitted to a 
healthcare provider. The healthcare provider receives the health information and 
structures the data. The data in its final form can be stored in a database or other data 
store for use in diagnosis by the healthcare provider. When the data is no longer in 
use, it may be archived and ultimately disposed. The data must be protected at each 
of these points.

11.5.1  �Data in Transit

Sensitive information collected from sensors in IoT devices is typically transmitted 
electronically to backend computer systems for processing and storage. As the data 
travels through the internet to the provider’s server, the data is susceptible to disclo-
sure. Encryption can be used to ensure the data remains secret as it traverses exter-
nal and internal networks.

11.5.1.1  �Network Encryption

Network encryption provides a means of ensuring data remains secure as it travels 
over the network to its destination. A connection protocol can be used to ensure that 
communications between an IoT device and the server are secure. One example of 
a connection protocol is a handshake. The handshake protocol begins when the IoT 
device connects to the server. The device initiates a secure connection and sends 
along information about its crypto capabilities. The server chooses the strongest 
crypto options and responds with its public key in a certificate to identify itself. The 
IoT device validates the server against a certificate authority before using the public 
key. If the server certificate and public key are valid, the IoT device generates a sym-
metric key and encrypts the symmetric key with the server’s public key. The 
encrypted key is sent across the network to the server. The server uses its private key 
to decrypt the symmetric key. Now, the IoT device and server share a symmetric 
key. The IoT device can encrypt and send sensitive data across the network to a vali-
dated server which only that server can decrypt.
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Fig. 11.2  Coupling Facility (CF)

11.5.1.2  �Coupling Facility Encryption

Coupling Facility (CF) encryption is a unique concept for enterprise systems built 
on mainframes. Coupling facilities operate as the hub in a star topology for com-
munications between connected mainframes. Mainframes can cache and/or share 
IoT data between systems that are connected to the coupling facility. Sensitive data 
transmitted through and/or residing in the coupling facility may be encrypted using 
CF encryption (Fig. 11.2).

CF Encryption is configured by policy. For each CF structure enabled for encryp-
tion, the coupling facility invokes a crypto library to generate a 256-bit AES key 
which is encrypted by a Master Key (MK). The encrypted key is stored in the 
Coupling Facility Resource Management (CFRM) data set.

When CF encryption is enabled, data is encrypted on the host (e.g., SYS1) prior 
to transmission to the CF structure. The encrypted data flows as follows:

	1.	 On SYS1, the AES key is retrieved from the CFRM data set.
	2.	 On SYS1, the data is encrypted by the AES key.
	3.	 As the data flows to the CF structure, it remains encrypted.
	4.	 As the data sits in the CF structure, it remains encrypted.
	5.	 On SYS3, the AES key is retrieved from the CFRM data set.
	6.	 On SYS3, data is requested from the CF structure.
	7.	 As the data flows from the CF structure to SYS3, it remains encrypted.
	8.	 On SYS3, data is decrypted using the AES key (Fig. 11.3).

Using CF encryption, data is protected end-to-end as it travels between main-
frame systems and environments.

11  Securing IoT Data with Pervasive Encryption
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11.5.2  �Data at Rest

Sensitive information collected from sensors in IoT devices that has been transmit-
ted to one or more computing environments will reside in computer memory and 
hardware storage such as hard disks and tape drives in various locations. The data 
becomes accessible to system administrators, database administrators, storage 
administrators, security administrators, data center technicians, and computer hack-
ers. While access controls, such as READ, WRITE, or NONE authority, can be used 
to control access to sensitive data, encryption can provide an additional layer of 
protection.

11.5.2.1  �Application Level Encryption

Sensitive IoT data can be sent to an application to classify and structure the informa-
tion before storing the data in a database. If the finalized data is stored in the data-
base unencrypted, a database administrator (DBA) would have the authority to view 
the sensitive data in the clear, unencrypted. The DBA requires UPDATE or higher 
authorization to perform their day-to-day tasks, however, the elevated authorization 
implicitly permits READ authorization to the data. If the data is encrypted in the 
application before it is written to the database, the DBA would only see the cipher-
text in the database. Therefore, the data is protected from view.

Encrypting data at the application level is considered application level encryp-
tion. Data encrypted at the application level remains encrypted as it is written to a 
database, written to a file or data set, and written to a hard disk or tape drive. 

Coupling 
Facility

…ENV2A ENV2B

SYS2

SYS3

…ENV3A ENV3B…ENV1A ENV1B

SYS1

Fig. 11.3  Coupling Facility (CF) Encryption of data sent from SYS1 to SYS3
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Application level encryption requires deep knowledge of cryptography, crypto cod-
ing skills, and application changes if algorithms become vulnerable or out of date.

11.5.2.2  �Database Level Encryption

Sensitive IoT data can be encrypted at the database level as an alternative or in addi-
tion to application level encryption. Database level encryption is much simpler to 
implement than application level encryption. Implementation typically involves a 
configuration file or data set which indicates the type of symmetric encryption (e.g., 
AES or DES) and the cryptographic key or keys. Many organizations use database 
level encryption when they lack the resources and/or skills to do application level 
encryption.

Database level encryption supports encryption of data in rows or columns. When 
a request to read an encrypted field is received, the data must be decrypted so that it 
is readable to the user. Thus, the encryption of database fields can slow down day-
to-day database operations. In environments where availability is a concern, high-
speed encryption hardware or alternative encryption methods might be 
advantageous.

11.5.2.3  �File and Data Set Level Encryption

Sensitive IoT data can be encrypted at the file and/or data set level. The concept of 
data set level encryption is new and unique to mainframe environments. Data set 
encryption is implemented by policy. For each data set resource, a new field is sup-
ported to indicate that newly created data sets should be encrypted with a given key. 
To encrypt existing data sets, new data sets must be allocated, and the original data 
must be copied to the encryption enabled data sets.

Mainframe data set level encryption uses 256-bit AES keys for encryption. When 
data is read or written to a data set, it is decrypted or encrypted with the associated 
key as it is accessed. Consequently, there are two controls around the data. One 
access control authorizes users to perform actions on the data set. A separate access 
control authorizes users to the cryptographic key that encrypts and decrypts the 
data. Therefore, a storage administrator with UPDATE access to the dataset but 
NONE access to the key can create, rename, archive and delete a data set but cannot 
read from or write to the data set.

11.5.2.4  �Disk and Tape Level Encryption

Sensitive IoT data can be encrypted at the hard disk and tape drive level as well. In 
fact, most enterprise environments utilize disk and tape encryption. Disk and tape 
encryption is the simplest level of encryption to configure and maintain. When 
enabled, all data on the disk and tape device is protected with encryption.
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Disk and tape level encryption uses symmetric encryption for the data. The key 
sizes vary based on the hardware device and/or encryption software. Disk and tape 
level encryption is designed for offline attacks. For example, if a data center techni-
cian has physical access to the disks and tapes, they can remove them from the 
machine and read them elsewhere. When disk and tape level encryption is in place, 
physical removal of encrypted media yields unreadable data. For other users, such 
as storage administrators and system administrators, the data is decrypted as it 
leaves the disk, and thus it is readable in the clear if it is not encrypted using another 
method.

11.6  �Choosing Encryption Engines

The successful deployment of a pervasive encryption strategy, which employs one 
or more methods of encrypting data in transit, and/or one or more methods of 
encrypting data at rest, hinges on the speed and reliability of the cryptographic 
engines performing the encryption operations. The underlying crypto engines must 
support symmetric key generation, encryption and decryption as well as asymmetric 
equivalents. In computing environments with heavy workloads, the cryptographic 
engines must be able to keep business operations performing within acceptable 
response times. At the same time, the cryptographic engines must also meet regula-
tory requirements for security and compliance.

11.6.1  �Hardware Engines

Hardware cryptographic engines may be designed for speed and/or security. These 
include hardware security modules (HSMs) which may be Peripheral Component 
Interconnect Express (PCIe)-attached or network-attached, and CPU-integrated 
cryptographic hardware.

11.6.1.1  �Hardware Security Modules

HSMs are cryptographic modules which typically have tamper responding enclo-
sures and are designed to meet higher level security certifications such as FIPS 
140-2 and ISO 19790:2012 [7]. Tamper responding enclosures have intrusion detec-
tion mechanisms. For example, IBM Crypto Express adapters, respond to tempera-
ture thresholds. When tampered, the adapters erase all configuration data and clear 
all cryptographic keys and registers. IBM Crypto Express adapters are also designed 
to ensure that neither sound emissions nor electronic discharges reveal subtle infor-
mation about the cryptographic operations being performed.
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Table 11.2  Performance 
comparison of crypto 
hardware [5]

Data Length (bytes)
Operations/s 
(CPU)

Operations/s 
(HSM)

64 875,252 10,569
256 871,629 9126
1024 714,697 9019
4096 462,037 8225
64 K 52,915 1017
1 M 3521 67.64

11.6.1.2  �CPU-Integrated Cryptographic Hardware

CPU-integrated cryptographic hardware has the benefit of residing side by side with 
data processing circuits, resulting in a lower latency for performing the crypto oper-
ations. The speed in which crypto operations can be performed in this environment 
is a major advantage over HSMs.

In a mainframe environment, CPU-Integrated cryptographic hardware can pro-
vide up to 80x faster performance than Hardware Security Modules. Table  11.2 
shows a comparison of the number of AES-CBC encryptions per second that can be 
performed using a 256-bit key with CPU-Integrated cryptographic hardware such as 
the IBM Central Processor Assist for Cryptographic Function (CPACF) versus a 
Hardware Security Module such as the IBM Crypto Express 6S.

11.6.2  �Software Engines

Software cryptographic engines may be utilized when dedicated hardware is 
unavailable. These engines can perform simple or complex cryptographic opera-
tions. For example, Java programming libraries support the Java Cryptography 
Extension (JCE). The software JCE provider can run on computer hardware sup-
porting the Java Virtual Machine (JVM). Java Card, which is tailored to smart cards 
and memory-constrained devices, supports a subset of JCE functions which includes 
key generation and encryption. Although software cryptographic engines tradition-
ally have a slower execution time, they enable the use of cryptography in a wide 
array of devices including small IoT devices.

11.7  �Managing Encryption Keys

Encryption keys are the core of encryption operations and the management of those 
encryption keys should be the core of a pervasive encryption strategy. When data is 
encrypted, the availability and integrity of the encryption keys impact the readabil-
ity of data which may be critical to an organization. As such, there must be consider-
able forethought and planning for managing the encryption keys.
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In our IoT example, we could use network encryption to encrypt sensitive data in 
transit from the heart monitor to the server. We could use application level encryp-
tion to encrypt the data before it is stored in a database. We could use database 
encryption to protect specific health fields in the tables. We could then use data set 
level encryption to encrypt the data sets underlying the database. We could also use 
disk encryption to protect data from offline attacks.

For each area where encryption is utilized, there must be a key management pro-
cess. Each organization is unique. Questions such as the following must be addressed:

•	 Who owns the keys? Who creates the keys? Who are the key custodians? How 
many keys will be generated? How are keys requested?

•	 Where will the keys be stored? Where will the keys be backed up? How often 
will the keys be backed up? How will the keys be mapped to the data they are 
protecting?

•	 Who has access to the keys? Who should not have access to the keys?
•	 How often do keys need to be rotated? Which keys will be rotated?
•	 When will keys be archived? Will keys ever be deleted? How can you be sure a 

key is no longer needed?
•	 How is key corruption detected and recovered? How are accidentally deleted 

keys recovered?

11.7.1  �Key Ownership

Determining key ownership, creation and custodians depends on the size of the 
organization and data ownership. Some organizations will grant key ownership to 
the data owners. In this way, the data owners decide when keys need to be created 
and who will have access to the keys. Some organizations will manage keys at a 
system level. The system administrator owns the keys and ensures system-wide 
resources are protected.

11.7.2  �Key Storage

Encryption keys are typically stored in a key store. Key stores can exist in several 
forms. Java supports password protected key store files. SSL supports key database 
files. The IBM z/OS operating system supports key data sets. Keys are identified in 
key stores by a label or handle and/or other attributes of the key. The naming con-
vention for the keys should be determined such that the key owners or custodians 
can easily identify which keys protect which data. Some key stores, such as IBM’s 
key data sets, support custom metadata which can be used to add additional infor-
mation about a key such as the key owner’s email address. One or more backup 
processes are essential regardless of where the keys are stored.
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11.7.2.1  �Physical Backup

Physical backups are a standard process for most computing environments. They 
typically involve an automated backup system which takes backups of folders, 
drives or volumes on a regularly scheduled basis (e.g., daily or weekly). With 
respect to key management, physical backups may not be enough. For example, if a 
physical backup is taken on a Friday and hundreds of keys are generated on Monday 
which are used for encrypting sensitive data on Tuesday, but the volume containing 
the key store is corrupted on Wednesday, then the Friday backup would not be able 
to restore the system to its working state. There must be a procedure in place to 
ensure that the system can be restored to a working state as quickly as possible.

11.7.2.2  �Logical Backup

Logical backups are backups that are taken before or after a major change. For 
example, prior to generating hundreds of new keys, a key custodian may backup the 
previous key store. If a mistake is made during key generation, the previous key 
store can be restored. The same key custodian may make a backup immediately 
after the new keys are generated. If the active key store file becomes corrupted, the 
new keys have not been lost and can be restored quickly from the backup. Logical 
backups are critical for key management.

11.7.2.3  �Offline Backup

Offline backups are necessary to ensure malicious attacks or accidental corruption 
are not unrecoverable. An offline backup is a backup which is not connected to the 
network. It may be a backup that is written to tape or other removable media. The 
idea is that corruption (or sabotage) of data on the active system would not impact 
the offline media. Therefore, the system could be restored to a working state. Offline 
backups are not the same as an offsite backup. Even an offsite backup can become 
corrupted if data is automatically copied to that location. A disadvantage of offline 
backup is that the data may not be as current.

11.7.3  �Key Protection

Cryptographic keys are sensitive resources which must be protected. Three ways 
to protect encryption keys are access controls, key wrapping and separation of 
duties. Access controls are the standard method of protecting encryption keys. 
Authorization to encryption keys and/or key stores should be granted based on a 
business need. Storage administrators may have authorization to files or data sets 
containing encryption keys. In that case, key wrapping can protect the keys at rest. 
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Key wrapping involves encrypting the key with another key. So, a storage admin-
istrator can read the data set containing the keys but cannot use the keys because 
the key values are encrypted with a key that is not stored in a file or data set. On 
IBM Z systems, we call that key-encrypting key a Master Key. The Master Key is 
loaded onto a Crypto Express adapter. As a result, the Master Key is inaccessible 
to the host (i.e., operating system) environment. Separation of duties is often rec-
ommended to provide additional protection around the Master Key. Separation of 
duties would involve generating multiple master key parts. Each master key part 
would have a different custodian (or key owner). All master key parts must be 
combined to activate the Master Key. Thus, no individual person has access to the 
complete key.

11.7.4  �Key Rotation

Key rotation is a process in which a piece of data is decrypted with an old key and 
encrypted with a new key. In some cases, key rotation is also considered the process 
where existing data is encrypted with an existing key in a given period (e.g., a 
month), and new data will be encrypted with a new key in the next period. The piece 
of data could be health information, or in the case of key wrapping, a key itself. 
Organizations must stay abreast of various industry regulations and their own secu-
rity policies which will have guidelines for rotating keys.

Key compromise is when a key has been stolen by a malicious party. Key rota-
tion is an absolute imperative in the case of a key compromise. If a key has been 
compromised, any data which was encrypted with that key must be re-encrypted 
with a new key. The compromised key may be monitored, archived and/or destroyed 
after ensuring all data has been re-encrypted.

11.7.5  �Key Archival

Key archival is a recommended alternative to key deletion. In an environment 
where data may exist in various computer systems, key custodians must consider 
whether non-compromised keys should ever be destroyed. Generally, the life of the 
key must align with the life of the data protected by that key. For example, in an 
environment where data set encryption is implemented, the life of the key is the life 
of the data set. If the data set contains health information, then that data set may 
need to exist for the lifetime of an individual which could be up to 100+ years. In 
that 100-year span, sensitive data may exist in databases, files, data sets, disk 
drives, and/or tape drives. If the encryption key is destroyed, all encrypted data is 
lost along with it.
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11.7.6  �Key Availability

Key availability is important for disaster recovery. An offsite disaster recovery (DR) 
environment should be in place in case of a disaster at the primary site. To process 
encrypted data, the DR site must have a configuration similar to the primary envi-
ronment. The key stores must be available. The crypto hardware must be installed, 
online and configured. Crypto software and middleware must be installed and con-
figured. The DR procedure for ensuring that the cryptographic infrastructure 
required for data encryption and decryption must be tested and validated.

11.8  �New Technologies on the Horizon

Cryptographic technology continues to evolve. As attackers become more creative 
in discovering algorithm weaknesses and vulnerabilities to exploit, researchers 
become more inventive in finding new ways to protect data.

11.8.1  �Homomorphic Encryption

Homomorphic encryption is a new cryptographic technology in research. 
Homomorphic encryption is designed to provide a means to perform mathematical 
operations on encrypted data which when decrypted, will result in the correct result. 
IBM research, led by Craig Gentry, invented a working algorithm to perform homo-
morphic encryption. The challenge in using those coding libraries in real world 
applications is performance. Encryption operations must be high-speed to ensure 
that normal business processes can run steadily as sensitive data is being protected. 
Today’s homomorphic encryption operations are found to be significantly slower 
than similar plaintext operations [8]. Research teams will continue to look for ways 
to improve homomorphic encryption performance for practical use.

11.8.2  �Crypto Anchors

Crypto anchors are a blockchain-based technology that can validate the authenticity 
of objects such as pharmaceuticals. The research is being led by IBM’s Andreas Kind 
[9]. Crypto anchors, which are smaller than a grain of salt, are designed to be embed-
ded in physical objects which can be traced back through their supply chain to the 
originator. Counterfeit objects would be easily distinguished from genuine objects. 
Crypto anchors are underpinned by cryptographic technology and is envisioned to be 
one of the five innovations that will help change our lives in 5 years [10].
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11.9  �Conclusion

Encryption technology is supported in small devices and large computing environ-
ments. IoT data begins its life on the IoT device and moves across networks into 
applications, databases, files, and storage media. Protecting sensitive data wherever 
it exists ensures that organizations can meet industry regulations, such as HIPAA, 
while safeguarding data against malicious users and data breaches.

A pervasive encryption strategy necessitates a choice of strong algorithms and 
key sizes that stand against brute force attacks. Encrypting data in applications, 
databases, and files requires a robust cryptography infrastructure. Cryptographic 
engines may need to support high-performance transactions and high-security stan-
dards such as ISO 19790 and FIPS 140-2. Procedures for key management and 
disaster recovery must be well-defined and rehearsed prior to deployment.

The Internet of Things will continue to expand and the data which is communi-
cated between various computing systems and which resides in various locations 
must be safeguarded. How will you protect it?
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Chapter 12
Secure Distributed Storage for the Internet 
of Things

Sinjoni Mukhopadhyay

12.1  �Outline

With recent advances in machine-to-machine communication built on cloud com-
puting and networks of data-gathering sensors, the Internet of Things (IoT) has 
become an important part of the system and software community. IoT devices gen-
erate massive amounts of data which makes the cloud an ideal storage solution for 
such data. Although cloud storage may be preferred over on-premise storage due to 
its ease of access, low cost and delegated infrastructure management, IoT data stor-
age using a single cloud provider has several disadvantages. Relying on a single 
cloud provider to store all the data compromises data reliability while simultane-
ously sacrificing data availability. IoT devices generate different types of data, all of 
which are efficiently organized using different storage solutions. This chapter dis-
cusses leveraging distributed storage properties to securely store different types of 
IoT data while simultaneously ensuring data availability.

A few years ago, the idea of placing workloads on a single public or private cloud 
seemed very enticing; but since the introduction of hybrid cloud architectures [1], 
the choices in terms of the variety of services available has made it a more attractive 
option for many enterprises. As more enterprises are avoiding dependency on a 
single public cloud provider, cloud computing is making a shift towards the multi-
cloud strategy. The main difference between multi-cloud and hybrid cloud solu-
tions, in this author’s opinion, is the manner in which the resources are deployed in 
each model. Hybrid cloud solutions can consist of a combination of private and 
public cloud deployments, all a part of a single cloud service provider, or multiple 
private or public cloud deployments; whereas multi-cloud solutions can include 
either private or public cloud deployments belonging to different cloud service pro-
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viders. Additionally, all functions in a hybrid cloud are performed as a conjoint 
effort between public and private clouds, whereas in multi-cloud solutions different 
services are provided by different cloud vendors. Using a multi-cloud strategy has a 
certain degree of flexibility which allows the user to choose between a variety of 
features made available at the most competitive pricing. Organizations also believe 
that a multi-cloud strategy has other benefits like the following: it helps avoid ven-
dor lock-ins; it tackles cloud reliability; it allows organizations to pick between 
services that are best suited to their applications/workload, and in addition it also 
provides benefits of data sovereignty. Data sovereignty defines the idea that infor-
mation which has been stored in binary/digital form is subjected to the laws of the 
country in which it is located. The multi-cloud strategy allows organizations to 
leverage geographically dispersed clouds to meet data sovereignty requirements 
and improve the user experience.

Distributed cloud storage allows data to be stored across multiple storage serv-
ers, either belonging to the same cloud or belonging to different cloud providers. 
With data being distributed across servers, the following questions arise:

	1.	 How can this distributed data be recovered?
	2.	 How easily can an adversary regroup data chunks to steal the original data?
	3.	 How is data recovered if a subgroup of servers is failing?

This chapter discusses one such distributed storage technique that has major reli-
ability and availability advantages. After introducing the distributed storage tech-
nique, we go on to talk about how this technique answers each of these questions.

Secret-sharing is a distributed storage algorithm used to store data chunks across 
multiple servers. Each server has an erasure coded piece of the data, which reveals 
no information about the original data. Data can be recovered as long as a sufficient 
number of servers are functional and available. Additionally, in case of data breaches 
in a single server, the attacker only gets access to the piece of the data stored under 
that server, which does not provide sufficient information to generate the original 
data object. This chapter outlines the existing storage solutions for different types of 
IoT data. It outlines the limitations of the existing state of the art, while addressing 
the benefits of applying a secret-sharing based IoT data model.

12.2  �Background

Mark Hung, vice-president of Gartner Research stated that “The Internet of Things 
will have a great impact on the economy by transforming many enterprises into 
digital businesses and facilitating new business models, improving efficiency and 
increasing employee and customer engagement [2].” Based on reports provided by 
Gartner analysts, illustrated in Table 12.1 [3], looking into the future, there will be 
a 33.7% Compound Annual Growth Rate (CAGR) in units of IoT devices or con-
nected things, from 6.4 billion in 2016 to 20.4 billion in 2020, an overall increase of 
220%.
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The number is projected to rise beyond 2020, with an increased number of con-
sumers purchasing more IoT devices, and businesses spending more to develop and 
maintain such devices. In 2017, in terms of hardware spending, the use of connected 
things among businesses was expected to drive 964 billion dollars in total across the 
cross-industry and vertical-specific business segments as shown in Table 12.2.

IoT Endpoint Spending for Consumer applications was expected to amount to 
985 billion dollars in 2018. By the end of 2020, hardware spending from both seg-
ments is projected to reach nearly 3 trillion dollars. This predicted rise in the Internet 
of Things business will pave the way and define a mandate for optimizations of 
newer system and security technologies to make the future IoT devices more effi-
cient and secure. We will next explore the secure storage and cloud technologies 
which may be leveraged to meet this mandate.

12.2.1  �IoT Storage in the Cloud

The importance of data storage decisions stems from their implications in terms of 
application performance, data integrity, and data protection and restoration. The 
strategic decision to move from on-premise storage to cloud storage can be based on 
the initial costs, maintenance, type and amount of storage, that is, the Total Cost of 
Ownership (TCO) [4]. There are two main criteria that need to be kept in mind 
while selecting a storage solution, that is, security and cost. The nature of your data 
determines the best storage location for this data, such that this data can be accessed 
securely as required by the business without violating security and regulatory needs. 
The cost can be determined based on a detailed consumer needs (like expected 
latency and data availability) versus vendor study. This would include the analysis 

Table 12.1  IoT installed Base by Category (Millions of Units) and CAGR (Compound Annual 
Growth Rate) [3]

Category 2016 2017 2018 2020 CAGR (%)

Consumer 3963.0 5244.3 7036.3 12,863.0 34.2
Business: Cross-Industry 1102.1 1501.0 2132.6 4381.4 41.2
Business: Vertical-Specific 1316.6 1635.4 2027.7 3171 24.6
Grand Total 6381.8 8380.6 11,196.6 20,415.4 33.7

Table 12.2  Predicted rise in endpoint spending and CAGR (Millions of Dollars) [3]

Category 2016 2017 2018 2020 CAGR (%)

Consumer 532,515 725,696 985,348 1,494,466 29.4
Business: Cross-Industry 212,069 280,059 372,989 567,659 27.9
Business: Vertical-Specific 634,921 683,817 736,543 863,662  8.0
Grand Total 1,379,505 1,689,572 2,094,881 2,925,787 20.7
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of needs of different workloads and databases and their matched capabilities and 
costs with different cloud vendors.

In terms of system performance, hardware and software, system upgrades in the 
Cloud are much faster and inexpensive as compared to the months needed to upgrade 
on-premise storage. Disaster recovery in clouds is much more reliable in terms of 
the backup instances that are replicated in various physical locations, as compared 
to on-premise storage in tapes and disk backups. However, when it comes to secu-
rity, technologists are conflicted between choices. The Snowden breach [5] in 2013 
and the more recent Amazon Web Services (AWS) outage [6] in 2017 are two exam-
ples that prove that data is not secure whether on-premise or on the cloud.

The large volume and heterogenous types of data generated by the Internet of 
Things make the Cloud, with its high processing power, an  ideal solution that 
some enterprises choose to process this data rather than build huge amounts of in-
house capacity. Some examples of current cloud giants tackling IoT workloads are 
Microsoft’s Azure IoT solution accelerators [7], Amazon’s AWS IoT [8] and 
Google’s Cloud IoT [9]. In general, cloud computing resources are fairly inexpen-
sive in terms of availability and can also perform tasks rapidly. They easily adapt to 
the needs of each user that they serve, and the user location is generally irrelevant to 
the usage of the cloud from a technology perspective, but there sometimes could be 
regulatory implications. As long as you have the Internet, you can connect to the 
devices. 

Currently, both IoT devices and the Cloud need designers and programmers to 
fix various incompatibilities to make sure they can work together better in the future. 
Figure 12.1 shows the layers involved with IoT data storage in the cloud. In the 

Fig. 12.1  The Cloud is an efficient storage solution for the massive amounts of data generated by 
the Internet of Things [10, 11]
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future, some IoT devices will have increased device power to improve on-device 
data processing. Taking care of data processing and management on the device-
level would mean that the Cloud resources can focus on things like data security, 
availability and storage. On the other hand, the Cloud deployments need to securely 
transfer and store data that are being communicated from different devices in differ-
ent locations. In order to combine the flexibility and high computation power of the 
cloud with the intelligence of the IoT devices, new ways of analyzing and storing 
data is on the rise. This mitigates the dependency on cloud storage and enhances the 
role of IoT in performing computations and making decisions while staying closer 
to the end-user.

This new way is Edge [12] and Fog [13] computing. Instead of sending raw data 
off to the Cloud to be disseminated and analyzed, edge/fog computing is used for 
devices that require instantaneous or real-time decision making from their sensors 
in order for them to function correctly. An example of such a device is self-driving 
cars, which will create a new subsection of machine-to-machine communication in 
the form of vehicle-to-vehicle (V2V) communication. Any interactions with these 
cars will need to happen as close to real-time as possible. Edge computing moves 
data a far shorter distance, as compared to cloud, from the sensors themselves to 
local gateway device such as a switch or a router. This gateway device then per-
forms the necessary processes and analysis and sends back decisions to the IoT 
device quicker than via cloud computing. Typically, this is done by the IoT devices 
transferring the data to a local device that includes compute, storage and network 
connectivity in a small form factor. Data is then processed at the edge, and all or a 
portion of it is sent to the central processing or storage repository in a corporate data 
center, co-location facility or Infrastructure as a Service (IaaS) cloud. Edge comput-
ing has various use cases. One is when IoT devices have poor connectivity and it is 
not efficient for IoT devices to be constantly connected to a central cloud. Other use 
cases involve latency-sensitive processing of information. Edge computing reduces 
latency because data does not have to traverse over a network to a data center or 
cloud for processing, making it ideal for situations where latencies of milliseconds 
can be untenable, such as in financial services or manufacturing. Fog computing is 
a term derived from edge computing. Fog refers to the network connections between 
edge devices and the cloud. Edge, on the other hand, refers more specifically to the 
computational processes being done close to the edge devices.

12.2.2  �Security in the Internet of Things

The IoT industry at this time is in its infancy and has significant security and privacy 
implications. Matt Burgess mentions, “Everything that’s connected to the internet 
can be hacked, IoT products are no exception to this unwritten rule.” He further goes 
on to talk about the toy manufacturer Vtech, which lost the videos and pictures of 
children due to hackers compromising its insecure IoT systems [14]. Earlier, 
Wikileaks claimed that the CIA has been developing security exploits for a 
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connected Samsung television. The US director of national intelligence, James 
Clapper, predicted in 2016 that “In the future, intelligence services might use the 
Internet of Things for identification, surveillance, monitoring, location, tracking, 
and targeting for recruitment, or to gain access to networks or user credentials” [15].

In general, security is one of the biggest issues with the Internet of Things. Data 
collected by sensors may be extremely sensitive; for example, what we say or do at 
our own house, what we like and dislike, and our interests, to name a few. Security 
of such information is vital to consumer trust. But based on the track record pro-
vided by IoT devices, basic security concepts have been given little thought. The 
lack of patching capability in most IoT devices makes it hard to recover from soft-
ware flaws detected on a regular basis. Hackers have actively begun targeting IoT 
devices such as routers and webcams because the inherent lack of security in these 
devices makes them easy to compromise and roll up into giant botnets. In 2017, 
researchers found 100,000 webcams originating in China that could be hacked with 
ease [16]. Some of these NeoCoolCam devices were priced as low as 39 dollars and 
were purchased all around the world. They contained improper quality assurance at 
the firmware level, several bugs affecting their authentication mechanisms and other 
buffer overflow vulnerabilities [17]. In 2017, other IoT vulnerabilities around the 
world have been brought to light like the internet-connected smartwatches for chil-
dren, investigated by the Norwegian Consumer Council, that have been found to 
contain security vulnerabilities that allow hackers to track the wearer’s location, 
eavesdrop on conversations, or even communicate with the user [18]. Currently, the 
tradeoff between cost and security has made the abovementioned problems wide-
spread and intractable.

The Internet of Things bridges the gap between the digital world and the physical 
world, which means that hacking into devices can have dangerous real-world con-
sequences. For example; hacking into the sensors controlling the temperature in a 
power station could trick the operators into making a catastrophic decision about 
incorrectly modulating the temperature even when not needed; taking control of a 
driverless car could lead to major accidents and risks of losing lives. In short, people 
should understand that there are many different use cases for the Internet of Things, 
many of which are yet to be explored, and that this has the potential to positively 
and negatively impact our lives. This chapter aims to throw light on some of the use 
cases and explore potential solutions to the problems we may face in the future due 
to the inherent properties of the Internet of Things.

12.3  �Storage and the Internet of Things

IoT devices typically have limited data storage capabilities. Most of the data needs 
to be communicated using protocols such as Message Queuing Telemetry Transport 
(MQTT) [19] or Constrained Application Protocols (CoAP) [20], then further 
ingested by IoT services for additional processing and storage. MQTT is designed 
for connections with remote locations or  where network bandwidth is limited, 
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whereas CoAP is used for constrained devices that communicate within the same 
constrained network. Dealing with the increased volume of data has made it diffi-
cult to secure the data in storage and to maintain integrity and privacy of the data. 
Apart from the obvious “more data means more storage” problem, there is also the 
added problem of dealing with different types of data generated by these devices. 
First, there is large-file data, such as images captured from medical devices. This 
data type is typically accessed sequentially. The second data type is very small, for 
example, log-file data captured by sensors. These sensors, while small in size, can 
create billions of files that must be accessed randomly. Determining the type of data 
to be stored is an essential first step to finding an optimized storage solution. The 
final goal is to build a multi-tiered storage solution that will work well with all types 
of data.

12.3.1  �Existing Storage Technologies

Based on previously explained challenges with IoT data, storage solutions need to 
have three main properties: they need to securely store massive amounts of data, 
support horizontal scaling, and need to have the ability to deal with heterogeneous 
data resources. This section describes some existing storage technologies that are 
currently being applied to the Internet of Things.

 Fazio et al. propose a two-layer hybrid architecture based on both SQL-like, 
and XML-like non-SQL technologies to provide a scalable, efficient and elastic 
sensing service [21]. They represent heterogeneous monitoring devices and data 
using Sensor Web Enablement (SWE) specifications, which defines data encod-
ings and web services to store and access sensor-related data. Kang et al. propose 
a sensor-integrated radio frequency identification (RFID) data repository-imple-
mentation model using the MongoDB database [22]. They use a design based on 
horizontal data partitioning to maximize query speed and uniform data distribu-
tion over data servers. Gray et al. proposed a low complexity greedy distributed 
data replication mechanism to increase resilience and storage capacity of IoT 
based surveillance systems against node failure and local memory shortage [23]. 
Hu et al. introduce a ubiquitous data accessing method to deal with distributed 
storage of IoT based data in the healthcare area [24]. Teing et al. perform a foren-
sic investigation of peer to peer (P2P) cloud storage for IoT networks using 
BitTorrent as a case study outlining strengths and weaknesses of using P2P cloud 
for IoT networks [25].

Jiang et  al. talk about a database management model that combines multiple 
databases to store and manage structured IoT data [26]. They also propose a 
Representational State Transfer RESTful service generating mechanism to provide 
a hypertext transfer protocol (HTTP) interface for those applications that access the 
data stored based on their framework. Liu et al. propose a storage management solu-
tion based on NoSQL called IOTMDB [27]. Apart from handling large-scale data, 
this solution also tackles data sharing and collaboration. They also provide a query 
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mechanism to easily search and locate their shared data. Raj et al. go in a different 
direction as compared to literature around the time and exploit a document-oriented 
approach to propose a system that supports both heterogeneous and multimedia data 
[28]. They built their storage solution on top of the CouchDB database server and 
used a RESTful API to provide a rich set of features that targeted generic IoT appli-
cations. Distributed storage techniques came into the picture long before systems 
engineers started using secret- sharing to store their data.

Shyu et al. modify Shamir’s secret-sharing [29] to utilize all coefficients in poly-
nomials for larger data capacity at the data level [30]. Additionally, they use a dis-
tributed IoT storage infrastructure to provide scalability and reliability at the system 
level. Multiple IoT storage servers are aggregated to improve storage capacity, 
whereas individual servers can join and leave freely for flexibility at the system 
level. The importance of securely storing data is increasing as the amount of data 
produced by IoT devices is increasing. Satarkar et  al. propose a secure storage 
architecture for IoT data, that combines Rivest–Shamir–Adleman (RSA) and AES 
to encrypt different files, of different sizes and contents [31]. Jararweh et al. sim-
plify IoT management by proposing a software-defined based framework model to 
securely store data produced by IoT objects [32]. Shafagh et al. use blockchain, as 
an auditable and distributed access control layer on top of the storage layer, to 
enable secure and resilient access control management [33]. Their system accom-
modates for IoT data streams where streams are chunked, compressed, and encrypted 
in the application layer and authorized services are granted access only to the 
decryption keys.

12.4  �Secret-Sharing

First invented by Adi Shamir and George Blakley in 1979, secret-sharing refers 
to all methods that can be used to distribute a secret among multiple participants 
in a group, such that each participant in the group only has a share of the secret 
and not the entire secret. The secret can be regenerated with the sufficient num-
ber of shares and individual shares are meaningless on their own. Figure 12.2 
shows an overview of the secret-sharing technique. The regeneration of the 
secret is determined by a threshold scheme (T, N), where N is the total number 
of shares in the secret and T is the sufficient number of shares needed to regener-
ate the secret. Secret-sharing can be used as an alternative to traditional encryp-
tion techniques that tradeoff between confidentiality and reliability. The choice 
associated with storing an encryption key securely is either keeping a single 
copy of the key in one location for maximum confidentiality or having multiple 
copies of the key in different locations for maximum reliability. A single copy 
of the key for confidentiality allows for a single point of compromise and steal-
ing that key would result in a storage system breach. Secret-sharing allows 
administrators to avoid key management issues. Having multiple copies of the 
key for reliability would allow an adversary to steal any of the copies which 
would lead to a breach of the storage system.
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12.4.1  �Math Behind Secret-Sharing

The secret-sharing problem arises when a secret requires a certain number of par-
ticipants to be mandatorily present before it can be revealed. Imagine a dying person 
who wants to leave his estate and wealth to his five children. He wants to make sure 
that the four older children do not end up bullying the youngest child to avoid giving 
him his share of riches. Therefore, the person makes a will stating their shares and 
locks it up. He splits the key into five parts such that the will can only be accessed 
when all five children are present and willing to unlock the box. We assume the will 
to be an integer S, that is the secret, the number of participants N or 5 in the case of 
this example and a minimum number of participants required for reconstruction T 
or 5 in the case of this example. The minimum number of participants required for 
reconstruction can be less than the value of N.

“The Mathematics of Secret Sharing” defines the math through a distributing 
algorithm and the reconstruction algorithm [34]. The distributing algorithm D 
accepts inputs S, N, T and produces an output list of N numbers D(S, N) = {x1, x2,…, 
xN}. These represent the secrets distributed to the N participants. The reconstruction 
algorithm R accepts T numbers {y1,…, yT} as input and gives an output number M. 
These algorithms are designed to hold two main properties:

•	 Knowledge of T or more shares makes S easily computable.
•	 Knowledge of less than T shares leaves S completely undetermined.

The main idea behind the secret sharing protocol is a polynomial interpolation. 
Polynomial interpolation states that given k + 1 points on a plane with x distinct 
values, there is a unique degree k polynomial. As a byproduct of this statement, 
there are infinitely many degree k + 1 polynomials that pass through the same points. 
The proof that such a polynomial definitely exists is divided into two parts, proof of 

SECRET SECRET

SHARES

THRESHOLD (T,N)

TOTAL N SHARES

ANY T SHARES 

Fig. 12.2  Shamir’s secret-splitting generates N equal-sized object shares out of which any 
T shares are both necessary and sufficient to rebuild the original object
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existence for the polynomial and proof of uniqueness for the polynomial. Refer to 
article “Proof of existence and uniqueness using splitting fields” for mathematical 
proofs of uniqueness and existence [35].

12.4.2  �Types of Secret-Sharing

Secret-sharing has been built to provide a tradeoff between security and perfor-
mance. The two main subclasses of secret-sharing are information-theoretically 
secure and computationally secure secret-sharing. Information-theoretically secure 
is when any number of shares less than the defined threshold is insufficient to gener-
ate the original data. The limitation of this type of secret-sharing is that each object 
share is of the same size, which means that the storage and transmission bandwidth 
required by the shares is equivalent to the size of the secret times the number of 
shares. In computationally secure secret sharing, shares are a fraction of a size of the 
secret. This uses repeated polynomial interpolation making the computations more 
complex and time-consuming, therefore allowing for data to be more secure. This 
can be used for secure information dispersal on the Web and in sensor networks.

Trivial secret-sharing has three types with threshold T = 1, T = N and 1 < T ≤ N. 
For T = 1 trivial secret-sharing, the secret can be distributed to all N participants. For 
T = N trivial secret-sharing, all shares of the secret are needed to reconstruct the 
secret. Trivial secret-sharing for 1 < T ≤ N is where the complexity begins as we 
have to construct a secure secret-sharing scheme without needing all shares of the 
secret to rebuild the secret. Shamir came up with an information-theoretically secure 
secret-sharing scheme that uses Lagrange Interpolation and the size of each share 
does not exceed the size of the secret. The advantage of Shamir’s secret-sharing is 
that keeping T constant, shares can easily be added or removed without affecting 
other shares. Proactive secret-sharing allows users to change threshold number with 
every update of the system but expects them to keep track of malicious users keep-
ing expired shares. The verifiable secret-sharing scheme guarantees users that the 
other users in the group are not concealing or lying about the contents of their 
shares. Any of the above-mentioned types of secret-sharing can be used based on 
the type of data we choose to secure.

12.4.3  �Applications of Secret-Sharing

Secret-sharing has been used as a method of secure information dispersal for a lot 
of different types of data. For example, for archival storage systems, it is preferable 
to use the information-theoretically secure secret-sharing over computationally-
secure secret-sharing. This is because our adversary is assumed to have unlimited 
computation power and time, which means that given enough time he will eventu-
ally be able to compute the secret. However, a short-term data storage system can be 
secured by just using computationally secure secret-sharing.
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Apart from archival storage secret-sharing has had many other applications 
(e.g., storing multimedia data). Shyu et al. talk about parallel implementations of 
Shamir’s threshold secret-sharing scheme using sequential Central Processing Unit 
(CPU) and parallel Graphics Processing Unit (GPU) platforms to show that GPU 
can achieve a lucrative speedup over CPU when dealing with shared multimedia 
data [29]. Roy et al. have used (k, n) image secret sharing that involves sharing of 
a secret image into n number of pieces called shadow images in such a way that k 
or a greater number of shares can retrieve the original image [36]. They have pro-
posed a (3, 4) image secret sharing scheme that has adopted the concept of visual 
cryptography over the 2X2 block. Security of the system is enhanced by scram-
bling the blocks using a pseudo-random sequence. Chen and Wu introduce a secure 
Boolean-based secret image sharing scheme which uses a random image generat-
ing function to generate a random image from secret images or shared images [37]. 
This efficiently increases the sharing capacity or storage bandwidth that is used to 
share the random image. Ching tackles Chen and Wu’s inaccurate multi-secret 
image sharing (MSIS) by proposing a strong threshold (n, n) MSIS scheme without 
leaking partial secret information from (n − 1) or fewer shared images. Komargodski 
et al. [38] construct a computational secret-sharing scheme for any monotone func-
tion in non-deterministic polynomial-time (NP) assuming witness encryption for 
NP and one-way functions. This results in a completeness theorem for secret-shar-
ing where the computational secret-sharing scheme for any single monotone 
NP-complete function implies a computational secret-sharing scheme for every 
monotone function in NP.  Huang et  al. [39] propose secret sharing schemes to 
improve decoding bandwidth. Additionally, they consider the setting of secure dis-
tributed storage where the proposed communication efficient secret sharing 
schemes not only improve decoding bandwidth but further improve disk access 
complexity during decoding. Rawat et al. [40] talk about the centralized multi-node 
repair (CMR) model wherein multiple storage nodes can be reconstructed simulta-
neously at a centralized location, but there is a tradeoff between the amount of data 
stored and repair bandwidth. They provide another application of secret sharing in 
communication, where the codes for the multi-node repair problem are used to 
construct communication efficient secret sharing schemes with the property of 
bandwidth efficient share repair. Bai et al. propose a computationally secure and 
non-interactive verifiable secret sharing scheme that can be efficiently constructed 
from any monotone Boolean circuit [41]. Harn uses Lagrange’s components, which 
are a linear combination of shares, to reconstruct a secret [42]. They extend their 
scheme to multi-secret sharing schemes as well. They compare existing multi-
secret sharing schemes based on cryptographic assumptions like secure one-way 
function or solved discrete logarithm problem. Hadavi et al. present multiple parti-
tioning methods that enable clients to efficiently search among shared secrets while 
preventing inference attacks on the part of data servers, even if they can observe 
shares and queries [43].

12  Secure Distributed Storage for the Internet of Things



170

12.5  �Secret-Sharing for the Internet of Things

Massive amounts of data from the Internet of Things are being stored on the cloud. 
Secret-sharing can be used with multiple deployments of the cloud to save cost 
while simultaneously improving the security of the data. Data can be grouped based 
on how frequently it is accessed or how secure it needs to be. The two kinds of 
deployments we talk about here are the hybrid cloud deployment and the multi-
cloud deployment. Hybrid clouds can use a combination of private and public 
clouds to store all shares of data from IoT devices. Public clouds offer features such 
as scalability, low cost, and flexibility, while private clouds offer features like secu-
rity, customization, enhanced control, and predictable costs. For example, if we 
were to look at an IoT network that consisted of devices that generated real-time 
data and data that needs to be stored long term, Figure 12.3 shows how the data may 
be distributed among multiple cloud instances.

For data that needs to be stored long-term, secret-sharing can be performed, and 
less than the threshold number of shares can be stored in a public cloud and any 
shares larger than that number can be stored in the private cloud. The main benefit 
of such a model would be that we can reduce the cost of storing an object by distrib-
uting shares between the private cloud and the cheaper public cloud. Additionally, 
our objects will be secured as part of the shares that are in the more secure private 
cloud. In case of a breach in the public cloud, shares stolen by an adversary would 
be less than the threshold number and therefore not useful in rebuilding the object 
(we are assuming here that private cloud is more secure than public cloud). A multi-
cloud deployment can be used to prevent users from trusting a single cloud provider 
to store their data securely. Such a model could enhance data privacy by distributing 
object shares among multiple cloud providers, and may also be fault tolerant towards 
server downtimes or failures. Every provider would have shares of the data, but not 
a sufficient number of shares needed to rebuild the original data object. This model 
can be used to store any generated data that does not need to be immediately sent to 
the devices as feedback.

Fig. 12.3  IoT data storage using hybrid cloud or multi-cloud architectures
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12.6  �Conclusion

Storage systems for data produced by the Internet of Things need to provide proper-
ties like data security, availability, and scalability, and also be able to handle hetero-
geneous types of data. Cloud storage is an efficient way to store the massive amounts 
of data being generated by IoT devices as it has provisions for all the above proper-
ties. This chapter highlights issues with current storage techniques for IoT data and 
suggests secret-sharing as an efficient way to securely store such data on the Cloud. 
Secret-sharing is a distributed storage technique that not only stores data securely 
but also provides data availability. Additionally, the different types of secret-sharing 
techniques (information-theoretically secure and computationally secure) make it 
an ideal solution for both long- and short-term storage of data. In this chapter, we 
hypothesize about two secure distributed cloud storage models- a hybrid cloud 
model and a multi-cloud model, each of which has different advantages (cost versus 
availability). Both models may perform computations on gateway devices and 
therefore can work with IoT devices that have a wide range of computing power. 
Our proposed storage models could prove to be extremely efficient and secure for 
the recently rising IoT ecosystems used to run smart cities and smart hospitals.
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Chapter 13
Profiles of Women Securing the Future 
with TIPPSS for IoT

Florence D. Hudson

13.1  �Introduction

This book celebrates the wise wonderful women who are working on securing the 
future through their work in TIPPSS—trust, identity, privacy, protection, safety and 
security—related to the Internet of Things [1–4]. They are technologists, astrophys-
icists, aerospace engineers, computer scientists, biochemists, cybersecurity profes-
sionals, experts in identity and access management (IAM), policy experts, lawyers, 
judges, students, and venture capitalists, with experience in industry, academia, and 
government. The majority have a doctorate degree. They are very accomplished, 
and impassioned to make the world a better, safer place. They are leaders in their 
field, and in their communities, in their countries, and across the world. As you read 
these women’s stories, please think about how we can inspire more young girls and 
women to pursue their professional and personal passion, to be our leaders of tomor-
row. Let them inspire you to join the world of TIPPSS and the Internet of Things, to 
make the world a better and safer place.

13.2  �Author Profiles of Women Securing the Future 
with TIPPSS for IoT

Alicia D. Johnson is the resilience and recovery manager for the San Francisco 
Department of Emergency Management. Her work uses human-centered design 
principles to build collaborative relationships between the community and disaster 
responders to better protect the people and places we value. She has responded to 
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numerous disasters and large events including the 2008 Democratic National 
Convention, 2012 Superstorm Sandy, 2015 Supreme Court Ruling on Gay Marriage 
and San Francisco PRIDE Celebration, 2016 Super Bowl 50, 2017 UPS Active 
Shooter, and the 2017 Northern California Fires. She regularly serves as an 
Emergency Operations Center Manager for the City of San Francisco. Her work has 
inspired countless communities to educate their residents about disaster prepared-
ness using connection rather than fear. She received her bachelor’s degree in com-
munications and political science and master’s in Public Administration from the 
University of Colorado. She currently serves as a Senior Fellow for the West Big 
Data Innovation Hub [5]. When she is not in the Emergency Operations Center, 
Alicia can easily be found camera in hand, documenting the world around her [6, 7].

Britt Danneman is an investor at the Los Angeles-based venture capital firm Alpha 
Edison [8]. She primarily invests at the Seed to Series B stages to help set business 
model, fundamental strategy, team, and capital plan. She invests thematically, with 
one such focus on trust. Prior to joining Alpha Edison, Britt worked in distressed 
and middle market investing at Bain Capital Credit in Boston. She also worked in 
corporate development and strategy in San Francisco at the fintech startup Funding 
Circle. She received her MBA from Harvard Business School and undergraduate 
degree in Finance and Management from The Wharton School at The University of 
Pennsylvania [9].

Hon. Cynthia D. Mares, Esq., is a district court judge in the 18th Judicial District 
of Colorado. She is Senior Legal Advisor and Advisory Board Member for Axon 
Global [10], a cybersecurity company located in Houston, Texas. She is also Vice 
Chair for the Colorado Gaming Commission. Judge Mares is a 2016 alumna of the 
Harvard Kennedy Executive Education program and a governance fellow with the 
National Association of Corporate Directors since 2016. She is past president of the 
Hispanic National Bar Association and Colorado Hispanic Bar Association [11].

Edna Conway serves as Cisco’s chief security officer, Global Value Chain, creating 
clear strategies to deliver secure operating models for the digital economy [12]. She 
has built new organizations delivering cyber security, compliance, risk management, 
sustainability and value chain transformation. She drives a comprehensive security 
architecture across Cisco’s third-party ecosystem. Recognition of her industry lead-
ership includes: membership in the Fortune Most Powerful Women community, a 
Fed 100 Award, Stevie “Maverick of the Year Award,” a Connected World Magazine 
“Machine to Machine and IOT Trailblazer” Award, an SC Media Reboot Leadership 
Award, a New Hampshire TechProfessional of the Year Award, and CSO of the Year 
Award at RSA. She holds a JD from the University of Virginia School of Law, and a 
bachelor’s degree from Columbia University, with executive education at Stanford 
University, MIT and Carnegie Mellon University. Prior to Cisco, she was a partner in 
an international private legal practice and served as Assistant Attorney General for 
the State of New Hampshire [13].

Eysha Shirrine Powers is a senior software engineer at IBM Corporation [14]. She 
is a cryptographic software developer with 15  years of experience in IBM Z 
Cryptography and Security. She joined IBM with a bachelor of computer science 
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from the University of Illinois at Urbana-Champaign. After joining IBM, she con-
tinued her education with a master of information technology from Rensselaer 
Polytechnic Institute. Eysha is a prominent speaker for IBM Z Crypto at confer-
ences in the USA and abroad, and has several cryptography patents [15].

Fen Zhao is an early stage investor and head of data science research at Alpha 
Edison [8]—a Los Angeles, CA-based venture capital firm investing in tech-driven 
industry transformations. Alpha Edison is focused on redesigning the machinery of 
cognition to reduce the noise that has overwhelmed most venture capital investment 
strategies and to remove cognitive biases in decision making. Prior to joining Alpha 
Edison, Fen Zhao developed public private partnerships at the National Science 
Foundation [16] in the areas of data science and cybersecurity. She created and led 
the Big Data Hubs and Spokes Program and was the program coordinator for the 
Secure and Trustworthy Cyberspace (SaTC) program. During the Obama 
Administration, Dr. Zhao was an AAAS Fellow at the White House Office of 
Science and Technology Policy (OSTP) working on national security S&T issues. 
Before her work in the public sector, Dr. Zhao was an associate with McKinsey and 
Company’s Risk Management Practice, serving public sector clients with a focus on 
mortgage and debt markets. Fen received her PhD in Computational Astrophysics 
from Stanford University and her BS in Physics and Mathematics for Computer 
Science from MIT. Her doctoral research was conducted at the Kavli Institute for 
Particle Astrophysics and Cosmology at SLAC National Accelerator Labs, where 
she developed supercomputing astrophysical simulations of magnetic fields within 
the early universe. She is a native New Yorker [17].

Florence D.  Hudson is founder and CEO of FDHint, LLC [18] consulting in 
advanced technologies and diversity & inclusion. Formerly IBM [14] vice-president 
and chief technology officer, Internet2 senior vice president and chief innovation 
officer, and an aerospace engineer at Grumman and NASA, she is special advisor 
for the NSF Cybersecurity Center of Excellence at Indiana University [19], and 
Northeast Big Data Innovation Hub at Columbia University. She serves on Boards 
for Princeton University, Cal Poly San Luis Obispo, Stony Brook University, and 
Union County College. She is cofounder of IEEE-ISTO Blockchain in Healthcare 
Global [20], and on the Editorial Board for Blockchain in Healthcare Today. She 
graduated from Princeton University with a BSE in Mechanical and Aerospace 
Engineering, and attended executive education at Harvard Business School and 
Columbia University [21].

Grace Wilson Caudill is a USAID (United States Agency for International 
Development) [22] scholar and an NSF EPSCoR (National Science Foundation 
Experimental Program to Stimulate Competitive Research Fellow). During her aca-
demic tenure she conducted research on wireless sensor motes, performing data 
analytics on airport runway surface conditions, and data modeling on big datasets. 
She attended Kentucky State University, a Historically Black College or University 
(HBCU) in Frankfort, Kentucky, where she earned an Associate of Science degree 
in Electronics Technology, two bachelor of science degrees in Computer Science 
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and Network Engineering, and a master of science degree in Information Security 
and Assurance. Grace enjoys learning and engaging in bleeding-edge research, she 
has embarked on earning her PhD in Cybersecurity. She engages as a consultant 
with businesses and individuals on Cybersecurity for a Women-owned Small 
Business—FSS Technologies (FSST). Grace currently functions in the role of IT 
Auditor Principal, focusing on Cybersecurity at the University of Kentucky. She 
volunteers as a YMCA Certified Level II Swim Official for Kentucky and Ohio. 
Alongside her career and scholarly endeavors she enjoys hiking, and playing vol-
leyball and recreational golf. Grace recently held the position of Cyberinfrastructure 
Engineer and Campus Champion on an NSF grant aimed at improving and support-
ing the cyberinfrastructure forays of researchers and students at universities. She 
has presented at the national level in higher education at various conferences; where 
she served as lead chairperson in conducting Birds-of-a-Feather (BoF) forums, 
leading presentations, participating in workshops and hosting scholarly discussions 
centered around High Performance Computing, Cyberinfrastructure, and 
Cybersecurity [23].

Hannah Short specializes in Trust, Identity and Security for Science. Although 
based at the European Organisation for Nuclear Research (CERN) [24], on the bor-
der of Switzerland and France, she spends most of her time collaborating with a 
network of colleagues from the Research and Education sector around the globe. 
After completing a master’s degree in astrophysics, Hannah decided to pursue her 
newfound interest in programming by becoming a software developer. Since that 
point life has brought many and varied projects in commercial and research organi-
zations leading to her current position at CERN. As more of our lives are spent 
online, security and privacy have become areas that Hannah prioritizes, for both the 
technical and ethical challenges. A particular topic of focus is security for distrib-
uted authentication systems, for which Hannah received a GÉANT [25] Community 
Award following her contribution to a trust framework for security incident response. 
In addition, Hannah chairs the Steering Committee for the WISE Community, Wise 
Information Security for collaborating E-Infrastructures [26]. WISE provides a 
forum for security representatives from e-Infrastructures to share best practices and, 
most importantly, to meet face-to-face and build trust between one another. In her 
home life, Hannah fills her days with mountain sports and introducing the next gen-
eration of ladies to coding—hopefully before they too reach university! Computing 
outreach events for female students were directly responsible for her transition into 
software and Hannah hopes to pay on the favor [27].

Joanna Lyn Grama, JD, CISSP, CIPT, CRISC, is a senior consultant with Vantage 
Technology Consulting Group [28], where she advises clients on information secu-
rity policy, compliance, governance, and data privacy issues. Never content to con-
fine her interests to a single bucket, Joanna grew interested in information security, 
privacy, and related legal and policy issues in higher education as a “second career.” 
Technology development moves quickly and the law often has trouble keeping up 
with the pace of change. Taking advantage of job opportunities, formal and informal 
networks, classes, volunteer opportunities, and mentor opportunities, Joanna was 
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thrilled to share what she learned in the textbook, LEGAL ISSUES IN 
INFORMATION SECURITY (Second edition, 2014). Prior to joining Vantage she 
was the Director of the EDUCAUSE [29] Cybersecurity and IT GRC (governance, 
risk, and compliance) Programs, which are designed to serve higher education IT 
professionals with resources, learning and professional development opportunities, 
and a strong peer network. She is a member of the US Department of Homeland 
Security’s Data Privacy and Integrity Advisory Committee, appointed to committee 
by former Secretary Janet Napolitano, and serves as the chairperson of its technol-
ogy subcommittee [30]. Joanna received her J.D. from the University of Illinois 
College of Law with honors and a B.A. in international relations from the University 
of Minnesota [31].

Karen Herrington is the director of information technology analytics and visualiza-
tion at Virginia Polytechnic Institute and State University, also known as Virginia 
Tech [32]. An Information Technology professional with over 30 years of experience, 
she is a proven leader, having been at the forefront of enabling transformative tech-
nologies in both the private sector and the Higher Education arena. Karen’s areas of 
expertise include identity management, Internet of Things, multifactor authentica-
tion, data management and analytics. She holds both a master’s and a bachelor’s 
degree in computer science from Mississippi State University [33].

Kim Milford began serving as executive director of the Research & Education 
Networking Information Sharing & Analysis Center (REN-ISAC) at Indiana University 
(IU) in 2014 [34]. She works with members, partners, sponsors, and advisory commit-
tees to direct strategic objectives in support of members, providing services and infor-
mation that allow higher educational institutions to better defend local technical 
environments, and is responsible for overseeing administration and operations. She led 
an eMBA course, “Managing Information Risk and Security” for IU’s Kelley School of 
Business. Since joining Indiana University in 2007, Ms. Milford has served in several 
roles leading strategic IT initiatives. As Chief Privacy Officer, she coordinated privacy-
related efforts while serving on IU’s Assurance Council, chairing the Committee of Data 
Stewards, and directing the work of the University Information Policy Office including 
IU’s IT incident response team. From 2005 to 2007, Ms. Milford worked as Information 
Security Officer at the University of Rochester leading an information security program 
that included disaster recovery planning, identity management, incident response, and 
user awareness. In her position as Information Security Manager at University of 
Wisconsin-Madison from 1998–2005, she assisted in establishing the university’s infor-
mation security department and co-led in the development of an annual security confer-
ence. Ms. Milford provides cybersecurity, information policy, and privacy expertise and 
presentations at national and regional conferences, seminars and consortia. Ms. Milford 
has a B.S. in Accounting from Saint Louis University in St. Louis, Missouri and a J.D. 
from John Marshall Law School in Chicago, Illinois [35].

Licia Florio works for the GÉANT Association [25], as a senior trust and identity 
manager. Over the last 15 years, Licia has been involved in many key initiatives that 
make up the current European and global Authentication and Authorisation 
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Infrastructure for Research & Education (R&E). She supported the Task Force that 
produced the first eduroam (federated access to wireless networks) pilot—a service 
that now counts tens of thousands of hotspots in 89 countries across the world; she 
led the working group that created REFEDS (the Research and Education 
FEDerations Group) [36], the global forum that gathers R&E identity federations 
that now consists of 90 R&E Identity federations worldwide; she managed the 
European Funded project on Authentication and Authorisation for Research 
Collaboration (AARC) to enable federated access for large-scale research collabo-
rations. Currently she co-leads the Trust and Identity activities in the context of the 
GÉANT project, the pan-European data network for the research and education 
community. In June 2018, Licia was awarded the prestigious Medal of Honour by 
the Vietsch Foundation [37] that supports research and development of advanced 
internet technology for scientific research and higher education [38].

Meredith M. Lee is the founding executive director of the West Big Data Innovation 
Hub [5], a venture launched with support from the National Science Foundation to 
build and strengthen partnerships across industry, academia, nonprofits, and govern-
ment. Based at the University of California—Berkeley [39], Dr. Lee collaborates 
globally as part of a national network of Big Data Innovation Hubs to address sci-
entific and societal challenges. Her work focuses on translational data science, 
including initiatives in Smart and Connected Communities, Water, Disaster 
Recovery, Health, and Education. She currently leads the Women in Data Science 
(WiDS) Datathon, a hands-on feature of the Global WiDS Conference that reached 
more than 100,000 participants and 150 cities in 2018 [40]. Meredith was previ-
ously an AAAS Science & Technology Policy Fellow at the Homeland Security 
Advanced Research Projects Agency, guiding strategic programs in graph analytics, 
risk assessment, machine learning, data visualization, and distributed computing. 
Under the Obama Administration, she led the White House Innovation for Disaster 
Response & Recovery Initiative and contributed to several science, technology, and 
open data/open government initiatives. Meredith completed her B.S., M.S., and 
Ph.D. in Electrical Engineering at Stanford University, and holds a US Patent from 
her postdoctoral research at the Canary Center for Cancer Early Detection. Her 
formative experiences have included working on satellite communications at MIT 
Lincoln Laboratory, real-time data monitoring at Agilent Laboratories, nanofabrica-
tion at IBM T.J. Watson Research Center, and microprocessors at Intel. She has 
taught Human-Centered Design and Innovation at Stanford as well as in govern-
ment and continues to advise organizations with efforts involving technology, data 
science, multistakeholder collaboration, and entrepreneurship. Meredith cofounded 
the nonprofit NationOfMakers.org, and supports STEM efforts through serving on 
advisory boards including NASA DIRECT STEM, the Optical Society of America, 
and the National Leadership Council for the Society for Science and the Public. Her 
work has been featured by whitehouse.gov, ArsTechnica, The Washington Post, 
Forbes, WIRED, Bloomberg, and Nature [41].

Qi Pan is a digital media associate on the Future Leaders Programme at 
GlaxoSmithKline (GSK), a world-leading healthcare company [42]. She was the 
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General Data Protection Regulation (GDPR) [43] expert for Consumer Healthcare 
Tech, responsible for training and successfully rolling out GDPR-compliant tech-
nologies to the GSK Consumer Healthcare salesforce across EU markets in 2018. 
Qi organizes thought-leadership debates in GSK, where external experts are invited 
to bring the outside in and inspire transformative ways to benefit consumers and 
patients. Prior to GSK, Qi studied Molecular and Cellular Biochemistry at the 
University of Oxford, graduating with an MBiochem for her research into the role 
of epigenetics in X chromosome inactivation. Aside from work, Qi is a staunch 
advocator of inclusion and diversity with a focus on women in STEM [44].

Sinjoni Mukhopadhyay is a fourth-year computer science PhD candidate at the 
University of California, Santa Cruz [45]. Prior to beginning her PhD career, she 
completed her bachelor’s degree in electronics and telecommunication from India, 
followed by her master’s (Efficient Reconstruction Techniques for Disaster Recovery 
in Secret-Split Datastores) in computer science from the University of California, 
Santa Cruz. Sinjoni’s areas of interest include storage security, archival storage, 
distributed storage, and cloud storage. She is currently working on building a self-
improving synthetic workload generator using neural networks that can generate 
workloads which can be used to test predicted future systems. In her free time she 
usually reads novels, paints, or practices Indian classical dance forms like bharata 
natyam and odissi [46].

Soody Tronson With over 25 years of operational experience in technology, busi-
ness, management, and law in start-up and fortune 100 companies, Soody’s strate-
gic insight coupled with her practical approach is her key asset, whether acting as 
counsel and advisor or leading her own ventures. After holding technical and man-
agement positions at Schering Plough and HP where she developed and took several 
products to market; and practicing law at Hewlett-Packard Inc., a successfully 
acquired medical device start up, and two national law firms, Heller Ehrman and 
Townsend and Townsend; she formed the boutique intellectual property law firm, 
STLGip [47], which counsels domestic and international clients in IP and technol-
ogy transactions in a wide range of technologies. Soody is who you could call a 
Renaissance woman with a strong sense of community. She serves in board, advi-
sory, and leadership capacities with several organizations including STEM to 
Market national accelerator created by the Association of Women in Science, 
California Lawyers Association Executive Committee of the Intellectual Property 
Section, Licensing Executives Society USA/Canada Women in Licensing 
Committee, and the Palo Alto Area Bar Association. Currently, Soody, in her role as 
a licensing executive, is leading efforts to provide best practices and recommenda-
tions on streamlining data sharing agreements. In this effort, she is working with the 
Northeast and West Big Data Innovation Hubs and the Licensing Executives Society. 
On the civic side, Soody is a Commissioner with the City of Menlo Park in California 
and an active hands-on volunteer with several civic organizations including Defy 
Ventures, an entrepreneurship, employment, and character development training 
program for currently and formerly incarcerated men, women, and youth. Soody is 
also founder and CEO of a consumer medical device company, Presque, developing 
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wearable technologies to help mothers get their babies off to a healthy start. She is 
also the cofounder of HighNoteCoffee Co., a third-wave coffee roasting company in 
Silicon Valley. Soody holds a J.D., an M.S. in industrial chemistry, and a B.S. in 
chemistry, and is licensed to practice before the State of California and the US 
Patent and Trademark Office. She is a named inventor on numerous patents and pat-
ent applications covering polymer chemistry, medical devices, printing mecha-
nisms, fluid delivery systems, sensor design, and consumer products [48].
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