
Behavioural Biometric Continuous User
Authentication Using Multivariate
Keystroke Streams in the Spectral

Domain

Abdullah Alshehri1(B), Frans Coenen2, and Danushka Bollegala2

1 Department of Information Technology, Albaha University, Albaha, Saudi Arabia
2 Department of Computer Science, University of Liverpool, Liverpool, UK
aashehri@bu.edu.sa, {coenen,danushka.bollegala}@liverpool.ac.uk

Abstract. Continuous authentication is significant with respect to
many online applications where it is desirable to monitor a user’s identity
throughout an entire session; not just at the beginning of the session. One
example application domain, where this is a requirement, is in relation
to Massive Open Online Courses (MOOCs) when users wish to obtain
some kind of certification as evidence that they have successfully com-
peted a course. Such continuous authentication can best be realised using
some forms of biometric checking; traditional user credential checking
methods, for example username and password checking, only provide for
“entry” authentication. In this paper, we introduce a novel method for
the continuous authentication of computer users founded on keystroke
dynamics (keyboard behaviour patterns); a form of behavioural biomet-
ric. The proposed method conceptualises keyboard dynamics in terms of
a Multivariate-Keystroke Time Series which in turn can be transformed
into the spectral domain. The time series can then be monitored dynami-
cally for typing patterns that are indicative of a claimed user. Two trans-
forms are considered, the Discrete Fourier Transform and the Discrete
Wavelet Transform. The proposed method is fully described and eval-
uated, in the context of impersonation detection, using real keystroke
datasets. The reported results indicate that the proposed time series
mechanism produced an excellent performance, outperforming the com-
parator approaches by a significant margin.

Keywords: Biometrics · Continuous authentication ·
Keystroke dynamics · Keystroke time series

1 Introduction

Recent decades have seen a considerable increase in the popularity of digital
learning. Digital learning, also referred to as online education and eLearning,
refers to internet facilitated education, as opposed to traditional face-to-face
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classroom-style education. A current example is the prevalence of MOOCs (Mas-
sive Open Online Courses) where students learn at their own pace and withdraw
openly and freely [7]. The increasing popularity of digital learning, whatever
form this might take, has resulted in an increasing number of people who wish
to attain some kind of certification as evidence of successful completion of (say)
an online programme. One mechanism for doing this is in the form online assess-
ments and exams which students take remotely. Consequently, user authentica-
tion has become an issue [14,25,28]; certification providers need systems in place
to confirm that the person taking an online assessment/exam is who they say
they are.

Today, the vast majority of digital learning systems depend on traditional
(log-in) credentials, such as passwords and usernames, for authentication. How-
ever, this means that the identity of students is only authenticated at the start
of an eLearning assessment. The utilisation of this form of authentication is
obviously inadequate with respect to what is known as “insider attacks”. The
form of insider attack most relevant to eLearning is impersonation, where an
imposter poses as the real user when performing some kind of remote assess-
ment. Therefore, a major issue with respect to digital learning systems is how to
continuously confirm that a student taking an assessment is who they say they
are. This means, not only that students need to be authenticated at the start
of each assessment, but throughout the course of the assessment; continuous
authentication of student identity is thus required.

Continuous authentication can best be realised using some forms of Biomet-
ric checking system [36], because such systems operate using features that are
inherent to the user [33]. Moreover, Biometrics can produce strong authenti-
cation solutions comparing to other forms of authentication [4]. Biometrics, in
general, can be categorised as follows:

1. Physiological Biometrics: Physiological biometrics are the organic char-
acteristics of an individual. Well known examples include: (i) iris recognition
[40], (ii) face recognition [32] and (iii) fingerprint recognition [26].

2. Behavioural Biometrics: Behavioural biometrics are concerned with the
manner in which individuals perform certain tasks. Examples include: (i)
keystroke dynamics (typing patterns) [30], (ii) mouse movement usage [1], (iii)
voice recognition [20], (iv) handwriting recognition [38] and (v) gait (walking
style) recognition [27].

Typically, the use of physiological biometrics requires specialised equipment to
operate, such as iris, face or fingerprint recognition devices. However, in the
context of the digital learning domain, it seems unreasonable to expect online
students to purchase such equipment for authentication reasons. Furthermore,
physiological biometrics are impractical for continuous authentication in that
students need to re-conduct the biometric authentication periodically. In con-
trast, behavioural biometrics, seem well suited to continuous user authentication
in the eLearning context, because they do not require dedicated devices which
in turn make their deployment relatively straightforward. The most obvious



Behavioural Biometric Continuous User Authentication 45

behavioural biometric to be used in the context of digital learning is keystroke
dynamics (typing patterns).

Keystroke dynamics is a promising behavioural biometric recognition mech-
anism that can provide the desired continuous authentication [6]. It offers the
advantage that no special equipment is required such as in the case of continuous
iris or fingerprint recognition. The intuition behind the use of keystroke dynam-
ics is that individuals use keyboards in different manners regardless of what they
are typing [16]. Thus such “typing rhythms”, captured using keystroke dynamics,
can be effectively used to authenticate keyboard users. In this context, typing
behaviour can be expressed in the form of patterns made up of the keystroke
timing attribute-values associated with: (i) flight times (F t) and (ii) key-hold
times (KHt) [16]. The first is the time from the first key press to the last key
release of n-grams; the second is the duration of holding down a key. An n-grams
in this context is a sequence of n keyboard characters.

Keystroke dynamics have been studied, as a biometric technology, in the con-
text of Keystroke Static Authentication (KSA) and in the context of Keystroke
Continuous Authentication (KCA). The first, as the name implies, is directed
at user authentication with respect to static (fixed) texts such as passwords,
usernames, and pin numbers. Whilst KCA is directed at authentication in the
context of free (arbitrary) text.

The most common existing mechanism for learning typing patterns, regard-
less of whether KSA or KCA is being considered, is founded on the feature vector
representation where individual feature vectors describe individual typing tem-
plates [5,22,30,41]. In this context, the feature vectors typically comprise statis-
tical values representing keystroke timing data specific to certain n-grams. For
instance, the mean and standard deviation of the flight time for certain di-grams.
Authentication is then conducted by determining the similarity between stored
feature vectors representing reference templates (profiles) which are known to
belong to a specific user, and a previously unseen current profile that is claimed
to belong to the same specific user. If the similarity falls below some predefined
threshold, the user is declared to be who they say they are; otherwise the user
will be “flagged up” as a potential imposter.

The feature vector representation has met with some success, particularly in
the context of KSA. However, in the context of KCA, the construction of typing
templates, and the consequent learning of typing patterns, has been found to
be more challenging. This is because, by definition, the text to be considered
is free and unstructured. This, in turn, means that typing templates need to
be much more generic than in the case of KSA (where we know what is going
to be typed), and consequently more sophisticated. One approach is to generate
feature vector templates by identifying statistical details concerning the most fre-
quently occurring n-grams [11,17,29]. However, a criticism that can be directed
at this mechanism is that the generated typing templates (profiles) might not
feature the same frequently occurring n-grams as the sample to be authenti-
cated, which in turn can lead to poor authentication rates. A suggested solution
is to increase the number of training n-grams considered; however, this means
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that users need to be asked to provide a lot of samples. An obvious question is
how many n-grams do we require to ensure that a typing template is sufficiently
robust? Whatever the answer, the number of n-grams, and hence the number of
required samples, is significant. Furthermore, feature vectors comprised of very
large numbers of features raises efficiency concerns, particularly when the inten-
tion is to conduct continuous authentication, as required in the case of the online
assessments and examinations frequently used in digital learning. Thus, a robust,
accurate and more efficient continuous authentication mechanism, founded on
keystroke dynamics, is desirable.

In this paper, a novel method for KCA is proposed using time series anal-
ysis to recognise typing patterns from free text in a manner suited to the con-
tinuous authentication required with respect to digital learning. The proposed
method operates using, simultaneously, the F t and KHt keystroke timing fea-
tures associated with all keystrokes, not just specific n-grams. More specifically,
the proposed approach operates by considering typing behaviour in terms of
Multivariate-Keystroke Time Series (M-KTS) subsequences of length ω. The idea
is that these subsequences are extracted from a continuous keyboard dynamic
stream, Kts = {p1, p2, . . . }, where each point pi is a keystroke event represented
in terms of F t and KHt values. The collected M-KTS subsequence are then
transformed form the temporal domain to the spectral domain using either: (i)
the Discrete Fourier Transformation (DFT) or (ii) the Discrete Wavelet Trans-
form (DWT). In this manner, a spectral M-KTS can be obtained. KCA is then
performed by comparing the most recent spectral M-KTS subsequence with the
previous extracted spectral M-KTS subsequence (in a given typing session). On
start-up the subject’s identity will be initially confirmed in a “traditional” man-
ner with reference to stored typing templates. The time series comparison is
conducted using Dynamic Time Warping (DTW); a well-known similarity com-
parison method for time series.

The work presented in this paper is founded on previous work presented
in [2] and [3]. In [2] KCA was accomplished using M-KTS but in the temporal
domain, whilst in [3] KCA was realised using the spectral domain but only in the
context of for Univariate Keystroke Time Series (U-KTS). The central intuition
of the work presented in this paper was firstly that better KCA results could be
obtained using M-KTS than were obtained using U-KTS (regardless of whether
the time series are considered in the temporal or spectral domain). Secondly
that usage of the spectral domain would be better suited to KCA because with
respect to other time series applications, such as time series indexing [13] and
time series pattern extraction [35], it had been demonstrated that usage of the
spectral domain could significantly improve analysis in terms of both speed and
accuracy.

The remainder of this paper is structured as follows. Section 2 reviews the
pertinent previous work concerning KCA. Section 3 presents some preliminaries
for the multivariate keystroke time series representation. The framework for the
proposed KCA method, using spectral M-KTS, is then presented in Sect. 4. Next
the evaluation of the proposed approach is reported in Sect. 5. Finally, the work
is summarised and concluded in Sect. 6.
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2 Previous Work

As noted in the introduction to this paper, there has been significant previous
work directed at KCA, although directed at the use of statistical measurements
to define feature vectors with respect to sets of n-grams. One of the earliest
reported studies can be found in [29] where typing templates were constructed
using feature vectors comprised of F t mean values for all di-grams that fea-
tured in a training set. KCA was performed by repeatedly generating “test”
feature vectors for a given user, one every minute, and comparing these with
stored templates. If a statistically similar match was found this was considered
to be a correct authentication. A criticism of this approach is the size of the
feature vectors to be constructed because of the large number of di-grams that
were needed, and thus the search complexity was expensive. To minimise the
search complexity, the authors proposed a clustering mechanism, so only the
most relevant cluster had to be searched in detail. However, this then meant
that re-clustering was required every time a new user was added. Furthermore,
a reported accuracy of only 23% was reported.

In [11], F t was also used for the construction of feature vectors. Each feature
vector was generated by considering the first 500 di-grams and tri-grams in the
input typing sample, and the most frequently occurring 2000 keywords in the
English language. Valid F t values were required to be within the range 10 ms to
750 ms. The mean and Standard Deviation (SD) of each di-gram, tri-gram and
keyword were extracted and n-grams with SD values in the top and bottom 10%
pruned so as to remove n-grams that had very large or very small SDs. During
KCA, potential imposter samples were compared with a stored template and an
“alert criterion” adjusted accordingly. A deviation (threshold) value was used
to identify imposters. For evaluation purposes, a simulated environment was
used. The metric used to measure the performance of the system was the False
Match Rate (FMR). Experiments were conducted using di-grams, tri-grams and
keywords; independently and in combination. Best results were obtained using
di-grams. The reason that tri-grams and keywords did not perform well was that
the tri-grams did not appear as frequently as di-grams; many of the identified
keywords did not appear at all in the test data.

The study presented in [17] utilised the average F t values for shared di-
grams and tri-grams between two given typing samples. The similarity between
two typing samples, determined for KCA purposes, was performed as follows.
The F t average values of all shared n-grams in the two samples were extracted,
and ordered, in ascending order, in two arrays. The similarity was then computed
by finding the differences between the order numbering of each n-grams in each
array and summing them to give a “degree of disorder” value. The smaller the
degree of disorder the more similar the two typing samples. Thus, authenticat-
ing a new typing sample required comparison with all stored typing samples
(reference profiles); a computationally expensive process. In the reported evalu-
ation, 600 reference profiles were considered (generated from 40 users, each with
15 samples); the time taken for a single match, in this case, was 140 s (using a
Pentium IV, 2.5 GHz).
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The work presented in [2] and [3] first considered the use of time series
analysis in the context of KCA; the first using M-KTS but in the temporal
domain, the second in the spectral domain but using U-KTS. In [2] and [3] it
was conclusively demonstrated that time series-based approaches outperformed
feature vector-based approaches. The work presented in this paper was motivated
by the desire to improve on the work of [2] and [3], and by extension the feature
vector based approach.

3 Preliminaries

The generic concept of time series is well defined in the literature (see for example
[39]); however, this section presents the application of the concept to keystroke
time series, more specifically M-KTS. The section commences with a formal
description of what a keystroke time series is and then goes on to define the
keystroke timing features used.

Definition 1. A keystroke time series, Kts, is an ordering of keyboard events
{p1, p2, . . . , pn} where n ∈ N is the length of the series.

Definition 2. A dimensional keyboard event (keystroke) pi ∈ Kts is
parametrised as a tuple of the form 〈ti, ki〉, where ti is an identifying index
and ki is a collection of multivariate keystroke timing features.

The keystroke timing features used in the proposed representation are flight time
(F t) and key-hold time (KHt). That is, each event pi ∈ Kts can be given as:

pi → 〈ti, ki〉 | t = [0, n), k = {F t,KHt}

such that a keystroke time series can be formulated as an M-KTS of the form

{〈t1,F t
1,KHt

1〉, 〈t2,F t
2,KHt

2〉, . . . }

Because the identifying index t can be inferred from the ordering of points in the
time series, the M-KTS can be simply conceptualised as a series of dimensional
points such that:

{〈F t
1,KHt

1〉, 〈F t
2,KHt

2〉, . . . }

Given a keystroke time series Ktsi
(in the form of M-KTS) of length n, it

can be divided in to n
ω subsequences where ω ∈ N and 1 < ω ≤ n is the length

of the derived subsequences.

Definition 3. A keystroke time series subsequence (s), of length ω, is a subse-
quence of Kts that starts at the point pi within Kts and ends at point pi+ω−1,
thus:

s = {pi, pi+1, . . . , pi+ω−1}
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4 Framework of the Proposed KCA Method

The proposed KCA method operates, at a high-level, in a similar manner to other
biometric pattern recognition mechanisms in that it features two central compo-
nents, enrolment and verification, as shown in Fig. 1. Enrolment is the process
whereby an enrolment database, a database of typing templates for legitimate
users, is built up. The enrolment stage also involves the generation of individ-
ual threshold values (σ values) for each subject. Verification is then the process
whereby subjects are authenticated. The first precedes the second.

In more detail, the fundamental components of the proposed KCA method
can be subdivided into the following parts:

1. M-KTS Extraction.
2. Noise Reduction.
3. Transformation.
4. Similarity Comparison.
5. Template Construction.
6. Authentication.

Each of these is considered in further detail in the following sub-sections.

Enrolment

Verification

M-KTSExtraction

EnrolmentDatabase

ThresholdGeneration

KeystrokeTimeSeries

KeystrokeTimeSeries

(TypingTemplates)

Fig. 1. The proposed KCA operational framework.
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4.1 M-KTS Extraction

A key aspect of the proposed KCA method, with respect to both enrolment and
verification, is the usage of M-KTS subsequences. The idea is that M-KTS sub-
sequences are periodically extracted from the input data stream using a sliding
window of length ω, where ω is user-defined. More formally, given a keystroke
time series Ktsi

= {p1, p2, . . . , pn}, where pi represents a typing event in the form
of a F t and KHt pair, an M-KTS subsequence, s, of length ω, is periodically
extracted such that s = {pi, . . . , pi+ω−1}. In this manner, an ordered collection
of M-KTS subsequences is produced, {s1, s2, . . . , sk}. The extracted M-KTS sub-
sequence can then be used either as user typing templates or for authenticate
purposes. It was anticipated that a small ω value would provide efficiency gains,
desirable in the context of KCA; whilst a larger value would provide for accuracy
gains. A trade-off between efficiency and accuracy was therefore anticipated.

4.2 Noise Reduction

An issue with keystroke time series represented using F t values is that these cap-
ture significant pauses in keyboard activity and, on occasion, “away from key-
board” events. It was found that such pauses could adversely affect the extraction
of typing patterns from keystroke time series. The problem is illustrated in Fig. 2
where a time series, indicated using a black-dotted line, is shown featuring 300
keystrokes and F t values where some of the values are significantly higher than
the rest. From the figure, it can be seen that there is significant fluctuation in
the amplitude of the curve, fluctuation which was found to impede the effective-
ness of any time series analysis applied. To address this issue, it was decided to
apply some data cleaning to the keystroke time series stream as it arrived so
that data with abnormally high F t values, in other words “noise” or “outlier”
values, could be removed.

To this end, a threshold, ϕ, for acceptable values of F t was defined. The idea
was to use this threshold, not to remove points from time series subsequences, but
to reduce the associated F t value to the value of ϕ where F t > ϕ. Returning to
Fig. 2 the red time series indicates the same time series as the black-dotted time
series but with a ϕ threshold of 2 s applied. In the context of the proposed KCA,
the above was applied to each M-KTS subsequence, s, as it was collated. The
pseudo code presented in Algorithm1 describes the noise reduction process. The
inputs are: an M-KTS subsequence, s, where s ⊆ Kts and the points represent
keystroke feature tuples; and a ϕ value. The output is a subsequence ŝ with F t

values greater than ϕ reduced to the value of ϕ.
The question that remains is what the value of ϕ should be. This is considered

in further detail in Sect. 5 where the results from a series of experiments are
reported on using a range of values for ϕ from 0.75 to 2.00 s increasing in steps
of 0.25 s ({0.75, 1.00, 1.25, 1.50, 1.75, 2.00}).

It should also be noted that key-hold time, KHt, is normally no longer than
1 s. Inspection of the datasets used in this thesis indicated that the highest
recorded value of KHt was 950 ms. Consequently, it was felt that no threshold
needed to be applied to KHt values as in the case of F t values.
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Fig. 2. The effect of applying a threshold ϕ to a keystroke time series stream Kts so
as to limit the F t values, ϕ = 2 (sec). (Color figure online)

Algorithm 1. Reducing Outlier Values of F t.
Input: s ← subsequence of Kts, ϕ ← F t limit.
Output: ŝ ← subsequence with reduced F t.
1: s ← (p1, p2, . . . , pi, . . . , pl)
2: l ← length of s
3: for i = 1 to i = l do
4: pi ← 〈F t

i 〉 � Return F t value from ρ (a tuple point).
5: if pi >ϕ: then
6: pi == ϕ
7: Update(s)
8: end if
9: end for

10: Return ŝ

4.3 Transformation

The next component of the proposed KCA method was the transformation of the
extracted M-KTS sequences from the temporal domain to the spectral domain.
As noted in the introduction to this paper, two spectral transforms were con-
sidered: (i) Discrete Fourier Transformation (DFT) and (ii) Discrete Wavelet
Transform (DWT). Both are considered in further details in the following two
sub-sections (see also considered in [3]).

The Discrete Fourier Transform for Keystroke Streams. The funda-
mental idea of the DFT is to transform a given M-KTS subsequence from the
temporal domain into the frequency domain. The resulting frequency-domain
representation shows how much of a given signal lies within each given fre-
quency band over a range of frequencies. The fundamental benefit is that the
DFT serves to compact the data without loosing any salient information [21].

Compression is conducted by first representing the time series as a linear
combination of sinusoidal coefficients, and then computing the similarity between
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the transformed coefficients for any pair of corresponding signals. Given an M-
KTS subsequence, s = {p1, p2, . . . , pi, . . . , pω}, where pi is some keystroke timing
feature, and ω is the length of the subsequence, the DFT transform typically
compresses the subsequence s into a linear set of sinusoidal functions X with
amplitudes p, q and phase w, such that:

X =
ω

∑

i=1

(piCos(2πwipi) + qiSin(2πwipi)) (1)

Note that the time complexity to transform (each) s is O(ω log ω) using the
Radix 2 DFT algorithm [10,21].

Using the DFT transform the obtained keystroke subsequence s is composed
of a new magnitude (the amplitude of the discrete coefficients) and phase spectral
shape, which can be compared with other transformed keystroke time series
subsequences.

Figures 3 and 4 illustrate the intuition behind the DFT as applied to M-KTS,
within the context of the proposed KCA method, for typing samples associated
with two subjects; Fig. 3 for subject A and Fig. 4 for subject B. Typing samples
were taken from the ACB evaluation dataset presented in Sect. 5. Each figure
comprises two subfigures: (a) F t subsequences, and (b) KHt subsequences. In
each subfigure, two free text typing samples are shown, on the left-hand side the
raw time series, and on the right-hand side the DFT equivalent time series. Form
the figures, it can be seen that the DFT signals describe distinctive patterns of
typing behaviour for the same subject.

Fig. 3. Examples of the application of DFT for subject A; (a) F t keystroke subse-
quences, (b) KHt keystroke subsequences.
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Fig. 4. Example of the application of DFT for subject B; (a) F t keystroke subse-
quences, (b) KHt keystroke subsequences.

The Discrete Wavelet Transform for Keystroke Streams. The Discrete
Wavelet Transform (DWT) is an alternative form of time series representation
that considers time series according to the frequencies that are present. DWT
is sometimes claimed to provide a better transformation than DFT in that it
retains more information [9]. DWT can be applied to time series according to
different scales, orthogonal [18] and non-orthogonal [15]. For the work presented
in this chapter the orthogonal scale was used, more specifically the well known
Haar transform [18] as described in [9]. Fundamentally a Haar Wavelet is simply
a sequence of functions which together form a wavelet comprised of a series
of square shapes. The Haar transform is considered to be the simplest form of
DWT; however, it has been shown to offer advantages with respect to time series
analysis where the time series features sudden changes. The transformation is
usually defined as shown in Eq. 2 where, in the context of this thesis, x is a
keystroke timing feature.

φ(x) =

⎧

⎨

⎩

1, if 0 < t < 1
2−1, if 1

2 < t < 1
0, otherwise

(2)

The time complexity for the Haar transform is O(n) for each Kts. Note that in
the context of the Haar transform, the length of a given time series should be an
integral power of 2 [23], thus 2, 4, 8, 16 and so on. For further detail concerning
the DWT interested readers are to referred to [8] and [12].

The principle of DWT, as adopted with respect to the proposed KCA method,
is illustrated in Figs. 5 and 6 (in a manner similar to Figs. 3 and 4). The figures
show the DWT coefficients for keystroke subsequences obtained from two sub-
jects, A and B; the same keystroke subsequences as given in Figs. 3 and 4.
The figures clearly show that DWT coefficients are distinctive in the context of
keystroke data from the same subjects.
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Fig. 5. Example of the application of DWT for subject A; (a) F t keystroke subse-
quences, (b) KHt keystroke subsequences.

Fig. 6. Example of the application of DWT for subject B; (a) F t keystroke subse-
quences, (b) KHt keystroke subsequences.

4.4 Similarity Comparison

Dynamic Time Warping (DTW), a well-established method for time series simi-
larity checking, was adopted for the proposed KCA method. A great advantage
of DTW is that it serves to warp the linearity of sequences (even of different
lengths) so that any phase shifting can be taken into consideration. This is done
by calculating what is referred to as a warping path. The length, Θ, of this warp-
ing path (the minimum warping distance) is then treated as a similarity measure;
if the length is zero the two time series under consideration are identical. Thus,
it can be usefully adopted to find similarity in shape between two corresponding
time series signals.
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The method for determining Θ, using DTW, adopted with respect to the
work presented in this paper, directed at M-KTS, is to calculate two warping
paths. This could be achieved using two DTW matrices. However, it is more
efficient to use a single matrix with two values stored in each cell. An alternative
approach would have been to store 3-D distances at each cell. Although much
less storage would be required to store such 3-D distances the calculation of
3-D distances would be equivalent to calculating two 2-D distances. The main
advantage offered by the proposed two 2-D distances approach is simplicity.

Thus given two M-KTS sequences, such that s1 = {p1, p2, . . . , pi, . . . , px}
and s2 = {q1, q2, . . . , qj , . . . , qy}, where x and y are the lengths of the two series
respectively, and the values represented by each point pi ∈ s1 and each point
qj ∈ s2 comprise a tuple of the form 〈F t,KHt〉, Θ is calculated as follows. First
a DTW matrix M of size (x − 1) × (y − 1) is constructed. Each cell mi,j ∈ M
then holds two distance values, the difference between the F t value for point
pi ∈ s1 and that for point qj ∈ s2; and the difference between the KHt value for
point pi ∈ s1 and that for point qj ∈ s2.

The matrix M is used to find two minimum warping distance (Θ) associ-
ated with two minimum warping paths, PFt and PKHt . Each warping path is
determined as a sequence of cell locations, P = {k1, k2, . . . }, such that given
kn = mi,j the follow on location kn+1 is either mi+1,j , mi,j+1 or mi+1,j+1. The
value for a single Θ associated with a particular P is then the sum of the values
held at the locations in P:

Θ =
|P|
∑

n=1

kn ∈ P (3)

Consequently, two minimum warping distances are then determined, ΘFt and
ΘKHt . The final value for Θ is then the average of these two values:

Θ =
1
2
(ΘFt + ΘKHt) (4)

4.5 Template Construction

As previously indicated, the proposed KCA method operates using an enrol-
ment database, a “bank” of subject (user) typing templates (profiles), one per
subject. A user typing template UT is therefore a set of m spectral M-KTS subse-
quences such that UT = {s1, s2, . . . , sm}. Note that the total length of the time
series from which templates are generated must be substantially greater than
the window size ω so that a significant number of M-KTS subsequences can be
extracted. Figure 7 illustrates the process whereby a profile UT is generated. In
the example, the windows are non-overlapping and abutting, this does not have
to be the case, but this was the mechanism adopted with respect to the proposed
KCA method evaluation presented later in this paper. The templates stored in
the enrolment databases, as noted above, are also used to derive a bespoke sim-
ilarity threshold, σ, for each user. This is calculated by comparing all spectral
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M-KTS subsequences within a template UT , using the DTW method described
above, and obtaining an average warping distance Θ̄ which is then used as the
value for σ:

σ = Θ̄ =
1

|UT |
|UT |
∑

i=2

dtw(si−1, si) (5)

It has been shown that averaging the warping distances associated with a set of
time series can lead to an effective and more accurate classification of streaming
data than if only one warping distance is considered [31].

UT = s1 s2 s3 . . .

ω ω ω

Θ1 Θ2 . . .

Fig. 7. A schematic illustrating the process of constructing a user typing profile UT

for a single subject.

4.6 Authentication

The actual KCA, in the context of the proposed time series-based method, is
conducted by comparing the most recent spectral M-KTS subsequence with the
immediately preceding spectral M-KTS subsequence (extracted during the typ-
ing session). At the beginning of the session, the subject’s identity is first con-
firmed; in other words, it is confirmed that the subject is who (s)he says (s)he is.
This initial process is called “start-up” authentication. In this context, the start-
up authentication is done by comparing, using DTW, the first spectral M-KTS
subsequence collected, s1, with the relevant user template profiles in UT (stored
in the enrolment database) and obtaining an average similarity value (minimum
warping distance). If the average similarity value is less than or equal to σ,
the validation process proceeds accordingly. Each subsequent spectral M-KTS
subsequence sk (where k > 1) is then compared with the preceding, previously
collected, subsequence sk−1, again utilising DTW. In this manner, changes in
typing behaviour can be detected.

The operation of the proposed KCA process is presented, more formally, in
the form of pseudo code in Algorithm 2. The algorithm takes as input: (i) the
M-KTS subsequence (window) size ω, (ii) the similarity threshold σ (derived
as described above in Sub-sect. 4.5) and (iii) a ϕ threshold for limiting the F t

feature. The process operates continuously, following a loop, until the typing



Behavioural Biometric Continuous User Authentication 57

Algorithm 2. The proposed KCA algorithm.
Input: ω, σ, ϕ.
Output: Continuous authentication commentary.
1: counter = 0
2: Kts = ∅
3: loop
4: if terminated signal received then
5: break
6: end if
7: p = keystroke features (e.g. F t and KHt)
8: if (F t ∈ p) > ϕ then
9: p = ϕ � Noise reduction.

10: end if
11: Kts = Kts ∪ 〈counter, k〉
12: counter + +
13: if REM(counter/ω) == 0 then
14: si = M-KTS subsequence {Ktscounter−ω . . . Ktscounter }
15: if counter = ω then � Start-up situation
16: Transform(s) � Transform s to (DFT)/(DWT)
17: Start-up: authenticate si w.r.t UT and σ, and report
18: else
19: Authenticate si w.r.t. si−1 and σ, and report
20: end if
21: end if
22: end loop

session is terminated (the user completes the assessment, times out or logs-out)
(lines 4–6). Values for p are recorded as soon as the typing session starts (line
7). Note that in the case of flight time the value will be checked, and if necessary
reduced according to ϕ (lines 8 to 10). The p value is then appended to the time
series Kts. The counter is monitored and M-KTS subsequences are extracted
whenever ω keystrokes have been obtained. Each extracted subsequence s is
then transformed into DFT or DWT as required. The first transformed time
series subsequence (s1 ∈ Kts), the start-up time series, is compared with the
stored profile for the subject in question; while each subsequent subsequence si

is compared, using DTW, with the previous si−1 subsequence.

5 Evaluation

This section presents a review of the evaluation conducted with respect to the
proposed KCA using spectral M-KTS. The central objectives of the evaluation
were:

1. Typing Template Construction Efficiency: To determine the efficiency
of constructing the typing templates (enrolment database) using the proposed
KCA approach.
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2. Authentication Performance: To evaluate the effectiveness of the pro-
posed KCA, in terms of impersonation detection, using different values for ω
(the sampling window size) and ϕ (the noise reduction threshold value).

Note that the proposed method was evaluated using different values for ω and
ϕ to determine the effect of these parameters on the KCA. As indicated in Sub-
sect. 4.3, the DWT transform can only support time series data whose length is
defined as an integral power of 2, thus for the evaluation the range of ω values
considered was {16, 32, 64, 128, 256, 512}, where the range of ϕ values considered
was {0.750, 1.00, 1.25, 1.50, 2.00} s.

The evaluation was also aimed, in the context of the above objectives, at
providing a comparison with the approaches to KCA as proposed in the study
presented in [2] and [3]. Recall that in [2] KCA was accomplished using M-KTS
in the temporal domain and in [3] using the spectral domain but in the context
of U-KTS. For ease of presentation, the following terminology is used in the
remainder of this section:

1. M-KTS: KCA using the temporal domain applied to M-KTS as proposed in
[2].

2. U-KTS+DFT: KCA using DFT applied to U-KTS as proposed in [3].
3. U-KTS+DWT: KCA using DWT applied to U-KTS as proposed in [3].
4. M-KTS+DFT: KCA using DFT applied to M-KTS as proposed in this

paper.
5. M-KTS+DWT: KCA using DWT applied to M-KTS as proposed in this

paper.

For the evaluation two datasets were used, as described in [2], namely the
ACB and VHHS datasets. Each dataset consisted of typing samples collected
from real subjects typing free (unstructured) text. Table 1 presents a summary
of the characteristics of the two datasets; the table is based from [2]. The table
lists the number of subjects, the environment setting where typing samples were
collected, the language used to type samples, and the average and standard devi-
ation of the keystroke time series with respect to each entire data set. Also, for
the evaluation, the records associated with each subject in the datasets were
divided into two so that one-half could be used for enrolment (typing template
generation) and the other for authentication (typing stream simulation). Thus,
two-fold cross-validation was conducted, hence results presented below are aver-
age results from two cross-validations. The metrics used for the evaluation were:
(i) Authentication accuracy (Acc.), (ii) False Match Rate (FMR) and (iii) False
Non-Match Rate (FNMR). FMR and FNMR are the standard metrics used to
measure the performance of Biometric systems [37], although some researchers,
in the literature, have used the terms FMR (False Acceptance Rate) and FRR
(False Rejection Rate) instead.

The results obtained with respect to the two evaluation objectives are dis-
cussed below in further detail, Sub-sects. 5.1 and 5.2 respectively.
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Table 1. Summary of evaluation datasets [2].

Dataset # Subject Environment Language used Average size Standard deviation

ACB 30 Free English 4625 1207

VHHS 39 Lab. English 4853 1021

Table 2. Typing template generation complexity (seconds) for spectral M-KTS applied
to KCA.

ω DFT DWT

ACB VHHS ACB VHHS

16 0.013 0.012 0.021 0.022

32 0.022 0.023 0.042 0.043

64 0.051 0.035 0.071 0.052

128 0.076 0.065 0.098 0.071

256 0.095 0.089 0.122 0.094

512 0.102 0.099 0.132 0.105

5.1 Typing Template Construction Efficiency

The first evaluation objective was to analyse the processing time required to
generate the enrolment databases, including the associated individual σ thresh-
old value calculation. Table 2 presents the average run-time complexity (seconds)
results obtained for the construction of the typing template for each subject (the
average time required to create the typing template for a single subject). From
the table, it can be seen that the time complexity increases as ω increases. This
was to be expected, as noted in Sub-sect. 4.1, because the time complexity to
compute the DTW increases as the value for ω increases. Nonetheless, the results
presented in Table 2 demonstrate that the constructing of typing templates was
extremly efficiency; the worst run-time was less than one second.

Figure 8 gives the run-time (seconds) results obtained with respect to the
proposed KCA using spectral M-KTS compared with the results obtained using
the KCA variations given in [2] and [3]. Figure 8(a) shows the reported run-time
results for the ACB dataset, whilst Fig. 8(b) shows the run-time results for the
VHHS dataset. From the figure, it can be seen that, regardless of which KCA
variation was used, in all cases, the run-time increased as ω increased. As noted
earlier, this was to be anticipated because the DTW computation time increases
as the ω value increases. Overall the template construction efficiency results
indicated that when using the proposed KCA approach (with spectral M-KTS)
efficiency gains were made over the other approaches, except in the case of U-
KTS+DFT which produced the best run-time. Nevertheless, with respect to the
proposed KCA approach, it can be observed from the figure that M-KTS+DFT
produced better run-time results than M-KTS+DWT; thus M-KTS+DFT was
more efficient than M-KTS+DWT.
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5.2 Authentication Performance

For each dataset, the continuous typing process was simulated by presenting
the keystroke dynamics for each subject in the form of a data stream. In each
case, the data stream was appended with a randomly selected second data stream
from another user. The idea being to simulate one subject being impersonated by
another half way through a typing session. For every comparison of a subsequence
si with a subsequence si−1, it was recorded as to whether this was a True Positive
(TP), False Positive (FP), False Negative (FN) or True Negative (TN). In this
manner a confusion matrix was built up from which accuracy (Acc.), FAR and
FRR could be calculated (using Eqs. 6, 7 and 8).

Acc =
TP + TN

TP + FP + FN + TN
(6)

FAR =
FP

FP + TN
(7)

FRR =
FN

FN + TP
(8)

Fig. 8. Template construction run-time (seconds) comparison using variations of KCA:
(a) ACB dataset, (b) VHHS dataset.

The obtained accuracy results are given in the form of 3D bar charts in Figs. 9
and 10 for the ACB and VHHS datasets respectively. In each figure, the vertical
axis indicates accuracy, while the horizontal axises represent the window size
(ω) and the limit value (ϕ). Each figure includes two such charts, with DFT
on the left (a) and DWT on the right (b). From the figures, it can be observed
that, in the context of M-KTS+DFT, best accuracy results were obtained when
using ω = 64 (with respect to both datasets); the red bars in the figure shows
the best results with ω = 64 across a range of ϕ values. However, in the context
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of M-KTS+DWT, best results were recorded at ω = 32 across ϕ values. This
means that good authentication accuracy can be gained using short time series
subsequences. In other words, an accurate authentication can be obtained using
only a small portion of the keystroke data stream; an important advantage for
the form KCA desirable in the context of the online assessments frequently used
with respect to digital learning. It can also be observed that when the value
for ω increases beyond 64 the effect on accuracy is marginal. With respect to
the ϕ parameter, the best recorded performance was obtained using ϕ = 1.25 s,
although, it can be noted that the ϕ setting had less effect on authentication
performance than the ω setting.

The accuracy (Acc.), FMR and FNMR results obtained, in the context of
KCA coupled with spectral M-KTS, are summarised in tabular form in Table 3.

Fig. 9. The effect of ω and ϕ parameter settings on accuracy using the proposed KCA
with ACB dataset.

Fig. 10. The effect of ω and ϕ parameter settings on accuracy using the proposed KCA
with VHHS dataset.
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Note that in the context of DFT the reported results are shown when using ω =
64 and ϕ = 1.25, whereas in the context of DWT the results are presented when
ω = 32 and ϕ = 1.25; the parameter values that produced the best results in each
case. The table also gives the overall average values and the associated Standard
Deviation (SD) in each case. The table clearly shows that DWT produced the
best performance, with an average accuracy of 99.12% (and an associated SD
of 0.77). For FMR and FNMR, the best obtained results were 0.010 and 0.816,
again using DWT.

For completeness, Tables 4 and 5 summarise the results obtained using the
KCA variations in terms of accuracy, FMR and FNMR; Table 4 considers the
ACB dataset, whilst Table 5 considers the VHHS dataset. In each case, the best
performing ω and ϕ parameters wee used (also listed in the table). From the
tables, it can be observed that the proposed spectral M-KTS with DWT (M-
KTS+DWT) variation produced the best performance out of all the variations
considered with respect to KCA in all metrics. The best accuracy was 99.67%
with FMR and FNMR of 0.009 and 0.700 respectively for ACB dataset.

Table 3. Reported performance results (Acc, FMR and FNMR) using the proposed
KCA approach.

Dataset DFT DWT

Acc. FMR FNMR Acc. FMR FNMR

ACB 98.78 0.016 0.868 99.67 0.009 0.700

VHHS 98.30 0.018 0.941 98.58 0.011 0.932

Avg. 98.54 0.017 0.904 99.12 0.010 0.816

SD 0.34 0.002 0.051 0.77 0.001 0.165

Table 4. Reported performance results (Acc, FMR and FNMR) for KCA variations
applied to the ACB dataset.

Method Acc. FMR FNMR Best parameters

ω ϕ

M-KTS 98.39 0.045 1.093 125 1.50

U-KTS+DFT 97.43 0.130 1.500 64 1.25

U-KTS+DWT 99.22 0.029 1.070 64 1.25

M-KTS+DFT 98.78 0.036 1.091 64 1.25

M-KTS+DWT 99.67 0.009 0.700 32 1.25

From the foregoing, it can therefore be concluded that the proposed KCA
method, using spectral M-KTS, provides a significant KCA improvement with
respect to earlier time series-based KCA approaches.
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Table 5. Reported performance results (Acc, FMR and FNMR) for KCA variations
applied to the VHHS dataset.

Method Acc. FMR FNMR Best parameters

ω ϕ

M-KTS 97.32 0.057 1.095 125 1.50

U-KTS+DFT 97.42 0.045 1.085 64 1.25

U-KTS+DWT 97.09 0.059 1.098 64 1.25

M-KTS+DFT 98.30 0.018 0.941 64 1.25

M-KTS+DWT 98.58 0.011 0.932 32 1.25

6 Conclusion

In this paper, a novel method for Keystroke Continuous Authentication (KCA)
has been presented. The idea was to use subsequences of keystroke streams in
the form of Multivariate-Keystroke Time Series (M-KTS) of length ω. These
subsequences incorporated both flight time F t and key-hold time KHt values.
The idea was then to transform these subsequences from the temporal domain to
the spectral domain. Two spectral transforms were experimented with: (i) Dis-
crete Fourier Transform (DFT), and (ii) Discrete Wavelet Transform (DWT).
The intuition was that such time series transformations would provide for effi-
ciency gains and improved performance. Using the proposed KCA method, on
start-up, the first spectral M-KTS subsequence extracted, s1, for a given subject,
is compared to a reference typing template. Then, the subsequence si (i > 1)
will be compared to the immediate predecessor subsequence si−1, and so on.
In this manner, continuous user authentication can take place. The compari-
son between transformed keystroke signals was conducted using Dynamic Time
Warping (DTW) due to the advantages that DTW offered with respect to cap-
turing time shifting (offsets) between corresponding subsequences.

The proposed KCA method was evaluated so as to establish its effectiveness
and efficiency in the context of KCA. The evaluation also considered the effect of
different parameter settings for the window size (ω) and the noise reduction limit
(ϕ). The experimental results indicated that the proposed KCA, in the context
of spectral M-KTS, coupled with the DWT spectral transform, outperformed
KCA coupled with the DFT transform in terms of authentication performance;
a best overall accuracy of 99.12% (with FMR = 0.010 and FNMR = 816) was
recorded. In this context, the best result was obtained using ω = 32 keystrokes,
and ϕ = 1.5 s. However, the proposed KCA coupled with DFT was found to be
the most efficient. Furthermore, it was observed that the proposed KCA method
produced superior performance, in terms of authentication and efficiency, than
the earlier KCA approaches presented in [2] and [3], and by extension the feature
vector based approach from the literature.

For future work, the authors intend to investigate the performance of dif-
ferent time series transformations with respect to KCA. This is motivated by
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the observation that, in the proposed approach, a drawback of the Haar DWT
transform is that the keystroke time series must have a length which is an inte-
gral power of two. An alternative is Piecewise Aggregate Approximation (PAA)
[24] which operates using any time series length using an approximation of the
DWT representation [23]. Consequently, the use of alternative time series trans-
formations for the proposed KCA method is seen as a fruitfully topic for further
research. Moreover, the time complexity of DTW, in the context of the proposed
keystroke time series representation, remains an open research topic. From the
literature a number of DTW mitigation techniques have been proposed (such as
[19,34]) which can provide for additional efficiency gains, these have yet to be
investigated in the context of time series-based KCA.
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