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Preface

The present book includes extended and revised versions of a set of selected papers
from the 9th International Joint Conference on Knowledge Discovery, Knowledge
Engineering and Knowledge Management (IC3K 2017), held in Funchal, Madeira,
Portugal, during November 1–3, 2017.

The purpose of IC3K is to bring together researchers, engineers, and practitioners in
the areas of knowledge discovery, knowledge engineering, and knowledge manage-
ment. IC3K is composed of three co-located conferences, each specialized in one of the
aforementioned main knowledge areas: KDIR (International Conference on Knowledge
Discovery and Information Retrieval), KEOD (International Conference on Knowledge
Engineering and Ontology Development) and KMIS (International Conference on
Knowledge Management and Information Sharing). For IC3K 2017, we received 157
paper submissions from 47 countries, of which 12% are included in this book. These
papers were selected, after their presentation at the conference, by the Program Chairs.
The selection process was based on a number of criteria that included the classifications
and comments provided by the Program Committee members, the session chairs’
assessment of the presentation and discussion, and finally the program chairs’ global
view of all papers included in the technical program. The authors of selected papers
were then invited to submit a revised and extended version of their papers having at
least 30% of innovative material and incorporating the comments received at the
conference venue.

The papers selected to be included in this book contribute to the understanding of
relevant trends of current research on knowledge discovery, knowledge engineering,
and knowledge management. There were ten selected papers from KDIR, six from
KEOD, and three from KMIS. The collection of papers from KDIR focused mainly on
innovative aspects of research on machine learning, including the papers authored by
Andrea Pagliarani et al., Abdullah Alshehri et al., and Sreekanth Madisetty et al.; data
and text mining, including the papers authored by Piyush Lakhawat et al., Andrey
Timofeyev et al., and Giacomo Domeniconi et al.; and information extraction and data
analytics, including the papers authored by Liqun Shao et al., Khaled Nagi, and
Stephen Bradshaw et al. From KEOD, we selected papers focusing on ontology
engineering, authored by Matthias Frank et al., Adrian Horzyk, and Marzieh Talebpour
et al.; decision support systems, including the papers authored by Gianluca Torta et al.
and Ahmed Sadik et al., and also one paper focusing on natural language processing
and knowledge acquisition, authored by Fumiyo Fukumoto et al. From KMIS, we
selected three papers, offering insights on best practices, information sharing, impact
measurement of knowledge management, and resilience aspects of information



systems, authored by Nabil Badr, Rauno Pirinen, and Christian Riera et al., respec-
tively. We would like to thank all the authors for their contributions and also the
reviewers who helped ensure the quality of this publication.
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Transfer Learning in Sentiment
Classification with Deep Neural Networks

Andrea Pagliarani1, Gianluca Moro1(B), Roberto Pasolini1,
and Giacomo Domeniconi2

1 Department of Computer Science and Engineering, University of Bologna,
Via Cesare Pavese, 47522 Cesena, Italy

{andrea.pagliarani12,gianluca.moro,roberto.pasolini}@unibo.it
2 IBM - Watson Research Center, 1101 Kitchawan Road,

Yorktown Heights, NY 10598, USA
giacomo.domeniconi1@ibm.com

Abstract. Cross-domain sentiment classifiers aim to predict the polar-
ity (i.e. sentiment orientation) of target text documents, by reusing a
knowledge model learnt from a different source domain. Distinct domains
are typically heterogeneous in language, so that transfer learning tech-
niques are advisable to support knowledge transfer from source to tar-
get. Deep neural networks have recently reached the state-of-the-art
in many NLP tasks, including in-domain sentiment classification, but
few of them involve transfer learning and cross-domain sentiment solu-
tions. This paper moves forward the investigation started in a previ-
ous work [1], where an unsupervised deep approach for text mining,
called Paragraph Vector (PV), achieved cross-domain accuracy equiva-
lent to a method based on Markov Chain (MC), developed ad hoc for
cross-domain sentiment classification. In this work, Gated Recurrent Unit
(GRU) is included into the previous investigation, showing that mem-
ory units are beneficial for cross-domain when enough training data are
available. Moreover, the knowledge models learnt from the source domain
are tuned on small samples of target instances to foster transfer learn-
ing. PV is almost unaffected by fine-tuning, because it is already able
to capture word semantics without supervision. On the other hand, fine-
tuning boosts the cross-domain performance of GRU. The smaller is the
training set used, the greater is the improvement of accuracy.

Keywords: Transfer learning · Cross-domain · Deep learning ·
Fine-tuning · Sentiment analysis · Big Data
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1 Introduction

Sentiment analysis deals with the computational treatment of opinion,
appraisals, attitudes, and emotions toward entities, individuals, issues, events,
topics and their attributes (a survey is in [2]). The task is technically challeng-
ing but very useful in practice. For instance, companies always want to know
customer opinions about their products and services.

When an understanding of plain text document polarity (e.g. positive, nega-
tive or neutral orientation) is required, sentiment classification is involved. This
supervised approach aims to learn a model from a labelled training set of docu-
ments, then to apply it to an unlabelled test set, whose sentiment orientation has
to be found. The typical approach to sentiment classification assumes that both
the training set and the test set deal with the same topic. For example, a model
is learnt on a set of board game reviews and applied to a distinct set of reviews,
but always about board games. This modus operandi, known as in-domain sen-
timent classification, guarantees optimal performance provided that documents
from the same domain are semantically similar. Unluckily, this approach is often
inapplicable in practice, given that most documents are normally unlabelled.
Tweets, blogs, fora, chats, emails, public repositories, social networks could bear
opinions, and have been proved to support complex tasks, such as stock market
prediction [3], job recommendation [4] and genomics [5]. However, no informa-
tion is available on whether such opinions are positive, negative or neutral. Text
categorisation by human experts is the only way to deal with such a problem in
order to learn an in-domain sentiment classifier. This method becomes infeasible
as soon as very large text sets are required to be labelled, like for instance in big
data scenarios.

Transfer learning addresses exactly these limitations, paving the way for
model reuse [6]. While these methods are used in image matching [7], genomic
prediction [8–10] and many other contexts, their most common application is per-
haps in text document categorisation. Basically, a knowledge model, once learnt
on a source domain, can be applied to classify document polarity in a distinct
target domain. For instance, a model built on a set of labelled documents about
board games (i.e. source domain) could be employed for the categorisation of a
set of unlabelled documents about electrical appliances (i.e. target domain). The
practical implications of model reuse made cross-domain learning a hot research
thread. The biggest obstacle to learning an effective cross-domain sentiment clas-
sifier is the language heterogeneity in documents of different domains. Just think
that a board game can be engaging or dull, whereas an electrical appliance can
be working or broken. In such cases, transfer learning (or knowledge transfer)
techniques may help solving the problem, so that the knowledge extracted from
the source is available to classify the target.
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To the best of our knowledge, transfer learning has rarely been applied to
sentiment classification with deep learning techniques, despite their success in
other research areas. Several works [11–14] motivate such an investigation, point-
ing out the ability of deep approaches to learn semantic-bearing word represen-
tation, typically without supervision, independently of domains.

Our previous work [1] has begun the study by comparing a well-known unsu-
pervised deep learning technique, namely Paragraph Vector [12], with a Markov
Chain approach [15,16], tailored to cross-domain sentiment classification. When
enough data are available for training, Paragraph Vector achieves accuracy com-
parable with Markov Chain, despite no explicit transfer learning mechanism. The
outcome suggested that cross-domain solutions could be dramatically improved
by combining deep learning with transfer learning techniques. The multi-source
approach, proposed to validate this intuition, boosted the cross-domain accuracy
from 2% to 3% depending on the configuration.

This paper carries on with the investigation on deep learning in cross-domain
sentiment classification, by including Gated Recurrent Unit (GRU) [17] in the
comparison. GRU is a deep architecture, evolution of LSTM, able to adaptively
capture dependencies of different time scales. Similarly to Paragraph Vector,
GRU does not provide any explicit transfer learning mechanism. Apart from
supporting the outcome of our previous work with the inclusion of another out-
standing deep learning technique, this paper also shows the impact of fine-tuning
on cross-domain sentiment classification. Fine-tuning is an explicit transfer learn-
ing mechanism, where a small sample of target instances is used to tune the
parameters of a model learnt from the source domain.

Experiments have been carried out to compare GRU with both PV and MC in
cross-domain sentiment classification. The same benchmark text sets have been
used to assess 2-classes (i.e. positive and negative) performance. GRU performs
worse than PV and MC with small and medium-scale data sets, whereas it
outperforms both when trained on large-scale data. The outcome suggests that
GRU memory units are beneficial for cross-domain, but require large-scale data
in order to learn accurate word relationships. When tuned with samples of target
data, GRU achieves accuracy comparable with the other methods with small and
medium-scale data as well, proving that fine-tuning helps transfer learning across
domains.

The rest of the paper is organized as follows. Section 2 reviews the literature
about transfer learning, cross-domain sentiment classification and deep learning.
The main features of the methods compared are outlined in Sect. 3. Section 4
describes, shows and discusses the experiments performed. Finally, Sect. 5 draws
conclusions and paves the way for future work.
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2 Related Work

Transfer learning techniques are usually advisable to effectively map knowledge
extracted from a source domain into a target domain. This is particularly useful
in cross-domain methods, also known as domain adaptation methods [18], where
labelled instances are only available in a source domain but a different target
domain is required to be classified. Basically, two knowledge transfer modes have
been identified in [19], namely instance transfer and feature representation trans-
fer. In order to bridge the inter-domain gap, the former adapts source instances
to the target domain, whereas the latter maps source and target features into a
different space.

Before the advent of Deep Learning, many approaches have already been
attempted to address transfer learning in cross-domain sentiment classification,
mostly supervised. Aue and Gamon tried several approaches to adapt a classifier
to a target domain: training on a mixture of labelled data from other domains
where such data is available, possibly considering just the features observed in
the target domain; using multiple classifiers trained on labelled data from dif-
ferent domains; a semi-supervised approach, where few labelled data from the
target are included [20]. Blitzer et al. discovered a measure of domain similar-
ity supporting domain adaptation [21]. Pan et al. advanced a spectral feature
alignment to map words from different domains into same clusters, by means of
domain-independent terms. These clusters form a latent space that can be used
to enhance accuracy on the target domain in a cross-domain sentiment classifi-
cation problem [22]. Furthermore, He et al. extended the joint sentiment-topic
model by adding prior words sentiment; then, feature and document enrichment
were performed by including polarity-bearing topics to align domains [23]. Bol-
legala et al. recommended the adoption of a thesaurus containing labelled data
from the source domain and unlabelled data from both the source and the target
domains [24]. Zhang et al. proposed an algorithm that transfers the polarity of
features from the source domain to the target domain with the independent fea-
tures as a bridge [25]. Their approach focuses not only on the feature divergence
issue, namely different features are used to express similar sentiment in different
domains, but also on the polarity divergence problem, where the same feature
is used to express different sentiment in different domains. Franco et al. used
the BabelNet multilingual semantic network to generate features derived from
word sense disambiguation and vocabulary expansion that can help both in-
domain and cross-domain tasks [26]. Bollegala et al. modelled cross-domain sen-
timent classification as embedding learning, using objective functions that cap-
ture domain-independent features, label constraints in the source documents and
some geometric properties derived from both domains without supervision [27].

On the other hand, the advent of Deep Learning, whose a review can be found
in [28], brought to a dramatic improvement in sentiment classification. Socher
et al. introduced the Recursive Neural Tensor Networks to foster single sentence
sentiment classification [11]. Apart from the high accuracy achieved in classifica-
tion, these networks are able to capture sentiment negations in sentences due to
their recursive structure. Dos Santos et al. proposed a Deep Convolutional Neural
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Network that jointly uses character-level, word-level and sentence-level represen-
tations to perform sentiment analysis of short texts [29]. Kumar et al. presented
the Dynamic Memory Network (DMN), a neural network architecture that pro-
cesses input sequences and questions, forms episodic memories, and generates
relevant answers [30]. The ability of DMN in naturally capturing position and
temporality allows this architecture achieving the state-of-the-art performance
in single sentence sentiment classification over the Stanford Sentiment Treebank
proposed in [11]. Tang et al. introduced Gated Recurrent Neural Networks to
learn vector-based document representation, showing that the underlying model
outperforms the standard Recurrent Neural Networks in document modeling for
sentiment classification [14]. Zhang and LeCun applied temporal convolutional
networks to large-scale data sets, showing that they can perform well without
the knowledge of words or any other syntactic or semantic structures [13]. Wang
et al. combined Convolutional Neural Networks (CNN) and Recurrent Neural
Networks (RNN) for sentiment analysis of short texts, taking advantage of the
coarse-grained local features generated by CNN and long-distance dependencies
learnt via RNN [31]. Chen et al. proposed a three-steps approach to learn a
sentiment classifier for product reviews. First, they learnt a distributed repre-
sentation of each review by a one-dimensional CNN. Then, they employed a
RNN with gated recurrent units to learn distributed representations of users
and products. Finally, they learnt a sentiment classifier from user, product and
review representations [32].

Despite the recent success of Deep Learning in in-domain sentiment classi-
fication tasks, few attempts have been made in cross-domain problems. Glorot
et al. used the Stacked Denoising Autoencoder introduced in [33] to extract
domain-independent features in an unsupervised fashion, which can help trans-
ferring the knowledge extracted from a source domain to a target domain [34].
However, they relied only on the most frequent 5000 terms of the vocabulary for
computational reasons. Although this constraint is often acceptable with small
or medium data sets, it could be a strong limitation in big data scenarios, where
very large data sets are required to be analysed.

3 Methods Description

This Section firstly outlines the features of the methods used for the inves-
tigation. Then fine-tuning is described, along with the reason why it can be
beneficial for transfer learning and cross-domain sentiment classification. The
techniques compared in our previous work [1] were Paragraph Vector (referred
as PV hereinafter), proposed in [12], and a Markov Chain (referred as MC here-
inafter) based algorithm introduced in [15] and extended in [16], whereas Gated
Recurrent Unit (GRU) [17] is added to the investigation in this work.

Careful readers can find further details on the approaches described below
in [12,15–17].
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Fig. 1. The figure [12] shows a framework for learning the Distributed Memory Model
of Paragraph Vector (PV-DM). With respect to word vectors, an additional paragraph
token is mapped to a vector via matrix D. In this model, the concatenation or average
of this vector with a context of three words is used to predict the fourth word. The
paragraph vector represents the missing information from the current context and can
act as a memory of the topic of the paragraph.

3.1 Paragraph Vector

PV is an unsupervised Deep Learning technique that aims to solve the weak-
nesses of the bag-of-words model. Alike bag-of-words, PV learns fixed-length
feature representation from variable length chunks of text, such as sentences,
paragraphs, and documents. However, bag-of-words features lose the ordering of
the words and do not capture their semantics. For example, “good”, “robust”
and “town” are equally distant in the feature space, despite “good” should be
closer to “robust” than “town” from the semantic point of view. The same holds
for the bag-of-n-grams model, because it suffers from data sparsity and high
dimensionality, although it considers the word order in short context. On the
other hand, PV intrinsically handles the word order by representing each doc-
ument by a dense vector, which is trained to predict words in the document
itself. More precisely, the paragraph vector is concatenated with some word vec-
tors from the same document to predict the following word in a given context.
The paragraph token can be thought of as another word that acts as a mem-
ory that remembers what is missing from the current context. For this reason,
this model, represented in Fig. 1, is called the Distributed Memory Model of
Paragraph Vector (PV-DM).

Another way to learn the paragraph vector is to ignore the context words
in the input, but force the model to predict words randomly sampled from the
paragraph in the output. Actually this means that at each iteration of stochastic
gradient descent, a text window is sampled, then a random word is sampled from
the text window and a classification task is formed given the paragraph vector.
This version of Paragraph Vector, shown in Fig. 2, is called the Distributed Bag
of Words version (PV-DBOW).
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Fig. 2. The figure [12] shows the Distributed Bag of Words version of Paragraph Vector
(PV-DBOW). The paragraph vector is trained to predict the words in a small window.

Both word vectors and paragraph vectors are trained by means of the stochas-
tic gradient descent and backpropagation [35].

Sentiment classification requires sequential data to be handled, because doc-
ument semantics is typically affected by word order. PV is shown to be able
to learn vector representation for such sequential data, becoming a candidate
technique for sentiment classification. We have already stated the PV learns
fixed-length feature representation from variable-length chunks of text, dealing
with any kind of plain text, from sentences to paragraphs, to whole documents.
Though, this aspect is just as relevant as exactly knowing how many of these
features are actually required to learn accurate models. The feature vectors have
dimensions in the order of hundreds, much less than bag-of-words based rep-
resentations, where there is one dimension for each word in a dictionary. The
consequence is that either the bag-of-words models cannot be used for represent-
ing very large data sets due to the huge number of features or a feature selection
is needed to reduce dimensionality. Feature selection entails information loss,
beyond requiring parameter tuning to choose the right number of features to be
selected. The fact that PV is not affected by the curse of dimensionality suggests
that the underlying method is not only scalable just like an algorithm should be
when dealing with large data sets, but it also entirely preserves information by
increasing the data set size.

Le and Mikolov [12] showed that Paragraph Vector achieves brilliant in-
domain sentiment classification results, but no cross-domain experiment has been
conducted. Nevertheless, some characteristics of PV make it appropriate for
cross-domain sentiment classification, where language is usually heterogeneous
across domains. PV is very powerful in modelling syntactic as well as hidden
relationships in plain text without any kind of supervision. Moreover, words are
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mapped to positions in a vector space wherein the distance between vectors is
closely related to their semantic similarity. The capability of extracting both
word semantics and word relationships in an unsupervised fashion makes PV
able to automatically manage transfer learning, once enough data are available
for training, as shown in [1].

As described in [12], in order to use the available labelled data, each sub-
phrase is treated as an independent sentence and the representations for all the
subphrases in the training set are learnt. After learning the vector represen-
tations for training sentences and their subphrases, they are fed to a logistic
regression to learn a predictor of the sentiment orientation. At test time, the
vector representation for each word is frozen, and the representations for the
sentences are learnt using the stochastic gradient descent. Once the vector rep-
resentations for the test sentences are learnt, they are fed through the logistic
regression to predict the final label.

3.2 Markov Chain

Alike PV, MC can handle sentences, paragraphs and documents, but it is much
more affected by the curse of dimensionality, because it is based on a dense bag-
of-words model. Feature selection is often advisable to mitigate this issue, or even
necessary with very large data sets, typically containing million or billion words.
Basically, only the k most significant terms according to a given scoring function
are kept. The basic idea of the MC based approach consists in modelling term
co-occurrences: the more terms co-occur in documents the more their connection
will be stronger. The same strategy could be followed to model the polarity of
a given term: the more terms are contained in positive (negative) documents
the more they will tend to be positive (negative). Following this idea, terms
and classes are represented as states of a Markov Chain, whereas term-term
and term-class relationships are modelled as transitions between these states.
Thanks to this representation, MC is able to perform both sentiment classifi-
cation and transfer learning. It is pretty easy to see that MC can be used as
a classifier, because classes are reachable from terms at each state transition in
the Markov Chain, since each edge models a term-class relationship. Instead,
it is less straightforward to understand why it is also able to perform trans-
fer learning. The assumption the method relies on is that there exists a subset
of common terms between the source and target domains that act as a bridge
between domain specific terms, allowing and supporting transfer learning. Deal-
ing with this assumption, at each state transition in the Markov Chain, sentiment
information can flow from the source-specific to the target-specific terms passing
through the layer of shared terms (Fig. 3). The information flow is possible by
exploiting the edges in the Markov Chain that, as previously stated, represent
term-term relationships.
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Fig. 3. The figure [15] shows transfer learning in Markov Chain from a book specific
term like boring to an electrical appliance specific term like noisy through a common
term like bad.

Actually, the classification process usually works in the opposite direction, i.e.
from the target-specific to the source-specific terms, and goes on while the class
states are eventually reached. For instance, say that a review from the target
domain only contains target-specific terms. None of these terms is connected to
the classes, but they are connected to some terms within the shared terms, which
in turn are connected to some source-specific terms. Finally, both the shared and
source-specific terms are connected to the classes. Therefore, starting from some
target-specific terms, Markov Chain before performs transfer learning and then
sentiment classification. It is important to remark that the transfer learning
mechanism is not an additional step to be added in cross-domain tasks; on the
contrary, it is intrinsic to the Markov Chain algorithm.

3.3 Gated Recurrent Unit

Gated Recurrent Unit (GRU), proposed by Cho et al. [17], is an evolution of Long
Short-Term Memory (LSTM), presented by Hochreiter and Schmidhuber [36].
LSTM is a deep architecture that has been introduced to overcome the vanishing
(or blowing up) gradient problem [37] that affects recurrent nets when signals are
backpropagated through long time sequences. Indeed, LSTM can learn to bridge
time intervals in excess of 1000 discrete time steps without loss of short time lag
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capabilities, by enforcing constant error flow through internal states of special
units. LSTM units are memory cells composed of different gates, namely input
gate, output gate, and forget gate. The input gate of a unit u allows protecting
the memory contents stored in j from perturbation by irrelevant inputs. The
output gate of u allows protecting other units from perturbation by irrelevant
memory contents stored in j. The forget gate of u allows forgetting the memory
contents that are no longer relevant. An LSTM unit is able to decide whether
to keep the existing memory content via the gates. Basically, if the LSTM unit
detects a relevant feature from an input sequence, it is able to preserve this infor-
mation over a long distance. This property makes LSTM suitable for capturing
long-distance dependencies.

GRU extends LSTM by making each recurrent unit adaptively capture
dependencies of different time scales. A GRU is similar to the LSTM unit, but it
only presents two gates, as shown in Fig. 4. The activation of the GRU is ruled by
an update gate, which controls how much information from the previous hidden
state will carry over to the current hidden state. A reset gate allows the hidden
state to drop any information that is found to be irrelevant later in the future.
As each hidden unit has separate reset and update gates, it will learn to capture
dependencies over different time scales.

Fig. 4. The figure [17] shows a GRU. The update gate z selects whether the hidden

state is to be updated with a new hidden state ˜h. The reset gate r decides whether the
hidden state is ignored.

LSTM based schemes have already been proved to work well in sentiment
classification [14]. In this work, GRU is applied to cross-domain sentiment clas-
sification, to assess whether it is able to automatically bridge the semantic gap
between the source and the target domain. Alike PV, GRU is a deep architec-
ture and does not rely on a transfer learning mechanism. However, GRU gates,
which allow each unit working as a memory wherein relevant information can
be stored and preserved, make GRU suitable for cross-domain problems. Impor-
tant domain-independent information can be automatically extracted by GRU
if trained with an appropriate amount of data.
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3.4 Fine-Tuning in Cross-domain

Fine-tuning consists in using a labelled sample of target instances to refine a
model previously learnt on the source domain. The sample should be reason-
ably small for both theoretical and practical reasons. From a theoretical point
of view, the cross-domain task would be converted into an in-domain problem
if the sample used for fine-tuning was too large. Moreover, cross-domain would
be no longer needed if an appropriate amount of labelled target instances were
available. An in-domain model could be easily learnt in that case. On the other
hand, readers already know that cross-domain learning is essential from a prac-
tical point of view, since most real-world data are unlabelled. Finding a large
labelled sample is challenging in practice, and manually labelling it is even infea-
sible. Therefore, using a large sample would not be a viable alternative for tuning
a pre-trained model. On the other hand, if the sample was small, categorisation
by human experts would become a good option to increase cross-domain efficacy.

Beyond being a good trade-off between its cost and the improvement of per-
formance that guarantees, fine-tuning could be even critical for techniques that
do not rely on explicit transfer learning mechanisms. In particular, this work
assesses whether fine-tuning of deep neural networks can bring to an improve-
ment of ad-hoc cross-domain solutions.

4 Experiments

This Section shows some experiments to assess whether GRU, alike PV, is
automatically able to handle language heterogeneity in cross-domain tasks, in
relation to the amount of training data available. The effect of fine-tuning on
deep architectures is also discussed, showing that it can help improving cross-
domain performance, especially with small-scale data sets. Markov Chain has
been implemented in a custom Java-based framework. Paragraph Vector relies
on 0.12.4 gensim release [38], a Python-based open sourced and freely avail-
able framework1. For Gated Recurrent Unit (GRU) we used the Python-based
implementation provided by Keras2, choosing TensorFlow as back-end.

4.1 Setup

A common benchmark text set has been used to compare results with our pre-
vious work [1], that is a collection of Amazon reviews3 about Books (B), Movies
(M), Electronics (E) and Clothing-Shoes-Jewelry (J). Each domain contains
plain English reviews along with their labels, namely a score from 1 (i.e. very neg-
ative) to 5 (i.e. very positive). The reviews whose scores were 1 and 2 have been
mapped to the negative category, those whose scores were 4 and 5 to the positive
one, whereas we discarded those whose score was 3 because they were likely to

1 http://nlp.fi.muni.cz/projekty/gensim/.
2 https://keras.io/layers/recurrent/.
3 http://jmcauley.ucsd.edu/data/amazon/.

http://nlp.fi.muni.cz/projekty/gensim/
https://keras.io/layers/recurrent/
http://jmcauley.ucsd.edu/data/amazon/
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express a neutral sentiment orientation. To assess to what extent the amount
of training data affects performance, source-target partitions with three orders
of magnitude have been tested, preserving 80%–20% as source-target ratio, and
balancing positive and negative examples. The small-scale data set has 1600
instances as the training set and 400 as the test set; the medium-scale 16000
and 4000 respectively; and the large-scale 80000 and 20000 respectively. Accu-
racy (i.e. the percentage of correctly classified instances) has been measured for
each source-target configuration, averaging results on 10 different training-test
partitions to reduce the variance, that is, the sensitivity to small fluctuations in
the training set.

The same configurations of our previous work [1] have been used for Para-
graph Vector and Markov Chain. The Distributed Bag of Words version (PV-
DBOW) [12] has been chosen for PV, selecting 100-dimensional feature vectors,
considering 10 words in the window size, ignoring words occurring in just one
document and applying negative sampling with 5 negative samples. The initial
learning rate has been set to 0.025, letting it linearly decade to 0.001 in 30 epochs.
Readers can refer to [12,39] for details on the parameters. A logistic classifier,
whose regression coefficients have been estimated through the Newton-Raphson
method, has been used to perform sentiment classification.

In conformity with the previous work [1], we relied on the Markov Chain
algorithm introduced in [15]. The relative frequency of terms in documents has
been chosen as the term weighting measure [40]. Feature selection by means of
χ2 scoring function has been carried out to mitigate the curse of dimensionality
that inherently affects dense bag-of-words models. 750, 10000 and 25000 terms
have been chosen for the small-scale, medium-scale, and large-scale data sets
respectively. Readers can refer to [15,16] for further details on the method.

For the GRU-based architecture, 3 main layers have been chosen: the first
two are GRU layers, and the last one is a dense layer, fully-connected to the
classes. Each GRU layer consists of 128 units as the output space dimensionality,
whereas Glorot uniform initialisation [41] has been performed for the kernel
weights matrix. 10% of the inputs to the second GRU layer have been discarded
via dropout, in order to improve network robustness to noise. Adam optimizer
[42] has been used to perform stochastic gradient descent, with binary cross-
entropy as the loss function to optimize. Default values have been kept for the
other parameters. Readers can refer to Keras documentation for further details.

The analysis below mainly focuses on cross-domain sentiment classification,
where transfer learning is typically required to bridge the semantic gap between
distinct domains. In-domain experiments have been shown just to have a base-
line for the cross-domain comparison between GRU and the techniques already
examined in the previous work [1]. The impact of fine-tuning on the deep archi-
tectures is finally addressed, assessing whether tuning allows increasing their
cross-domain performance, since PV and GRU do not provide explicit transfer
learning mechanisms.
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4.2 In-domain Experiments

In-domain results are presented for a matter of comparison with the previous
work [1]. They act as a baseline for cross-domain comparison. Table 1 shows the
results over the 4 domains of the Amazon reviews dataset, namely Books (B),
Movies (M), Electronics (E) and Clothing-Shoes-Jewelry (J).

Table 1. In-domain comparison among the three techniques used in this paper. Nk-
Mk means that the experiment has been performed by using N* 1000 instances as the
training set and M * 1000 instances as the test set. X → X means that the model has
been learnt on reviews from a domain X and then applied to different reviews from
the same domain. Values have been rounded to one decimal place for space reason.

Domain(s) 1.6k-0.4k 16k-4k 80k-20k

PV MC GRU PV MC GRU PV MC GRU

In-domain experiments

B → B 67.3% 79.3% 83.5% 75.4% 81.9% 73.8% 84.7% 83.8% 89.6%

M → M 79.8% 91.2% 76.8% 74.9% 82.4% 78.9% 84.1% 80.2% 79.5%

E → E 79.3% 92.0% 80.8% 80.2% 80.7% 82.5% 85.6% 84.4% 85.2%

J → J 75.5% 72.0% 82.3% 80.1% 83.8% 85.0% 85.3% 87.0% 84.4%

Average 75.4% 83.6% 80.8% 77.6% 82.2% 80.0% 84.9% 83.9% 84.7%

GRU achieves performance comparable with the other techniques. The out-
come is not surprising for many reasons. Firstly, GRU has a recurrent architec-
ture, suitable for modelling sequences of terms. Secondly, GRU is able to capture
dependencies of different time scales. Relationships among terms arise indepen-
dently of how much they are distant. Finally, GRU can store relevant information
through time, working as a memory. Readers can find further discussion on PV
and MC in the previous paper [1].

4.3 Cross-domain Experiments

The following experiment aims to compare the performance of GRU with PV
and MC in cross-domain sentiment classification. The goal is to assess whether
the memory mechanism of GRU, which allows preserving relevant information
through time, makes it suitable for cross-domain learning. This comparison also
strengthens our earlier investigation [1] on deep learning in cross-domain senti-
ment classification.

The analysis involves all source-target configurations of the four domains,
namely B → E, B → M , B → J , E → B, E → M , E → J , M → B, M → E,
M → J , J → B, J → E, J → M . The detailed results are shown in Table 2,
whereas the average trend across domains is represented in Fig. 5.
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Table 2. Comparison between GRU, PV and MC in cross-domain sentiment clas-
sification. Nk-Mk means that the experiment has been performed by using N * 1000
instances as the training set and M * 1000 instances as the test set. X → Y means that
the model has been learnt on reviews from the source domain X and then applied to
reviews from the target domain Y . Values have been rounded to one decimal place for
space reason.

Domain(s) 1.6k-0.4k 16k-4k 80k-20k

PV MC GRU PV MC GRU PV MC GRU

Cross-domain experiments (source → target)

B → E 70.8% 69.3% 64.0% 67.3% 71.2% 73.2% 73.2% 74.1% 78.2%

B → M 66.8% 70.9% 65.0% 80.3% 79.3% 77.8% 82.0% 79.0% 83.3%

B → J 73.3% 79.7% 69.5% 70.6% 71.8% 78.0% 74.9% 76.0% 82.7%

E → B 74.0% 54.0% 65.8% 78.8% 80.1% 69.5% 76.9% 79.2% 77.0%

E → M 71.5% 56.8% 64.7% 76.2% 76.2% 73.4% 76.9% 77.2% 79.3%

E → J 82.8% 74.3% 69.2% 79.5% 80.5% 82.0% 80.8% 81.9% 85.7%

M → B 74.8% 65.8% 59.0% 85.6% 86.1% 71.7% 85.2% 83.8% 81.2%

M → E 71.8% 68.2% 69.5% 75.3% 77.1% 74.7% 74.8% 72.9% 79.5%

M → J 82.3% 82.0% 68.0% 73.5% 74.9% 77.0% 77.0% 78.6% 82.3%

J → B 66.3% 75.3% 60.5% 69.6% 80.6% 68.2% 76.5% 78.6% 77.2%

J → E 76.5% 80.6% 77.0% 78.6% 79.8% 78.4% 80.1% 81.8% 82.2%

J → M 74.3% 81.3% 63.5% 70.8% 74.3% 72.7% 76.1% 77.9% 77.6%

Average 73.7% 71.5% 66.3% 75.5% 77.7% 74.7% 77.9% 78.4% 80.5%

The average trend is pretty clear: the more data GRU relies on, the more
it performs well. Indeed, GRU underperforms the other techniques with small-
scale data. Increasing the number of training instances, GRU experienced a
dramatic growth in accuracy, becoming comparable with both PV and MC with
medium-scale data and even outperforming them with large-scale data. A rea-
sonable explanation for this behaviour is that the memory mechanism of GRU
needs an appropriate amount of data in order to learn what is actually relevant
within a review. Somebody might argue that, looking at in-domain results in
Table 1, GRU achieves good performance even with small data sets. This means
that GRU needs few data to capture intra-domain term relationships, whereas
few facts are not enough to capture inter-domain dependencies in absence of
some explicit transfer learning mechanism. This is rational. Just think that
in a single domain identifying the polarity-bearing terms could be enough to
understand the overall sentiment orientation of the review, whereas the same
does not hold between distinct domains, because of language heterogeneity. The
polarity-bearing terms of the source domain generally differ from those of the
target domain. In order to support the knowledge transfer from source to tar-
get, cross-domain makes it necessary to identify relevant hidden concepts rather
than important terms. Careful readers could argue that PV, similarly to GRU,
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does not provide for a transfer learning phase, achieving good performance with
small-scale data anyway. This is true, but it should not be forgotten that PV is
able to capture word semantics without supervision [12]. This feature makes PV
suitable for bridging the inter-domain semantic gap, as shown in [1].
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Fig. 5. Average accuracy achieved by the compared methods in cross-domain sentiment
classification. The number of instances respectively used for small-scale, medium-scale
and large-scale are reported in Sect. 4.1.

The outcome of cross-domain experiments suggests that gated recurrent units
are automatically able to decide which information is better to preserve even
across heterogeneous domains. However, GRU needs a large-scale training set in
order to perform well in cross-domain tasks. Since GRU does not rely on explicit
transfer learning mechanisms, it requires more data in order to extract hidden
relevant concepts to bridge the semantic gap between distinct domains.

4.4 Experiments with Fine-Tuning

The experiments illustrated below assess the effectiveness of fine-tuning in sup-
porting deep learning techniques in cross-domain sentiment classification. As
explained in Sect. 3.4, fine-tuning of a pre-trained model can be useful in prac-
tice only if the labelled sample of the target domain is reasonably small. If it was
too large, cross-domain would lose its benefits and, at the same time, in-domain
approaches would be both feasible and preferable. For this purpose, 250 and
500 target examples have been used to assess the potentiality of fine-tuning as
transfer learning mechanism. The detailed cross-domain results with fine-tuning
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are shown in Table 3, whereas the average trend is plotted in Fig. 6 and com-
pared with the accuracy that PV and GRU obtained without tuning on target
instances.

Table 3. Comparison between GRU, PV and MC in cross-domain sentiment classi-
fication with fine-tuning on a small set of target instances. Nk-Mk means that the
experiment has been performed by using N * 1000 instances as the training set and
M * 1000 instances as the test set. X → Y means that the model has been learnt on
reviews from the source domain X and then applied to reviews from the target domain
Y . 250 and 500 target instances have been used for tuning.

Domain(s) 1.6k-0.4k 16k-4k 80k-20k

PV GRU PV GRU PV GRU

Fine-tuning with 250 instances (source → target)

B → E 70.56% 69.00% 73.86% 74.85% 72.40% 79.05%

B → M 67.78% 68.50% 76.33% 79.45% 83.83% 84.51%

B → J 76.67% 71.50% 71.03% 79.80% 75.16% 82.03%

E → B 63.89% 68.50% 78.61% 70.20% 74.73% 77.83%

E → M 73.78% 67.00% 65.28% 73.85% 79.18% 80.17%

E → J 82.22% 71.00% 79.14% 84.60% 81.14% 86.44%

M → B 79.17% 67.50% 80.08% 72.95% 81.22% 81.22%

M → E 73.89% 72.50% 77.33% 77.10% 74.38% 79.70%

M → J 82.50% 75.50% 75.58% 78.85% 77.92% 82.83%

J → B 64.17% 67.50% 74.81% 70.30% 75.22% 78.78%

J → E 73.89% 77.50% 83.11% 78.50% 80.70% 82.51%

J → M 70.83% 68.00% 62.53% 75.25% 78.25% 79.19%

Average 73.28% 70.33% 74.81% 76.31% 77.84% 81.19%

Fine-tuning with 500 instances (source → target)

B → E 70.72% 70.50% 73.54% 73.95% 72.24% 78.56%

B → M 67.56% 68.00% 76.28% 79.55% 83.66% 84.07%

B → J 76.17% 78.00% 70.53% 80.50% 74.89% 82.30%

E → B 66.83% 69.00% 78.21% 71.85% 74.97% 77.39%

E → M 73.03% 72.50% 64.99% 76.65% 79.23% 80.82%

E → J 81.33% 76.50% 79.02% 82.15% 81.15% 85.19%

M → B 79.33% 69.00% 80.94% 76.55% 81.35% 81.78%

M → E 74.61% 72.50% 77.55% 77.25% 74.34% 79.91%

M → J 84.17% 77.50% 74.65% 79.25% 77.70% 82.33%

J → B 66.06% 70.00% 74.42% 71.85% 75.62% 78.52%

J → E 74.83% 78.00% 82.84% 79.55% 80.28% 83.66%

J → M 71.66% 68.50% 62.33% 76.60% 78.04% 79.59%

Average 73.86% 72.50% 74.61% 77.14% 77.79% 81.18%
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Fig. 6. Average accuracy achieved by the compared methods when fine-tuning on small
samples of target instances is performed to foster cross-domain sentiment classification.
The number of instances respectively used for small-scale, medium-scale and large-scale
are reported in Sect. 4.1. The subscripts 250 and 500 are referred to the number of
instances sampled from the target domain in order to perform fine-tuning.

The first outcome that catches the eye is that PV is almost unaffected by fine-
tuning, regardless of the data set size. This behaviour is explained by the ability
of PV to capture word semantics without supervision. PV automatically handles
language heterogeneity by discovering hidden relationships between semantically
similar words [12]. On the other hand, the benefits of fine-tuning dramatically
affect GRU, which is not inherently able to align domains without supervision.
The improvement is particularly evident with small-scale data, and decreases by
growing the amount of source data employed to pre-train the model. The reason
is pretty obvious. When few training data are available, GRU cannot capture
inter-domain dependencies, and even a small sample of target data leads to a
significant boost of performance. The impact is a bit reduced with medium-scale
data, mainly for two factors. The first factor is the increased capability of GRU
in bridging the inter-domain semantic gap without fine-tuning, as already shown
in Sect. 4.3. The second factor is that 250 and 500 instances are two orders of
magnitude less than the dataset size considered, whereas the small-scale data
were just one order of magnitude more than the amount used for tuning. It is
obviously challenging to increase the performance of a model pre-trained on a
set of medium-scale data, by using only such a small sample for tuning. The
same two factors also affect performance improvement when large-scale data are
taken into account.
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Despite the few instances used, fine-tuning is beneficial to GRU on average in
all the considered configurations. With small-scale data, the sample of 250 target
instances improves accuracy by approximately 4%, whereas doubling the tuning
instances, accuracy increases by about 2% more. With medium-scale data, the
smaller sample boosts accuracy by about 1.6%, whereas the bigger one by less
than 1% with respect to the smaller. Finally, accuracy increases by less than
1% with respect to the configuration without tuning when large-scale data are
considered, independently of the size of the tuning sample.

The outcome of the analysis proves that fine-tuning on a small sample of
labelled target data is beneficial to deep architectures that do not have nei-
ther explicit transfer learning mechanisms nor the capability of automatically
detecting semantically similar terms without supervision.

5 Conclusions

In this work, the investigation on deep learning in cross-domain sentiment clas-
sification, started in [1], has been carried on.

A Gated Recurrent Unit based architecture has been added to the previous
comparison, which already took into account Paragraph Vector, an unsupervised
deep learning technique not designed for cross-domain purposes, and a Markov
Chain based method tailored to transfer learning and cross-domain sentiment
classification. Moreover, fine-tuning of a pre-trained model has been attempted
to assess its impact on cross-domain as explicit transfer learning mechanism.
The model pre-trained on the source domain was tuned on a small sample of
labelled target instances. The sample should be small in order for human experts
to manually label data without too much effort. Moreover, if a large amount of
labelled data was available, in-domain approaches would be preferable, as they
are generally more effective than cross-domain ones.

The cross-domain experiments without fine-tuning show that GRU needs
many instances in order to learn bridging the semantic gap between the source
and the target domain. Indeed, GRU performs poorly with small-scale data
(e.g. 2000 examples), achieves accuracy comparable with the other techniques
with medium-scale data (e.g. 20000 examples), and even outperforms both with
large-scale data (e.g. 100000). The outcome also means that, once enough data
are available for training, GRU is able to bridge the inter-domain semantic gap
without explicit transfer learning mechanisms. This ability is supposedly due
to GRU gates, which allow each unit working as a memory wherein relevant
information can be stored and preserved.

The deep architectures analysed manifest different behaviours in the exper-
iments with fine-tuning. PV does not take advantage of fine-tuning, since it is
able to capture word semantics as well as word relationships without supervi-
sion. On the other hand, fine-tuning is beneficial to GRU, because it acts as a
transfer learning mechanism. The less training examples have been used to pre-
train the model on the source domain, the higher impact fine-tuning has had
on performance. As expected, a greater amount of tuning data (e.g. 500 reviews
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rather than 250) brings to better performance with small-scale data. The impact
of this factor decreases by augmenting the dataset cardinality, and completely
vanishes with large-scale data.

The analysis carried out in this work confirms that deep architectures are
promising for cross-domain sentiment classification, although the techniques used
in this investigation do not explicitly incorporate transfer learning mechanisms.
Some features make deep nets suitable for bridging the inter-domain semantic
gap, like the capability of PV to learn word semantics and relationships without
supervision, and the memory mechanism of GRU that allows preserving relevant
information through time. When combined with explicit transfer learning mech-
anisms as fine-tuning, deep learning techniques achieve accuracy comparable
with or better than ad-hoc cross-domain solutions. Moreover, the fact that deep
learning algorithms are able to take advantage of large-scale data is extremely
important in nowadays big data scenarios, where scalability always is a require-
ment.

Future work will focus on combining different deep learning approaches, in
order to take advantage of the respective benefits. We argue that this study is a
start point to overcome ad-hoc solutions for cross-domain sentiment classifica-
tion. A possibility is to combine deep approaches to learn semantic-bearing word
representation - like Paragraph Vector, Glove [43], ELMo [44], etc. - with deep
architectures with some memory mechanism, such as Gated Recurrent Unit, Dif-
ferentiable Neural Computer [45], Dynamic Memory Network, etc. (see in [46]
for an extensive treatment in transfer learning). Moreover this study can be
extended to cope with other emerging text classification problems where large
data sets are unlabelled, such as in thread of conversational messages of social
networks and discussion forums [47,48].
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48. Domeniconi, G., Semertzidis, K., López, V., Daly, E.M., Kotoulas, S., Moro, G.:
A novel method for unsupervised and supervised conversational message thread
detection. In: DATA, pp. 43–54. SciTePress (2016)

https://doi.org/10.1007/978-3-319-62911-7_2


Prediction and Trading of Dow Jones
from Twitter: A Boosting Text Mining

Method with Relevant Tweets
Identification

Gianluca Moro1, Roberto Pasolini1, Giacomo Domeniconi2(B),
Andrea Pagliarani1, and Andrea Roli1

1 Department of Computer Science and Engineering, University of Bologna,
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Abstract. Previous studies claim that financial news influence the
movements of stock prices almost instantaneously, however the poor fore-
seeability of news limits their possibility of predicting the stock price
changes and trading actions. Recently complex sentiment analysis tech-
niques have also showed that large amount of social network posts can
predict the price movements of the Dow Jones Industrial Average (DJIA)
within a less stringent timescale. From the idea that the contents of
social posts can forecast the future stock trading actions, in this paper
we present a simpler text mining method than the sentiment analysis
approaches, which extracts the predictive knowledge of the DJIA move-
ments from a large dataset of tweets, boosting also the prediction accu-
racy by identifying and filtering out irrelevant/noisy tweets. The noise
detection technique we introduced improves the initial effectiveness of
more than 10%. We tested our method on 10 millions twitter posts span-
ning one year, achieving an accuracy of 88.9% in the Dow Jones daily
predictions, which, to the best of our knowledge, improves the best litera-
ture result based on social networks. Finally we have used the prediction
method to drive the DJIA buy/sell actions of a trading protocol; the
achieved return on investments (ROI) outperforms the state-of-the-art.
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1 Introduction

Online posts from social networks, micro blogging and comment sections on news
enable people to share opinions and moods, creating big data sets constantly
updated of textual corpora. Sentiment analysis techniques aim at extracting
emotional states and/or opinions’ polarity orientation expressed in unstructured
text in order to create a collective social emotional state.

Recent studies claims that the trend of social emotional state predict the
macroscopic evolution of global events such as some economic indicators. In
particular, [1] using a Probabilistic Latent Semantic Analysis (pLSA) model
extracts sentiment indicators on blogs that predict future sales, [2] shows how
through assessments of blog sentiments can predict the movie sales; similarly
[3] shows how public sentiments on movies expressed on Twitter can actually
predict box office receipts. [4] tests the predictability of books sales using online
chat activities. But all that glitters ain’t gold: [5] criticises some literature on this
topic, showing results that are in fact unpredictable, for instance the prediction
of election. Of course analyses of tweets can help to understand the political
popularity, but can not consistently predict the results so far.

In this work we experimented the prediction of the Dow Jones Industrial
Average (DJIA) from Twitter messages, moreover we assessed the return on
investments (ROI) achieved by trading it according to such a forecast capability.
For obvious reasons, the ability to predict the stock market trends has histori-
cally attracted interest from shareholders as well as academia. Efficient Market
Hypothesis (EHM) proposed in [6] states that prices of financial assets are man-
aged by rational investors who rely on new information, i.e. news, and not by
present or past prices; since news are not predictable, neither is the stock market,
which, according to past studies [7,8], follows in general a random walk trend.
However, [9] confutes the EMH, providing evidences that market prices reflect
all the available information. Moreover, several studies show that the trend of
the stock market does not follow a random walk model and can be predicted
in some way [10,11], including, for example, with mining techniques applied to
market news [12,13] or to past prices [14] or even to financial reports [15].

Recently several works have studied the correlation between sentiments
extracted from Twitter and socio-cultural phenomena [16,17], such as the pop-
ularity of brands [18], and also the correlation between public mood in Twitter
and the DJIA trend [19].

Differently from previous works that predict DJIA by computing people sen-
timents or moods from their twitter opinions, we introduce a simpler method
based on NLP techniques for the characterisation and detection of relevant tweets
with respect to increments or decrements of DJIA. In particular, as far as the
selection of tweets is concerned, our method includes a noise detection approach
in short textual messages in order to filter out irrelevant tweets in predicting
DJIA. As discusses in Sect. 6, there is a large literature regarding the detec-
tion of noise in data mining and especially in data clustering; various methods
have also been applied to text mining, generally for the recognition of noisy fea-
tures [20] or for novelty detection [21], i.e. the discovery of unknown data that
a machine learning system has not been trained with.
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In this work we employed the same dataset1 of ten millions tweets posted
in 2008 used by [19], but with a much smaller training set in order to assess
our method more reliably with a wider test set. Intuitively, our method is based
on training an intermediate classifier on five millions tweets posted in the first
seven months of the 2008. By analysing the results of this classification, we cre-
ate a pruning scheme based on four goodness groups of tweets, namely true and
false positives and true and false negatives, depending on the outcome of the
classification. We subsequently transform the training set by removing irrele-
vant tweets considered noise. This technique has been applied at two level: both
to individual tweets and to aggregations of them, which correspond to actual
instances of the training set. The method achieves on average a daily prediction
accuracy of 79.9% and 88.9% without and with noise removal respectively.

Moreover we have extended our previous work [22] by adding a trading proto-
col in order to perform buy/sell operations on the basis of our prediction method
mentioned above. The trading experiments show that the total return on invest-
ments (ROI) from the initial capital are 56% and 84% with and without noise
removal respectively. The two ROIs have been accumulated in the test period of
three months, therefore to get their correspondent values on a yearly basis, they
should be multiplied by four.

The paper is organized as follows. Section 2 draws a short background of
the precedent literature about the predictive mood of Twitter for several social-
economic phenomenons. Section 3 explains the data considered, the Vector Space
Model construction and the noise detection technique. Section 4 illustrates the
trading protocol. Section 5.1 describes and compares DJIA prediction experi-
ments with other works showing our results improves the best existing out-
comes based on social network approaches. Section 5.2 reports the DJIA trading
results showing that the achieved ROI outperforms the state-of-the-art, even
with respect to advanced deep learning approaches. Section 6 illustrates litera-
ture about stock market prediction based on news, social network analysis and
noise detection methods. Finally, Sect. 7 sums results up and outlines future
work.

2 Background

Twitter represents a humongous knowledge base providing information about
almost every topics. It can also be argued that this knowledge base can provide
an indication on the public mood. In fact the emotional state, as the prerogative
of a single human being, propagates to social status as a feature of all of the
individuals. This phenomenon is studied by [16]: authors find that events in the
social, political, cultural and economic sphere do have a significant, immediate
and highly specific effect on the various dimensions of public mood extracted
from Twitter. They speculate that large scale mood analysis can provide a solid
platform to model collective emotive trends in terms of their predictive value
with regards to existing social as well as economic indicators. This predictive
1 https://bit.ly/2x0WsVD.

https://bit.ly/2x0WsVD
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Fig. 1. Daily closing values of the DJIA prices and split of the benchmark set. Based
from [22].

feature of Twitter mood has been used for forecasting different phenomenons,
like the sales of a movie [3], the public opinion on a particular brand [18] and
so on.

Precedent literature proposed to use Several approaches proposed in past
years apply sentiment analysis techniques to tweets to create forecast models.
[19] measure collective mood states (positive, negative, calm, alert, sure, vital,
kind and happy) through sentiment analysis applied to more than 9 million
tweets posted in 2008. Tweets are filtered by some generic sentiment expressions
(e.g. “I’m feeling”) not directly related to stock market. They analyse tweets
by two mood tracking tools: Opinion Finder (OF, [23]) that classifies tweets as
positive or negative, and Google-Profile of Mood States (GPOMS) that measure
mood in the other 6 dimensions.

They found that the calm mood profile yields the best prediction result
for Dow Jones Industrial Average (DJIA) with an accuracy of 86.7% in the
prediction of the daily directions in the month of December, moreover they also
show how a tweet aggregation in a 3-day period ensures better prediction on the
daily DJIA.

Unlike the latter work, the proposal of this paper is a boosting text mining
method with the capacity of recognizing and filtering out irrelevant tweets that
negatively affect the accuracy prediction of the DJIA price movements. Moreover
the paper introduces a trading protocol with buy/sell actions driven by this
prediction method and shows the return on investments achieved.

3 Methodology

3.1 Benchmark Text Set

To obtain a comparative evaluation than the well-known work of [19], we use the
same collection of tweets: that is about 10 million tweets posted from January
1th to December 19th of 2008, by approximately 2.7M users. Following the pre-
processing applied by Bollen et al., only tweets in English language that contain
explicit statements of the author’s mood state are taken into consideration, i.e.
those that contains one of this expressions “i fell”, “i am feeling”, “i’m feeling”,
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Fig. 2. Diagram of the DJIA prediction process through tweets aggregation. In this
example the system predicts the DJIA trend for 28/03/2008 using the aggregated
tweets posted in the previous four days (l = 0 and a = 3). Based from [22].

“i dont feel”, “I’m”, “Im”, “I am”, and “makes me”. Tweets that contain links
or that address the tweet content to another user are removed. All tweets are
tokenized in single words and, as done by [24], also the emoticons are considered
into our model using three different tokens.

Figure 1 shows the daily closing values of DJIA of 2008. To properly evaluate
the models’ ability in the prediction of DJIA prices, we split the benchmark set
into (i) a training set with the first seven months of the year (from January 2 to
July 31) to create the prediction models; (ii) a validation set with two months,
August and September, with which we tune the models and apply the noise
detection; (iii) finally a test set with the latest three months, from October 1st
to December 19th, larger than the work of Bollen et al., which refers to only
19 days of December and consequently to only 15 days of opening stock market.

3.2 Vector Space Model Construction and DJIA Prediction

Tweets are grouped according to the publication date and will provide the infor-
mation base to generate future predictions on the stock market. As shown by the
experiments of Bollen et al., the higher correlation between social mood and the
DJIA is obtained by grouping tweets of several days and shifting the prediction
for a certain time lag. Thus it becomes interesting to evaluate the accuracy of
the predictions considering these two parameters in the forecasting model:

– Lag (l): temporal translation from the forecast date, l = 0 means the day
before the prediction.

– Aggregation (a): number of days to be aggregated to make a prediction, a = 0
means only one day.

As a simple example, assume that we consider l = 1 and a = 2, to make the
prediction on day t will be considered tweets published in the days t − 2, t − 3
and t − 4. The range of days considered for the prediction of day t will be:
[t − 1 − l − a, t − 1 − l].
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According to the two previous parameters, all the tweets related to the pre-
diction of a day (in the previous example, all tweets of t− 2, t− 3 and t− 4) are
collected in a single Bag-of-Words (BoW). Given the high number of tweets avail-
able, a dimensionality reduction is required. Once selected the tweets, stop-words
are removed and a stemming process is performed, each term is then weighted
using the common tf.idf [25]. Finally, a number nf of them, with greater weight,
are selected.

At the end of each day d, the method predicts from the mentioned aggregation
of tweets, the sign of the difference between the unknown closing price at day
d + 1 and the known closing prices at day d of DJIA. The prediction process is
summarised in Fig. 2 and its accuracy refers to the forecast of whether the above
difference is negative or positive. Section 4 explains how this sign prediction
determines the trading actions.

3.3 Detection of Relevant and Noisy Tweets

Twitter provides a great deal of information, but is necessary to understand
what is useful for a given analysis and what is not. Considering this, we propose
a noise detection method to define what tweets to use in the DJIA prediction
model. Our idea can be summarised in few steps:

1. Once created the representation of the data, as described in the previous
section, we train a classification model and we apply it on the validation set.

2. We create four prototypes, one for each possible outcome of the classification,
i.e. true positive (TP), predicted days, true negative (TN), false positive (FP)
and false negative (FN). Each prototype is a BoW merging all the instances
of the validation set, i.e. all the tweets of the a days before each prediction.

3. We use prototypes to discover the noisy tweets in the dataset. We propose
to apply this method at two different levels: (i) a tweet level: removing from
the dataset all the tweets with cosine similarity less than a threshold τg with
respect to the good prototypes (TP and TN) or greater then a threshold
τb with respect to the bad prototypes (FP and FN); (ii) a instance level:
removing from the training set instances similar to the bad prototypes.

4. With the cleaned data set we train a new prediction model using the training
and validation set and we use it to classify the test set.

4 Trading Protocol Driven by the Prediction Method

The accuracy of a predictive regression model is usually measured with RMSE
or in this case evaluating the error in Dow Jones points, or also, as we performed,
using the sign of the difference among consecutive closing prices, as illustrated in
Subsect. 3.2. In fact, what is ultimately important to measure the effectiveness of
a prediction model is its capability of correctly driving trading actions to buy/sell
shares. If the market is predicted to rise, the trading protocol receives from the
prediction model a signal to buy, while a sell signal occurs when it is predicted a
drop; sell/buy actions are performed without any predefined rise/drop threshold.
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In our simple trading protocol each buy/sell trade is conducted at the market
opening value of each day d and the forecast of the DJIA movements consists on
the prediction of the sign of the difference between the unknown closing price,
closing

(d)
unknown of the day d, and closing

(d−1)
known the known closing price of the

previous day as follows:

action at opening(d) =

{
buy if closing

(d)
unknown − closing

(d−1)
known > 0

sell otherwise
(1)

The trading protocol performs at most one action a day according to 1 and
it spends in each buy action the full capital available, including the possibly
achieved gains (i.e. all in). At the first buy signal from the prediction model, the
full initial capital is invested and any new subsequent buy signal is treated as a
hold command.

When a sell signal is received, all investment held is sold (all out) and sub-
sequent sell signals are ignored, until another buy is emitted iterating in this
manner the protocol. When the trading protocol stops, it performs a sell action
sailing all the shares acquired, independently on the sign predicted.

To measure gain/loss performances, we adopted the standard Return On
Investment (ROI) [26], which is defined as

ROI =
Gain from Investment − Cost of Investment

Cost of Investment
(2)

where the Cost of Investment is the value of the initial capital before the first
trading action and the Gain from Investment is the proceeds achieved from
the sale of the investment. For instance, a cost of investment 1 at the opening
value of the day d, means we have bought shares spending 1 (no matter the
currency) and if we sail at the first sell signal the shares for 1.1, which is the
gain from investment, the ROI is 1.1−1

1 = 0.1, that is 10% of profit. The sum of
each ROI over the trading period is the percentage gain in investment capital.

5 Experiments: Prediction and Trading

5.1 Predictions of Positive/Negative Dow Jones Movements

We tested the effectiveness of the prediction varying (i) the classification algo-
rithm, we tested two different supervised models using the Weka2 implemen-
tation: Decision tree (the J48 C4.5) and SVM (the SMO algorithm), (ii) the
number nf of features (i.e. words) selected in the dataset, (iii) the aggregation
a and (iv) the lag l parameters on the data cited above.

Before the application of the noise detection method, we tested a simple
prediction model based on the VSM built as described in Sect. 3.2, varying the
parameters in order to discover the best tuning of them. Tables 1 and 2 show

2 www.cs.waikato.ac.nz/ml/weka/.

www.cs.waikato.ac.nz/ml/weka/
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Table 1. Results obtained in tuning
the decision tree algorithm.

Aggr Lag nf feat fMeasure

3 0 500 0.799

3 1 2000 0.736

3 0 1000 0.700

0 2 500 0.668

0 2 2000 0.660

2 2 500 0.657

3 2 2000 0.653

Table 2. Results obtained in tuning the
SVM algorithm.

Aggr Lag nf feat fMeasure

2 1 1000 0.682

1 2 2000 0.668

3 2 1000 0.649

2 1 2000 0.649

1 3 2000 0.643

0 2 2000 0.642

2 1 500 0.642

Table 3. Comparison with cosine similarities between instances (aggregated tweets)
belonging to the different four groups. Each cell of the table is calculated as average
value of the comparison of all the related couples of instances.

TP TN FP FN

TP 0.819 0.828 0.779 0.772

TP 0.823 0.914 0.776 0.738

FP 0.779 0.776 0.848 0.770

FN 0.772 0.738 0.77 0.912

the best results obtained by the two supervised algorithms with the related
parameters combination.

A first noteworthy aspect is the aggregation parameter, that gives best results
with three days gathered, this confirms the analysis done by Bollen et al. in their
work, in which authors obtain the same consideration. This means that there is
a strong correlation between the information extracted in a couple of days before
and the outcome of a market trading day. In other words, the stock market seems
to be affected to the information, and thus event or moods and so on, of the
previous days.

Moreover, it is evident the best accuracy obtained by the decision tree model,
that with few features required (just 500), achieves a f-Measure almost of 80%.
From now on, every test is performed using the best combination of parameters
shown in Tables 1 and 2.

Once defined the best model, we applied the noise detection method in order
to clean the dataset. The idea is to analyze the predictions made on the validation
set in order to define four groups of predictions and use those to find only the
useful tweets, or aggregations of tweets, in the dataset.

First, we divided the validation set instances based on the outcome of the
predictions. Among all the tested instances, we selected only the predictions
with the probability given by the classifier greater than 90%, in order to pull out



34 G. Moro et al.

only the surest among them. These selected instances are then grouped based on
the outcome (i.e. TP, TN, FP, FN). In order to assess the assumptions and the
quality of the groupings made, we calculated the cosine similarity between both
instances of the same group and belonging to different groups; we expected that
the instances belonging to the same group should have a high similarity, while
should appear dissimilarities comparing instances of different groups. These com-
parisons are shown in the Table 3; the main diagonal contains the comparisons
between instances belonging to the same group, noteworthy is that these sim-
ilarities are significantly greater than the other comparisons and this supports
our hypothesis underlying the noise detection method.

The first noise detection experiment has been made comparing all the single
tweets in the dataset (both training and test sets) with the four prototypes cre-
ated aggregating the instances of the four groups of predictions analyzed above.
We conducted a double experiment: (i) keeping only the tweets similar to the
two good prototypes, i.e. tweets whose cosine similarity with respect to TP or
TN overcomes a threshold τg; (ii) discarding all the tweets similar to the bad pro-
totypes, i.e. tweets whose cosine similarity with respect to FP or FN overcomes
a threshold τb. Figure 3 shows the obtained results in both experiments, varying
the thresholds. Unfortunately, the results do not show an improving trend by
using this noise detection technique.

(a) Mantaining tweets similar to the
good prototypes. Based from [22].

(b) Discarding tweets similar to the
bad prototypes.

Fig. 3. Tweets level noise detection experiments. Based from [22].

A further proposal to detect and remove noise is based on idea of that some
training instances could compromise the accuracy of the prediction model, as
outliers or simply containing noisy tweets. In this experiment, we remove in the
training set of the final classification model all the instances that are similar to
the bad prototypes and thus could negatively affect the model. Figure 4 shows
the results obtained with the best tuning using both a decision tree and a SVM
algorithm, varying the threshold τ in the noise detection algorithm. Results
show a noteworthy improvement using the noise detection method. In particular,
using the Decision tree algorithm, we achieve a fMeasure = 0.889 that is an
improvement of 10% with respect to the results obtained in tests without the
training set cleaning techniques. Similar considerations can be done when using
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(a) Decision tree supervised model.
Based from [22].

(b) SVM supervised model.

Fig. 4. Instance level noise detection experiments. Based from [22].

a SVM classifier; in this case the improvement is even greater, since we started
from a fMeasure = 0.682 and, with an improvement of 27%, we obtain a
maximum of fMeasure = 0.867 when using the noise detection algorithm.

By analyzing the results obtained by the best model, we found a fMeasure
related to the prediction of the positive market day of 0.848 and to the negative
day of 0.912. The precision of the predictions in the test set is 88.9%, that is
higher than the precision obtained by Bollen et al. in their work, i.e. 86.7%.

A real comparison with the work of Bollen et al. can be done considering the
same test set of their works, i.e. considering the 19 trading days in December
2008. Using this test set and training our method with the first 11 months of the
year, we obtain a perfect classification (100%) of the 19 trading days, showing a
sharp improvement with respect to the 86.7% obtained by Bollen et al.

5.2 Trading Results

We have performed the trading actions according to the protocol described in
Sect. 4 and the experiments have been conducted comparing three prediction
models: a random predictor of the DJIA rise/drop and our two best prediction
models illustrated in previous Section without and with the removal of noisy
tweets, with fMeasure 79.9% and 88.9% respectively. The trading period coin-
cides with the prediction test period from October to December 2008.

The three experiments have been compared according to the return on invest-
ment (ROI) described in Sect. 4. Table 4 reports the total ROI achieved by the
above mentioned prediction models over the three months of test.

The random predictor model, which conducts buy/sell trading actions com-
pletely random, has been executed 10000 times, changing in each the random
generator seed. It achieves on average a loss of 10% with a standard deviation
of 14%.

Our first best prediction model, trained without removing noisy tweets, gains
56%, while the second one, which is trained removing noisy tweets from the
training, gains 84% with the noise detection technique described in the previous
subsection. The two latter results do not have a standard deviation as there are
not random choices for which repeating the experiments. As far as we know, both
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Table 4. Total return on investment (ROI) in the three months of the test period
with three prediction models: random trading actions, trading without removing noisy
tweets and trading with noise removal.

Prediction model type ROI Std. Dev.

Random −0.097 0.138

Without noise removal 0.562

With noise removal 0.840

results outperform the state-of-the-art in trading with the DJIA [26], even with
respect to more recent advanced approaches based on deep learning and recurrent
neural networks [27,28]. To get the annual ROI, the gains above mentioned
should be multiplied by four as they have been accumulated in a period of just
three months.

Figure 5 reports the ROIs time series produced by the three models over the
test period of the last three months of 2008. The ROI time series of random
prediction model (the bottom one) is always negative and in some days the loss
is more than 10%. The ROI time series of the prediction model without noise
removal (the one in the middle) has initially a slight loss and then is increasing
almost constantly. The top time series, which is the trend of the ROI of the
prediction model with noise removal, in the first week does not produce gains,
then it grows with a larger and larger difference with respect to the two previous
models.

6 Related Work

Stock market analysis and prediction has always received great interest by the
academic world: several possible approaches have been proposed, from time series
prediction to textual news analysis, until arriving to the social networks anal-
ysis. In this section we review the literature starting from classic stock market
prediction approaches, then we summarize the most recent works using social
network information to forecast the market prices. Finally, we analyze the most
known noise detection methods proposed in literature.

In the beginning, the scientific researches were based on the Efficient Mar-
ket Hypothesis [6] according to which prices of traded assets reflect all relevant
information available at any time. In such financial market model, neither tech-
nical prediction analysis of future prices based on the study of past prices, nor
fundamental analysis studying the evolution of the business value, allows an
investor to achieve higher profits than those that another investor would get
with a portfolio of stocks selected randomly, with the same degree of risk. How-
ever, in the last decades a great amount of works refused the unpredictability
hypothesis [9,29] showing that stock price series follow the random walk theory
only in a short period of time and consequently arguing that in general they
could be predicted.
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Fig. 5. Time series of the return on investments (ROI) of the three prediction models
in the test of three months: random, without noise removal, with noise removal.

Two major approaches to stock market prediction exist: using features
derived from technical analysis based on the history of stock index prices and
using related news and textual information to predict trends. Surveys about
the two approaches are given in [30] and [31] respectively. Other researches
employ blog posts to predict stock market behaviour by determining correla-
tion between activities in Internet message boards and stock volatility and trad-
ing volumes [32]. [33] create an index of the US national mood, called Anxiety
Index, by exploiting over 20 million posts from the LiveJournal website: when
this index increased significantly, the S&P 500 ended the day marginally lower
than expected. A comparative survey of artificial intelligence applications in
finance is reported in [34].

Several studies in the literature have proposed the use of information from
twitter to analyze and predict the trend of the stock prices. Similarly to the work
of Bollen et al. [19], already described in Sect. 2, authors in [35] use the calm
score of tweets extracts from June and December 2009, achieving an accuracy of
75% in 20-day test of prediction of Dow Diamonds ETF (DIA). They increase the
accuracy up to 80% by adding a quantitative feature related to the previous value
of the DIA. [36] uses in a multi-class classification, considering only calm, happy,
alert and kind mood dimensions. Furthermore, 4 different learning algorithms
(i.e. Linear Regression, Logistic Regression, SVMs and SOFNN) are used to learn
and exploit the actual predictions; SOFNN based model performed best among
all other algorithms, giving nearly 76% of accuracy. A comparison of six differ-
ent and popular sentiment analysis lexical resources (Harvard General Inquirer,
Opinion Lexicon, Macquarie Semantic Orientation Lexicon, MPQA Subjectivity
Lexicon, SentiWordNet, Emoticons) to evaluate the usefulness of each resource
in stock prediction is done by [24]. [37] uses sentiment analysis on stock related
tweets collected during a 6-month period. To reduce noise, they selected tweets
containing cashtags ($) of S&P 100 companies. Each message is classified by a
Näıve Bayes method trained with a set of 2500 tweets. Results show that sen-
timent indicators are associated with abnormal returns and message volume is
correlated to the trading volume. Similarly, [38] associates a polarity to each day
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considering the number of positive and negative tweets via sentiment140 3, test-
ing the DJIA and NASDAQ-100 index in a 13-month period between 2010 and
2011. [39] surveys a variety of web data sources (Twitter, news headlines and
Google search queries) and tests two sentiment analysis methods used for the
prediction of stock market behavior, finding that their Twitter sentiment indica-
tor and the frequency of financial terms occurrence on Twitter are statistically
significant predictors of daily market returns.

There are several approaches that do not use directly the sentiment analysis
to make predictions. For example [40] analyses with linear regression model the
correlation between the Twitter predictor and stock indicators at three levels
(stock market, sector and single company level) and find that the daily number
of tweets that mention S&P 500 stocks is significantly correlated with S&P 500
daily closing price. They obtain in a 19-day test an accuracy of 68% for Stock
Market and sector level prediction and of 52% for company stock. [41] creates
different types of features: to a “basic” data set corresponding to the tweets
BoW of the previous day, they add features regarding the number of tweets
containing the words“worry”, “hope” or “fear” (Basic&HWF), or the words
“happy”, “loving”, “calm”, “energetic”, “fearful”, “angry”, “tired” and “sad”
(Basic&8emo), training a SVM with these datasets relating at 7 months of 2013.
They get a maximum baseline accuracy of 65.17% for the DJIA, 57% for the
S&P 500 and 50.67% for NASDAQ. In a different way, [42] extracts two types
of features, one concerning the overall activity in twitter and one measure the
properties of an induced interaction graph. They found a correlation between
these features and changes in S&P 500 price and volume traded. [43] found a
high negative correlation (0.726, significant at level p < 0.01) between the Dow
Jones index and the presence of the words hope, fear, and worry in tweets.

A quantitative analysis is made by [44]: using Twitter volume spikes in a 15-
month period (from February 2012 to May 2013) they train a Bayesian classifier
to assist S&P 500 stock trading and they show that it can provide substantial
profit. [45] through extensive testing shows that adding Twitter-related data
(either in term of volume or public sentiment) to in non-linear time series (SVMs
or neural networks) will improve the predictions of stocks or indexes.

Noise detection is a topic of interest since the dawn of information retrieval.
In the Vector Space Model representation, the noise removal can be addressed at
two levels. At feature level useless and non-informative words are removed: nor-
mally this problem is addressed with a lists of stopwords and feature selection
schemes [46,47]. At instance level are instead removed non-informative docu-
ments, which could be source of confusion for the classification model. Here can
be ideally used the various noise detection techniques proposed in IR, without
considering the textual nature of the single features. There exist in literature
a large amount of proposed methods, for example using K-nearest neighbors
approach, neural networks, decision trees, SVM or Bayesian networks. In-depth
descriptions of all of these techniques have been reported in surveys as [21,48].

3 http://help.sentiment140.com/.

http://help.sentiment140.com/
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7 Conclusion

In this paper, we have developed a prediction method of the DJIA trend based
on text mining knowledge extracted from ten millions of tweets emitted in a year.
Moreover the method recognises and filters out irrelevant tweets that represent
noise and would negatively affect the prediction accuracy. The current stock
price prediction depends from the contents of tweets posted in the previous
days. This correlation was already shown in some works in literature that use
complex techniques to try to understand the semantic content of the textual
documents in order to predict the stock market trends.

The aim of our work was to use a simple method, based on the well-known
Vector Space Model representation and a supervised classifier. We have also
introduced a noise detection technique, both at tweets and at instances level
of the learning model (i.e. aggregation of tweets), we have used to filter out
from the data the large irrelevant corpus of tweets retrieved. We have tested and
compared the method on the same tweets dataset and DJIA trends in the whole
2008 used by [19]. Results shows that even a simple classification model based
on the VSM achieves a high accuracy of 80%.

This work have also demonstrated that our noise detection technique is able
to distinguish the irrelevant tweets and instances, thus noise, in the training
data, leading the accuracy to 88.9%, outperforming both our base classifier and
the best prediction method based on social network posts illustrated in [19].

Moreover we have added a trading protocol whose buy/sell operations are
driven by our prediction method. The return on investments (ROI) we achieved,
using the two prediction models mentioned above, are 56% and 84% and they
have been accumulated only in the test period of three months. These two ROIs
outperform previous DJIA trading approaches, both stock market methods based
only on the historical time series of DJIA prices [26] and recent advanced deep
learning proposals [27,28].

As future works we plan to further investigate possible correlations among dif-
ferent market indexes and stock options expanding the analysis to other sources
of unstructured text streams. In this context the heterogeneity of multi-domain
text sources could be dealt and leveraged with novel cross domain [49–51] and
transfer learning methods [52–54].
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Abstract. Continuous authentication is significant with respect to
many online applications where it is desirable to monitor a user’s identity
throughout an entire session; not just at the beginning of the session. One
example application domain, where this is a requirement, is in relation
to Massive Open Online Courses (MOOCs) when users wish to obtain
some kind of certification as evidence that they have successfully com-
peted a course. Such continuous authentication can best be realised using
some forms of biometric checking; traditional user credential checking
methods, for example username and password checking, only provide for
“entry” authentication. In this paper, we introduce a novel method for
the continuous authentication of computer users founded on keystroke
dynamics (keyboard behaviour patterns); a form of behavioural biomet-
ric. The proposed method conceptualises keyboard dynamics in terms of
a Multivariate-Keystroke Time Series which in turn can be transformed
into the spectral domain. The time series can then be monitored dynami-
cally for typing patterns that are indicative of a claimed user. Two trans-
forms are considered, the Discrete Fourier Transform and the Discrete
Wavelet Transform. The proposed method is fully described and eval-
uated, in the context of impersonation detection, using real keystroke
datasets. The reported results indicate that the proposed time series
mechanism produced an excellent performance, outperforming the com-
parator approaches by a significant margin.

Keywords: Biometrics · Continuous authentication ·
Keystroke dynamics · Keystroke time series

1 Introduction

Recent decades have seen a considerable increase in the popularity of digital
learning. Digital learning, also referred to as online education and eLearning,
refers to internet facilitated education, as opposed to traditional face-to-face
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classroom-style education. A current example is the prevalence of MOOCs (Mas-
sive Open Online Courses) where students learn at their own pace and withdraw
openly and freely [7]. The increasing popularity of digital learning, whatever
form this might take, has resulted in an increasing number of people who wish
to attain some kind of certification as evidence of successful completion of (say)
an online programme. One mechanism for doing this is in the form online assess-
ments and exams which students take remotely. Consequently, user authentica-
tion has become an issue [14,25,28]; certification providers need systems in place
to confirm that the person taking an online assessment/exam is who they say
they are.

Today, the vast majority of digital learning systems depend on traditional
(log-in) credentials, such as passwords and usernames, for authentication. How-
ever, this means that the identity of students is only authenticated at the start
of an eLearning assessment. The utilisation of this form of authentication is
obviously inadequate with respect to what is known as “insider attacks”. The
form of insider attack most relevant to eLearning is impersonation, where an
imposter poses as the real user when performing some kind of remote assess-
ment. Therefore, a major issue with respect to digital learning systems is how to
continuously confirm that a student taking an assessment is who they say they
are. This means, not only that students need to be authenticated at the start
of each assessment, but throughout the course of the assessment; continuous
authentication of student identity is thus required.

Continuous authentication can best be realised using some forms of Biomet-
ric checking system [36], because such systems operate using features that are
inherent to the user [33]. Moreover, Biometrics can produce strong authenti-
cation solutions comparing to other forms of authentication [4]. Biometrics, in
general, can be categorised as follows:

1. Physiological Biometrics: Physiological biometrics are the organic char-
acteristics of an individual. Well known examples include: (i) iris recognition
[40], (ii) face recognition [32] and (iii) fingerprint recognition [26].

2. Behavioural Biometrics: Behavioural biometrics are concerned with the
manner in which individuals perform certain tasks. Examples include: (i)
keystroke dynamics (typing patterns) [30], (ii) mouse movement usage [1], (iii)
voice recognition [20], (iv) handwriting recognition [38] and (v) gait (walking
style) recognition [27].

Typically, the use of physiological biometrics requires specialised equipment to
operate, such as iris, face or fingerprint recognition devices. However, in the
context of the digital learning domain, it seems unreasonable to expect online
students to purchase such equipment for authentication reasons. Furthermore,
physiological biometrics are impractical for continuous authentication in that
students need to re-conduct the biometric authentication periodically. In con-
trast, behavioural biometrics, seem well suited to continuous user authentication
in the eLearning context, because they do not require dedicated devices which
in turn make their deployment relatively straightforward. The most obvious
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behavioural biometric to be used in the context of digital learning is keystroke
dynamics (typing patterns).

Keystroke dynamics is a promising behavioural biometric recognition mech-
anism that can provide the desired continuous authentication [6]. It offers the
advantage that no special equipment is required such as in the case of continuous
iris or fingerprint recognition. The intuition behind the use of keystroke dynam-
ics is that individuals use keyboards in different manners regardless of what they
are typing [16]. Thus such “typing rhythms”, captured using keystroke dynamics,
can be effectively used to authenticate keyboard users. In this context, typing
behaviour can be expressed in the form of patterns made up of the keystroke
timing attribute-values associated with: (i) flight times (F t) and (ii) key-hold
times (KHt) [16]. The first is the time from the first key press to the last key
release of n-grams; the second is the duration of holding down a key. An n-grams
in this context is a sequence of n keyboard characters.

Keystroke dynamics have been studied, as a biometric technology, in the con-
text of Keystroke Static Authentication (KSA) and in the context of Keystroke
Continuous Authentication (KCA). The first, as the name implies, is directed
at user authentication with respect to static (fixed) texts such as passwords,
usernames, and pin numbers. Whilst KCA is directed at authentication in the
context of free (arbitrary) text.

The most common existing mechanism for learning typing patterns, regard-
less of whether KSA or KCA is being considered, is founded on the feature vector
representation where individual feature vectors describe individual typing tem-
plates [5,22,30,41]. In this context, the feature vectors typically comprise statis-
tical values representing keystroke timing data specific to certain n-grams. For
instance, the mean and standard deviation of the flight time for certain di-grams.
Authentication is then conducted by determining the similarity between stored
feature vectors representing reference templates (profiles) which are known to
belong to a specific user, and a previously unseen current profile that is claimed
to belong to the same specific user. If the similarity falls below some predefined
threshold, the user is declared to be who they say they are; otherwise the user
will be “flagged up” as a potential imposter.

The feature vector representation has met with some success, particularly in
the context of KSA. However, in the context of KCA, the construction of typing
templates, and the consequent learning of typing patterns, has been found to
be more challenging. This is because, by definition, the text to be considered
is free and unstructured. This, in turn, means that typing templates need to
be much more generic than in the case of KSA (where we know what is going
to be typed), and consequently more sophisticated. One approach is to generate
feature vector templates by identifying statistical details concerning the most fre-
quently occurring n-grams [11,17,29]. However, a criticism that can be directed
at this mechanism is that the generated typing templates (profiles) might not
feature the same frequently occurring n-grams as the sample to be authenti-
cated, which in turn can lead to poor authentication rates. A suggested solution
is to increase the number of training n-grams considered; however, this means
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that users need to be asked to provide a lot of samples. An obvious question is
how many n-grams do we require to ensure that a typing template is sufficiently
robust? Whatever the answer, the number of n-grams, and hence the number of
required samples, is significant. Furthermore, feature vectors comprised of very
large numbers of features raises efficiency concerns, particularly when the inten-
tion is to conduct continuous authentication, as required in the case of the online
assessments and examinations frequently used in digital learning. Thus, a robust,
accurate and more efficient continuous authentication mechanism, founded on
keystroke dynamics, is desirable.

In this paper, a novel method for KCA is proposed using time series anal-
ysis to recognise typing patterns from free text in a manner suited to the con-
tinuous authentication required with respect to digital learning. The proposed
method operates using, simultaneously, the F t and KHt keystroke timing fea-
tures associated with all keystrokes, not just specific n-grams. More specifically,
the proposed approach operates by considering typing behaviour in terms of
Multivariate-Keystroke Time Series (M-KTS) subsequences of length ω. The idea
is that these subsequences are extracted from a continuous keyboard dynamic
stream, Kts = {p1, p2, . . . }, where each point pi is a keystroke event represented
in terms of F t and KHt values. The collected M-KTS subsequence are then
transformed form the temporal domain to the spectral domain using either: (i)
the Discrete Fourier Transformation (DFT) or (ii) the Discrete Wavelet Trans-
form (DWT). In this manner, a spectral M-KTS can be obtained. KCA is then
performed by comparing the most recent spectral M-KTS subsequence with the
previous extracted spectral M-KTS subsequence (in a given typing session). On
start-up the subject’s identity will be initially confirmed in a “traditional” man-
ner with reference to stored typing templates. The time series comparison is
conducted using Dynamic Time Warping (DTW); a well-known similarity com-
parison method for time series.

The work presented in this paper is founded on previous work presented
in [2] and [3]. In [2] KCA was accomplished using M-KTS but in the temporal
domain, whilst in [3] KCA was realised using the spectral domain but only in the
context of for Univariate Keystroke Time Series (U-KTS). The central intuition
of the work presented in this paper was firstly that better KCA results could be
obtained using M-KTS than were obtained using U-KTS (regardless of whether
the time series are considered in the temporal or spectral domain). Secondly
that usage of the spectral domain would be better suited to KCA because with
respect to other time series applications, such as time series indexing [13] and
time series pattern extraction [35], it had been demonstrated that usage of the
spectral domain could significantly improve analysis in terms of both speed and
accuracy.

The remainder of this paper is structured as follows. Section 2 reviews the
pertinent previous work concerning KCA. Section 3 presents some preliminaries
for the multivariate keystroke time series representation. The framework for the
proposed KCA method, using spectral M-KTS, is then presented in Sect. 4. Next
the evaluation of the proposed approach is reported in Sect. 5. Finally, the work
is summarised and concluded in Sect. 6.
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2 Previous Work

As noted in the introduction to this paper, there has been significant previous
work directed at KCA, although directed at the use of statistical measurements
to define feature vectors with respect to sets of n-grams. One of the earliest
reported studies can be found in [29] where typing templates were constructed
using feature vectors comprised of F t mean values for all di-grams that fea-
tured in a training set. KCA was performed by repeatedly generating “test”
feature vectors for a given user, one every minute, and comparing these with
stored templates. If a statistically similar match was found this was considered
to be a correct authentication. A criticism of this approach is the size of the
feature vectors to be constructed because of the large number of di-grams that
were needed, and thus the search complexity was expensive. To minimise the
search complexity, the authors proposed a clustering mechanism, so only the
most relevant cluster had to be searched in detail. However, this then meant
that re-clustering was required every time a new user was added. Furthermore,
a reported accuracy of only 23% was reported.

In [11], F t was also used for the construction of feature vectors. Each feature
vector was generated by considering the first 500 di-grams and tri-grams in the
input typing sample, and the most frequently occurring 2000 keywords in the
English language. Valid F t values were required to be within the range 10 ms to
750 ms. The mean and Standard Deviation (SD) of each di-gram, tri-gram and
keyword were extracted and n-grams with SD values in the top and bottom 10%
pruned so as to remove n-grams that had very large or very small SDs. During
KCA, potential imposter samples were compared with a stored template and an
“alert criterion” adjusted accordingly. A deviation (threshold) value was used
to identify imposters. For evaluation purposes, a simulated environment was
used. The metric used to measure the performance of the system was the False
Match Rate (FMR). Experiments were conducted using di-grams, tri-grams and
keywords; independently and in combination. Best results were obtained using
di-grams. The reason that tri-grams and keywords did not perform well was that
the tri-grams did not appear as frequently as di-grams; many of the identified
keywords did not appear at all in the test data.

The study presented in [17] utilised the average F t values for shared di-
grams and tri-grams between two given typing samples. The similarity between
two typing samples, determined for KCA purposes, was performed as follows.
The F t average values of all shared n-grams in the two samples were extracted,
and ordered, in ascending order, in two arrays. The similarity was then computed
by finding the differences between the order numbering of each n-grams in each
array and summing them to give a “degree of disorder” value. The smaller the
degree of disorder the more similar the two typing samples. Thus, authenticat-
ing a new typing sample required comparison with all stored typing samples
(reference profiles); a computationally expensive process. In the reported evalu-
ation, 600 reference profiles were considered (generated from 40 users, each with
15 samples); the time taken for a single match, in this case, was 140 s (using a
Pentium IV, 2.5 GHz).
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The work presented in [2] and [3] first considered the use of time series
analysis in the context of KCA; the first using M-KTS but in the temporal
domain, the second in the spectral domain but using U-KTS. In [2] and [3] it
was conclusively demonstrated that time series-based approaches outperformed
feature vector-based approaches. The work presented in this paper was motivated
by the desire to improve on the work of [2] and [3], and by extension the feature
vector based approach.

3 Preliminaries

The generic concept of time series is well defined in the literature (see for example
[39]); however, this section presents the application of the concept to keystroke
time series, more specifically M-KTS. The section commences with a formal
description of what a keystroke time series is and then goes on to define the
keystroke timing features used.

Definition 1. A keystroke time series, Kts, is an ordering of keyboard events
{p1, p2, . . . , pn} where n ∈ N is the length of the series.

Definition 2. A dimensional keyboard event (keystroke) pi ∈ Kts is
parametrised as a tuple of the form 〈ti, ki〉, where ti is an identifying index
and ki is a collection of multivariate keystroke timing features.

The keystroke timing features used in the proposed representation are flight time
(F t) and key-hold time (KHt). That is, each event pi ∈ Kts can be given as:

pi → 〈ti, ki〉 | t = [0, n), k = {F t,KHt}

such that a keystroke time series can be formulated as an M-KTS of the form

{〈t1,F t
1,KHt

1〉, 〈t2,F t
2,KHt

2〉, . . . }

Because the identifying index t can be inferred from the ordering of points in the
time series, the M-KTS can be simply conceptualised as a series of dimensional
points such that:

{〈F t
1,KHt

1〉, 〈F t
2,KHt

2〉, . . . }

Given a keystroke time series Ktsi
(in the form of M-KTS) of length n, it

can be divided in to n
ω subsequences where ω ∈ N and 1 < ω ≤ n is the length

of the derived subsequences.

Definition 3. A keystroke time series subsequence (s), of length ω, is a subse-
quence of Kts that starts at the point pi within Kts and ends at point pi+ω−1,
thus:

s = {pi, pi+1, . . . , pi+ω−1}
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4 Framework of the Proposed KCA Method

The proposed KCA method operates, at a high-level, in a similar manner to other
biometric pattern recognition mechanisms in that it features two central compo-
nents, enrolment and verification, as shown in Fig. 1. Enrolment is the process
whereby an enrolment database, a database of typing templates for legitimate
users, is built up. The enrolment stage also involves the generation of individ-
ual threshold values (σ values) for each subject. Verification is then the process
whereby subjects are authenticated. The first precedes the second.

In more detail, the fundamental components of the proposed KCA method
can be subdivided into the following parts:

1. M-KTS Extraction.
2. Noise Reduction.
3. Transformation.
4. Similarity Comparison.
5. Template Construction.
6. Authentication.

Each of these is considered in further detail in the following sub-sections.

Enrolment

Verification

M-KTSExtraction

EnrolmentDatabase

ThresholdGeneration

KeystrokeTimeSeries

KeystrokeTimeSeries

(TypingTemplates)

Fig. 1. The proposed KCA operational framework.
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4.1 M-KTS Extraction

A key aspect of the proposed KCA method, with respect to both enrolment and
verification, is the usage of M-KTS subsequences. The idea is that M-KTS sub-
sequences are periodically extracted from the input data stream using a sliding
window of length ω, where ω is user-defined. More formally, given a keystroke
time series Ktsi

= {p1, p2, . . . , pn}, where pi represents a typing event in the form
of a F t and KHt pair, an M-KTS subsequence, s, of length ω, is periodically
extracted such that s = {pi, . . . , pi+ω−1}. In this manner, an ordered collection
of M-KTS subsequences is produced, {s1, s2, . . . , sk}. The extracted M-KTS sub-
sequence can then be used either as user typing templates or for authenticate
purposes. It was anticipated that a small ω value would provide efficiency gains,
desirable in the context of KCA; whilst a larger value would provide for accuracy
gains. A trade-off between efficiency and accuracy was therefore anticipated.

4.2 Noise Reduction

An issue with keystroke time series represented using F t values is that these cap-
ture significant pauses in keyboard activity and, on occasion, “away from key-
board” events. It was found that such pauses could adversely affect the extraction
of typing patterns from keystroke time series. The problem is illustrated in Fig. 2
where a time series, indicated using a black-dotted line, is shown featuring 300
keystrokes and F t values where some of the values are significantly higher than
the rest. From the figure, it can be seen that there is significant fluctuation in
the amplitude of the curve, fluctuation which was found to impede the effective-
ness of any time series analysis applied. To address this issue, it was decided to
apply some data cleaning to the keystroke time series stream as it arrived so
that data with abnormally high F t values, in other words “noise” or “outlier”
values, could be removed.

To this end, a threshold, ϕ, for acceptable values of F t was defined. The idea
was to use this threshold, not to remove points from time series subsequences, but
to reduce the associated F t value to the value of ϕ where F t > ϕ. Returning to
Fig. 2 the red time series indicates the same time series as the black-dotted time
series but with a ϕ threshold of 2 s applied. In the context of the proposed KCA,
the above was applied to each M-KTS subsequence, s, as it was collated. The
pseudo code presented in Algorithm1 describes the noise reduction process. The
inputs are: an M-KTS subsequence, s, where s ⊆ Kts and the points represent
keystroke feature tuples; and a ϕ value. The output is a subsequence ŝ with F t

values greater than ϕ reduced to the value of ϕ.
The question that remains is what the value of ϕ should be. This is considered

in further detail in Sect. 5 where the results from a series of experiments are
reported on using a range of values for ϕ from 0.75 to 2.00 s increasing in steps
of 0.25 s ({0.75, 1.00, 1.25, 1.50, 1.75, 2.00}).

It should also be noted that key-hold time, KHt, is normally no longer than
1 s. Inspection of the datasets used in this thesis indicated that the highest
recorded value of KHt was 950 ms. Consequently, it was felt that no threshold
needed to be applied to KHt values as in the case of F t values.
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Fig. 2. The effect of applying a threshold ϕ to a keystroke time series stream Kts so
as to limit the F t values, ϕ = 2 (sec). (Color figure online)

Algorithm 1. Reducing Outlier Values of F t.
Input: s ← subsequence of Kts, ϕ ← F t limit.
Output: ŝ ← subsequence with reduced F t.
1: s ← (p1, p2, . . . , pi, . . . , pl)
2: l ← length of s
3: for i = 1 to i = l do
4: pi ← 〈F t

i 〉 � Return F t value from ρ (a tuple point).
5: if pi >ϕ: then
6: pi == ϕ
7: Update(s)
8: end if
9: end for

10: Return ŝ

4.3 Transformation

The next component of the proposed KCA method was the transformation of the
extracted M-KTS sequences from the temporal domain to the spectral domain.
As noted in the introduction to this paper, two spectral transforms were con-
sidered: (i) Discrete Fourier Transformation (DFT) and (ii) Discrete Wavelet
Transform (DWT). Both are considered in further details in the following two
sub-sections (see also considered in [3]).

The Discrete Fourier Transform for Keystroke Streams. The funda-
mental idea of the DFT is to transform a given M-KTS subsequence from the
temporal domain into the frequency domain. The resulting frequency-domain
representation shows how much of a given signal lies within each given fre-
quency band over a range of frequencies. The fundamental benefit is that the
DFT serves to compact the data without loosing any salient information [21].

Compression is conducted by first representing the time series as a linear
combination of sinusoidal coefficients, and then computing the similarity between
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the transformed coefficients for any pair of corresponding signals. Given an M-
KTS subsequence, s = {p1, p2, . . . , pi, . . . , pω}, where pi is some keystroke timing
feature, and ω is the length of the subsequence, the DFT transform typically
compresses the subsequence s into a linear set of sinusoidal functions X with
amplitudes p, q and phase w, such that:

X =
ω

∑

i=1

(piCos(2πwipi) + qiSin(2πwipi)) (1)

Note that the time complexity to transform (each) s is O(ω log ω) using the
Radix 2 DFT algorithm [10,21].

Using the DFT transform the obtained keystroke subsequence s is composed
of a new magnitude (the amplitude of the discrete coefficients) and phase spectral
shape, which can be compared with other transformed keystroke time series
subsequences.

Figures 3 and 4 illustrate the intuition behind the DFT as applied to M-KTS,
within the context of the proposed KCA method, for typing samples associated
with two subjects; Fig. 3 for subject A and Fig. 4 for subject B. Typing samples
were taken from the ACB evaluation dataset presented in Sect. 5. Each figure
comprises two subfigures: (a) F t subsequences, and (b) KHt subsequences. In
each subfigure, two free text typing samples are shown, on the left-hand side the
raw time series, and on the right-hand side the DFT equivalent time series. Form
the figures, it can be seen that the DFT signals describe distinctive patterns of
typing behaviour for the same subject.

Fig. 3. Examples of the application of DFT for subject A; (a) F t keystroke subse-
quences, (b) KHt keystroke subsequences.
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Fig. 4. Example of the application of DFT for subject B; (a) F t keystroke subse-
quences, (b) KHt keystroke subsequences.

The Discrete Wavelet Transform for Keystroke Streams. The Discrete
Wavelet Transform (DWT) is an alternative form of time series representation
that considers time series according to the frequencies that are present. DWT
is sometimes claimed to provide a better transformation than DFT in that it
retains more information [9]. DWT can be applied to time series according to
different scales, orthogonal [18] and non-orthogonal [15]. For the work presented
in this chapter the orthogonal scale was used, more specifically the well known
Haar transform [18] as described in [9]. Fundamentally a Haar Wavelet is simply
a sequence of functions which together form a wavelet comprised of a series
of square shapes. The Haar transform is considered to be the simplest form of
DWT; however, it has been shown to offer advantages with respect to time series
analysis where the time series features sudden changes. The transformation is
usually defined as shown in Eq. 2 where, in the context of this thesis, x is a
keystroke timing feature.

φ(x) =

⎧

⎨

⎩

1, if 0 < t < 1
2−1, if 1

2 < t < 1
0, otherwise

(2)

The time complexity for the Haar transform is O(n) for each Kts. Note that in
the context of the Haar transform, the length of a given time series should be an
integral power of 2 [23], thus 2, 4, 8, 16 and so on. For further detail concerning
the DWT interested readers are to referred to [8] and [12].

The principle of DWT, as adopted with respect to the proposed KCA method,
is illustrated in Figs. 5 and 6 (in a manner similar to Figs. 3 and 4). The figures
show the DWT coefficients for keystroke subsequences obtained from two sub-
jects, A and B; the same keystroke subsequences as given in Figs. 3 and 4.
The figures clearly show that DWT coefficients are distinctive in the context of
keystroke data from the same subjects.
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Fig. 5. Example of the application of DWT for subject A; (a) F t keystroke subse-
quences, (b) KHt keystroke subsequences.

Fig. 6. Example of the application of DWT for subject B; (a) F t keystroke subse-
quences, (b) KHt keystroke subsequences.

4.4 Similarity Comparison

Dynamic Time Warping (DTW), a well-established method for time series simi-
larity checking, was adopted for the proposed KCA method. A great advantage
of DTW is that it serves to warp the linearity of sequences (even of different
lengths) so that any phase shifting can be taken into consideration. This is done
by calculating what is referred to as a warping path. The length, Θ, of this warp-
ing path (the minimum warping distance) is then treated as a similarity measure;
if the length is zero the two time series under consideration are identical. Thus,
it can be usefully adopted to find similarity in shape between two corresponding
time series signals.
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The method for determining Θ, using DTW, adopted with respect to the
work presented in this paper, directed at M-KTS, is to calculate two warping
paths. This could be achieved using two DTW matrices. However, it is more
efficient to use a single matrix with two values stored in each cell. An alternative
approach would have been to store 3-D distances at each cell. Although much
less storage would be required to store such 3-D distances the calculation of
3-D distances would be equivalent to calculating two 2-D distances. The main
advantage offered by the proposed two 2-D distances approach is simplicity.

Thus given two M-KTS sequences, such that s1 = {p1, p2, . . . , pi, . . . , px}
and s2 = {q1, q2, . . . , qj , . . . , qy}, where x and y are the lengths of the two series
respectively, and the values represented by each point pi ∈ s1 and each point
qj ∈ s2 comprise a tuple of the form 〈F t,KHt〉, Θ is calculated as follows. First
a DTW matrix M of size (x − 1) × (y − 1) is constructed. Each cell mi,j ∈ M
then holds two distance values, the difference between the F t value for point
pi ∈ s1 and that for point qj ∈ s2; and the difference between the KHt value for
point pi ∈ s1 and that for point qj ∈ s2.

The matrix M is used to find two minimum warping distance (Θ) associ-
ated with two minimum warping paths, PFt and PKHt . Each warping path is
determined as a sequence of cell locations, P = {k1, k2, . . . }, such that given
kn = mi,j the follow on location kn+1 is either mi+1,j , mi,j+1 or mi+1,j+1. The
value for a single Θ associated with a particular P is then the sum of the values
held at the locations in P:

Θ =
|P|
∑

n=1

kn ∈ P (3)

Consequently, two minimum warping distances are then determined, ΘFt and
ΘKHt . The final value for Θ is then the average of these two values:

Θ =
1
2
(ΘFt + ΘKHt) (4)

4.5 Template Construction

As previously indicated, the proposed KCA method operates using an enrol-
ment database, a “bank” of subject (user) typing templates (profiles), one per
subject. A user typing template UT is therefore a set of m spectral M-KTS subse-
quences such that UT = {s1, s2, . . . , sm}. Note that the total length of the time
series from which templates are generated must be substantially greater than
the window size ω so that a significant number of M-KTS subsequences can be
extracted. Figure 7 illustrates the process whereby a profile UT is generated. In
the example, the windows are non-overlapping and abutting, this does not have
to be the case, but this was the mechanism adopted with respect to the proposed
KCA method evaluation presented later in this paper. The templates stored in
the enrolment databases, as noted above, are also used to derive a bespoke sim-
ilarity threshold, σ, for each user. This is calculated by comparing all spectral
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M-KTS subsequences within a template UT , using the DTW method described
above, and obtaining an average warping distance Θ̄ which is then used as the
value for σ:

σ = Θ̄ =
1

|UT |
|UT |
∑

i=2

dtw(si−1, si) (5)

It has been shown that averaging the warping distances associated with a set of
time series can lead to an effective and more accurate classification of streaming
data than if only one warping distance is considered [31].

UT = s1 s2 s3 . . .

ω ω ω

Θ1 Θ2 . . .

Fig. 7. A schematic illustrating the process of constructing a user typing profile UT

for a single subject.

4.6 Authentication

The actual KCA, in the context of the proposed time series-based method, is
conducted by comparing the most recent spectral M-KTS subsequence with the
immediately preceding spectral M-KTS subsequence (extracted during the typ-
ing session). At the beginning of the session, the subject’s identity is first con-
firmed; in other words, it is confirmed that the subject is who (s)he says (s)he is.
This initial process is called “start-up” authentication. In this context, the start-
up authentication is done by comparing, using DTW, the first spectral M-KTS
subsequence collected, s1, with the relevant user template profiles in UT (stored
in the enrolment database) and obtaining an average similarity value (minimum
warping distance). If the average similarity value is less than or equal to σ,
the validation process proceeds accordingly. Each subsequent spectral M-KTS
subsequence sk (where k > 1) is then compared with the preceding, previously
collected, subsequence sk−1, again utilising DTW. In this manner, changes in
typing behaviour can be detected.

The operation of the proposed KCA process is presented, more formally, in
the form of pseudo code in Algorithm 2. The algorithm takes as input: (i) the
M-KTS subsequence (window) size ω, (ii) the similarity threshold σ (derived
as described above in Sub-sect. 4.5) and (iii) a ϕ threshold for limiting the F t

feature. The process operates continuously, following a loop, until the typing
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Algorithm 2. The proposed KCA algorithm.
Input: ω, σ, ϕ.
Output: Continuous authentication commentary.
1: counter = 0
2: Kts = ∅
3: loop
4: if terminated signal received then
5: break
6: end if
7: p = keystroke features (e.g. F t and KHt)
8: if (F t ∈ p) > ϕ then
9: p = ϕ � Noise reduction.

10: end if
11: Kts = Kts ∪ 〈counter, k〉
12: counter + +
13: if REM(counter/ω) == 0 then
14: si = M-KTS subsequence {Ktscounter−ω . . . Ktscounter }
15: if counter = ω then � Start-up situation
16: Transform(s) � Transform s to (DFT)/(DWT)
17: Start-up: authenticate si w.r.t UT and σ, and report
18: else
19: Authenticate si w.r.t. si−1 and σ, and report
20: end if
21: end if
22: end loop

session is terminated (the user completes the assessment, times out or logs-out)
(lines 4–6). Values for p are recorded as soon as the typing session starts (line
7). Note that in the case of flight time the value will be checked, and if necessary
reduced according to ϕ (lines 8 to 10). The p value is then appended to the time
series Kts. The counter is monitored and M-KTS subsequences are extracted
whenever ω keystrokes have been obtained. Each extracted subsequence s is
then transformed into DFT or DWT as required. The first transformed time
series subsequence (s1 ∈ Kts), the start-up time series, is compared with the
stored profile for the subject in question; while each subsequent subsequence si

is compared, using DTW, with the previous si−1 subsequence.

5 Evaluation

This section presents a review of the evaluation conducted with respect to the
proposed KCA using spectral M-KTS. The central objectives of the evaluation
were:

1. Typing Template Construction Efficiency: To determine the efficiency
of constructing the typing templates (enrolment database) using the proposed
KCA approach.
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2. Authentication Performance: To evaluate the effectiveness of the pro-
posed KCA, in terms of impersonation detection, using different values for ω
(the sampling window size) and ϕ (the noise reduction threshold value).

Note that the proposed method was evaluated using different values for ω and
ϕ to determine the effect of these parameters on the KCA. As indicated in Sub-
sect. 4.3, the DWT transform can only support time series data whose length is
defined as an integral power of 2, thus for the evaluation the range of ω values
considered was {16, 32, 64, 128, 256, 512}, where the range of ϕ values considered
was {0.750, 1.00, 1.25, 1.50, 2.00} s.

The evaluation was also aimed, in the context of the above objectives, at
providing a comparison with the approaches to KCA as proposed in the study
presented in [2] and [3]. Recall that in [2] KCA was accomplished using M-KTS
in the temporal domain and in [3] using the spectral domain but in the context
of U-KTS. For ease of presentation, the following terminology is used in the
remainder of this section:

1. M-KTS: KCA using the temporal domain applied to M-KTS as proposed in
[2].

2. U-KTS+DFT: KCA using DFT applied to U-KTS as proposed in [3].
3. U-KTS+DWT: KCA using DWT applied to U-KTS as proposed in [3].
4. M-KTS+DFT: KCA using DFT applied to M-KTS as proposed in this

paper.
5. M-KTS+DWT: KCA using DWT applied to M-KTS as proposed in this

paper.

For the evaluation two datasets were used, as described in [2], namely the
ACB and VHHS datasets. Each dataset consisted of typing samples collected
from real subjects typing free (unstructured) text. Table 1 presents a summary
of the characteristics of the two datasets; the table is based from [2]. The table
lists the number of subjects, the environment setting where typing samples were
collected, the language used to type samples, and the average and standard devi-
ation of the keystroke time series with respect to each entire data set. Also, for
the evaluation, the records associated with each subject in the datasets were
divided into two so that one-half could be used for enrolment (typing template
generation) and the other for authentication (typing stream simulation). Thus,
two-fold cross-validation was conducted, hence results presented below are aver-
age results from two cross-validations. The metrics used for the evaluation were:
(i) Authentication accuracy (Acc.), (ii) False Match Rate (FMR) and (iii) False
Non-Match Rate (FNMR). FMR and FNMR are the standard metrics used to
measure the performance of Biometric systems [37], although some researchers,
in the literature, have used the terms FMR (False Acceptance Rate) and FRR
(False Rejection Rate) instead.

The results obtained with respect to the two evaluation objectives are dis-
cussed below in further detail, Sub-sects. 5.1 and 5.2 respectively.
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Table 1. Summary of evaluation datasets [2].

Dataset # Subject Environment Language used Average size Standard deviation

ACB 30 Free English 4625 1207

VHHS 39 Lab. English 4853 1021

Table 2. Typing template generation complexity (seconds) for spectral M-KTS applied
to KCA.

ω DFT DWT

ACB VHHS ACB VHHS

16 0.013 0.012 0.021 0.022

32 0.022 0.023 0.042 0.043

64 0.051 0.035 0.071 0.052

128 0.076 0.065 0.098 0.071

256 0.095 0.089 0.122 0.094

512 0.102 0.099 0.132 0.105

5.1 Typing Template Construction Efficiency

The first evaluation objective was to analyse the processing time required to
generate the enrolment databases, including the associated individual σ thresh-
old value calculation. Table 2 presents the average run-time complexity (seconds)
results obtained for the construction of the typing template for each subject (the
average time required to create the typing template for a single subject). From
the table, it can be seen that the time complexity increases as ω increases. This
was to be expected, as noted in Sub-sect. 4.1, because the time complexity to
compute the DTW increases as the value for ω increases. Nonetheless, the results
presented in Table 2 demonstrate that the constructing of typing templates was
extremly efficiency; the worst run-time was less than one second.

Figure 8 gives the run-time (seconds) results obtained with respect to the
proposed KCA using spectral M-KTS compared with the results obtained using
the KCA variations given in [2] and [3]. Figure 8(a) shows the reported run-time
results for the ACB dataset, whilst Fig. 8(b) shows the run-time results for the
VHHS dataset. From the figure, it can be seen that, regardless of which KCA
variation was used, in all cases, the run-time increased as ω increased. As noted
earlier, this was to be anticipated because the DTW computation time increases
as the ω value increases. Overall the template construction efficiency results
indicated that when using the proposed KCA approach (with spectral M-KTS)
efficiency gains were made over the other approaches, except in the case of U-
KTS+DFT which produced the best run-time. Nevertheless, with respect to the
proposed KCA approach, it can be observed from the figure that M-KTS+DFT
produced better run-time results than M-KTS+DWT; thus M-KTS+DFT was
more efficient than M-KTS+DWT.



60 A. Alshehri et al.

5.2 Authentication Performance

For each dataset, the continuous typing process was simulated by presenting
the keystroke dynamics for each subject in the form of a data stream. In each
case, the data stream was appended with a randomly selected second data stream
from another user. The idea being to simulate one subject being impersonated by
another half way through a typing session. For every comparison of a subsequence
si with a subsequence si−1, it was recorded as to whether this was a True Positive
(TP), False Positive (FP), False Negative (FN) or True Negative (TN). In this
manner a confusion matrix was built up from which accuracy (Acc.), FAR and
FRR could be calculated (using Eqs. 6, 7 and 8).

Acc =
TP + TN

TP + FP + FN + TN
(6)

FAR =
FP

FP + TN
(7)

FRR =
FN

FN + TP
(8)

Fig. 8. Template construction run-time (seconds) comparison using variations of KCA:
(a) ACB dataset, (b) VHHS dataset.

The obtained accuracy results are given in the form of 3D bar charts in Figs. 9
and 10 for the ACB and VHHS datasets respectively. In each figure, the vertical
axis indicates accuracy, while the horizontal axises represent the window size
(ω) and the limit value (ϕ). Each figure includes two such charts, with DFT
on the left (a) and DWT on the right (b). From the figures, it can be observed
that, in the context of M-KTS+DFT, best accuracy results were obtained when
using ω = 64 (with respect to both datasets); the red bars in the figure shows
the best results with ω = 64 across a range of ϕ values. However, in the context
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of M-KTS+DWT, best results were recorded at ω = 32 across ϕ values. This
means that good authentication accuracy can be gained using short time series
subsequences. In other words, an accurate authentication can be obtained using
only a small portion of the keystroke data stream; an important advantage for
the form KCA desirable in the context of the online assessments frequently used
with respect to digital learning. It can also be observed that when the value
for ω increases beyond 64 the effect on accuracy is marginal. With respect to
the ϕ parameter, the best recorded performance was obtained using ϕ = 1.25 s,
although, it can be noted that the ϕ setting had less effect on authentication
performance than the ω setting.

The accuracy (Acc.), FMR and FNMR results obtained, in the context of
KCA coupled with spectral M-KTS, are summarised in tabular form in Table 3.

Fig. 9. The effect of ω and ϕ parameter settings on accuracy using the proposed KCA
with ACB dataset.

Fig. 10. The effect of ω and ϕ parameter settings on accuracy using the proposed KCA
with VHHS dataset.
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Note that in the context of DFT the reported results are shown when using ω =
64 and ϕ = 1.25, whereas in the context of DWT the results are presented when
ω = 32 and ϕ = 1.25; the parameter values that produced the best results in each
case. The table also gives the overall average values and the associated Standard
Deviation (SD) in each case. The table clearly shows that DWT produced the
best performance, with an average accuracy of 99.12% (and an associated SD
of 0.77). For FMR and FNMR, the best obtained results were 0.010 and 0.816,
again using DWT.

For completeness, Tables 4 and 5 summarise the results obtained using the
KCA variations in terms of accuracy, FMR and FNMR; Table 4 considers the
ACB dataset, whilst Table 5 considers the VHHS dataset. In each case, the best
performing ω and ϕ parameters wee used (also listed in the table). From the
tables, it can be observed that the proposed spectral M-KTS with DWT (M-
KTS+DWT) variation produced the best performance out of all the variations
considered with respect to KCA in all metrics. The best accuracy was 99.67%
with FMR and FNMR of 0.009 and 0.700 respectively for ACB dataset.

Table 3. Reported performance results (Acc, FMR and FNMR) using the proposed
KCA approach.

Dataset DFT DWT

Acc. FMR FNMR Acc. FMR FNMR

ACB 98.78 0.016 0.868 99.67 0.009 0.700

VHHS 98.30 0.018 0.941 98.58 0.011 0.932

Avg. 98.54 0.017 0.904 99.12 0.010 0.816

SD 0.34 0.002 0.051 0.77 0.001 0.165

Table 4. Reported performance results (Acc, FMR and FNMR) for KCA variations
applied to the ACB dataset.

Method Acc. FMR FNMR Best parameters

ω ϕ

M-KTS 98.39 0.045 1.093 125 1.50

U-KTS+DFT 97.43 0.130 1.500 64 1.25

U-KTS+DWT 99.22 0.029 1.070 64 1.25

M-KTS+DFT 98.78 0.036 1.091 64 1.25

M-KTS+DWT 99.67 0.009 0.700 32 1.25

From the foregoing, it can therefore be concluded that the proposed KCA
method, using spectral M-KTS, provides a significant KCA improvement with
respect to earlier time series-based KCA approaches.
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Table 5. Reported performance results (Acc, FMR and FNMR) for KCA variations
applied to the VHHS dataset.

Method Acc. FMR FNMR Best parameters

ω ϕ

M-KTS 97.32 0.057 1.095 125 1.50

U-KTS+DFT 97.42 0.045 1.085 64 1.25

U-KTS+DWT 97.09 0.059 1.098 64 1.25

M-KTS+DFT 98.30 0.018 0.941 64 1.25

M-KTS+DWT 98.58 0.011 0.932 32 1.25

6 Conclusion

In this paper, a novel method for Keystroke Continuous Authentication (KCA)
has been presented. The idea was to use subsequences of keystroke streams in
the form of Multivariate-Keystroke Time Series (M-KTS) of length ω. These
subsequences incorporated both flight time F t and key-hold time KHt values.
The idea was then to transform these subsequences from the temporal domain to
the spectral domain. Two spectral transforms were experimented with: (i) Dis-
crete Fourier Transform (DFT), and (ii) Discrete Wavelet Transform (DWT).
The intuition was that such time series transformations would provide for effi-
ciency gains and improved performance. Using the proposed KCA method, on
start-up, the first spectral M-KTS subsequence extracted, s1, for a given subject,
is compared to a reference typing template. Then, the subsequence si (i > 1)
will be compared to the immediate predecessor subsequence si−1, and so on.
In this manner, continuous user authentication can take place. The compari-
son between transformed keystroke signals was conducted using Dynamic Time
Warping (DTW) due to the advantages that DTW offered with respect to cap-
turing time shifting (offsets) between corresponding subsequences.

The proposed KCA method was evaluated so as to establish its effectiveness
and efficiency in the context of KCA. The evaluation also considered the effect of
different parameter settings for the window size (ω) and the noise reduction limit
(ϕ). The experimental results indicated that the proposed KCA, in the context
of spectral M-KTS, coupled with the DWT spectral transform, outperformed
KCA coupled with the DFT transform in terms of authentication performance;
a best overall accuracy of 99.12% (with FMR = 0.010 and FNMR = 816) was
recorded. In this context, the best result was obtained using ω = 32 keystrokes,
and ϕ = 1.5 s. However, the proposed KCA coupled with DFT was found to be
the most efficient. Furthermore, it was observed that the proposed KCA method
produced superior performance, in terms of authentication and efficiency, than
the earlier KCA approaches presented in [2] and [3], and by extension the feature
vector based approach from the literature.

For future work, the authors intend to investigate the performance of dif-
ferent time series transformations with respect to KCA. This is motivated by
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the observation that, in the proposed approach, a drawback of the Haar DWT
transform is that the keystroke time series must have a length which is an inte-
gral power of two. An alternative is Piecewise Aggregate Approximation (PAA)
[24] which operates using any time series length using an approximation of the
DWT representation [23]. Consequently, the use of alternative time series trans-
formations for the proposed KCA method is seen as a fruitfully topic for further
research. Moreover, the time complexity of DTW, in the context of the proposed
keystroke time series representation, remains an open research topic. From the
literature a number of DTW mitigation techniques have been proposed (such as
[19,34]) which can provide for additional efficiency gains, these have yet to be
investigated in the context of time series-based KCA.
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Abstract. Clustering is the practice of finding tacit patterns in datasets
by grouping the corpus by similarity. When clustering documents this is
achieved by converting the corpus into a numeric format and applying
clustering techniques to this new format. Values are assigned to terms
based on their frequency within a particular document, against their
general occurrence in the corpus. One obstacle in achieving this aim
is as a result of the polysemic nature of terms. That is words having
multiple meanings; each intended meaning only being discernible when
examining the context in which they are used. Thus, disambiguating
the intended meaning of a term can greatly improve the efficacy of a
clustering algorithm. One approach to achieve this end has been done
through the creation of an ontology - Wordnet, which can act as a look-
up as to the intended meaning of a term. Wordnet however, is a static
source and does not keep pace with the changing nature of language. The
aim of this paper is to show that while Wordnet can be affective, however
it is static in nature and thus does not capture some contemporary usage
of terms. Particularly when the dataset is taken from online conversation
forums, who would not be structured in a standard document format.
Our proposed solution involves using Reddit as a contemporary source
which moves with new trends in word usage. To better illustrate this
point we cluster comments found in online threads such as Reddit and
compare the efficacy of different representations of these document sets.

Keywords: Document Clustering · Graph theory · WordNet ·
Classification · Word Sense Disambiguation · Data mining

1 Introduction

Social media has shown itself in recent times to have a huge impact on social
events [2]. Examples of which include the use of twitter during the Arab Spring
[3]; the Green Movement in Iran [4]. The most notable political impact could
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be said to be the recent American Presidential race [5]. Reddit is an online chat
forum that has seen a huge surge of use of late. Reddit is often referred to as the
front page of the internet and found within are a huge range of opinions around
many spheres of interest [6]. Since its founding in 2005 Reddit has drawn an
ever expanding group of participants with diverse backgrounds and far ranging
interests. Section 2 will contain a more indepth look at this datasource.

Table 1. List of all threads and sizes after processing [20].

Thread A Thread B Thread A Size Thread B Size Total comments

Rugbyunion Quadcopters 926 672 1598

LearnPython Worldnews 904 513 1417

Movies Politics 422 963 1385

Music Boardgames 448 942 1390

England Ireland 743 935 1678

Clustering is a long established unsupervised approach in machine learning
that entails grouping things that are similar in nature together. Clusters can be
created as either disjointed or overlapping. Disjointed clustering is where each
cluster contains only one instance of an item, while overlapping allows for one
item to be a member of a number of different clusters. Clustering is deemed
unsupervised because there is no a priori knowledge of what category an item
is a member of. This paper uses K-means clustering which Is a partition based
approach. The process typically involves determining for each item which cluster
it is most similar to in an iterative fashion. Over the iterations an item may be
re-assigned to a different cluster group many times before an equilibrium is
achieved [7].

K-means is a long standing clustering approach which was first introduced in
1955. It has been used as the basis for creating many similar approaches; this and
the longevity of this approach are a testament to its effectiveness. K-means, like
many clustering approaches is susceptible to a number of factors that can hamper
effective implementation. Issues associated with it include; knowing in advance
how many clusters are present in a dataset, the Curse of Dimensionality (CoD),
how best to represent an input vector and specifically related to the clustering
of documents; the problem of creating strong clusters when faced with such high
dimensional vectors as would be created from a large document set [7]. The
presence of synonymy and polysemy in words means that a direct mapping of
document to document may not accurately return documents of similar nature
which use different terms to capture a concept. This phenomenon is noted by
[8] who use statistical methods to improve recall in document queries. Previous
work to offset this issue has been the creation of an ontology that can be used
as reference to reduce the number of terms. In the case of synonymy this would
involve selecting on synonym to represent all potential instances of that meaning,
or with hypernym resolving all words to their hyponym.
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A notable feature of Reddit is that there are many sub-domains similar in
nature. This paper proposes using identified related domains as a source of evi-
dence, and using graph principles to construct a bespoke ontology that can be
used to better augment comments leading to more precise clustering of the orig-
inal collection. Our graph approach allows for the creation of clusters that are
not reliant on directly mapping terms with terms in documents, but instead will
allow for concepts to be represented by a number of closely related terms. Our
results show that such an approach considerably improves performance. Using a
bespoke ontology is beneficial over a relatively general and static ontology such
as Wordnet as better expansion candidate are provided. Upon clustering user
comments, using a graph representation of the ontology reduces the ambiguity
in the original comments through polysemy resolution. These two factors; a bet-
ter ontology and a graph model, benefit the clustering through better document
representation.

The paper outline is as follows: in the next section, we discuss Reddit, the
source of data for our clustering experiments. In Sect. 3, we outline our method-
ology before discussing related work in the subsequent section.

2 Related Work

The original authors of Wordnet [9] show that document clusters can be improved
with the addition of background material. They use synonyms and hypernyms to
augment their document vectors [9]. They investigated three approaches; firstly
All Concepts which involves taking all of the related terms and using these
to augment the document. Secondly, First Concept which entails replacing
the term in the document with the identified related term. Finally they used a
Disambiguation by Context Approach, which involved using the definition
of the term in question and measuring the similarity with the words found in
the document.

There have been many subsequent papers that have shown how Wordnet can
be used to improve clusters. Baghel et al. [10] propose an algorithm (Frequent
Concept Based Document Clustering (FCBDC)) which identifies fre-
quently occurring concepts. They define concepts as words that have the same
meaning and use WordNet to identify when words have a similar meaning. They
subsequently appoint each concept as a kernel and cluster the documents around
them. Their approach involves using first concept so the initial words are replaced
with their synonyms.

Wang et al. [11] investigate if the use of semantic relatedness can be used to
cluster using Word Sense Disambiguation (WSD) principles. They define seman-
tic relatedness as a criterion to scale the relatedness of two senses in a semantic
network [11]. They used a Part of Speech Tagger (POS) to identify the gram-
matical use of each word. Each document was converted this way so that the
words in the vector space model were converted into tuples of the term and the
POS of the term. The POS were then used as the intended context of the word.
They applied this approach to a corpus of 1600 abstracts of 200 words each.
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These abstracts were further divided into 8 different categories. They found
that through this approach they were able to improve upon results however, the
small scale of their experiment meant that results were hindered through lack of
sufficient distinguishing features for each category.

Mahajan et al. [12] use an approach similar in nature to the work of Wang
et al. [11]. They investigate ways in which one can improve upon cluster results.
They investigate changing the number of clusters, the use and stop word removal
and lemmatisation. In addition, they engaged with Wordnet to augment the
document vectors with their respective synonyms. Using a POS tagger to identify
if a word is a noun, verb, adjective they augmented the vectors with the most
closely identified one. Their approach was applied to a Reuters document corpus
and they achieved an improvement of 11% for purity and 29% for entropy in
the 20 news group and additionally they got an improvement of 18% and 38%
respectively on the Reuters corpus.

Another approach which utilises Wordnet to improve upon traditional clus-
tering is the work of Hung et al. [13]. They endeavour to better classify news
articles as found in the Reuters text corpus. They take 200,000 articles with
over 50 classifications. They use Wordnet to identify if a hypernymy exists for a
given word. They use a replace policy to reduce dimensionality (First Concept),
whereby the hyponym will be replaced with its hypernym. Their approach allows
for multiple classifications. Similar to how Latent Dirchlet Allocation (LDA)
works they count the words in the document as well as per topic [14]. As doc-
uments allow for multiple topics, words can be used to indicate the presence of
different topics. As well as hosting hypernyms and synonyms, Wordnet contains
a definition of each potential meaning of the target word as well as an example
of usage. This is similar to the approach Disambiguation by Context Approach
used by the original authors to disambiguate the intended meaning for the word
used [9].

The premise of the approach of Zheng et al. [16] is that documents are made
up of concepts and that different terms are often used to describe a concept. By
resolving the various terms to their concepts one can improve upon information
retrieval. The authors focus on noun phrases and the semantic patterns inher-
ent in documents. Stemming and stopword removal are important preprocessing
steps in achieving this end. They define a noun phrase as a grammatical cat-
egory (or phrase) which normally contains a noun as its head and which can
be modified in many ways [16]. The authors propose using syntactical analy-
sis to identify the noun phrases. Partial parsing is used, which means that the
appropriate noun phrases are analysed rather than the document as a whole.
They analyse noun phrases by considering the synonyms of the adjective. Then
the relationship between the noun phrases are explored. Synsets are a useful
tool here as the first synset is the most common for of the term. Additionally
WordNet is used to identify the hypernyms, hyponyms, meronyms and holonyms
which are resolved to one representative concept. The authors find the use of
hypernyms to be most effective; they speculated that the use of hypernyms is
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most effective because document categorization tends to more naturally on the
more-general terms rather than more-specific terms [16].

The approach of this paper of mapping semantic similarity by considering
re-occurring proximity of terms is similar in nature to the approach proposed
by Lund and Burgess [17]. They construct a dataset from Usenet and map the
strength of the proximity of terms. They use a sliding window of 10 and store
the terms in a matrix. The proceeding terms are stored row-wise and the pre-
ceding terms as stored in a column-wise fashion. They use multi-dimensional
scaling to draw inferences on the associations of the target terms. They conduct
three experiments and make the following conclusions. First, the euclidean dis-
tance of the associative matrices of terms show that proximity is related to the
frequent co-occurrence of terms. Second, categorical relationships can be ascer-
tained through this approach. More concretely they show that hyponym terms
can be grouped with their corresponding hypernyms. Third, that automatically
determined semantic distance between terms are comparable with human judg-
ment of the same.

Other work that embodies the Hyperspace Analogue to Language (HAL)
approach is that of Song and Bruza [18]. They aim to model the information
flow that is created when two terms are located adjacent to one another. The
concept those two terms represent is the sum of their associate terms. Applying
HAL, they create a matrix of associative terms. Each concept they propose is
the sum of those associative terms. They normailise those matrices values by
taking the strength of the re-occurring terms and dividing it by all the terms,
after the terms that have fallen below a quality threshold have been removed.
wcipj

=
wcipj√∑
k w

cip
2
k

. To find the strength of the common terms between two

concepts they apply the formula wc1pi
= l1 + l1∗wc1pi

maxk(wc1pk)
, where l1 represents

a weight that reflects that this particular concept is more dominant than the
second concept. They make no statistical evaluation of their approach other
than to discuss the relatedness of the vectors produced by this process.

3 Dataset

To conduct our investigation, data from Reddit was utilised. Social platforms
like Reddit are forums where users create and curate the comments found at
the site. The quality of the content is appraised through a voting system. Red-
dit has been described as a Web-democracy because everyone has a voice and
can express their opinion [19]. Social media platforms mark a divergence from
traditional media outlets where there are a handful of curators who dictate the
conversation. Instead, everyone is free to suggest a topic and the impact of that
suggestion is felt in the number of people who engage with the narrative. The
hierarchical structure of the conversation threads allows for divergences in topics.
The structure of Reddit is as follows:

– Subreddits: These are sub domains of a common theme. They comprise users
who have an interest in that theme. Related topics to that general theme are
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submitted by users and people then engage with those topics through making
comments on the original posts. All subreddits have at least one moderator
who ensures that the rules of that thread are upheld and that relevance is
maintained.

– Posts: are the initial comment submissions made in a subreddit. It can be in
the form of text, image or links. It is an invitation to other users to engage in
a discourse or express their opinion on an issue through up-voting or down-
voting.

– Comments: are user submissions to an initial post. They can be new com-
ments (referred below as parent comments) which mark a new perspective on
the post or they can be comments on existing comment threads (child com-
ments), this indicates that the point is related to that branch of conversation.

– Parent Comments: refers to the original comment made to a post. Child
comments are all of the subsequent comments posted to that comment thread.
One post can have many parent comments and each parent comment can have
a number of children comments.

– Voting: allows for each user to express their opinion on a post or comment.
It is in the form of an upvote or a downvote. There is an algorithm that ranks
the votes which informs where that post is placed in the thread hierarchy. A
particular popular post can make it to the front page of Reddit which is not
topic specific and will garner increased attention through increased visibility.

– Karma: represents the overall feedback that a user has on the user’s collective
posts. Each upvote is an additional karma point and each downvote takes from
the users overall accrued karma points.

Table 2. List of all threads and their related thread [20].

Thread Related thread

Rugbyunion NRL

LearnPython Python

Movies Fullmoviesonyoutube

Music popheads

England London

Quadcopters Quadcopter

Worldnews News

Politics ukpolitics

Boardgames Risk

Ireland Dublin

A user has the option to subscribe to a thread. Typically a user will be
subscribed to a number of different threads, and the most popular posts in these
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are shown on the user’s personal wall. In addition there is a universal wall which
displays the most commented upon or upvoted posts and can come from any
thread.

4 Methodology

4.1 Introduction

To perform our experiments in improving clustering of documents from social
media forums and improving performance of said clustering, we first created
a document collection. We selected 10 threads for the purpose of running our
experiments and a further 10 threads for the creation of relevant ontologies; the
threads used are listed in Table 2. As a baseline experiment, we apply K-means
clustering to the content of the 10 threads. We then re-apply that clustering
approach on the same documents using augmented versions of the documents.
We analyse a number of document expansion techniques from the literature
and finally our own approach. We now discuss how the dataset was constructed
and processed, the baseline approach, how WordNet was used to augment the
document set, and finally, we describe in detail our own proposed approach.

Fig. 1. Steps taken for standard approach [20].

4.2 Baseline Approach

First we tokenise the text; this involves removing stopwords, lemmatising and
vectorising. We use a K-means as implemented in Sklearn [15] to cluster the doc-
uments. For the basic approach we clustered the document set in it’s vectorised
form, and recorded the results. See Fig. 1 for a graphical representation of the
process.

Table 1 contains the names and sizes of each of our threads. To test the
robustness of our approach we took each thread in Thread A and combined it
with each of the threads found in the Thread B column. This produced a result
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set of 25 collections; we then attempt to cluster the documents back into the
two original clusters. The results of this are discussed in the results section.
We selected threads that were similar in nature, because we were attempting to
capture the nuanced speech associated with a thread. We felt that if we could
single out threads that would have common members, we would better be able
to model the language used. All approaches discussed below were evaluated in
the same manner. Each document representation was augmented in a different
way according to the approach being investigated.

Fig. 2. Steps taken for augmented approach [20].

4.3 Wordnet Approach

To measure the impact of including synonyms and hypernyms, Wordnet was
used. Figure 2 shows the process. The initial steps are the same as the baseline.
Each document is represented as a vector. Stopword removal and lemmatisa-
tion was then applied. Each document is augmented with related hypernyms.
We took the corpus and checked if a word had a hypernym, and if so, that
hypernym was added to the document vector. Wordnet is represented by the
data source titles Auxiliary Source in Fig. 2. So for each term t in a document
d if the term has a hypernym, we retrieved it and added it to the document
representation. So our documents now contain each term and its hypernym
d = <t1, t2, . . . tn, h1, h2, . . . hk)>. We then applied K-means to the document
sets and recorded the results. The same procedure was performed on the syn-
onym dataset. However rather than adding hypernyms, synonyms were instead
included in the documents.

4.4 Graph Approach

For each of our main threads, we identified a thread dealing with a similar topic
that would hopefully use the same, or similar, terminology. This is important
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for constructing a related ontology, e.g the thread rugbyunion is seen to be a
related thread to Australian Rugby League (NRL). Table 2 contains a list of the
initial threads and the related threads from which we constructed our ontology.
Our external ontology is represented by the data source titles Auxiliary Source
in Fig. 2.

Fig. 3. Recording the connection between terms [20].

To construct the ontology, we processed the related threads. As above, lem-
matisation and stopword removal was applied to the document vectors. Next we
constructed a graph where each word is represented as a node and the weight on
the edge represents the number of times two words occurred in close proximity.
We used a window size parameter to define the notion of proximity. In this work
we use a window size of two, i.e., the nearest two preceding and proceeding words
for each word are considered as occurring in close proximity and their correspond-
ing nodes are linked. Figure 3 illustrates how two words can be connected. Our
ontology comprises of the term t and all of the occurrences of the surrounding
terms tr and their frequency, t = {tr1 : score, tr2 : score, ...trn : scoren}. Next,
we augmented the vectors representing the original document by augmenting
the document vector with its highest correlated word. The resulting documents
were stored as follows: d = <t1, tr1, t2, tr2...tn, trn>. We applied the K-means
clustering algorithm to the resulting corpus and recorded the results.

4.5 Process

Ten social media conversation threads were randomly selected from the social
media platform Reddit. Threads were allocated into two groups of 5 threads
called Thread A and Thread B (see Table 1). Threads from the first group were
then paired with threads from the second group using a round-robin approach.
This resulted in the creation of 25 document sets containing two separate threads
each. In order to measure prediction performance, documents were subjected
to four independent prediction processes: Standard which serves as the base-
line (standard clustering), Synonym (document augmentation with synonyms),
Hypernym (augmentation with Hypernyms), and finally Graph, our approach
which augments the documents with the strongest correlates according to our
graph measure over the bespoke ontology. Prediction performance was measured
by the number of errors in identification of separate threads within a document.
Lower levels indicated greater prediction performance.
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Table 3. Results for each algorithm or each combination of threads from the first and
second group respectively [20].

Index Name Size Standard Synonym Hypernym Graph

0 rugbyunion quadcopter 1598.0 215.0 215.0 226.0 43.0

1 rugbyunion Worldnews 1439.0 373.0 201.0 123.0 22.0

2 rugbyunion politics 1889.0 372.0 438.0 414.0 1.0

3 rugbyunion boardgames 1868.0 283.0 289.0 253.0 48.0

4 rugbyunion Ireland 1861.0 337.0 329.0 333.0 31.0

5 learnpython quadcopter 1576.0 105.0 100.0 109.0 23.0

6 learnpython Worldnews 1417.0 178.0 124.0 114.0 4.0

7 learnpython politics 1867.0 373.0 446.0 411.0 0.0

8 learnpython boardgames 1846.0 220.0 219.0 201.0 19.0

9 learnpython Ireland 1839.0 235.0 219.0 211.0 19.0

10 Movies quadcopter 1094.0 126.0 122.0 132.0 39.0

11 Movies Worldnews 935.0 376.0 131.0 127.0 23.0

12 Movies politics 1385.0 454.0 527.0 515.0 20.0

13 Movies boardgames 1364.0 258.0 262.0 231.0 21.0

14 Movies Ireland 1357.0 153.0 151.0 150.0 32.0

15 music quadcopter 1120.0 156.0 138.0 132.0 51.0

16 music Worldnews 961.0 153.0 134.0 124.0 27.0

17 music politics 1411.0 445.0 521.0 503.0 2.0

18 music boardgames 1390.0 109.0 103.0 91.0 16.0

19 music Ireland 1383.0 154.0 136.0 133.0 39.0

20 England quadcopter 1415.0 320.0 251.0 219.0 84.0

21 England Worldnews 1256.0 378.0 380.0 378.0 81.0

22 England politics 1706.0 426.0 491.0 470.0 2.0

23 England boardgames 1685.0 294.0 286.0 283.0 67.0

24 England Ireland 1678.0 666.0 668.0 667.0 226.0

5 Results

Table 3 presents the results from each individual clustering task. It contains the
name of the two threads being investigated; the number of documents being
clustered in that case, and the number of errors for each approach. We used
precision as a metric for evaluating the success of each approach. We found
that adding synonyms and hypernyms improves upon the baseline case. Echoing
findings in previous work, we found that hypernyms are more effective than
synonyms. Finally, we note that using our graph approach is six times more
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effective than using any of the other approaches. The combination of using a
bespoke ontology and a graph mechanism to identify correlates for expansion
works extremely well.

Fig. 4. Combined error rate over all tests [20].

5.1 Statistical Analysis

A non-parametric Kruskil-Walis (Cohen 1988) test was conducted to explore
whether using a Graph analysis approach would improve prediction performance
of the presence of separate threads in a body of text when compared with three
commonly used approaches. This paper makes the hypothesis that using the
graph approach will result in lower prediction errors. No hypothesis is made
between prediction levels of the three commonly used techniques when compared
to each other. Analysis was conducted using the computer software package SPSS
(Fig. 4).

Results indicate that Graph approach reported fewer errors in identifica-
tion (M = 4.72, SD = 9.14) to Approach Standard (M = 35.97, SD = 38.48), App-
roach Synonym (M = 34.58, SD = 36.90) and Approach Hypernym (M = 32.91,
SD = 35.94).

A Kuskal-Wallis test revealed a statistical difference in prediction perfor-
mance across the four prediction approaches H(3) = 95.19, p < .001. Pairwise
comparisons with adjusted p values showed there was a significant difference
between the graph approach and the standard approach (p < .001, r = .4) the
synonym approach, (p < .001, r = .4) the hypernym approach, (p < .001, r = .4),
indicating medium to strong effect sizes. The standard, synonym and hypernym
approaches did not differ significantly from each other (P > .05) (Table 4).
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Table 4. Data facts [20].

Standard Synonym Hypernym Graph

Count 25.0 25.0 25.0 25.0

Mean 286.36 275.24 262.0 37.6

Std 136.05 159.65 157.88 45.52

Min 105.0 100.0 91.0 0.0

Max 666.0 668.0 667.0 226.0

6 Discussion

To gain a better insight into why our approach achieves better results, we anal-
ysed some of the characteristics of the thread data and how the methods applied
affected the clusters. In Fig. 5, we show the thread Rugbyunion as an example;
we first plotted the distribution of the sizes of each of the threads. From this it
is clear to see that a large number of the comments are between 0 and 500 words
in length. Figure 6 is a break down of the sizes of the comments that were mis-
classified. We can tell from this that the highest level of misclassification comes
from documents that are 30 words or less in length. This makes intuitive sense
when one considers that the less evidence the classifying agent has, the poorer
the end result will be. Our graph approach helps to offset this issue, by incor-
porating words that are more indicative of the document class thus producing
significantly more accurate classifications. The sum total of words added for each
method were Synonym - 285,321; Hypernym - 220,935 and Graph 304, 997. Of
these additional words the number of unique words added were 9435, 3584 and
4023 respectively. While the Hypernym had the least number of unique terms

Fig. 5. Break down of comment lengths [20].
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it also had markedly less terms added compared to the other two approaches.
The Synonym approach had a large number of additional terms, although there
were a little less than the Graph approach which had the most terms added,
but a relatively low unique word count. This leads us to conclude that the terms
returned were more closely correlated in this approach, which resulted in the
higher precision counts.

Fig. 6. Break down of comment lengths from misclassified comments [20].

Figure 7 offers some more insight into performance of the various algorithms
across the different clustering cases. The graph approach is clearly superior to
the other approaches with a much lower median number of errors but also a

Fig. 7. A box plot of all of the errors [20]. (Color figure online)
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much smaller deviation. The orange line represents the median line, and inter-
estingly it is higher in the standard approach. This means that in over half of the
clusters, the hypernym and synonym approach are superior. The whiskers are
higher in both of these approaches suggesting that there is a large variation in a
small number of results. This suggests that while the addition of hypernym and
synonym did, on average, improve the results, there are a minority of instances
where they added noise to the dataset and skewed some of the results. This
phenomenon is not witnessed in the graph approach which only improved upon
results.

7 Conclusions

This paper discusses the investigation of the use of external ontologies to improve
performance of a clustering algorithm through meaningful augmentation of docu-
ments. A standard package Wordnet was used to identify if the use of hypernyms
and synonyms can improve performance. Additionally a bespoke ontology was
constructed that represents relationships between terms based on co-occurrence,
to see if the use of context can improve results. Our dataset is not a standard
document collection so it poses additional challenges that limit the effectiveness
of traditional clustering approaches. The best results were shown to be achieved
when context was used. Moving on from here we aim to investigate the parame-
ters used in constructing the bespoke ontologies. Specifically we will investigate
using a weighting system for the terms based on proximity which incorporates
a decay factor allowing for the fact that some terms are further way from the
target term than others.

Future work will involve increasing the level of difficulty in the clustering.
This can be achieved by increasing the number of sub domains which need to
be clustered.
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Abstract. Lots of planned events (e.g. concerts, sports matches, festi-
vals, etc.) keep happening across the world every day. In various applica-
tions like event recommendation, event reporting, etc. it might be useful
to find user discussions related to such events from social media. Identi-
fication of event related hashtags can be useful for this purpose. In this
paper, we focus on identifying the top hashtags related to a given event.
We define a set of features for (event, hashtag) pairs, and discuss ways
to obtain these feature scores. A linear aggregation of these scores is
used to finally output a ranked list of top hashtags for the event. The
aggregation weights of the features are obtained using a learning to rank
algorithm. We establish the superiority of our method by performing
detailed experiments on a large dataset containing multiple categories of
events and related tweets.

Keywords: Social media · Information Retrieval · Learning to rank ·
Hashtags · Twitter

1 Introduction

Every day, lots of planned events keep happening across the world. A “planned
event” is defined by a real world occurrence or incident which is pre-planned,
takes place at a certain location, certain time or duration and is of interest to sev-
eral people. Examples of such events are festivals, concerts, shows, conferences,
sports events, movie launches, etc.

Nowadays, people actively participate in various social media platforms such
as Twitter, Facebook to discuss their expectations, anticipations, feedbacks
about multiple topics. It has been observed that people discuss about various
events also, like the ones mentioned above. If such user discussions related to
an event can be retrieved from social media, then it can be useful in various
applications like event reporting, event recommendation, etc. Since such social
media posts are very short, the context of the post is often difficult to identify
in an automated way. In Twitter, people can use hashtags to express some con-
text of the tweet. If relevant hashtags for a given event can be identified, then
many tweets related to the same event can be confidently retrieved. For example,
c© Springer Nature Switzerland AG 2019
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the hashtag “#Race3” may relate to the movie release Race3 starring Salman
Khan, “#FIFAWorldCup2018”, “#FIFAWC2018”,“#FIFA2018” are related to
the FIFA World Cup 2018, “#InternationalYogaDay2018” may be related to
the celebrations for International Yoga Day 2018. By specifying these hashtags,
tweets related to the corresponding events may be retrieved from Twitter. How-
ever, manual selection of these hashtags is not a scalable approach. In this work,
we focus on the problem of automated identification of high-precision hashtags
for given planned events. Our main contributions towards this task as follows:

1. We identify a set of features that describe relatedness of a hashtag to an
event.

2. We propose a method for determining scores for these features and aggregat-
ing the scores.

3. We perform detailed evaluation involving a large dataset and analyze the
performance of the proposed method, and present a thorough analysis of the
experimental results.

Rest of the paper is organized as follows. Related literature for current work is
described in Sect. 2. Next in Sect. 3, problem statement of our work is defined.
Details of the proposed method are presented in Sect. 4. Experimental evalua-
tion of the method is described in Sect. 5. We conclude the work by providing
directions for future research in Sect. 6.

2 Related Work

Use of social media in the context of planned events is gaining interest among the
researchers recently. [1–3] work on detecting details about planned events from
social media streams. [2] presents a method to identify live news events using
Twitter. A technique to identify events and sub-events related to that event
is discussed in [3]. A method to discover breaking events using hashtags using
the instability for temporal analysis, Twitter memes possibility to distinguish
social events from virtual topics or memes and author entropy is presented in
[4]. Ozdikis et al. [5] present an event detection method in Twitter based on clus-
tering of hashtags and introduce an enhancement technique by using the seman-
tic similarities between the hashtags. Although our problem is different from
planned event detection problem, some clues regarding the interplay between
events, social media posts, and hashtags can be obtained from these works.

There are several works in literature that recommend hashtags to users
[6,7]. The recommendations are based on usage analysis, user-to-user similarities
in collaborative filtering framework, tweet-similarity, etc. Methods for content
based hashtag recommendation for tweets are discussed in [8,9]. These meth-
ods consider the semantics of the tweets by using topic models and use that for
scoring the hashtags to be recommended. [9] proposed a supervised topic model
for hashtag recommendation on Twitter in which they treat hashtags as labels
of topics and discovered the relationship among words, hashtags, and topics of
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tweets. However, these methods take user preferences for recommending hash-
tags. Recommending hashtags for hyperlinked tweets is proposed in [10]. They
showed that functions of hashtags can be extended to the linked documents from
hyperlinked tweets. They select the candidate hashtags by exploiting the con-
tent of the tweets, the linked document, and domain of the rank. Then, using
learning to rank models, candidate hashtags are ranked. However, this method
works only for hyperlinked tweets whereas less fraction of the tweets actually
contain hyperlinks. Moreover, in none of these approaches, the relevance of a
hashtag with respect to an external context is determined.

Real-time hashtag recommendation for streaming news (external context) is
proposed in [11]. The semantic similarity of the hashtag to existing news articles
is obtained by comparing the similarity of the article with the tweet bag of the
hashtags. The performance would degrade if the tweet bags of the hashtags are
not known or are small in size. Moreover, the news articles are generally large,
whereas most of the event metadata obtained from event aggregators are shorter
in size.

[12] proposed an adaptive crawling model that identifies emerging popular
hashtags, and monitors them to retrieve larger amounts of associated content
for an event. This model analyses the patterns of hashtags collected from the
live stream to update subsequent collection queries. [13] proposed an approach
for hashtag recommendation in Twitter by using Naive Bayes approach. The
authors considered the hashtag as a class and words in the tweet are features.
Both these methods heavily rely on the frequency aspect of the hashtags. The
focus on hashtag semantics for short contexts like events is limited in the existing
work in literature. Metadata features are defined to identify the hashtags in [14].

[15] proposed a cognitive-inspired hashtag recommendation approach for rec-
ommending the hashtags. The authors found that temporal effects play an impor-
tant role for both individual and social hashtag reuse in hashtag recommenda-
tion. A word embedding based method for hashtag recommendation on Twitter
is developed in [16]. To recommend the hashtags for the given post, the authors
calculated the similarity scores between the word embeddings of the post and
hashtags. Then hashtags are ranked based on their similarity scores. A method
for phrase-based hashtag recommendation for microblog posts is described in
[17]. The authors have used bag-of-phrases model to better capture the underly-
ing topics of posted microblogs. Hidden topic model for content-based hashtag
recommendation is proposed in [18]. A set of candidate hashtags was selected
by ranking the occurrence probability of hashtags of a given topic. An extended
spreading activation technique for hashtag recommendation in Twitter is pro-
posed in [19]. This approach first annotates the tweets and hashtags semantically
then it constructs semantic network using DBPedia. By using an extended ver-
sion of the spreading activation function technique, the authors have calculated
the similarities between the tweets and hashtags and recommend top k hashtags.
An Empirical analysis of factors influencing Twitter Hashtag recommendation
on detected communities is presented in [20].
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A method is proposed for hashtag recommendation based on content and user
characteristics [21]. The authors have used personal profiles of the Twitter users
to find the relevant hashtags. Hashtags are ranked based on their popularity. A
sentence-level attention model for hashtag recommendation by utilizing temporal
factors is developed in [22]. An approach is proposed for hashtag recommendation
in Twitter using word embeddings in [23].

3 Problem Definition

Here we briefly define the problem addressed in this paper: Given metadata
of an event E, find a list of hashtags relevant for the event E. Event metadata
comprises of context features of the event such as title, venue, time, location,
participants or performers of the event. Event metadata can be obtained from
several event aggregation sites (e.g., Eventbrite1, Eventful2, last.fm3, etc.). The
following are the examples of event metadata in JSON format.

{
"title": "Euro Cup 2016 final between

Portugal and France",
"venue": "Stade de France",
"location": "Saint-Denis",
"performers":{

"performer 1": "Portugal",
"performer 2": "France"

},
"date": "10th July 2016",
"duration-type": "fixed time period"
}

{
"title": "Sultan (2016 film)",
"venue":
"location": "India",
"performers":{

"performer 1": "Salman Khan",
"performer 2": "Anushka Sharma",

},
"date": "6th July 2016",
"duration-type": "After specified date"
}

{
"title": "Janmashtami",
"venue":

1 https://www.eventbrite.com/.
2 https://eventful.com/.
3 https://www.last.fm/.

https://www.eventbrite.com/
https://eventful.com/
https://www.last.fm/
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"location": "India",
"performers":
"date": "25 August 2016",
"duration-type": "Whole Day"
}

For few events, some of the metadata entries are missing. Here, duration-type
attribute indicates whether the event is a whole day event, or happens at a
specific time period on the mentioned date or it is available for attending on
or after the specified date. However, we do not consider date and duration-type
features in the current version of our work.

Table 1. Example precision queries for the “Euro Cup 2016 final between Portugal
and France” event.

Strategy Example

[“title”+“city”] [“Euro Cup final between Portugal and France” “Saint-Denis”]

[title+“city”] [Euro Cup final between Portugal and France “Saint-Denis”]

[title-stopwords+“city”] [Euro Cup final Portugal France “Saint-Denis”]

[“title”+“venue”] [“Euro Cup final between Portugal and France” “Stade de France”]

[title+“venue”] [Euro Cup final between Portugal and France “Stade de France”]

[“title”] [“Euro Cup final between Portugal and France”]

[title] [Euro Cup final between Portugal and France]

[title-stopwords] [Euro Cup final Portugal France]

4 Methodology

We use a two-phase approach for identifying relevant hashtags for a given event.
In the first phase, we retrieve a set of candidate hashtags for an event from
Twitter. This phase is described in Sect. 4.1. In the second phase, we rank the
hashtags from this candidate set according to their relevances with the event.
The method for finding relevance scores is presented in Sect. 4.2.

4.1 Identifying Candidate Hashtags

In this phase, given metadata of an event, we first identify a set of tweets for
the event from Twitter. We use the precision query approach presented in [24]
for retrieving the tweets for the event. The method first prepares few precision
queries from the event metadata. Precision queries are queries which retrieve
highly relevant results for the specific information need. For precision queries,
different combinations of context features, namely, title, and location, of each
event are used. Some example precision queries for an event in our dataset are
shown in Table 1. Such precision queries are submitted to the Twitter search
API. Hashtags that appear in the tweet collection returned by Twitter for this
call are added to the candidate set. As the keywords of the precision query come
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from the event title, venue, etc. the retrieved tweets generally match well with
the event under consideration. However, we observe the presence of many noisy
tweets and hashtags in the result set. The candidate set thus generated contains
a huge number of hashtags. Many of them are not related to the event. Details
about the size of candidate hashtag set are presented in Sect. 5.

4.2 Assigning Scores to Candidate Hashtags

Once we have the candidate hashtags for an event, we wish to assign a relevance
score to each of those hashtags. We identify a set of features that we consider
important for measuring this relevance for an (event, hashtag) pair. These feature
scores are linearly combined to get the final score of the hashtag for that event.
In the following discussion, we use EM to denote event metadata and HT to
denote the hashtag. EM includes context features of an event like its title,
location, performer. We now describe the features in more detail.

Features.

– Frequency of Hashtag (f1): This is the frequency of the hashtag in tweet
corpus of the event E. Tweet corpus is different for different events. Let the
raw frequency of hashtag HT in tweet corpus for event E be freqHT,E .

f1=

⎧
⎪⎨

⎪⎩

1 + log(freqHT,E) if freqHT,E > 0
0 otherwise

We have used log frequency of the hashtag.
– Bigram Feature (f2): This feature computes the number of common

character-level bigrams present in the hashtag HT and event metadata EM .
If HTB is a set of Hashtag Bigrams and EMB is a set of Event Metadata
Bigrams then the value of this feature is computed as

f2 = |HTB ∩ EMB |

For example, Bigrams for hashtag #Euro2016 are #E, Eu, ur, ro, o2, 20, 01,
16. For the event metadata EM we find the set of bigrams for the available
event metadata component (e.g. title, performer, location.) and take the union
of these sets to get EMB .

– Trigram Feature (f3): This feature counts the number of common
character-level trigrams present in the hashtag HT and event metadata EM .
If HTT is a set of hashtag trigrams and EMT is a set of event metadata
trigrams then the value of this feature is computed as

f3 = |HTT ∩ EMT |

For example, trigrams for hashtag #Eurocup are #Eu, Eur, uro, roc, ocu,
cup.
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– Bigrams of Abbreviated Title (f4): Let T , abbreviated title of the event,
be the concatenation of first letters of tokenized words (in sequence) of event
title. This feature enumerates the number of common character-level bigrams
in the hashtag HT and T . If HTB is a set of hashtag bigrams and TB is a set
of bigrams of T then the value of this feature is computed as

f4 = |HTB ∩ TB |

– Trigrams of Abbreviated Title (f5): This feature counts the number of
common character-level trigrams in the hashtag HT and T . If HTT is a set
of hashtag trigrams and TT is a set of trigrams of T then this feature is
computed as

f5 = |HTT ∩ TT |
– Bigrams of Top-K trigrams (f6): Let S be the set of Top-K word-level

trigrams of an event. SKB is the union of character-level bigrams obtained
from the elements of S. Score according to this feature is computed as

f6 = |HTB ∩ SKB |

This feature specifies the number of bigrams that are common in both hashtag
HT and Top-K trigrams of tweet corpus of an event. We set K=30 in our
algorithm.

– Subsequence Feature (f7): This feature checks whether hashtag HT is
a subsequence of event metadata EM or not. String A is a subsequence of
string B if and only if A is obtained by deleting some elements from B without
changing the order of remaining elements. For example, if “FRANCE vs.
PORTUGAL” is event metadata EM then FRAPOR is a subsequence.

f7=

⎧
⎪⎨

⎪⎩

1 if HT is a subsequence of EM

0 otherwise

– Substring (f8): This feature tests whether hashtag HT is a substring of
event metadata EM or not. This feature value is equal to 1 if it is a substring
of event metadata EM , otherwise equal to 0.

f8=

⎧
⎪⎨

⎪⎩

1 if HT is a substring of EM

0 otherwise

Combining Feature Scores. Given an (event, hashtag) pair, the different
feature scores can be found by following the descriptions given above. Next,
we want to find a weighted combination of these individual feature scores to
determine a single score for each (event, hashtag) pair. If w is a weight vector
where wi denotes the weight of the ith feature, and si is the score of the (event,
hashtag) pair for the ith feature, then the final score can be computed as score =∑

i wisi. Given an event, hashtags with the highest values of this score can be
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output as the relevant hashtags for the event. A brief outline of the proposed
method is given in Algorithm 1.

A baseline method may consider the wi, i.e., the weight of the feature i, to
be 1 for all i and treat all features equally. We use a machine learning algorithm
for learning the weights of the features. We employ a learning to rank algorithm
for determining these weights. We use SVMrank, which is a pairwise learning
to rank method for our purpose. Details of SVMrank can be found in [25]. The
results obtained with SVMrank were promising, and we did not try any other
learning to rank method. However, it should be noted that any learning to rank
algorithm can be applied for determining the combination weights.

Algorithm 1. Top K hashtags for event E.

1: Input : Event Metadata, Tweet corpus of event E, K, w
2: Output : Top K hashtags
3: Dictionary d={}, F is set of features
4: HTlist= list of hashtags in the tweet corpus of an event
5: for each hashtag HT in HTlist do
6: compute value of feature fi for each fi ∈ F
7: ScoreHT =

∑

fi∈F

wifi

8: Add (HT, ScoreHT ) to the dictionary d
9: end for

10: Sort the d in decreasing order of ScoreHT

11: return Top K hashtags from d

5 Experiments

In this section, we evaluate the performance of the proposed method. First,
we describe the dataset that we used for experiments. Detailed comparative
evaluation against other alternative approaches is presented next.

5.1 Data

The data for the experiment was collected using Twitter streaming API. The
dataset is divided into six categories: Birthdays, Euro Cup, Festivals, Interna-
tional Days, Movies, Politics and Governance.

Birthdays: This category contains tweets about the celebrity birthdays that
occurred between August and October 2016. Here, a celebrity may be leading
movie actor or actress, singer, political leader, etc. We have searched for celebri-
ties in Wikipedia and selected the people whose birthdays fall inside the above
mentioned timeline. There are ten events in this category. Tweet Volume for this
category is 0.97 million.
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Euro Cup: This category contains the tweets about Euro Cup 2016 Soccer Com-
petition. It was held in France from 10th June to 10th July 2016. The schedule
is posted on Euro Cup website. Events are collected from that site. Each foot-
ball match played by two different countries is considered as a separate event.
For example, a match played between Wales and Belgium in this competition
is an event. Similarly, Germany vs Italy, France vs Iceland matches played in
the competition are some other events. There are 51 events in this dataset. We
collected the tweets using Twitter streaming API from 10 June to 19 July 2016.
Tweet volume of this Euro Cup category is 14.4 million.

Festivals: This category contains the data about Indian festivals which occurred
between July and September 2016. These events are collected from Wikipedia
holidays list. It contains five events. Tweet Volume for this category is 1.62
million.

International Days: This category contains the tweets about national and
international days in the history that occurred between July and September
2016. These international observances are collected from Wikipedia. There are
eleven events in this category. Tweet Volume for this category is 2.58 million.

Movies: This category contains the tweets about movie launches like Indian
movie releases which happened between July and September 2016. Events are
collected from Internet Movie Database (IMDb). There are thirteen events in
this category. Tweet volume for this category is 1.70 million.

Politics and Governance: This category contains the tweets about political
events. These events are identified manually at the time of happening. There are
four events in this category. Tweet volume for this category is 62K.

In summary, there are 94 events in our experiment and total tweet volume is
21.37 million. Total count of distinct hashtags for all the events is 0.66 million
and with repetitions, the count is 37.6 million. The average number of distinct
hashtags for each event is 7.13 K and with repetitions, the count is 0.40 million.

A pooling exercise was performed for generating a labeled dataset for eval-
uation. Different unsupervised algorithms described in Sect. 5.2 were used to
retrieve a set of 100 hashtags for each event. All the hashtags thus retrieved
were given to 5 volunteers for relevance judgments. Volunteers were asked to
choose from three relevance labels: 2 being highly relevant to the event, 1 being
moderately relevant to the event, 0 being irrelevant to the event. For each (event,
hashtag) pair, a median of labels entered by the volunteers for that pair was used
as the final label. If the label given by k volunteers are r1, r2, ..., rk (without loss
of generality, assuming, r1 ≤ r2 ≤ ... ≤ rk) then r�k/2�th label is considered
to be the label for given (event, hashtag) pair. However, for around 98% of the
(event, hashtag) pairs, there was an agreement among the volunteers regarding
the relevance labels.
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5.2 Methods Compared

We compare the proposed method with the methods mentioned below. Two of
these methods, namely, FreqPearson [12], Naive Bayes method [13] are taken
from literature, whereas the other methods are obtained by using different sub-
sets of the features mentioned in Sect. 4.2.

FreqPearson [12]: Each hashtag is represented by a vector. The vector is cal-
culated by dividing the time frame into several time slots, and value at one
particular field of the vector is the frequency count of the hashtag in the cor-
responding time slot. Similarly, seed hashtag vector is calculated. Then, the
correlation between carefully selected seed hashtags and hashtags in tweets is
computed. Details of the method can be found in [12].

Naive Bayes [13]: In this method, a hashtag is considered as a class, and words
in the tweet are features. By using Bayes theorem, the probability of a hashtag
given a set of words in a tweet corpus for an event is calculated. It is done for
all the hashtags in the event, and the top hashtags are those which are having
highest probability. This method is unsupervised in the sense that it does not
use relevance information of the hashtags.

AlldiffW: This is the combination of all features with the weights determined by
the SVMRank algorithm. We used 10-fold cross-validation to split the training
and test sets. This is our proposed method for retrieving relevant hashtags for
an event.

AllequalW: This is the combination of all features with equal weights given to
all features. This is a standard baseline for our algorithm.

Next, we use different combinations of the features mentioned in Sect. 4.2.
The scores of the features in the combination are added to get the final score of
each hashtag for the event. We experimented with different feature combinations.
For brevity, here we include for discussion top four feature combinations that
give the best performance. The selected feature combinations are as follows.

– Frequency: The score of the hashtag is calculated by the frequency of the
hashtag. Hashtags are sorted in descending order based on their frequencies.
Then top hashtags are recommended.

– FrTg: This is the combination of frequency feature and trigrams feature.
– FrTgSeq: This is the combination of three features namely, frequency, tri-

grams, and subsequence.
– FrTgBgtSeq: This is the combination of four features namely, frequency,

trigrams, bigrams of T , and subsequence.

All the above methods (except AlldiffW) use equal weights for the features
and are unsupervised. The AlldiffW method uses different weights for the fea-
tures and is supervised.
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Fig. 1. Comparing our proposed method with other alternative approaches and with
feature combinations for top-k hashtags.

5.3 Evaluation Metrics

The performance of our method was evaluated using the evaluation metrics
NDCG, Precision. These metrics are widely used in Information Retrieval liter-
ature. For both these measures, higher values indicate better performance.

5.4 Results and Discussions

Comparison with Other Methods. We compare our proposed method with
the other methods listed in Sect. 5.2. The comparison is presented in Fig. 1.
The NDCG values are compared in Fig. 1a and precision values are compared
in Fig. 1b. It is clear that the performance of the proposed method is signifi-
cantly better than the other methods used for comparison. This is because the
frequency of the hashtags play a significant role in the algorithms [12,13] taken
from literature. Hence, they are more biased towards frequency. However, along
with frequency, we consider various other features that attempt to measure the
semantic relatedness between the event and hashtag. The other methods fail
to capture semantic relatedness and hence keep retrieving the hashtags that
are more frequent but unrelated to the event. It can be observed that even
our baseline method or different feature combinations achieve high scores than
FreqPearson and Naive Bayes. This signifies the usefulness of the semantic fea-
tures described in this work. The performance of AlldiffW (weights are learned)
is better than AllequalW (uniform weights). This indicates the importance of
supervision along with semantic features.

NDCG comparison with methods in the literature and baseline method for
each category, Birthdays, Eurocup, Festivals, International Days, Movies, and
Politics and Governance is presented in Tables 2, 3, 4, 5, 6, and 7 respectively.
Metric values for the est performing method are put in bold. For all the categories
except Eurocup, our proposed method outperforms the methods in the literature
and baseline method. However, for Eurocup category for K = 5 to K = 15 and



Identification of Relevant Hashtags for Planned Events 93

Table 2. NDCG of Birthdays.

Rank K FreqPearson Naive Bayes AlleqW AlldiffW

5 0.616 0.594 0.724 0.911

10 0.552 0.568 0.653 0.838

15 0.570 0.559 0.621 0.803

20 0.596 0.599 0.645 0.804

25 0.631 0.633 0.693 0.799

30 0.689 0.675 0.735 0.819

35 0.732 0.711 0.758 0.848

40 0.751 0.737 0.801 0.870

45 0.766 0.772 0.836 0.898

50 0.795 0.786 0.858 0.933

Table 3. NDCG of Euro Cup.

Rank K FreqPearson Naive Bayes AlleqW AlldiffW

5 0.782 0.780 0.820 0.730

10 0.721 0.703 0.736 0.717

15 0.720 0.701 0.741 0.728

20 0.729 0.731 0.740 0.752

25 0.757 0.752 0.758 0.767

30 0.794 0.774 0.779 0.781

35 0.817 0.801 0.810 0.806

40 0.834 0.819 0.840 0.836

45 0.850 0.833 0.865 0.857

50 0.867 0.857 0.887 0.882

Table 4. NDCG of Festivals.

Rank K FreqPearson Naive Bayes AlleqW AlldiffW

5 0.870 0.878 0.983 0.983

10 0.708 0.698 0.878 0.951

15 0.652 0.697 0.790 0.924

20 0.674 0.718 0.743 0.894

25 0.726 0.800 0.748 0.879

30 0.753 0.834 0.787 0.861

35 0.799 0.861 0.821 0.864

40 0.819 0.870 0.851 0.887

45 0.854 0.872 0.900 0.928

50 0.873 0.887 0.931 0.970

Table 5. NDCG of International Days.

Rank K FreqPearson Naive Bayes AlleqW AlldiffW

5 0.707 0.687 0.816 0.843

10 0.647 0.640 0.748 0.821

15 0.664 0.668 0.702 0.804

20 0.683 0.708 0.686 0.791

25 0.702 0.747 0.693 0.796

30 0.743 0.774 0.740 0.807

35 0.764 0.801 0.776 0.828

40 0.796 0.813 0.818 0.850

45 0.815 0.825 0.839 0.881

50 0.828 0.831 0.876 0.922

K = 40 to K = 50 AllequalW performs better, for K = 20 to K = 30 our method
performance is better than other methods, and for K = 35 only our method is
underperforming with a very small difference.

Precision comparison with methods in the literature and baseline method for
each category, Birthdays, Eurocup, Festivals, International Days, Movies, and
Politics and Governance is presented in Tables 8, 9, 10, 11, 12, and 13 respec-
tively. It can be observed that for all the categories our method is performing
better than other methods. For some categories (Festivals, and Politics and Gov-
ernance) Precision@10 is 1. This means all the top 10 hashtags for all the events
in these categories are relevant. For Movies category Precision@5 is 1 i.e. all the
top five hashtags for each event in this category are relevant.

Analyzing the Retrieved Hashtags. In this section, we analyze the quality
of retrieved hashtags in each category. Table 14 shows the set of top ten hash-
tags for six events from six different categories, namely, Birthday of Indian P.M.
Narendra Modi (Category: Birthdays), Euro Cup match between Wales and
Slovakia (Category: Euro Cup), Raksha Bandhan (Category: Festivals), Inter-
national Yoga Day (Category: International Days), Sultan (Category: Movies),
and GSTBill (Category: Politics and Governance). The hashtags presented here
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Table 6. NDCG of Movies.

Rank K FreqPearson Naive Bayes AlleqW AlldiffW

5 0.609 0.590 0.634 0.652

10 0.571 0.585 0.583 0.651

15 0.586 0.598 0.573 0.669

20 0.620 0.655 0.594 0.709

25 0.678 0.686 0.626 0.733

30 0.720 0.712 0.655 0.753

35 0.757 0.738 0.719 0.776

40 0.767 0.762 0.756 0.800

45 0.784 0.771 0.794 0.833

50 0.798 0.792 0.824 0.874

Table 7. NDCG of Politics & Governance.

Rank K FreqPearson Naive Bayes AlleqW AlldiffW

5 0.691 0.699 0.816 0.976

10 0.613 0.595 0.748 0.925

15 0.647 0.599 0.702 0.875

20 0.694 0.597 0.686 0.846

25 0.734 0.658 0.693 0.835

30 0.759 0.685 0.740 0.882

35 0.785 0.700 0.776 0.894

40 0.796 0.721 0.818 0.910

45 0.820 0.766 0.839 0.932

50 0.837 0.809 0.876 0.958

Table 8. Precision of Birthdays category.

Rank K FreqPearson Naive Bayes AlleqW AlldiffW

5 0.756 0.733 0.867 0.978

10 0.667 0.644 0.800 0.922

15 0.578 0.541 0.696 0.896

20 0.556 0.483 0.689 0.867

25 0.511 0.453 0.684 0.813

30 0.489 0.437 0.667 0.759

35 0.460 0.419 0.616 0.730

40 0.428 0.394 0.600 0.703

45 0.400 0.378 0.580 0.681

50 0.382 0.351 0.556 0.664

Table 9. Precision of Euro Cup category.

Rank K FreqPearson Naive Bayes AlleqW AlldiffW

5 0.914 0.876 0.984 0.988

10 0.710 0.642 0.945 0.947

15 0.639 0.584 0.818 0.905

20 0.581 0.545 0.722 0.854

25 0.538 0.494 0.667 0.805

30 0.501 0.450 0.610 0.756

35 0.467 0.419 0.577 0.710

40 0.431 0.392 0.543 0.672

45 0.405 0.364 0.515 0.636

50 0.382 0.350 0.488 0.607

are obtained by FreqPearson, Naive Bayes, and the proposed method respec-
tively. The events are selected based on their tweet volume in each category.
The hashtags showed in italics and red color indicate that they are not relevant
to the event. The hashtags which are only retrieved by the proposed method
are presented in the last column. We observe that the proposed method is able
to retrieve many relevant hashtags that are not retrieved by other methods. We
also observe that proposed method retrieves very few italic hashtags, and other
methods retrieve more number of italic hashtags. This indicates that our method
retrieves more number of relevant hashtags (relevance label 1 or 2) whereas many
irrelevant hashtags are picked up by other methods.

Category-wise Analysis of the Proposed Method. We now evaluate the
performance of the proposed method. Figure 2a shows NDCG values for different
categories for rank positions (K values) 1 to 50. It can be observed that, for
all categories, the NDCG value initially is very close to 1. It indicates that
the proposed method is able to put highly relevant hashtags at the top of the
hashtag list for most of the events. After that, the NDCG value decreases slightly
for almost all the categories. It happens because, after few rank positions, the
method retrieves few less relevant or irrelevant hashtags. However, very soon,
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Table 10. Precision of Festivals category.

Rank K FreqPearson Naive Bayes AlleqW AlldiffW

5 0.880 0.900 1.000 1.000

10 0.680 0.650 0.920 1.000

15 0.560 0.550 0.827 0.987

20 0.530 0.463 0.770 0.980

25 0.496 0.470 0.728 0.968

30 0.440 0.425 0.727 0.967

35 0.429 0.393 0.697 0.937

40 0.405 0.350 0.660 0.930

45 0.387 0.317 0.649 0.933

50 0.368 0.310 0.632 0.924

Table 11. Precision of International
Days category.

Rank K FreqPearson Naive Bayes AlleqW AlldiffW

5 0.733 0.740 0.950 0.933

10 0.542 0.540 0.867 0.942

15 0.467 0.453 0.717 0.928

20 0.404 0.415 0.646 0.896

25 0.357 0.380 0.587 0.867

30 0.342 0.343 0.567 0.828

35 0.314 0.317 0.543 0.790

40 0.306 0.293 0.523 0.758

45 0.293 0.273 0.500 0.743

50 0.275 0.252 0.488 0.730

Table 12. Precision of Movies category.

Rank K FreqPearson Naive Bayes AlleqW AlldiffW

5 0.700 0.667 0.980 1.000

10 0.580 0.611 0.860 0.980

15 0.493 0.533 0.760 0.953

20 0.460 0.489 0.700 0.950

25 0.440 0.444 0.680 0.916

30 0.417 0.400 0.650 0.887

35 0.403 0.378 0.649 0.854

40 0.363 0.344 0.630 0.835

45 0.342 0.316 0.609 0.831

50 0.322 0.300 0.586 0.816

Table 13. Precision of Politics and
Governance category.

Rank K FreqPearson Naive Bayes AlleqW AlldiffW

5 0.900 0.800 0.950 1.000

10 0.700 0.575 0.867 1.000

15 0.617 0.517 0.717 0.933

20 0.588 0.438 0.646 0.875

25 0.550 0.440 0.587 0.840

30 0.508 0.408 0.567 0.842

35 0.486 0.386 0.543 0.786

40 0.444 0.356 0.523 0.769

45 0.411 0.361 0.500 0.728

50 0.395 0.370 0.488 0.705

the NDCG value again picks up, indicating that it is able to include those missed
hashtags in later part of the ranked list.

We observe that NDCG values for movies category are low because names of
movie artists also come in hashtags. Many of those hashtags also appear in tweets
that are not related to the particular movie under consideration. Hence those
hashtags are not fully relevant to the event. Similarly for Euro Cup, sometimes
the hashtags denote the country for a team involved in the match, the same
hashtag is also found in tweets mentioned in other events from that country.

Figure 2b shows Precision values for different categories. We observe that
the top hashtags for each category are all relevant (relevance label 1 or 2) to
the events, as the precision values are close to 1. After that, some irrelevant
hashtags are also retrieved and precision decreases. Still, the overall precision
value is reasonably good. For example, except three categories (Birthdays, Euro
Cup, Movies), all other categories have Precision@5 as 1. Which means that all
the top-5 hashtags are relevant to the event. Moreover, for those three categories,
the Precision@5 values are .970, .988 and .933, which are quite high.
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Table 14. Comparing top ten hashtags identified by our proposed method with the
hashtags identified by other alternative approaches. Hashtags in italic form and in red
colour represent they are not relevant (relevance label 0) to the event under conider-
ation. Hashtags in normal form represent they are relevant (relevance label 1 or 2) to
the event.

Event FreqPearson Naive Bayes Proposed Method Hashtags retrieved by our
method but missed by other
methods

Narendra
Modi
(Birthdays)

#happybdaypmmodi,
#hbdpradhanse-
wak, #sevadiwas,
#sewadiwas, #min-
drocks16, #hap-
pybdayp, #naren-
dramodi, #india,
#happybdaypm,
#modi

#happybdaypmmodi,
#hbdpradhanse-
wak, #sevadiwas,
#thestage2, #se-
wadiwas, #min-
drocks16, #fliptech,
#msglionheartmu-
sic, #karachibakery,
#filmin50hours

#happybirthdaynarendramodi,
#happybdaypmmodi, #naren-
dramodi, #happybirthdaypm-
modi, #happybirthdaynamo,
#happybirthdaypm, #hap-
pybirthday, #happybirth-
daynarend, #happybdaypm,
#hbdnarendramodi

#happybirthdaynarendramodi,
#happybirthdaypmmodi,
#happybirthdaynamo,
#happybirthdaynarend,
#hbdnarendramodi

Wales vs
Slovakia
(Euro Cup)

#walsvk,
#euro2016, #wal,
#svk, #ripchristina,
#amjoy, #shapethe-
futurein5words,
#thingsifind-
heartwarming,
#togetherstronger,
#wales

#walsvk,
#euro2016,
#ripchristina,
#amjoy, #shapethe-
futurein5words,
#thingsifindheart-
warmingH, #wal,
#svk, #engrus,
#albsui

#walesvslovakia,
#walesvsslovakia, #wa-
lesslovakia, #walsvk, #stad-
edebordeaux, #euro2016,
#bordeaux, #slovakia, #ue-
faeuro2016, #wal

#walesvslovakia,
#walesvsslovakia, #wa-
lesslovakia

Raksha
Bandhan
(Festivals)

#rakhi, #hap-
pyrakshabandhan,
#rakshabandhan,
#msgwishes, #hap-
pyrakhi, #sakshi-
malik, #msglovesse-
wadars, #love,
#safetyinyourhands,
#sakhshimalik

#rakhi, #raksha-
bandhan, #hap-
pyrakshabandhan,
#happyrakhi, #ms-
gwishes, #love,
#sister, #rakshaban-
dan, #sakshimalik,
#safetyinyourhands

#happyrakshabandhan,
#rakshabandhan, #happyrak-
shabandan, #happyrakhi,
#happyrakshabandhanindia,
#rakshabandan, #happyrak-
shabandha, #sabkaraksha-
bandhan, #happyrakhsha-
bandhan, #happyrakshabandh

#happyrakshabandhanindia,
#sabkarakshabandhan, #hap-
pyrakshabandh

International
Yoga Day
(Inter-
national
Days)

#yogaday, #yoga,
#idy2016, #inter-
nationalyogaday,
#iyd2016, #inter-
nationaldayofyoga,
#worldyogaday,
#yoga4sdgs, #yoga-
day2016, #health

#yogaday, #yoga,
#internationalyo-
gaday, #workout,
#idy2016, #fit-
ness, #health,
#nationalselfie-
day, #weightloss,
#meditation

#internationalyogaday, #in-
ternationaldayofyoga, #inter-
nationalyogaday2016, #in-
ternationaldayofyoga2016,
#yogaday, #internatioan-
lyogaday, #idy2016, #hap-
pyinternationalyogaday,
#yogainternationalday, #in-
ternationalyogadaycelebrat

#internationalyogaday2016,
#internationalday-
ofyoga2016, #happyin-
ternationalyogaday, #yogain-
ternationalday, #internationa-
lyogadaycelebrat

Sultan
(Movies)

#sultan,
#salmankhan,
#bajrangibhai-
jaan, #sultan-
day, #salman,
#eidmubarak,
#anushkasharma,
#eid, #boxoffice,
#prdp

#sultan,
#salmankhan, #re-
view, #bollywood,
#anushkasharma,
#salman, #sultan-
day, #salmankhan’s,
#eidmubarak,
#boxoffice

#anushkasharma,
#salmankhan, #sul-
tan, #sultansalmankhan,
#anushkasharma’s,
#anushkasharm,
#salmankhan’s,
#salmankhanfilms, #megas-
tarsalmankhan, #sul-
tan10th100crfilmofsalman

#sultansalmankhan, #sul-
tan10th100crfilmofsalman

GST Bill
(Politics
and Gover-
nance)

#gst, #gstbill,
#transformingindia,
#raghuramrajan,
#rajanslastpolicy,
#diljumlajum-
lahogaya, #fdi,
#rbi, #aadhaar,
#foodsecurity

#gst, #gstbill,
#india, #trans-
formingindia, #tax,
#modi, #raghuram-
rajan, #rajanslast-
policy, #gstcleared,
#loksabha

#goodsandservicestax, #gst-
bill, #goodandservicesbill,
#constitutionalamendment-
bill, #goodsandservicetax,
#constitution, #goodsandser-
vice, #evilandservicesbill,
#gst, #onenationonetax

#goodsandservicestax,
#goodandservicesbill, #con-
stitutionalamendmentbill,
#goodsandservicetax, #one-
nationonetax
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Fig. 2. Category-wise comparison of NDCG and precision of top-k hashtags for six
different categories using our method.

Table 15. Top features (first feature with highest importance, last feature with lowest
importance) identified by training category-wise (2nd to 7th columns) and by training
entire dataset (8th column).

S.No. Birthdays EuroCup Festivals International

Days

Movies Politics and

Governance

All categories

1. Trigrams Trigrams Trigrams Trigrams Trigrams Trigrams Trigrams

2. Bigrams of T Subsequence Bigrams of T Trigrams of T Bigrams Bigrams of T Bigrams

3. Frequency of

Hashtag

Frequency of

Hashtag

Frequency of

Hashtag

Frequency of

Hashtag

Frequency of

Hashtag

Subsequence Frequency of

Hashtag

4. Subsequence Bigrams of T Subsequence Subsequence Subsequence Frequency of

Hashtag

Bigrams of T

5. Substring Trigrams of T Substring Bigrams of T Bigrams of T Trigrams of T Subsequence

6. Bigrams Bigrams Trigrams of T Substring Substring Substring Trigrams of T

7. Bigrams of

topk Trigrams

Bigrams of

topk Trigrams

Bigrams Bigrams Trigrams of T Bigrams Substring

8. Trigrams of T Substring Bigrams of

topk Trigrams

Bigrams of

topk Trigrams

Bigrams of

topk Trigrams

Bigrams of

topk Trigrams

Bigrams of

topk Trigrams

Feature Analysis. In this section, we analyze the performance of features in
each category. The last column in Table 15 shows the most important features
that were obtained by applying SVMRank across all categories. A similar exer-
cise is done where training is done separately for each category. This exercise
allows us to get the most important features for each category. We observe that
trigrams feature, subsequence feature, frequency feature, and bigrams of T are
present in all the categories in top positions. It happens because the number
of common trigrams between event metadata and the hashtag is a good indica-
tor of semantic similarity between the event and the hashtag. The same is true
for bigrams of T and subsequence feature also. Frequency feature is also very
important feature as hashtags that are relevant to event tend to be used more
frequently in the tweets related to the event.
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6 Conclusion

In this paper, we focused on identifying the top hashtags related to a planned
event using learning to rank algorithm. We identified a set of features related to
the (event, hashtag) pairs. We presented a model for combining feature scores
and learned the weights using learning to rank algorithm.

We applied our method on a large dataset. Efficacy of the proposed method
was established with multiple evaluation metrics, namely, NDCG, Precision. Pre-
cision@1, Precision@5, Precision@10 values are close to 1 for most of the events.
This means almost all the top 10 retrieved hashtags are relevant to the event.
The work also shows that it is important to identify the semantic relatedness
between the hashtag and the event in order to be able to identify relevant hash-
tags for the event. As an extension to this work, we want to identify additional
features for (event, hashtag) pairs. For future work, we want to combine word
embedding features along with the features identified in this paper to find the
relevant hashtags.
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Abstract. Passage retrieval deals with identifying and retrieving small
but explanatory portions of a document that answers a user’s query.
In this paper, we focus on improving the document ranking by using
different passage based evidence. Several similarity measures were eval-
uated and a more in-depth analysis was undertaken into the effect of
varying specific. We have also explored the notion of query difficulty to
understand whether the best performing passage-based approach helps
to improve, or not, the performance of certain queries. Experimental
results indicate that for the passage level technique, the worst-performing
queries are damaged slightly and the those that perform well are boosted
for the WebAp collection. However, our rank-based similarity function
boosted the performance of the difficult queries in the Ohsumed collec-
tion.

Keywords: Document retrieval · Passage-based document retrieval ·
Passage similarity functions · Inverse rank · Query difficulty

1 Introduction

Information Retrieval (IR) deals with the organization, representation, and the
retrieval of information from a large set of text documents. The retrieval of
relevant information from large collections is a difficult problem; search queries
and documents are typically expressed in natural language which introduces
many problems such as ambiguity caused by the presence of synonyms and
abbreviations, and issues arising from the vocabulary difference problem which
occurs when the user expresses their information need with terms different to
those used to express the same concept in the document collection.

Several models have been shown to be very effective in ranking documents
in terms of their relevance to a user’s query. The user formulates the query
by expressing their information need in natural language. Approaches include
different mathematical frameworks (vector space model, probabilistic models)
c© Springer Nature Switzerland AG 2019
A. Fred et al. (Eds.): IC3K 2017, CCIS 976, pp. 100–117, 2019.
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to represent documents and queries and to formulate a comparison approach.
The BM25 weighting scheme [1] derived within a probabilistic framework is a
well-known effective one in estimating the relevance of a document to a query.
The main goal of an IR system is to estimate the relevance of a document to
a query; this notion of ‘relevance’ is often interpreted as measuring the level of
similarity between a document to a query.

In IR, the traditional approaches consider the document as a single entity.
However, some researchers choose to split the document into a separate passages
given the intuition that a highly relevant passage may exist in a larger document
which itself will be considered as non relevant. If a passage is indexed as an
individual pseudo-document, the number of documents stored and indexed will
increase significantly and in a result, it will effect the speed and cost of retrieval
[2]. However, one may now retrieve relevant passages that occur in documents
deemed not very relevant. Moreover, if the document returned as relevant is too
long, it can be difficult for the users to find the appropriate relevant passages in
the document. In other words, returning a large relevant document, while useful,
still, puts an onus on the user to find the relevant passages. Therefore, we opt for
the passage level retrieval approach to finding the relevant passage and aim to
use that to improve the document ranking. The intuition behind our approach is
that by identifying very relevant passages in a document we can better estimate
the relevance of the overall document.

One can imagine the passages themselves as documents at indexing time. The
division of these passages can be done in a number of ways. For example, either
via some textual identifier e.g. paragraph markings (<p>), new line feed (/n)
etc. or it can be defined by a number of words. A passage could be a sentence,
a number of sentences or a paragraph itself. The passages can be considered as
discrete passages with no intersection or can be viewed as overlapping passages.

In this paper, we extend our previous work [3] in which we utilised the inverse
rank of a passage as a measure and compared it with the other passage based
approaches. We recap some of our previous findings including the passage based
equations and several figures and a table (Figures 1, 2(a), (b), Table 1 etc.) to
support our new approaches and analysis undertaken in this paper. Our main
goal is to generate new document rankings by computing the passage similarity
and using this score (or its combination with document level similarity score)
as a means to rank the overall document. In this extended work, we present
a more extensive analysis of the SF2 approach (explained in Sect. 3) and also
highlight the impact of difficult queries on the overall performance by analysing
the ranking functions we used in our previous paper.

The main focus of our work is to see how effectively the passage level evi-
dence affected the document retrieval. Furthermore, we extend our focus by
doing a more in-depth analysis of the passage based functions based on different
parameters and examining whether the difficult queries damages the passage
based results or improves it. Factors such as different means to define passage
boundaries are not of huge concern to us as present.
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We have used the WebAp (Web Answer Passage)1 test collection which is
obtained from the 2004 TREC Terabyte Track Gov2 collection and the Ohsumed
test collection [4] which comprises titles and/or abstracts from 270 Medline refer-
ence medical journals. The results show that different similarity functions behave
differently across the two test collections. Furthermore, difficult queries have dif-
ferent characteristics and the impact on the overall performance.

The paper outline is as follows: Section 2 presents a brief overview of the
previous work in passage level retrieval and some work done in query difficulty
area. Section 3 gives an overview of the methodology employed, outlining the
details of different similarity functions, the passage boundary approach, and
the evaluation measures adopted in the experiments. Section 4 presents a brief
explanation of the test collections used in the experiments and the assumptions
made for them. Section 5 discusses different experimental results obtained. In
Sect. 5.1, further analysis for the SF2 approach is presented. A discussion on
the impact of difficult queries by using the passage level measures is presented
in Sect. 5.2. Finally, Sect. 6 provides a summary of the main conclusions and
outlines future work.

2 Related Work

In previous research, passage level retrieval has been studied in information
retrieval from different perspectives. For defining the passage boundaries, sev-
eral approaches have been used. Bounded passages, overlapping window size,
text-tiling, usage of language models and arbitrary passages [5–9] are among the
few main techniques. Window size approaches consider the word count to sep-
arate the passages from each other, irrespective of the written structure of the
document. Overlapping window size is shown to be more effective and useful for
the document retrieval [5]. Similarly, a variant of the same approach was used
by Croft [10].

Jong [11] proposed an approach which involved considering the score of pas-
sages generated from an evaluation function to effectively retrieve documents in
a Question Answering system. Their evaluation function calculates the proxim-
ity of the different terms used in the query with different passages and takes the
maximum proximity score for the document ranking.

Callan [5] demonstrated that ordering documents based on the score of the
best passage may be up to 20% more effective than standard document ranking.
Similarly, for certain test collections, it was concluded that combining the docu-
ment score with the best passage score gives improved results [12]. Buckley et al.
also use the combination of both scores in a more complex manner, to generate
scores for ranking [13]. Moreover, Hearst et al. [14] showed that instead of only
using the best passage with the maximum score, adding other passages gives
better overall ranking as compare to the ad-hoc document ranking approach.

Salton [15] discussed another idea to calculate the similarity of the passage to
the query. They re-ranked and filtered out the documents that has a low passage
1 https://ciir.cs.umass.edu/downloads/WebAP/.

https://ciir.cs.umass.edu/downloads/WebAP/
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score associated with it. They included all the passages that have a higher score
than its overall document score, and then used these scores to raise, or lower,
the final document rank. In this way, the document that has a lower score to
the document level score but a higher score at passage level for certain passages,
will get a better ranking score in the end.

Different language modelling approaches at passage level and document level
have been used in the past to improve the document ranking [10,16]. A similar
approach has been used by Bendersky et al. [7], where they used the measure
of the document homogeneity and heterogeneity to combine the document and
passage similarity with the query to retrieve the best documents. To use the
passage level evidence, their scoring method used the maximum query-similarity
score that is assigned to any passage in the document ranking. As for their
passage based language model, they used the simple unigram based standard to
estimate the probabilities at passage and document level. Moreover, Krikon and
Kurland [17,18] used a different language modeling approach where they tried
to improve the initial ranking of the documents by considering the centrality of
the documents and the passages by building their respective graphs. The edges
denote the inter-term similarities and the centrality is computed using the page
rank approach. They reported that their approach performed better than the
normal maximum passage approach and some variation of interpolation score of
maximum passage score with document score.

Due to the recent improvements in the learning based models, researcher
are using neural networks for passage evidences that could improve the Ad-hoc
Document retrieval. Ai and Croft [19] developed a passage based neural model
that uses the evidences given from the passages for the document retrieval. They
used a learning based approach to weights the passages of different sizes and
granularities and did not adopt the usual single window for passage extraction.
They introduced a fusion framework that aggregates the passage score based on
the its document properties and relation with the query characteristics. They
compared their results with the work done by Liu et al. and Ponte et al. [10,20]
and showed that their neural passage model out performed the previous passage
based retrieval models. Similarly, Galko et al. [21] used the neural network based
approach to improve the passage retrieval for the Question Answering (QA)
task in the Biomedical Domain. They used the weighted combination of word
embedding terms by using word2vec [22] and measured the consine distances
between the query terms and the passages. Finally they compare their results
with the previous neural-net based models and reported improvements with their
approach.

In previous research it has been identified that a particular search approach
may vary considerably in it performance across different queries. There are many
potential underlying problems that may cause this: variation in query quality
(specific, unambiguous queries through to vague ambiguous ones), nature of
the document set, aspects of the weighting scheme or preprocessing approaches.
Rather than merely considering the mean average precision, it can be very infor-
mative to consider the performance of individual queries. Identifying difficult
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queries (those that the IR system produces low quality results) which could be
the cause of decline MAP is an interesting problem. Mothe et al. [23] attempted
to use the linguistic approaches in order to find the main reason of certain queries
to become difficult. For each word, they computed the morphosyntactic category
based on lexicons and a language model. They also calculated the semantic and
syntactical features of each word by using wordnet and other analyzers. Looking
at all these features they reported their correlation with the query difficulty.
Similarly, He et al. [24] used a coherence-based approaches to measure the query
difficulty. Their query based coherence scored illustrated the association with
the average precision and they argued that this score can be used to anticipate
the query difficulty.

3 Methodology

In traditional adhoc IR, a ‘bag of words’ model is adopted with no attention
paid to word order or word position within a document. Weights are typically
assigned to terms according to some heuristics, probability calculations or lan-
guage model.

In this work, we view every document as being represented as passages or
‘pseudo-documents’ i.e. d

′
= {p1, p2, . . . pn}. We attempt to better estimate

sim(d, q) by estimating sim(d
′
, q). Different similarity functions are designed

in a way that different characteristics of the passage level results can be used
alone, or in combination with the document level results. We define sim(d

′
, q)

as f(sim(pi, q), sim(d, q)).

3.1 Similarity Functions

Following is a brief description of these similarity functions in which different
characteristics were computed from the passage level evidence:

– {SF1} Max Passage: One way to compute the sim(d
′
, q) is to consider the

similarity and ranking of the passage that has the highest similarity score to
the query as a representative of the similarity of the document.

sim(d
′
, q) = max(sim(pi, q))

– {SF2} Sum of passages: It is similar to the max passage approach, but instead
of taking only the top passage, the top k of the passages are taken and their
similarity scores are combined by adding them together.

sim(d
′
, q) =

∑k

i=1
[sim(pi, q)]
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– {SF3} Combination of document and passage similarity scores: In this case,
the passage and document scores are combined and then the results are re-
ranked based on the new score.

sim(d
′
, q) = α(max(sim(pi, q))) + β(sim(d, q))

– {SF4} Inverse of rank: Rather than using the document or passage scores,
the rank at which these passages are returned can also be used to find the
similarity between the passages and the query. This can be calculated as
follows:

sim(d
′
, q) = (

∑
i

1
rankPi

#ofpi
) |pi ∈ d

′

– {SF5} Weighted Inverse of Rank: Another way to take the rank of these
passages into account is to take the sum of the inverse ranks and pay less
attention to lower ranks. Hence, the higher ranks will impact more on the
results as compare to the lower values and will effect the overall ranking.

sim(d
′
, q) =

∑
i
(

1
rankPi

)α |pi ∈ d
′
, α > 1

3.2 Passage Boundaries

To run the experiments, all the documents and passages were first indexed in
our IR system. We have used Solr 5.2.12 as a baseline system which is a high
performance search server built using Apache Lucene Core. In this system, a
vector space model is adopted with a weighting scheme based on the variation
of tf-idf and Boolean model (BM) [25] is used.

We use two different test collections in the experiments. The WebAP test
collection contains 6399 document and 150 queries in its dataset. We adopt
overlapping windows for this collection and decompose each document into pas-
sages of length 250 words. This results in the creation of 140,000 passages for
the WebAP collection. The second collection, the Ohsumed dataset, comprises
348,566 Medline abstracts as documents with 106 search queries. Given the rel-
atively small document lengths, in defining passage boundaries, an overlapping
window size of 30 words is used for this collection which creates a document
set of passages of size 1.4 million pseudo-documents that gives 4–5 passages per
document. We choose the half overlapping, fixed length window-size to index
the documents, because these passages are more suitable computationally, con-
venient to use, and were proved to be very effective for document retrieval [5,10].

3.3 Evaluation

To evaluate the results and measure the quality of our approach, mean average
precision (MAP) and precision@k are used as the evaluation metrics. The MAP

2 http://lucene.apache.org/solr/5 2 1/index.html.

http://lucene.apache.org/solr/5_2_1/index.html
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Fig. 1. Architectural diagram, extracted from [12].

value is used to give an overall view of the performance of the system with dif-
ferent similarity functions. Furthermore, precision@k was helpful in illustrating
the behavior of the system with respect to correctly ranking relevant documents
in the first k positions.

4 Experimental Setup

In this section, we present a brief explanation of the test collections we used,
and also some detail of different parameters that we consider in our experiments.
Lastly we will describe the brief overview of the evaluation measures that we used
in the experiments.

Table 1. MAP(%) for WebAp and Ohsumed collection at k = 5 and k = 10, extracted
from [12].

Similarity functions MAP@5
(WebAP)

MAP@10
(WebAP)

MAP@5
(Ohsumed)

Map@10
(Ohsumed)

Document level (D) 9.52 18.60 2.97 4.75

Max passage (SF1) 9.43 18.56 3.23 4.96

Sum of passages (SF2) 9.42 18.54 3.19 4.99

Inverse of rank (SF4) 9.42 18.56 3.27 4.89

Weighted inverse of
rank (SF5)

9.43 18.58 3.20 4.98

D+SF1 9.53 18.65 3.01 4.90

D+SF2 9.53 18.67 2.82 4.74

D+SF4 9.54 18.66 2.88 4.80

D+SF5 9.55 18.67 2.80 4.60
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4.1 Test Collections

For our experiments we used the two different test collections that are freely
available to use for experimental purposes.The following is a brief explanation
of both datasets.

WebAp. Web Answer Passage (WebAP) is a test collection, which is obtained
from the 2004 TREC Terabyte Track Gov2 collection. The dataset contains 6399
documents and 150 query topics and relevance judgment of top 50 documents
per query topic. It is created mainly for the purpose of evaluating passage level
retrieval results [26] but has been used in question answering (QA) task to
retrieve sentence level answers as well [27,28]. The query topic section contains
keyword based queries and the normal queries. We generated the results against
both types and here we reported the performances that are based on the keyword
based queries. On average, these results performed overall 2% better than the
normal query ones across all similarity functions. Annotation at passage level
(GOOD, FAIR, PERFECT etc.) is also included in this test collection that can
be used to differentiate the different passages in term of their relevance to the
query. The annotators found 8027 relevant answer passages to 82 TREC queries,
which is 97 passages per query on average. From these annotated passages, 43%
of them are perfect answers, 44% are excellent, 10% are good and the rest are
fair answers. We have saved these passage annotations while indexing them in
the system, but, we have not used them in our evaluation criteria. As the size of
all the documents are fairly large compare to the other test collections we came
across, therefore, we divided passages using overlapping window based approach
of size 250 words.

Ohsumed. The Ohsumed collection consists of titles and abstracts from 270
Medline reference medical journals. It contains 348,566 articles along with 106
search queries. In total, there are 16,140 query-documents pairs upon which the
relevance judgments were made. These relevance judgments are divided in three
categories i.e. definitely relevant, possibly relevant, or not relevant. For experi-
ments and evaluation, all the documents that are judged here as either possibly
or definitely relevant were considered as relevant. Furthermore, only the docu-
ments to which the abstracts are available, were index and used for the retrieval
task. Therefore, the experiments were conducted on the remaining set of 233,445
documents from the Ohsumed test collection. Also, to calculate the overall per-
formance we considered only those queries, which had any relevant document(s)
listed in the judgment file. Out of 106 queries in total, 97 of them were found to
have relevant document(s) associated with it. This document collection is fairly
large in terms document size but shorter in terms of document length as com-
pare to the WebAP test collection. It does not include any annotation at passage
level.
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4.2 Assumptions and Experimental Parameters

For our experiments we used Solr-5.2.1 which is built on top of LUCENE3.
Solr provided the functionality of removing the stop-words at indexing time.
As shown in Fig. 1, we used that functionality to remove the stop words4 from
both collections. We have seen that the ranking after removing the stop-words
is improved.

For different similarity measure functions, we used different parameters. For
sum of passages (SF2) and inverse rank (SF4) function, we set the k value to
be equal to 5 and the results were normalized having received the final score.
Similarly, we gave twice the boost to the passage level score as compared to
the document level score while combining the results together i.e α = 1, β = 2.
Giving the higher boost to passage level gives better performance to the inverse
ranking functions, whereas higher boost at document level improved results for
Max passage and Sum of passage results.

4.3 Evaluation Measures

In IR, different evaluation measures are used to measure how well the system
is performing to satisfy the user’s need in returning the relevant documents to
a given query. In our case, to measure the quality and performance of our app-
roach, we used Mean Average Precision (MAP) and precision@k. MAP value is
used to give an overall performance overview of the system and different simi-
larity functions across both test collections. On the other hand, precision@k was
helpful in illustrating the user’s experience and the behavior of relevant docu-
ments returned in terms of their ranking frequency with the different threshold
values. We evaluated the precision value for top 40 unique documents, both at
passage level and at document level.

5 Results

In this section we present the experimental results to show the performance of
the different similarity functions at passage level and document level for both
the WebAP and Ohsumed datasets.

In Fig. 2(a) and (b), a bar chart is used to compare the document-level score
with the different similarity functions of passage level scores for WebAP and
Ohsumed test collections.

Using the WebAP collection, the results show that combining the document
level score with passage level score (SF3), gives an improvement in performance.
The best results were found when the document level score was combined with
the inverse rank functions (SF4, SF5) of the passage level ranking. The results
show that, considering the rank of the documents instead of the similarity score
gives better performance when document ranking is combined with the passage
3 http://lucene.apache.org/.
4 http://www.ranks.nl/stopwords.

http://lucene.apache.org/
http://www.ranks.nl/stopwords
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(a) WebAp Collection

(b) Ohsumed Collection

Fig. 2. Mean average precision for different similarity functions, extracted from [12].

level evidence. For the sum of passages (SF2) approach, only the top 5 (i.e. k = 5)
results were considered in calculating the query similarity score.

In contrast to WebAP, for the Oushmed collection the combination of docu-
ment score with the max passage score performed better than the combination
of inverse passage rank with document score. However, for functions not includ-
ing the document level similarity, inverse rank by alpha (SF5) performed better
than the other passage level similarity functions and give approximately similar
performance in comparison to document level. Furthermore, the sum of passages
(SF2) performed better here than the Max passage (SF1) score. The best results
were observed for k= 2. We have observed that the MAP values decrease as the
k value increases, hence max passage similarity function performs better than
the sum of passages function for WebAP test collection. However, in Ohsumed
SF2 performed better than SF1 for k = {2, 3, 4}.
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We also used precision@k as a different evaluation metric. The objective of
this experiment was to check how well the documents are returned at the top
k ranks at the document and passage level, and to measure on average how
many relevant documents are returned at the different k values. Figure 3(a) and
(b) illustrate the calculated precision values for WebAP test collection and the
Ohsumed collection at document level as well as at passage level. At passage
level we used SF4 and SF5 to measure the average precision for the WebAP and
the Ohsumed, as when we considered it separately (without in conjunction with
the document score), their performance was better than SF1 and SF2.

For the WebAP, the results show that the document level achieved better
p@k in comparison to SF4, and out of 40 documents, 33 of them are relevant
in document level and 31 of them are relevant at the passage level when SF4
was used. On average, the precision value for document level and passage level
was 90% and 86%. This indicates that the correct documents for all queries are
clustered together or are closely related to each other and therefore, most of
them are returned in top results, hence the high results.

For the Ohsumed collection, SF5 clearly outperformed the document level
results and gave marginally better precision from the start to top 20 results
(p@20) compared to the document level. However, for the higher values i.e.
k > 20 , the document level and SF5 gave almost the similar performance. Out
of 40 documents approximately 9 are relevant in document retrieval and 10 of
them are relevant in passage retrieval by using the inverse rank by alpha function
(SF5). The overall performance for the Ohsumed collection is fairly low and this
could be partially due to the large size of the test collection, small document
length and the variation of relevant document information in relevance judgment
file. On average, precision value for the document level and passage level was
24% and 25%.

Table 1 illustrates the mean average precision at top 5 (MAP@5) and at top
10 (MAP@10) for both test collections and as the results were discussed before,
in the WebAP the combination of document level with passage level scores with
different similarity functions give better results. The best results were obtained
when the document score is combined with SF5. Whereas, for the Ohsumed,
the functions that do not involve combining passage level and document level
evidence gives better performance in both cases.

To get a better understanding on the statistical significance of the differ-
ences shown in the Table 1 for the test collections, we used the Student’s t-test
on paired samples for the top 50 MAP values with the difference of 5 (i.e. top 5,
top 10, top 15, till top 50 etc). For the WebAP, we compared the document level
results with the D+SF5 similarity function as it gave an overall better perfor-
mance on the top results. The average MAP difference between both experiments
was 0.18 with the standard deviation of 0.09 and the calculated p-value was
0.00024. Therefore, the performance shown by D+SF5 is statistically significant
as compared to the normal document level results. Similarly, we performed the
same t-test on the Ohsumed collection by comparing the document level results
with D+SF4 due to its advantage over the performance on normal document
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(a) WebAP Collection

(b) Ohsumed Collection

Fig. 3. Precision at K for different test collections, extracted from [12].

level results. For the Ohsumed, the average difference and standard deviation
were 0.07 and 0.13 with the p-value of 0.069. Hence, for the Ohsumed, the results
were not improved very significantly.

It is also seen that the value of α and β effects the overall results when the
document level is combined with the passage level evidence (SF3). For both
collections, giving the higher boost to passage level i.e. α <= β, gave a better
performance for the inverse ranking functions, whereas a higher boost at doc-
ument level i.e. α > β improves the results for SF1 and SF2. We chose α = 1
and β = 2 for the results shown in this paper because it gives an overall better
performance for all the passage level similarity functions when combined with
the document score.

5.1 Further Analysis of SF2

In the previous section, we used k = 2 to report the results for SF2 using the
WebAp and the Oshumed test collection. We have seen that by varying the
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value of k, the average precision changes, which leads us to highlight the effect
of changing the value of k in SF2 against the test collections used in this paper.
To understand, and to determine how well the addition of passages performed in
terms of improving the document ranking, we illustrate the behavior of SF2 at
different k values. We report the results for k = 1, 2, 3, 4, 5, because considering
the average size of the number of passages per document in both test collections,
bigger k values i.e >5 did not demonstrate any improvement in performance.
Figure 4(a) and (b) shows how the Mean Average Precision changes for different
k values in both the test collections.

For the WebAP collection we have seen that the precision decreases with
increasing k values. However, for the Ohsumed collections the best value is
obtained for k= 2. This could be due to the number of passages per document in
both collections. The WebAp has documents with the bigger document length,
having more than 10 passages per document on average.

In the Ohsumed collection the document length is quite small with around
3–4 passages per document. Moreover, it is worth noting that by adding more
passages together i.e., with the increase in the k value, we are losing the accuracy
and adding more noise in the result set, which could be a cause of decrease in the
MAP value. And as shown in Fig. 4(a), the higher values of k are giving lower
precision in both collections that supports our argument regarding the decrease
in efficacy and the increase in noise.

We have also performed the one sample T-test to check if the difference
between the MAP at various k values is significant or not. For the WebAp
collection, the p value <0.0001 and therefore, this difference is considered to be
extremely statistically significant. Similarly, for the Ohsumed collection, the p
values is also <0.0001, which makes the difference significant as well.

5.2 Query Difficulty

Oftentimes, information retrieval systems exhibit a substantial variance in accu-
racy across a set of queries. Systems may display a similar MAP, but quite a con-
siderable variance in performance when considered in a query-by-query manner.
A large body of work exists in predicting query performance; i.e. given a partic-
ular query, can one predict the expected MAP from a particular IR system? A
range of techniques have been considered; these can be broadly categorised into
two main categories: pre-retrieval and post-retrieval. Pre-retrieval techniques
consider examining the query and looking at features of the query and the query
term; these include linguistic approaches [23] and statistical approaches [24,29].
Post-retrieval, on the other hand, examines features of the returned answer and
attempts to gauge the quality of the answer as a measure of the query difficulty.
Researched approached include consider the distribution of similarity scores [30]
and cohesion of the answer set [31].

In this work, we have explored a number of passage level approaches and
demonstrated in some cases, a modest, yet significant improvement over the
baseline adopting a classical document-level approach. However, it is not known
if this improvement is due to a large number of slight improvements over a
large range of queries or due to larger improvements over a small set of queries.
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(a) WebAp Collection

(b) Ohsumed Collection

Fig. 4. SF2 results for top 5 K values.

Moreover, it is worth exploring if the best performing passage level approaches
actually damage the performance for certain queries.

In this section, we present a query by query overview of the performance of
the baseline and the best passage level ranking function in both the collections.
In the WebAP collection, the SF4 approach performed best and in the Ohsumed
collection, the SF5 approach gave the better performance. We use these similarity
functions to compare their impact on all the queries in their respective test
collections. We identify the queries for which there is a substantial change in
performance between the two and attempt to provide an explanation for this
change.

Figure 5(a) and (b) illustrate the average precision across all queries. As
shown in Fig. 2(a) and (b), we compare the baseline results with the similarity
functions that was giving the better performance at passage level i.e. SF4 in the
WebAp and the SF5 for the Ohsumed collection. In the WebAP collection, we
saw that for the difficult queries (queries which performed worst), the document
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(a) WebAp Collection

(b) Ohsumed Collection

Fig. 5. Average precision of each query for different test collections.

level was giving better performance than the SF4 approach. We also measured
the query length of bottom 10 queries against document level and SF4 and didn’t
find any significant difference between them. On average the query length of the
document level results and SF4 was 3.3 and 3.1 words per query. Moreover, for
the WebAP collection, we have seen that the SF4 performed better because of the
substantial improvements in a small subset of the queries (easy and difficult ones)
and not due to large number of slight improvements over a set of queries. Of the
150 queries in total, in SF4 performed better than the baseline in 38 of them.
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It appears that, for the passage level technique (SF4), the worst-performing
queries are damaged slightly and the those that perform well are boosted. For
the poorly performing queries, the IR system has difficulty distinguishing the
relevant from non-relevant documents (similar term frequency distributions). In
incorporating passage level evidence we are possibly including evidence from
weakly related passages. Rather than improving performance, we are merely
hampering performance by incorporating information that does not improve our
ability to make a useful similarity estimate.

For the Ohsumed collection, due to very low values of average precision, we
considered the bottom 20 queries in order to get the better understanding of how
well the difficult queries are performing against the document level and SF5. For
difficult queries, SF5 gave better performance against the document level results
and the average number of words per query noted for SF5 and document level
was 6.5 and 6.4 words. Though the difference between them is not significant but
SF5 slightly boosted the results for worst-performing queries. Among the total
96 queries in the Ohsumed collection, SF5 gave better accuracy for the 42 queries
(including 25 difficult queries) compare to the document level results. Hence, we
can say that the overall performance is increased due the small improvements in
the large set of difficult queries.

An overall better approach would be to attempt to identify, in advance, which
queries are likely to be improved by the passage level augmentation. To this end,
we attempt to identify differences between those queries that are benefited by
the passage level and those whose performance is damaged.

6 Conclusions and Future Work

In this paper, the main focus of our work was to see how effectively the passage
level evidence affected the document retrieval. We explored several similarity
measures that can be used to improve the document ranking. Though we saw
that the rank of a passage is an effective measure, however the passage level
evidence on its own is not ample to improve the document ranking significantly
for the selected test collections. In addition to that, we undertook the detailed
analysis of SF2 to understand its behavior on different k values. SF2 performed
best when the value of k is smaller. For the WebAP collection, we notice that the
precision decreases with increasing k values. However, for the Ohsumed collec-
tion, the best value is obtained for k = 2. Moreover, we investigated the idea of
query difficulty with regards to its impact on our rank-based passage functions.
For the WebAp, we compared the baseline results with SF4, and SF5 was used in
the Ohsumed collection due to its higher performance. Final results reveal that
for the passage level technique, the difficult queries are damaged slightly and
the those that perform well are boosted for the WebAp collection. However, for
the Ohsumed collection, SF5 promoted the performance of the worst-performing
queries. Given the evidence that passage level evidence can improve the perfor-
mance and given the results to show that the level of improvement often depends
on the query difficulty, future work will explore other passage level evidence and
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also query difficulty estimation approaches to attempt to develop a more nuanced
approached to ranking using passage level evidence in scenarios where the diffi-
culty of the query can be estimated.
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Abstract. The goal of this paper is to generate an effective summary for
a given document with specific realtime requirements. We use the soft-
plus function to enhance keyword rankings to favor important sentences,
based on which we present a number of extractive summarization algo-
rithms using various keyword extraction and topic clustering methods.
We show that our algorithms not only meet the realtime requirements
but also yield the best ROUGE scores on DUC-02 over all previously-
known algorithms. We also evaluate our summarization methods over
the SummBank dataset and other datasets to ensure that our methods
are robust. Experiments show that summaries generated by our methods
achieve higher or about the same ROUGE scores than extractive sum-
maries generated by human evaluators. Moreover, we define a semantic
measure based on word-embedding using Word Mover’s Distance to eval-
uate the quality of summaries without human-generated benchmarks.
We show that for our algorithms, the orderings of the ROUGE scores
and the scores under the new measure are highly comparable, suggesting
that this new measure may serve as a viable alternative for measuring
the quality of a summary.

Keywords: Single-document summarizations · Keyword ranking ·
Topic clustering · Word embedding · SoftPlus function ·
Semantic similarity · Summarization evaluation · Realtime

1 Introduction

Text summarization algorithms have been studied intensively and extensively.
An effective summary must convey the central meanings of the original doc-
ument within a specific length boundary and must be readable. The common
approach of unsupervised summarization algorithms extracts sentences based on
importance rankings (e.g., see [8,14,17,24,29]), where a keyword may also be a
phrase. A sentence with a larger number of keywords of higher ranking scores is
considered more important for extraction. Supervised algorithms include CNN
and RNN models for generating extractive and abstractive summaries (e.g., see
[5,22,30]).

Our task is to construct a general-purpose text-automation tool to produce,
among other things, an effective summary for a given document to meet the
following realtime requirements for various text automation applications:
c© Springer Nature Switzerland AG 2019
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1. Generate a summary instantly for a document of up to 2,000 words;
2. Generate a summary under 1 s for a document of around 5,000 words;
3. Generate a summary under 3 s for a very long document of around 10,000

words.

Moreover, we need to deal with documents of arbitrary topics without knowing
what the topics will be. After investigating all existing summarization algo-
rithms, we conclude that unsupervised single-document extractive summariza-
tion algorithms would be the best approach to meeting our requirements.

In particular, we use topic clusterings to obtain a strong and balanced topic
coverage in the summary when extracting key sentences. We first determine
which topic a sentence belongs to, and then extract key sentences to cover as
many topics as possible within the given length boundary.

Human judgement is the best evaluation of the quality of a summarization
algorithm. It is a standard practice to run an algorithm over DUC data and
compute the ROUGE scores on a set of DUC benchmarks, which are human-
generated summaries for articles of a moderate size. DUC-02 [8], in particular,
is a small set of benchmarks for single-document abstractive summarizations.
When dealing with a large number of documents of unknown topics and various
sizes, human generated benchmarks may not be available and human judgement
may be impractical, and so we would like to have an alternative mechanism to
measure summarization quality without human involvement. Ideally, this mech-
anism should preserve the same ordering as ROUGE over DUC data; namely,
if S1 and S2 are two summaries of the same DUC document produced by two
algorithms, and the ROUGE score of S1 is higher than that of S2, then it should
also be the case under the new measure.

Louis and Nenkova [15] devised an unsupervised method to evaluate summa-
rization without human models using common similarity measures of Kullback-
Leibler divergence, Jensen-Shannon divergence, and cosine similarity. These mea-
sures, as well as the information-theoretic similarity measure [1], are meant
to measure lexical similarities, which are unsuitable for measuring semantic
similarities.

Word embeddings such as Word2Vec can be used to fill this void. In particu-
lar, we devise a new measure called WESM (Word-Embedding Similarity Mea-
sure) based on Word Mover’s Distance (WMD) [13] to measure word-embedding
similarity of the summary and the original document. WESM is meant to eval-
uate summaries for new datasets when no human-generated benchmarks are
available. WESM has an advantage that it can measure semantic similarities
of documents. We show that WESM correlates well with ROUGE on DUC-02.
Thus, we may use WESM as an alternative summarization evaluation method
when benchmarks are unavailable.

The major contributions of this paper are summarized below:

1. We present a number of extractive summarization algorithms using topic clus-
tering methods and enhanced keyword rankings using the softplus function,
and show that they meet the imposed realtime requirements and outperform
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all the previously-known summarization algorithms under the ROUGE mea-
sures over DUC-02.

2. We demonstrate the robustness of our summarization algorithms by eval-
uating them over various datasets. In particular, we show that, using the
SummBank dataset, the summaries generated by our methods achieve higher
ROUGE scores than summaries extracted by human evaluators presented in
SummBank.

3. We propose a new mechanism WESM as an alternative measurement of sum-
mary quality when human-generated benchmarks are unavailable.

The rest of the paper is organized as follows: We survey in Sect. 2 unsu-
pervised single-document summarization algorithms. We present in Sect. 3 the
details of our summarization algorithms and describe WESM in Sect. 4. We
report the results of extensive experiments in Sect. 5 and conclude the paper in
Sect. 6.

2 Early Work

Early work on single-topic summarizations can be described in the following
three categories: keyword extractions, coverage and diversity optimizations, and
topic clusterings.

2.1 Keyword Extractions

To identify keywords in a document over a corpus of documents, the measure of
term-frequency-inverse-document-frequency (TF-IDF) [31] is often used. When
document corpora are unavailable, the measure of word co-occurrences (WCO)
can produce a comparable performance to TF-IDF over a large corpus of docu-
ments [16]. The methods of TextRank [17] and RAKE (Rapid Automatic Key-
word Extraction) [29] further refine the WCO method from different perspec-
tives, which are also sufficiently fast to become candidates for meeting the real-
time requirements.

TextRank computes the rank of a word in an undirected, weighted word-
graph using a slightly modified PageRank algorithm [4]. To construct a word-
graph for a given document, first remove stop words and represent each remain-
ing word as a node, then link two words if they both appear in a sliding window
of a small size. Finally, assign the number of co-occurrences of the endpoints of
an edge as a weight to the edge.

RAKE first removes stop words using a stoplist, and then generates words
(including phrases) using a set of word delimiters and a set of phrase delimiters.
For each remaining word w, the degree of w is the frequency of w plus the number
of co-occurrences of consecutive word pairs ww′ and w′′w in the document, where
w′ and w′′ are remaining words. The score of w is the degree of w divided by the
frequency of w. We note that the quality of RAKE also depends on a properly-
chosen stoplist, which is language dependent.
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2.2 Coverage and Diversity Optimization

The general framework of selecting sentences gives rise to optimization problems
with objective functions being monotone submodular [14] to promote coverage
and diversity. Among them is an objective function in the form of L(S)+λR(S)
with a summary S and a coefficient λ ≥ 0, where L(S) measures the coverage
of the summary and R(S) rewards diversity. We use SubmodularF to denote
the algorithm computing this objective function. SubmodularF uses TF-IDF
values of words in sentences to compute the cosine similarity of two sentences.
While it is NP-hard to maximize a submodular objective function subject to a
summary length constraint, the submodularity allows a greedy approximation
with a proven approximation ratio of 1 − 1/

√
e.

SubmodularF needs labeled data to train the parameters in the objective
function to achieve a better summary and it is intended to work on multiple-
document summarizations. While it is possible to work on a single document
without a corpus, we note that the greedy algorithm has at least a quadratic-
time complexity and it produces a summary with low ROUGE scores over DUC-
02 (see Sect. 2.4), and so it would not be a good candidate to meet our needs.
This also applies to a generalized objective function consisting of a submodular
component and a non-submodular component [7].

2.3 Topic Clusterings

TextTiling [11] and LDA (Latent Dirichlet Allocation) [2] represent two different
unsupervised approaches to topic clusterings for a given document. TextTiling
represents a topic as a set of consecutive paragraphs in the document. It merges
adjacent paragraphs that belong to the same topic. TextTiling identifies major
topic-shifts based on patterns of lexical co-occurrences and distributions. LDA
computes for each word a distribution under a pre-determined number of topics.
LDA is a computation-heavy algorithm that incurs a runtime too high to meet
our realtime requirements. TextTiling has a time complexity of almost being
linear, which meets the requirements of efficiency.

2.4 Other Algorithms

Following the general framework of selecting sentences to meet the requirements
of topic coverage and diversity, a number of unsupervised single-document sum-
marization algorithms have been devised. The most notable is CP3 [23], which
produces the best ROUGE-1 (R-1), ROUGE-2 (R-2), and ROUGE-SU4 (R-SU4)
scores on DUC-02 among all early algorithms, including Lead [24], DUC-02 Best,
TextRank, LREG [5], Mead [26], ILPphrase [36], URANK [34], UniformLink [35],
Egraph + Coherence [25], Tgraph + Coherence (Topical Coherence for Graph-
based Extractive Summarization) [24], NN-SE [5], and SubmodularF.

CP3 maximizes importance, non-redundancy, and pattern-based coherence
of sentences to generate a coherent summary using ILP. It computes the ranks
of selected sentences for the summary by the Hubs and Authorities algorithm
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(HITS) [12], and ensures that each selected sentence has unique information.
It then uses mined patterns to extract sentences if the connectivity among
nodes in the projection graph matches the connectivity among nodes in a coher-
ence pattern. Because of space limitation, we omit the descriptions of the other
algorithms.

Table 1 shows the comparison results, where R-1 represents ROUGE-1, R-2
represents ROUGE-2, and R-SU4 represents ROUGE-SU4. Note that the results
for SubmodularF is obtained using the best parameters trained on DUC-03 [14],
and for some of the algorithms, their R-SU4 scores are missing because the
corresponding papers did not present R-SU4 results. We can see that CP3 offers
the best ROUGE scores over all previous algorithms. Thus, to demonstrate the
effectiveness of our algorithms, we will compare our algorithms with only CP3

over DUC-02.

Table 1. ROUGE scores (%) on DUC-02 data based from [33].

Methods R-1 R-2 R-SU4

Lead 45.9 18.0 20.1

DUC 2002 best 48.0 22.8

TextRank 47.0 19.5 21.7

LREG 43.8 20.7

Mead 44.5 20.0 21.0

ILPphrase 45.4 21.3

URANK 48.5 21.5

UniformLink 47.1 20.1

Egraph + Coh. 48.5 23.0 25.3

Tgraph + Coh. 48.1 24.3 24.2

NN-SE 47.4 23.0

SubmodularF 39.6 16.9 17.8

CP3 49.0 24.7 25.8

Solving ILP, however, is time consuming even on documents of a moderate
size, for ILP is NP-hard. Thus, CP3 does not meet the requirements of time
efficiency. We will need to investigate new methods.

3 Our Summarization Methods

We use TextRank and RAKE to obtain initial ranking scores of keywords, and
use the softplus function [10]

sp(x) = ln(1 + ex) (1)

to enhance keyword rankings to favor sentences that are more important.
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3.1 Softplus Ranking

Assume that after filtering, a sentence s consists of k keywords w1, · · · , wk, and
wi has a ranking score ri produced by TextRank or RAKE. Following Shao
and Wang [32], we use their central sentence extraction algorithm for ranking
sentences by importance as Rank(s). We can rank s using one of the following
two methods:

Rank(s) =
k∑

i=1

ri (2)

Ranksp(s) =
k∑

i=1

sp(ri) (3)

Let DTRank (Direct TextRank) and ETRank (Enhanced TextRank) denote
the methods of ranking sentences using, respectively, Rank(s) and Ranksp(s)
over TextRank keyword rankings, and DRAKE (Direct RAKE) and ERAKE
(Enhanced RAKE) to denote the methods of ranking sentences using, respec-
tively, Rank(s) and Ranksp(s) over RAKE keyword rankings.

The softplus function is helpful because when x is a small positive number,
sp(x) increases the value of x significantly (see Fig. 1) and when x is large, sp(x)
is about the same as x, indicating that when x is large, the softplus function has
little impact on the score. This is better than 2x used in [32]. In particular, given
two sentences s1 and s2, suppose that s1 has a few keywords with high rankings
and the rest of the keywords with low rankings, while s2 has medium rankings
for almost all the keywords. In this case, we would consider s1 more important
than s2. However, we may end up with Rank(s1) < Rank(s2). To illustrate this
using a numerical example, assume that s1 and s2 each consists of 5 keywords,
with original scores (sc) and softplus scores (sp) given in the following Table 2.

Table 2. Numerical examples with given sc and sp scores based from [33].

s1 w11 w12 w13 w14 w15 Rank

sc 2.6 2.2 2.1 0.3 0.2 7.4

sp 2.67 2.31 2.22 0.85 0.80 8.84

s2 w21 w22 w23 w24 w25

sc 1.6 1.5 1.5 1.5 1.4 7.5

sp 1.78 1.70 1.70 1.70 1.62 8.51

Sentence s1 is more important than s2 because it contains three keywords
of much higher ranking scores than those of s2. However, s2 will be selected
without using softplus. After using softplus, s1 is selected as it should be.

For a real-life example, consider the following two sentences from an article
in DUC-02:
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Fig. 1. Softplus function ln(1 + ex) extracted from [33].

s1: Hurricane Gilbert swept toward Jamaica yesterday with 100-mile-an-hour winds,
and officials issued warnings to residents on the southern coasts of the Dominican
Republic, Haiti and Cuba.

s2: Forecasters said the hurricane was gaining strength as it passed over the ocean
and would dump heavy rain on the Dominican Republic and Haiti as it moved
south of Hispaniola, the Caribbean island they share, and headed west.

We consider s1 more important as it specifies the name, strength, and direction
of the hurricane, the places affected, and the official warnings. Using TextRank
to compute keyword scores, we have Rank(s1) = 1.538 < Rank(s2) = 1.603,
which returns a less important sentence s2. After computing softplus, we have
Ranksp(s1) = 8.430 > Ranksp(s2) = 7.773; the more important sentence s1 is
selected.

Note that not any exponential function would do the trick. What we want is
a function to return roughly the same value as the input when the input is large,
and a significantly larger value than the input when the input is much less than
1. The softplus function meets this requirement.

3.2 Topic Clustering Schemes

We consider four topic clustering schemes: TCS, TCP, TCTT, and TCLDA.

1. TCS selects sentences without checking topics.
2. TCP treats each paragraph as a separate topic.
3. TCTT partitions a document into a set of multi-paragraph segments using

TextTiling.
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4. TCLDA computes a topic distribution for each word using LDA. We set
the number of topics from 5 to 8 depending on the length of the document.
Assume that a document contains K topics (5 ≤ K ≤ 8) and the topic j
consists of kj words w1j , · · · , wkj ,j , where 1 ≤ j ≤ K and wij has a probability
pij > 0. For a document with n sentences s1, · · · , sn, we use the following
maximization to determine which topic tz the sentence sz belongs to (1 ≤
t ≤ K):

tz = argmax
1≤j≤k

( ∏

i:wij∈sz

pij

)
(4)

3.3 Summarization Algorithms

The length of a summary may be specified by users, either as a number of words
or as a percentage of the number of characters of the original document. By a
“30% summary” we mean that the number of characters of the summary does
not exceed 30% of that of the original document.

Let L be the summary length (the total number of characters) specified by
the user and S a summary. If S consist of m sentences s1, · · · , sm, and the
number of characters of si is �i, then the following inequality must hold:

m∑

i=1

�i ≤ L.

Table 3. Description of all the Algorithms with different sentence-ranking (S-R) and
topic-clustering (T-C) schemes based from [33].

Methods S-R T-C

ESTRank ETRank TCS

EPTRank ETRank TCP

ET3Rank ETRank TCTT

ELDATRank ETRank TCLDA

ESRAKE ERAKE TCS

EPRAKE ERAKE TCP

ET2RAKE ERAKE TCTT

ELDARAKE ERAKE TCLDA

STRank DTRank TCS

PTRank DTRank TCP

T3Rank DTRank TCTT

LDATRank DTRank TCLDA

SRAKE DRAKE TCS

PRAKE DRAKE TCP

T2RAKE DRAKE TCTT

LDARAKE DRAKE TCLDA
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Depending on which sentence-ranking algorithm and which topic-clustering
scheme to be used, we have eight combinations using ETRank and ERAKE,
and similarly eight combinations using DTRank and DRAKE, shown in Table 3.
For example, ET3Rank (Enhanced TextTiling TRank) means to use Ranksp(s)
to rank sentences and TextTiling to compute topic clusterings, and T2RAKE
(TextTiling RAKE) means to use Rank(s) rank sentences over RAKE keywords
and TextTiling to compute topic clusterings.

All algorithms follow the following procedure for selecting sentences (see
Fig. 2):

Fig. 2. The general procedure of selecting sentences.

1. Preprocessing phase
(a) Identify keywords and compute the ranking of each keyword.
(b) Compute the ranking of each sentence.

2. Sentence selection phase
(a) Sort the sentences in descending order of their ranking scores.
(b) Select sentences one at a time with a higher score to a lower score. Check

if the selected sentence s belongs to the known-topic set (KTS) according
to the underlying topic clustering scheme, where KTS is a set of topics
from sentences placed in the summary so far. If s is in KTS, then discard
it; otherwise, place s into the summary and its topic into KTS.

(c) Continue this procedure until the summary reaches its length constraint.
(d) If the number of topics contained in the KTS is equal to the number

of topics in the document, empty KTS and repeat the procedure from
Step 1.

Figure 3 shows an example of 30% summary generated by ET3Rank on an
article in NewsIR-16.
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Fig. 3. An example of 30% summary of an article in NewsIR-16 by ET3Rank extracted
from [33], where the original document is on the left and the summary is on the right.

4 A Word-Embedding Measurement of Quality

Word2vec [18,19] is an NN model that learns a vector representation for each
word contained in a corpus of documents. The model consists of an input layer,
a projection layer, and an output layer to predict nearby words in the context.
In particular, a sequence of T words w1, · · · , wT are used to train a Word2Vec
model for maximizing the probability of neighboring words:

1
T

T∑

t=1

∑

j∈b(t)

log p(wj |wt) (5)

where b(t) = [t − c, t + c] is the set of center word wt’s neighboring words, c is
the size of the training context, and p(wj |wt) is defined by the softmax function.
Word2Vec can learn complex word relationships if it trains on a very large data
set.

4.1 Word Mover’s Distance

Word Mover’s Distance (WMD) [13] uses Word2Vec as a word embedding rep-
resentation method. It measures the dissimilarity between two documents and
calculates the minimum cumulative distance to “travel” from the embedded
words of one document to the other. Although two documents may not share
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any words in common, WMD can still measure the semantical similarity by con-
sidering their word embeddings, while other bag-of-words or TF-IDF methods
only measure the similarity by the appearance of words. A smaller value of WMD
indicates that the two sentences are more similar.

Fig. 4. The WMD metric on two sentences S1, S2 compared with the query sentence
based on Q [13].

Fig. 4, extracted from [13], depicts an example of the WMD metric of two
sentences S1 and S2 with a query sentence Q, respectively. Each directional
edge represents the flow between two words, weighted with the corresponding
distance, with stop words removed from each sentence. The WMD value of S1

and Q is the summation of weights on the corresponding edges. The WMD value
of S2 and Q is similarly defined. Two sentences that are more similar semantically
would have a smaller WMD value. Intuitively, traveling from Illinois to Chicago
is much closer than from Japan to Chicago. Also, the word embedding vector for
Illinois generated by Word2Vec, denoted by v(Illinois), is closer to v(Chicago)
than v(Japan). This concludes that sentence S1 is more similar to query Q
semantically than sentence S2.

4.2 A Word-Embedding Similarity Measure

Motivated by WMD’s ability of measuring semantic similarities of documents,
we devise a summarization evaluation measure called WESM (Word-Embedding
Similarity Measure). Given two documents D1 and D2, let WMD(D1,D2) denote
the distance of D1 and D2. Given a document D, assume that it consists of
� paragraphs P1, · · · , P�. Let S be a summary of D. We compare the word-
embedding similarity of a summary S with D using WESM(S,D) as follows:

WESM(S,D) =
1
�

�∑

i=1

1
1 + WMD(S, Pi)

(6)
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The value of WESM(S,D) is between 0 and 1. Under this measure, a higher
WESM(S,D) value indicates a higher semantic similarity of S and D.

5 Numerical Analysis

We evaluate the qualities of summarizations using the DUC-02 dataset [8] and
the SummBank dataset [27]. DUC-02 consists of 60 reference sets, each of which
consists of a number of documents, single-document summary benchmarks, and
multi-document abstracts/extracts. The common ROUGE recall measures of
ROUGE-1 (R-1), ROUGE-2 (R-2), and ROUGE-SU4 (R-SU4) are used to com-
pare the quality of summarization algorithms over DUC data. Besides providing
abstractive manual summaries like DUC02, SummBank also provides extractive
summaries generated by human experts with different percentage of documents.
Thus, evaluating extractive summarization algorithms over SummBank would
make more sense than evaluations over DUC-02.

We evaluate our WESM evaluations over the DUC-02 dataset [8] and the
NewsIR-16 dataset [6]. NewsIR-16 consists of 1 million articles from English
news media sites and blogs.

We use various software packages to implement TextRank (with window
size = 2) [20], RAKE [21], TexTiling [3], LDA and Word2Vec [28].

We use the existing Word2Vec model trained on English Wikipedia [9], which
consists of 3.75 million articles formatted in XML. The reason to choose this
dataset is for its large size and the diverse topics it covers.

5.1 ROUGE Evaluations over DUC-02

As mentioned before, it suffices to only consider CP3 for the purpose of com-
paring the qualities of summaries, as CP3 produces the best results among all
previously known algorithms.

Among all the algorithms we devise, we only present those with at least one
ROUGE score better than or equal to the corresponding score of CP3, identified
in bold (see Table 4). Also shown in the table is the average of the three ROUGE
scores (R-AVG). We can see that ET3Rank is the winner, followed by T2RAKE;
both are superior to CP3. Moreover, ET2RAKE offers the highest ROUGE-1
score of 49.3.

Table 4. ROUGE scores (%) on DUC-02 data based from [33].

Methods R-1 R-2 R-SU4 R-AVG

CP3 49.0 24.7 25.8 33.17

ET3Rank 49.2 25.6 27.5 34.10

ESRAKE 49.0 23.6 26.1 32.90

ET2RAKE 49.3 21.4 24.5 31.73

PRAKE 49.0 24.5 25.3 32.93

T2RAKE 49.1 25.4 25.8 33.43
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5.2 ROUGE Evaluations over SummBank

The SummBank dataset consists of about two-million extractive summaries of
single documents and multi-documents created by manual and automatic meth-
ods, 40 news clusters in English and Chinese, and 360 multi-document, human-
written non-extractive summaries. For our purpose, we evaluate our algorithms
on single documents with extractive summaries. For each document, three human
evaluators rank each sentence with a numerical score. Accordingly, three extrac-
tive summaries are generated for each given percentage by selecting sentences
from the highest scores to lower scores until the given summary length is met.

Figure 5a shows the results of ROUGE1 scores (%) on summbank data with
different percentage of sentence-based extraction methods. We can tell from the
results that as the percentage goes up, the rouge1 score is incresing. ET2RAKE
can achieve the best ROUGE1 score before 50% and after 50% ESRAKE can
achieve best score. We can get similar results on ROUGE2 scores showing in
Fig. 5b.

5.3 Softplus Function Revisit

The softplus function enhances sentence rankings for the following reasons: When
x is a small positive number, sp(x) increases the value of x with a significant
impact and when x is large, sp(x) ≈ x. We are curious whether the following
generalization of the softplus function would provide further enhancement:

spk(x) = ln(k + ex), (7)

where k ≥ 1 is an integer. In other words, we would like to know if a larger value
of k could help improve sentence rankings.

Figure 6a shows the ROUGE-1 scores on different values of k. We use the
SummBank dataset on the 30% word-based extraction method. We can see that
while ET3Rank achieves the highest ROUGE-1 score, the ROUGR-1 scores of
ET3Rank, ESTRank, and EPTRank remain the same with different values of k.
For ET2RAKE, when k = 80, it achieves the best ROUGE-1 scores, and after
k = 40, their ROUGE-1 scores do not change much. The ROUGE-1 scores of
ESPAKE and EPRAKE for k > 1 are worse than those when k = 1. Figure 6b
depicts the ROUGE-2 scores of various algorithms on different values of k for
the generalized softplus function spk, and the curves are similar to those of the
ROUGE-1 scores. Thus, we conclude that using the generalized softplus function
is only useful for ET2RAKE.
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Fig. 5. ROUGE-1 and ROUGE-2 scores (%) on the summbank dataset with different
percentages of sentence-based extraction methods.

(a) ROUGE-1 socres. (b) ROUGE-2 socres.

Fig. 6. ROUGE-1 and ROUGE-2 scores on the SummBank dataset with different val-
ues of k for the generalized softplus function spk.

5.4 WESM Evaluations over DUC-02 and NewsIR-16

Table 5 shows the evaluation results on DUC-02 and NewsIR-16 using WESM
based on the Word2Vec model trained on English Wikipedia. The benchmark
score in the second row is the average scores of the benchmark summaries against
the original documents. The first number in the third row is the average score
on all benchmark summaries in DUC-02. For the remaining rows, each number
is the average score of summaries produced by the corresponding algorithm for
all documents in DUC-02 and NewsIR-16. The size constraint of a summary on
DUC-02 for each document is the same as that of the corresponding DUC-02
summary benchmark.

For NewsIR-16, we select at random 1,000 documents from NewsIR-16 and
remove the title, references, and other unrelated content from each article. We
observe that, in general, a 30% summary is sufficient to allow for a good sum-
mary. Thus, we compute 30% summaries of these articles using each algorithm.
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Table 5. Scores (%) over DUC-02 and NewsIR-16 under WESM trained on English-
Wikipedia based from [33].

Datasets DUC-02 NewsIR-16

Benchmark 3.021

ET3Rank 3.382 2.002

ESRAKE 3.175 1.956

ET2RAKE 3.148 1.923

PRAKE 3.150 1.970

T2RAKE 3.247 1.990

It is expected that the WESM scores of the summaries generated by our
algorithms are somewhat better than the WESM score of the benchmark sum-
maries in DUC-02, for the benchmark summaries often contain words not in the
original documents.

5.5 Normalized L1-norm

We would like to determine if WESM is a viable measure. From our experiments,
we know that the all-around best algorithm ET3Rank, the second best algorithm
T2RAKE, and ET2RAKE remain the same positions under R-AVG over DUC-
02 and under WESM over both DUC-02 and NewsIR-16 (see Table 6), ESRAKE
and PRAKE remain the same positions under R-AVG over DUC-02 and under
WESM over NewsIR-16, while ESRAKE and PRAKE only differ by one place
under R-AVG and WESM over DUC-02.

Table 6. Orderings of R-AVG scores over DUC-02 and WESM scores over DUC-02
and NewsIR-16 based from [33].

Methods R-AVG WESM

DUC-02 DUC-02 NewsIR-16

ET3Rank 1 1 1

ESRAKE 4 3 4

ET2RAKE 5 5 5

PRAKE 3 4 3

T2RAKE 2 2 2

O1 O2 O3

Next, we compare the ordering of the R-AVG scores and the WESM scores
over DUC-02. For this purpose, we use the normalized L1-norm to compare the
distance of two orderings. Let X = (x1, x2, · · · , xk) be a sequence of k objects,



Robust Single-Document Summarizations and a Semantic Measurement 133

where each xi has two values ai and bi such that a1, a2, . . . , ak and b1, b2, . . . , bk

are, respectively, permutations of 1, 2, . . . , k. Let

Dk =
k∑

i=1

|(k − i + 1) − i|,

which is the maximum distance two permutations can possibly have. Then the
normalized L1-norm of A = (a1, a2, · · · , bk) and B = (b1, b2, · · · , bk) is defined
by

||A,B||1 =
1

Dk

k∑

i=1

|ai − bi|.

Table 6 shows the orderings of the R-AVG scores over DUC-02 and WESM scores
over DUC-02 and NewsIR-16 (from Tables 4 and 5).

It is straightforward to see that D5 = 12, ||O1,O2||1 = ||O2,O3||1 = 2/12 =
1/6 and ||O1,O3||1 = 0. This indicates that WESM and ROUGE are highly com-
parable over DUC-02 and NewsIR-16, and the orderings of WESM on different
datasets, while with larger spread, are still similar.

5.6 Runtime Analysis

We carried out runtime analysis through experiments on a computer with a 3.5
GHz Intel Xeon CPU E5-1620 v3. We used a Python implementation of our
summarization algorithms. Since DUC-02 are short, all but LDA-based algo-
rithms run in about the same time. To obtain a finer distinction, we ran our
experiments on NewsIR-16. Since the average size of NewsIR-16 articles is 405
words, we selected at random a number of articles from NewsIR-16 and merged
them to generate a new article. For each size from around 500 to around 10,000
words, with increments of 500 words, we selected at random 100 articles and
computed the average runtime of different algorithms to produce 30% summary
(see Fig. 7). We note that the time complexity of each of our algorithms incurs
mainly in the preprocessing phase; the size of summaries in the sentence selec-
tion phase only incur minor fluctuations of computation time, and so it suffice
to compare the runtime for producing 30% summaries.

We can see from Fig. 7 that ESRAKE and PRAKE incur about the same
linear time and they are extremely fast. Also, ET3RANK, ET2RAKE, and
T2RAKE incur about the same time. While the time is higher because of the use
of TextTiling and is closed to being linear, it meets the realtime requirements.
For example, for a document of up to 3,000 words, over 3,000 but less than 5,500
words, and 10,000 words, respectively, the runtime of ET3Rank is under 0.5, 1,
and 2.75 s.

The runtime of SubmodularF is acceptable for documents of moderate sizes
(not shown in the paper); but for a document of about 10,000 words, the runtime
is close to 4 s. LDA-based algorithms is much higher. For example, LDARAKE
incurs about 16 s for a document of about 2,000 words, about 41 s for a document
of about 5,000 words, and about 79 s for a document of about 10,000 words.
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Fig. 7. Runtime analysis extracted from [33], where the unit on the x-axis is 100 words
and the unit of the y-axis is seconds.

5.7 Comparisons with Human Evaluators

For each document, SummBank provides three summaries generated by, respec-
tively, three human evaluators as references. In particular, given a document, a
human evaluator assigns a numerical score to each sentence in the document. The
forth reference assigns the average score of the three human evalutors’ scores to
each sentence. We sort the sentences in descending order in terms of their scores,
and then select top sentences based on size requirements of summaries.

We seek to compare summarizations generated by our algorithms with those
generated by human evaluators. In particular, we label each evaluator as Eval-
uator 1, Evaluator 2, and Evaluator 3. We compute the ROUGE-1 scores of,
respectively, summaries generated by Evaluator 1 and our algorithms with those
generated by the other two evalutors. That is, for each summary to be evaluated,
we compute its ROUGE-1 scores with, respectively, Evaluator 2’s summary and
Evaluator 3’s summary, and take the average of these two scores as the ROUGE-
1 score.

In this case, the ROUGE-1 scores of Evaluator 1 is the baseline for com-
parisons. We repeat the same procedure using Evaluator 2 and Evaluator 3 as
baselines. If the ROUGE-1 socres of our summarization algorithms are higher
than or about the same as the baseline scores, then we can conclude that our
algorithms are better or about the same as human extracted summaries. For the
sake of comparisons, we also compare TextRank [17] with the three baselines.

Figure 8a depicts the ROUGE-1 scores of Evaluator 1 as the baseline, a set of
our algorithms {ESTRank, ESRAKE, EPTRank, ET3Rank, ET2RAKE}, and
TextRank. We can see that TextRank (represented by the green line) is in general
worse than the baseline (represented by the red line), but better than the base-
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line when the sentence-based percentage is lower than 20%. The reason is that
TextRank tends to select longer sentences as the summary, which takes advan-
tages when the sentence-based percentage is low. EPTRAKE and ET2RAKE
are better than TextRank above around 30%. EPTRAKE and ET2RAKE are
better than the baseline below the 60% extractions, and above 60% extractions,
our algorithms are very close to the baselines (see Fig. 8a and b). The results
are a little bit lower than the baseline around 40% to 60% in Fig. 8c, but still
close to the baseline. These results indicate that the summaries generated by
our summarization algorithms are in general better than or about the same as
human extracted summaries.

(a) Evaluator 1 as baseline. (b) Evaluator 2 as baseline.

(c) Evaluator 3 as baseline.

Fig. 8. ROUGE-1 scores with Evaluator 1, Evaluator 2 and Evaluator 3 as baselines
and other algorithms. (Color figure online)

6 Conclusions

We demonstrated the robustness of our summarization algorithms for generat-
ing effective summaries in realtime by evaluating them on various datasets. In
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particular, experiments on the SummBank dataset showed that summaries gen-
erated by our algorithms achieve higher or about the same ROUGE-1 scores
than those extracted by human evaluators. We also presented a new semantic
measure based on word-embedding similarities to evaluate the quality of a sum-
mary. We showed that ET3Rank is the best all-around algorithm. A web-based
summarization tool using ET3Rank and T2RAKE is available at http://www.
wsssumary.net.

To further obtain a better understanding of word-embedding similarity mea-
sures, we plan to compare WESM with human evaluation and other unsuper-
vised methods including those devised by Louis and Nenkova [15]. We also plan
to explore new ways to measure summary qualities without human-generated
benchmarks.
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Abstract. Utility Itemset Mining (UIM) is a key analysis technique for
data which is modeled by the Transactional data model. While improving
the computational time and space efficiency of the mining of itemsets is
important, it is also critically important to predict future itemsets accu-
rately. In today’s time, when both scientific and business competitive
edge is commonly derived from first access to knowledge via advanced
predictive ability, this problem becomes increasingly relevant. We estab-
lished in our most recent work that having prior knowledge of approxi-
mate cluster structure of the dataset and using it implicitly in the min-
ing process, can lend itself to accurate prediction of future itemsets. We
evaluate the individual strength of each transaction while focusing on
itemset prediction, and reshape the transaction utilities based on that.
We extend our work by identifying that such reshaping of transaction
utilities should be adaptive to the anticipated cluster structure, if there
is a specific intended prediction window. We define novel concepts for
making such an anticipation and integrate Time Series Forecasting into
the evaluation. We perform additional illustrative experiments to demon-
strate the application of our improved technique and also discuss future
direction for this work.

Keywords: High utility itemset mining · Clustering ·
Adaptive itemset prediction · Time Series forecasting

1 Introduction

Itemset mining is searching for repeating patterns of significance in a transac-
tional dataset. The main goal is to discover the frequently enough occurring
patterns which have substantial (on the basis of a pre-defined threshold) collec-
tive importance (defined as utility) in a collection of transactions. It is one of
the fields from data mining gaining rising popularity in the last several years
[17]. This maybe attributed to two primary reasons. Firstly, that there is a
key need to extract highly repetitive patterns from data in several data mining
applications. Secondly, that data mining problems from many areas can be con-
veniently transformed into an itemset mining problem. Some of the noteworthy
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application areas include market basket analysis [20], bioinformatics [4,19], web-
site click stream analysis [3,16] etc. which have seen increasing use of itemset
mining techniques.

The inception [2] of itemset mining problem was on the basis of identifying
patterns purely on their frequency of occurrence. Evolution of that led to sub-
sequent models [9,18,24,25] where an additional utility value was given to the
data objects on the basis of their relative utility(importance) in the analysis. The
itemset mining criterion in this new model was a weighted combination sum of
frequency and utility values of the data items. This work is an extension of our
most recent work [14] where we have improved the effectiveness of Utility Itemset
Mining model (UIM) by adding a prediction aspect to it by implicitly using the
cluster structure. Building up on it, here we identify, define and incorporate an
adaptive aspect into the prediction. Possessing reasonably accurate knowledge
of possible future itemsets is of great value in all applications of Utility Itemset
Mining where data is scarce or dynamic in nature and where discovery of knowl-
edge sooner and with lesser amount of data adds much more value to them. A
key intuition for our work has been inspired from the existence and knowledge of
clusters present in the data. We established that prior knowledge of the clusters
present in the data has a high potential in guiding the future itemsets discovery
[14].

We now build upon that idea by defining a concept for anticipated “cluster
contribution” for a future window of data, and evaluate it by using Time Series
forecasting. We then integrate this knowledge into our Itemset Mining model
[14] to predict itemsets specifically with the inclusion of this future window.
Whenever there is the concept of prediction, the concept of an intended predic-
tion window is implicitly present. Therefore, in case of itemsets as well there is
a definite need to obtain predictions pertaining a specific window on time in the
future. This work is a step in that direction.

The proposed prediction scheme here for high utility itemsets captures fre-
quency, utility, cluster structure information and the dynamics of the cluster
structure to predict the possible future itemsets with high accuracy. We have
shown via experiments [14] on real datasets that we are able predict a good
number of future itemsets with high accuracy over the baseline. With the addi-
tion of the adaptive aspect in this work, the application of our technique becomes
richer. While Utility Itemset Mining is not a machine learning problem, but if
it were, our model would be analogous to the Bayesian version of this problem
with the cluster structure acting as the Prior.

Prior to getting into equation level analysis of our work, we will explain the
main idea of our work with a toy example along with how this work adds to the
current itemset mining framework. Itemset mining started as a formal problem
called as Frequent Itemset Mining (FIM) from the field of market basket analysis
[2]. In FIM, data objects are called transactions. Each of these transactions
include a set of items and have a unique transaction ID. Items constituting
these transactions are all part of a global set of item types. An itemset can be
understood as a set of one or more item types. The main idea in FIM is to
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discover itemsets which can be found in more than a certain number (say Φ) of
transactions.

To explain this, we employ a toy example of FIM as shown in Fig. 1 extracted
from [14]. Let us assume Dataset D contains a set of transactions from a retail
store. The set I represents a collection of various item types. Then the set of
Frequent Itemsets would contain all itemsets which occur in two or more (as Φ =
2) transactions in D. In real world applications where the actual threshold values
(Φ) are huge, a frequent itemset of kind (A, B) translates into an association
rule of type A → B. The exact use of such an association rule varies from one
application domain to another. For example, in market basket analysis it can
simply mean that a customer buying item A is highly probable to buy item B
too, therefore A and B should be advertised together.

Fig. 1. Frequent itemset mining (extracted from [14]).

There is a certain key issue with the FIM problem. It does not have the
ability to model the relative importance among the item types. Like in Fig. 1,
a HDTV and a pack of soap have the same unit of importance. But in real life
situations, the profit yield of a single unit sale of a HDTV will be much more
than that of a soap. So for a threshold of two, the HDTV and Speakers will not
be included in the list of frequent itemsets. An additional issue with this model
is that it cannot model the occurrence frequency of items in the transactions.
It is possible that in transaction T2 from Fig. 1 the customer bought one pack
of bread, but in transaction T3 the customer bought two packs of bread. This
model will not be able to distinguish between these two cases. To solve these
issues Utility Itemset Mining (UIM) has been proposed as an evolved problem
model of FIM.

This utility based version (UIM) of the problem from Fig. 1 is shown
in Fig. 2 (extracted from [14]). In Fig. 2, adjacent to items in the transac-
tions, the parenthesis contain the occurrence frequency for the item for that
transaction. The right side of Fig. 2 shows the various item types. e(i) indi-
cates the relative importance of each item type i. For this particular exam-
ple they can be understood as the profit for the unit sale of the specific
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Fig. 2. Utility itemset mining (extracted from [14]).

item. Then the profit for an itemset (called as absolute utility of the item-
set) is then calculated as the sum of profits of that itemset in all transac-
tions it is present in. Like the itemset (milk, Bread) occurs in T2 (profit
made = 1 ×Milk + 1× Bread = 4), T3 (profit made = 2× Milk + 1×Bread = 6)
and T5 (profit made = 1× Milk + 2×Bread = 6). So the absolute utility of item-
set (Milk, Bread) can be calculated simply as 4 + 6 + 6 = 16. Threshold (Φ) for
UIM is a mixed criterion of utility and frequency. For the example in Fig. 2, the
set of HUI contain all itemsets with total absolute utility higher than 12 (Φ).

We have shown in [14] that the UIM problem model can be further extended
to add a prediction aspect to it. If we consider the problem in Fig. 2, let us assume
we have high confidence that a college student customer is creating the transac-
tion T4. In this case the information associated with T4 is more representative
of a customer class of college students versus the population of all customers.
Using this information smartly can allow us to predict a latent behavior of the
class of college students if it exists in the data. But if we ignore this information
it can potentially lead to an information loss owing to generalization. This has
been the main motivation for us to explore ways for smartly using the informa-
tion of clusters found in data in the UIM model. An added layer to this idea is
that if transactions such as above show a higher rate of emergence as we pro-
gressively further analyze the dataset, then we can anticipate this group (college
students) to have a higher impact on the future itemsets. This is the key idea of
our predictive UIM model, proposed in this work and the previous one [14].

1.1 The Intuition for an Adaptive Prediction Enabled UIM Problem

To highlight the intuition behind predicting itemsets, let us understand the idea
that datasets which can be modeled as transactional data have frequently occur-
ring (repeating) patterns of interest in them (as a data signature). It is a vital
piece of information which mining techniques look to obtain from these datasets.
Like for the retail transactions data this means combination of actual products
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which are very frequently bought together. While on the same transactional
data another analysis called clustering is also performed to understand the clus-
ter structure present in the data (yet another data signature). In the analysis
of retail transactions data this forms the backbone of customer segmentation
analysis [20]. The key idea in performing customer segmentation analysis is to
find clusters present in the transactions data, and then associate a customer type
with each cluster.

Such clustering analysis of transactional data is done in many biomedical
applications too. Gene expression study is one example area where the data
types are studied using both itemset mining [4,19] and clustering analysis [5].
The implication of this is that itemset mining and clustering study different
aspects of the same dataset. While itemset mining abstracts the dataset in form
of itemsets, clustering abstracts it in form of clusters of transactions. We extract
Fig. 3 from [14] which shows a visualization of this idea. Here we try to visualize
the dataset as a solid cylinder. In this case a top view (if it corresponds to itemset
mining) will project a circle (correspondingly itemsets). While a side view (if it
corresponds to clustering) will project a rectangle (correspondingly clusters).

Fig. 3. Illustration of different abstractions of dataset (extracted from [14]).

Doing only clustering analysis or itemset mining analysis while ignoring the
other creates a handicap because we do not use all available information which
we have access to. Few of the recent transactional data clustering techniques
are beginning to incorporate this idea. Like in a recent transactional clustering
algorithm proposed in [26], the authors introduce a concept of weighted coverage
density. It is a metric of cluster quality based on the itemset patterns present
which is used to direct the clustering algorithm behavior. Based on the idea that
frequently occurring patterns are an important characteristic of these datasets,



144 P. Lakhawat and A. Somani

the authors in [26] give the weights to items in this coverage density function
based on their frequency of occurrence. It allows the clusters which are more
practically useful to develop. We re-iterate two issues which we raised in [14],
about the current UIM problem model:

1. If we divide the entire set of transactions into clusters and perform itemset
mining in each cluster separately, we might miss an inter-cluster pattern.

2. If we perform itemset mining in the whole dataset disregarding clustering, a
pattern highly specific to a cluster might be missed due to no support from
any other cluster.

This informs us that we need to implicitly use knowledge the cluster structure
while performing itemset mining.

1.2 Using the Cluster Structure Implicitly

Using the cluster structure implicitly in itemset mining can allow us to solve the
above problems. The main idea is that knowledge of cluster structure can allow
us to identify transactions which are comparatively more representative of cluster
types present in the data. In the actual data the cluster types typically repre-
sent some real world entity (like the type of customer). Therefore the information
present in these special transactions should be considered more characteristic of
their cluster type instead of the whole dataset. So for these transactions using
the common threshold in the UIM problem is not ideal. In order to solve this
issue, we identified that some extra importance must be assigned to these special
transactions associated strongly with cluster types. Our method of doing this is
by introducing a new clustering based utility in the actual definition of the UIM
problem model itself. This idea of modifying UIM problem model that we intro-
duced in [14] enables the cluster specific patterns to emerge while still mining
the inter-cluster patterns. In essence, we developed a mechanism to enhance
the importance (utility) of certain transactions which translates into inflation in
utility of certain itemsets. Those itemsets which are enough inflated to cross the
threshold will constitute the predictions. A big benefit of this modification in the
model is that it can fit into all UIM techniques as it does not change functioning
of the itemset mining algorithms.

Going back to the example in Fig. 2, this new predictive UIM model will now
provide extra importance/utility to the items in transaction T4 by identifying it
as a special transaction (representative of a college student). Let us assume that
the Music CD bought by this college student is of a current hit album. Then a
hypothetical pattern of this Music CD bought along with some other common
college student items is likely to repeat a lot. This should automatically lead to
eventual discovery of this Music CD as a high utility item. The strength of the
predictive UIM model is that it will cause a sooner (using less data) discovery
of these patterns (itemsets).
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1.3 Adaptivity Based on Anticipation of Cluster Structure

While the knowledge of cluster structure can potentially aid greatly in iden-
tifying future patterns, there is further temporal information which they can
provide. The transactions are presented in timestamped order, and we intu-
itively understand that patterns emerging via incoming transactions will have a
temporal aspect to them as well. In the same way, the cluster structure also has a
dynamic temporal aspect to it. To understand it simply, in the example that we
have been discussing above, it is quite possible that a particular cluster is show-
ing higher propensity for increase in it utility contribution. What this exactly
means will become clearer in the following sections. For now we can interpret
it as, if a particular cluster (say the college students) shows a comparatively
rapid increase in contribution to the population (number of purchases), it will
also have greater contribution in future itemsets. If we can adapt to the rate of
change of this contribution, we can improve our prediction quality and target it
to a specific window in future. The definition of this future can be based on the
interest of the analysis. The key to using this information effectively will depend
on developing meaningful concepts which can capture it and also allow the use
of predictive tools (like Time Series forecasting) on them.

In rest of the work, we first discuss the key works done on the itemset mining
problem. Then we formally describe the itemset mining problem followed by the
definition of our specifically defined clustering based utility which extended [14]
the UIM model and its use in prediction. We then have a discussion on the
use of clustering algorithm followed by the experiments on real data before we
conclude.

2 Related Work

Fundamental problem of itemset mining was first established by Agrawal et al.
in [2] as frequent itemset mining (FIM) in the market basket analysis domain.
Their technique brought forth an important concept called downward closure
property for creating the potential (candidate) frequent itemsets of size k by
making use of the already discovered frequent itemsets of size k− 1. It is also
popularly known as the apriori technique. It allows to significantly reduce the
search space for the frequent itemsets which otherwise can easily become an
exhaustive exponential problem. Following this many subsequent works extended
this domain by introducing novel concepts like sampling techniques [23], dynamic
itemset counting [8], parallel implementations [1] etc.

One limitation which eventually started to affect the analysis as data sizes
got bigger was that “apriori” logic based solutions were sometimes generating
an unmanageable set of candidate itemsets. As each candidate itemset does
require a run over the entire data it immediately slows the itemset mining in a
significant way. One strong solution to this problem was introduced in [12] called
the FP-Growth. It does the itemset mining by creating a tree structure rather
than candidate generation. Other techniques were also introduced like mining
the dataset in vertical format (that is list items with sets of transactions) rather
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than the traditional horizontal format (list of transactions with items). One such
work is proposed by Zaki in [27].

As discussed before FIM still lacked two key modeling capabilities, that of
relative importance of various items (called utility) and the frequency of an item
in a specific transaction. This led to the development of UIM in [9,18,24,25]
among others. In these the itemsets are mined on the basis of utility support
in the dataset instead of only the occurrence frequency. It allowed the problem
model to be of more practical significance.

The downward closure property for candidate generation does not work
directly for the UIM problem. This developed the idea of a transaction weighted
utility, which allowed the apriori type candidate generation again. This was the
basis of the initial work done in utility mining with subsequent techniques pro-
posed on various strategies for pruning the search space.

But the problem of a still very big candidate set was also present in these
lines of solutions due to the use of “apriori” logic inherent within them. To solve
this [25] proposed a tree based model called UP-Growth for Utility mining which
goes over the dataset only twice and skips all the nested candidate generation.

Recently in [24] authors proposed Utility mining algorithms which use a
closed set representation for itemsets which is very concise and yet captures all
useful information.

3 Itemset Mining Problem Model

In this section we formally define the itemset mining problem. We first define the
problem of Frequent itemset mining (FIM) followed by Utility itemset mining
(UIM). These are generally accepted concepts throughout this domain, and the
same problem setup can be seen in our previous work in [14].

I = {a1, a2, . . . , aM} = Set of distinct item types (1)

D = {T1, T2, . . . , TN} = Transaction dataset (2)

where each Ti = {x1, x2, . . .}, xk ∈ I

itemset(X) of size k = {x1, x2, . . . , xk} (3)

SC(X) = |{Ti such that X ∈ Ti ∧ Ti ∈ D}| (4)

Frequent itemsets = {X such that SC(X) ≥ Φ} (5)

The FIM lacks two key model aspects. It cannot model the frequency of an item
type in a transaction and difference in relative importance of various item types.
As shown earlier UIM overcomes these issues. UIM problem builds up on the
FIM problem with additional information of external and internal utilities for
items. Here is the external utility is a measure of unit importance of an item type.
Of the two new concepts this one is a transaction independent utility. While the
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internal utility is a transaction specific utility. It is mostly the frequency or any
other measure of quantity of an item in the transaction.

eu(ai) = external utility of item type ai (6)

iu(ai, Tj) = internal utility of ai in Tj (7)

The absolute utility of an item in a transaction is defined as the product of its
internal and external utility.

au(ai, Tj) = eu(ai) ∗ iu(ai, Tj) (8)

Absolute utility of an itemset in a transaction is the sum of absolute utilities of
its constituent items.

au(X,Tj) =
∑

xi∈X

au(xi, Tj) (9)

Absolute utility of a transaction (also called transaction utility) is the sum of
absolute utilities of all its constituent items.

TU(Tj) =
∑

xi∈Tj

au(xi, Tj) (10)

Absolute utility of an itemset in the dataset D is the sum of absolute of that
itemset in all transactions that it occurs in.

au(X,D) =
∑

X∈Tj∧Tj∈D

au(X,Tj) (11)

The set of HUI is the collection of all itemsets which have absolute utility more
than or equal to in the dataset D.

set of HUI = {X s.t. au(X,D) ≥ Φ} (12)

The following three concepts are used in the solution techniques of UIM to
achieve a downward closure property for efficient candidate generation similar
to the FIM problem: Transaction weighted utility (TWU) of itemset X in dataset
D is the sum of transaction utilities of transactions in which the itemset X occurs.

TWU(X,D) =
∑

X∈Tj∧Tj∈D

TU(Tj) (13)

Set of high transaction weighted utility itemsets (HTWUI) is a collection of all
itemsets which have transaction weighted utility more than or equal to Φ in the
dataset D.

Set of HTWUI = {X s.t. TWU(X) ≥ Φ} (14)

TWDC property [18,24]: “The transaction-weighted downward closure property
states that for any itemset X that is not a HTWUI, all its supersets are low
utility itemsets.”

The goal of UIM is to find the set of all high utility itemsets for a given Φ.
Here threshold Φ is a combination criterion of utility and frequency rather than
a solely frequency based one in FIM. Figure 2 shows a small example illustrating
UIM. The iu (internal utility) values for all items are written in parenthesis next
to it in the example.
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4 A Cluster Based Utility to Enhance the UIM Model

This section describes the cluster based UIM model developed by us [14] and
how the adaptive itemset discovery is built by further enhancing it. We discussed
in the first section that the goal is to extend the current UIM problem model to
add prediction capability to it by implicitly using the cluster structure of data
in itemset mining. Certain transactions are more representative of a cluster type
over others. These special transactions include knowledge in them which is more
representative of their cluster type than the whole data. So subjecting these
transactions to the common population threshold in the UIM problem would
not be ideal. In order to resolve this issue, we proposed a mechanism to assign
some extra utility to these transactions. In order to do this we introduce a new
clustering based utility in the definition of the UIM problem model. This addition
introduces a prediction capability to the standard UIM problem model.

We call this new utility as the cluster utility of a transaction (and the items
in it). This is also a transaction specific utility for items and is same for all
the items present in the transaction. We also introduce the following two new
concepts in the UIM model [14] before we define the cluster utility.

C as the set of all given clusters. Each cluster is defined as: Cj = {T1, T2, . . .}.
Cluster Cj is a subset of transactions from D.

We also introduce an affinity metric which represents the degree of similarity
between a cluster Cj and a transaction Ti.

affinity(Ti, Cj) = similarity between Ti and Cj (15)

It should be understood that these additions to the UIM problem model assume
that a fairly accurate cluster structure is given and an appropriate affinity metric
is provided. The idea of accuracy here is of an attribute that a cluster struc-
ture portrays by capturing characteristics (repetitive patterns) of interest in the
dataset. And by appropriateness of the affinity metric we mean a metric which
captures the type of similarity (based on constituent items) between a cluster
and a transaction that is of interest in the analysis. We claim that these assump-
tions are acceptable because the presence of these concepts is well established
from the body of work containing transactional clustering techniques. These
clustering techniques define subsets of transactions as clusters in the same way
as we define them in our predictive UIM problem model. Also using some type
of similarity metric is fairly common for these techniques [10,11,13]. The affin-
ity metrics used in these techniques can be used in our extended UIM problem
model by interpreting a unit transaction as a single element cluster.

cu(a, Ti) = 1 + k ∗ max{affinity(Ti, Cj)∀Cj ∈ C} (16)

In Eq. 16, k is a tunable parameter and decides how aggressively the cluster
information is used in the predictive UIM. Note that the cluster utility is same
for all items in a transaction. The rationale behind this definition is to decide
the cluster utility of a transaction based on the cluster which is most similar to
it.
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We integrated this new internal utility in the calculation of the absolute
utilities. The new definition of absolute utility of an item a in a transaction Ti

is given by the following:

au(a, Ti) = eu(a) ∗ iu(a, Ti) ∗ cu(a, Ti) (17)

This implicitly changes the definitions of au(X,Ti), TU(Ti), TWU(X,D), Set of
HTWUI, au(X,D) and the set of HUI. All techniques for UIM use the absolute
utilities as the building blocks to search for high utility itemsets [9,18,24,25], so
this predictive UIM problem model will integrate into all of them.

4.1 Resulting Effects of the Predictive Version of UIM Problem

The following were the impacts of making the above updates to the current UIM
model (developed in [14]):

1. If we assume the affinity function has a range of [0, 1], then the cluster utility
of every item goes into the following range: [1, 1 + k]. It should be understood
that cluster utility values close to 1 will mean that their associated transaction
is very likely non-representative of any cluster type present in that data.
Higher than “1” values will signal more similarity of the associated transaction
with some given cluster in the data.

2. As the evolved definition of absolute utility of an item in a transaction is
now the product of cluster utility, internal utility and external utility, all
the other absolute utilities will either increase or remain same in the new
predictive model.

3. In the case of same threshold Φ, the new predictive model will by definition
find equal or more number of HUI than the standard UIM model. Besides
this the set of HUI found by the current model will always a subset of the
HUI found by the predictive model. This is again evident by the design of the
new model.

4. Higher values of parameter k will aggressively use the cluster information and
therefore produce more number of HUI. This is recommended when additional
emphasis on cluster specific patterns is required.

5. In order to understand the additional itemsets (also can be called predicted
itemsets) found, we should employ the following perspectives.

– If additional data is arriving later in time, the predicted/additional item-
sets found by the model at an earlier time are expected to be discovered
in the list of HUI of the standard model at that time in the future. It
should be understood in this way that certain pattern(s) are present in
particular cluster(s), but with the present amount of data there is not
enough utility support for them to appear in the list of HUI using the
standard way. But with the numbers accumulating with time they are
the very likely to next appear in the list of HUI according the flow on
oncoming data. The trick of the predictive UIM model is to filter them
and give them additional value to help in getting discovered earlier than
the standard way.
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– If we assume that the data is static i.e. new data will not be available at
a later point in time, the additional HUI found in the predictive model
are those itemsets which barely fell short of the cutoff to be in the list
of HUI using the standard model. It might be owing to being specific
to only one (or very few) cluster(s) present among many and as a result
not being able to collect enough numbers to overcome the threshold. But
these predicted/additional HUI will still have application specific value in
various domains. Like in market basket analysis, a purchase pattern for a
specific customer type can be used to create targeted advertisements for
customers of that type.

6. It should be understood that this addition changes the calculations of various
absolute utilities. But the idea of using absolute utilities to discover the set of
HUI is identical. This allows the new predictive aspect to seamlessly integrate
into all UIM algorithms.

7. The core concept emphasized here is that every cluster in the cluster structure
of the data usually represents a real world entity. This has the following
implications.

– After achieving an acceptable cluster structure it can be re-used or
extended to be kept using for same data source/set. It is acceptable to
do this because the goal of cluster structure here is only to identify if a
transaction is fairly representative of a cluster type or not. This saves the
computing energy for calculating clusters from scratch every single time.

– Another point to note is that the complete data is rarely needed to obtain
a reasonable cluster structure for the purpose of this model. Randomly
sampled fraction of a large dataset will me more often than not be suffi-
cient to capture the cluster structure.

5 Choosing a Suitable Clustering Technique
for the Model

An implicit part of the predictive UIM problem model is an assumption of the
knowledge of a reasonably accurate cluster structure along with an appropriate
similarity metric as discussed in the previous section. Therefore, it is vital to
choose a suitable clustering technique. A lot of techniques are present which
solve the problem of identifying clusters in categorical and transactional data.
Each of those techniques develop the clusters in form of groups of transactions
with similar transactions in each group. Most of these techniques [10,11,13] use
a similarity metric between the clusters to conduct the clustering process using
divisive, agglomerative or repartitioning algorithms. The respective affinity func-
tions can be employed in our predictive UIM model by interpreting a transaction
as a single element cluster. Therefore the choice of clustering technique to be
used can sometimes be subjective based on the preferences and requirements of
the application domain.

Our review suggested that multiple transactional clustering techniques con-
duct clustering using the idea of frequently occurring patterns in the transac-
tions. These techniques can be suitable when the external utilities in the data
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are not present or are not very important. But from our perspective, in most real
world applications, various item types have different relative importance in the
analysis. In fact as discussed before, it has been the main reason for development
of UIM as an evolved version of FIM. So in our opinion, a suitable clustering
technique to be used in this predictive UIM model should use HUI’s in the
dataset as the basis rather frequent itemsets. A clustering technique developed
by us which successfully captures the high utility patterns in the data [15] is
employed. This clustering technique is a part of one of our previous works [15],
and is a good choice according to us in the predictive model due to its strong
applicability. We provide an overview of it in the Appendix at the end.

6 Adaptive Cluster Based Discovery
of High Utility Itemsets

After understanding how this evolved UIM can have predictive capability for
future itemsets, let us now understand how it can be done adaptively for a specific
future window. We have identified that a metric of affinity is required for our
model to function. This metric can be used interchangeably between transaction-
transaction, cluster-cluster and cluster-transaction pairs. This specific affinity
metric used here can be noted in the APPENDIX at the end of the paper. As
we mentioned earlier in the paper, the key to achieving this adaptive discovery
will be in capturing potential contribution of clusters in the future itemsets. In
fact, if we have a numerical estimate of contributions of clusters relative to each
other, that should suffice our need. This is because the implicit rationale behind
our work is that most transactions are “emerging” from a cluster or a weighted
combination of them. The affinity metric can help capture that.

Before we can start to anticipate such future contributions, we need to estab-
lish what the cluster contributions are up to the present moment in time. As
we iterate through the transactions serially in the dataset, we can compute an
affinity value for the transaction for each cluster. This can be interpreted as
the contribution of the cluster in a particular transaction. If we normalize these
values across all clusters, we can obtain the contributions of clusters relative to
each other for a transaction. If we compute a running sum of these contributions
for each cluster, then at any point in this run, a sorted list of normalized values
of these contributions will also be the representation of cluster contributions to
the dataset (and the itemsets in it).

Now these running sums will be in a timestamped ordered series, so we can
estimate a future value at any point in time for these running sums. While these
estimates will only be predictions, they will be based on the trends encountered
in this “contribution metric” so far. Therefore if we calculate these estimates
of cluster contributions, we can know how much of the itemsets to appear then
will be “emerging” from each cluster relatively. Therefore, a sorted list of nor-
malized values of these estimates will represent the “anticipated” contributions
of clusters. For performing this estimation, Time Series forecasting techniques
must be applied. Since the cluster development in each analysis can be unique,
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no one single Time Series model or set of parameters can be assigned which will
guarantee performance in each case. However, certain traits will be there. As
this metric is a rolling sum, and therefore monotonically increasing, the series is
not stationary. Therefore, stationarity has to be induced each time. We suggest
starting by differencing the series, and such trends will usually be captured well
by that. Autocorrelations maybe be checked, but for most cases we suggest not
using it as the transactions will be coming in a random order in terms of their
being influenced by individual clusters. And finally, we suggest to keep a moving
average component in the Time Series model, as there will some propagating
baseline contribution for each cluster and this can help capture that.

The next step now would be transferring back the knowledge of these antic-
ipated cluster contributions to the predictive UIM model which we described in
the previous section. An intuitive way to do that would be selecting the clusters
with the highest and the lowest anticipated contributions in the intended future
window, and inflating the importance of the former and reverse for the latter in
the analysis. This can be easily accomplished by reshaping the cluster utilities
(as describe earlier) of each transaction. Each transaction has a cluster counter-
part in that analysis which it is most affine to, and there is a tuneable parameter
“k” which reflects how aggressively we wish to pursue the predictive aspect. So
for the cluster with the highest anticipated contribution in the intended future
window, we assign most aggressive values of “k” and for the cluster with the
lowest anticipated contribution we assign most conservative values of “k”. This
is of course the most straightforward way of incorporating this “adaptive” aspect
of our UIM model. Multiple clusters can be selected based on their anticipated
contributions, and then a gradient of aggressive to conservative assignment of
“k” can be performed while reshaping the cluster utilities for each transaction.
Once the new cluster utilities are assigned, then it is just about generating the
itemsets based on those using the same methodology we described in the previ-
ous section. The itemsets thus generated would include the predictions for the
intended widow while adapting to the anticipated contributions for the cluster
structure.

In the next section we present experiments on two real datasets from [14],
where we evaluate results of the predictive UIM problem model. At the end we
also show an illustration of how to perform an adaptive search based on the
anticipated cluster contributions.

7 Experiments on Real Datasets

We first present an analysis of the results from the predictive UIM problem model
followed by illustrating how to perform the adaptive search. We use two real
datasets called BMSWebView1 (obtained from [6]) and Retail dataset (provided
by [7] and obtained from [21]). BMSWebView1 is a real life dataset of website
clickstream data with 59,601 transactions in it. Retail dataset contains 88,163
anonymized transactions from a Belgian retail store. The external utilities are
randomly generated (between 1–50) by us for different item types in both the
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datasets by using a uniform random number generator. For performing evaluative
experiments on UIM it is common to generate utility values [24]. In order to
get the cluster structure to be used for the predictive UIM problem model, we
use the utility based clustering algorithm discussed earlier and explained in the
Appendix at the end. In order to do the actual mining process of the HUIs
we implemented a popular UIM technique called the two-phase method [18]. It
works by finding all the potential HUI’s using the transaction weighted downward
closure property that we discussed in an earlier section. Following that it iterates
through the dataset to evaluate those potential HUI’s and find the actual ones.

7.1 Experimental Design

We created the following experimental design to compare the effectiveness of our
predictive UIM problem model with the current UIM problem model:

1. We create the following 4 versions of both the data sets:
– Containing first 25% of the data.
– Containing first 50% of the data.
– Containing first 75% of the data.
– Containing the complete data.

Our interpretation of the complete dataset is as if it contains all the infor-
mation which future holds. This setup is created so that it simulates a real
application environment where as more data arrives with time it leads to
more itemsets getting discovered.

2. In the analysis for each of these datasets we evaluate the set of HUI using the
standard UIM model. For the retail dataset we use Φ = 50,000 and for the
BMSWebView1 dataset we use Φ = 20,000. We choose these threshold values
so that we work with a manageable number of HUI’s. Higher values of Φ
lead to fewer HUI and vice versa. The purpose of this step is to establish the
checkpoints for the itemsets discovered by the standard UIM model for each
version of both the datasets, and use it for comparisons with the predictive
model.

3. Following that we generate two cluster structures for both the Retail dataset
and the BMSWEbView1 dataset by using 1% and 5% of uniformly randomly
sampled data using our clustering algorithm as described before. This results
in 4 cluster structures in total which will be used to model the predictive UIM
problem for each version of the two datasets. Rationale behind selecting two
different fractions of datasets in doing the clustering is to observe the effect
of this in the prediction of HUI’s.

4. Following that we assign the cluster utility to each transaction and the con-
stituent items in them based on the chosen cluster structure. This assignment
is done in a conservative, moderate or aggressive manner based on the fol-
lowing criterion:

conservative k = {0 if affinity(Ti,Cj)<0.25
1 otherwise (18)
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moderate k = 1 (19)

aggressive k = {1 if affinity(Ti,Cj)<0.5
2 otherwise (20)

5. Once the cluster utilities are assigned we calculate the new values for all
absolute utilities based on the predictive model. Then we evaluate the set of
HUI for each of the above cases based on our predictive UIM problem model
(for their respective Φ values) and do the comparisons with the ones found
when using the standard UIM problem model on the same version of dataset.
The key information pieces of interest are:

– HUI Found: The idea is to find the number of HUI discovered by the
predictive UIM model for each version of both datasets for the two cluster
structures. As discussed before this by definition should be equal to or
more than the number HUI found using the standard way.

– Additional HUI Found: Here the goal is to evaluate the additional
number of HUIs found by the predictive UIM problem model over the
standard UIM problem model. This is actually the most important infor-
mation we need, as it shows the additional information that the new
model was able to predict using the knowledge of cluster structure of the
dataset.

– HUI not in Future Data: This is also an important metric. It is the
number of HUI found by the predictive UIM problem model which are not
eventually discovered for the standard UIM model when using the com-
plete dataset. The HUI in this category might represent patterns which
are very cluster specific and could not find enough support from the com-
plete data set to cross the threshold Φ. It should be understood that even
though these itemsets cannot be called high utility itemsets (HUI) in the
conventional sense, they do have “value” with respect to their specific
cluster type(s) and they might also be very close to crossing the thresh-
old for the standard UIM problem model.

These results from the above experiment are presented in Tables 1 and 2
(from [14]).

7.2 Important Points from the Experimental Analysis

The following inferences are drawn from the obtained results.

1. As we increase the fraction of transactions used in clustering, it results in an
increase in number of HUI found and additional HUI found. This result is
understandable, because with more transactions being used to create the clus-
ter structure, it is expected that it will get closer to the true cluster structure
of the dataset. This should result in more transactions developing higher affin-
ity values with their respective clusters. Higher affinities will directly result in
higher cluster based utilities, which further result in higher absolute utilities
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Table 1. Experiment results: retail dataset (extracted from [14]).

Fraction of
transactions
used in
clustering

Cluster utility
assignment
criterion

HUI found (in
25%, 50% and
75% data
respectively)

Additional
HUI found (in
25%, 50% and
75% data
respectively)

HUI not in
future data (in
25%, 50% and
75% data
respectively)

0.01 Conservative 28, 53, 91 5, 14, 27 0, 0, 0

0.01 Moderate 30, 61, 99 7, 22, 35 0, 0, 0

0.01 Aggressive 32, 70, 107 9, 31, 43 0, 2, 6

0.05 Conservative 30, 64, 102 7, 25, 38 0, 1, 2

0.05 Moderate 31, 65, 110 8, 26, 46 0, 1, 5

0.05 Aggressive 33, 79, 126 10, 40, 62 0, 3, 19

Table 2. Experiment results: BMSWebView1 dataset (extracted from [14]).

Fraction of
transactions
used in
clustering

Cluster utility
assignment
criterion

HUI found on
25%, 50% and
75% data
respectively)

Additional
HUI found (in
25%, 50% and
75% data
respectively)

HUI not in
future data (in
25%, 50% and
75% data
respectively)

0.01 Conservative 15, 47, 105 7, 29, 64 0, 5, 23

0.01 Moderate 17, 54, 121 9, 36, 80 0, 6, 38

0.01 Aggressive 17, 57, 124 9, 39, 83 0, 6, 41

0.05 Conservative 15, 49, 107 7, 31, 66 0, 5, 25

0.05 Moderate 17, 54, 121 9, 36, 80 0, 6, 38

0.05 Aggressive 17, 57, 125 9, 39, 84 0, 6, 42

for itemsets. Higher absolute utilities directly translate into more itemsets
crossing the threshold Φ.
Figures. 4, 5, 6 to 7 (from [14]) show the graphical illustrations. The Y-axis
shows the HUI found in Figs. 4 and 5. Additional HUI found are shown on
the Y-axis in Figs. 6 and 7. Four different predictive UIM problem models are
shown in these figures based on two cluster structures and two cluster utility
assignment criterion. The X-axis for these figures shows the dataset version
used. Figures 4 and 5 also shows the HUI found when using the current UIM
problem model.

2. Another observation from the experiment is that changing the cluster utility
criterion from conservative to moderate to aggressive results in increase in the
number of HUI found and additional HUI found. It is explainable as this grad-
uated change directly causes increase in cluster utility for the transactions.
Following the increase in cluster utility, increase in absolute utility for item-
sets occurs. And increase in absolute utility for itemsets directly translates
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into more itemsets crossing the threshold Φ. A graphical illustration is shown
in Fig. 4. It should be noted that there are few HUI found (for the predictive
model) which are not present in the list of HUI for the complete data (when
using the standard model) particularly for cases of aggressive cluster utility
assignment and especially when using 75% of data. This should be under-
stood in a reasonable way. The reason for using Aggressive cluster utility
assignment should be when the analysis is especially focused on discovering
all possible cluster specific patterns along with the global patterns. Because
the standard UIM problem model completely disregards the cluster structure,
comparing it with that in this case becomes less relevant. Also it should be
noted, when we use the 75% version of the data with the predictive UIM
problem model, the complete data set can be called inadequate to verify the
validity of the additional HUI discovered. This is because more data might
be needed to claim one way or another.

3. The most significant point to note is that the predictive UIM problem model
extracts quite a lot more (30% to 50% more for most cases in our exper-
iments when being conservative or moderate in cluster utility assignment)
actionable information (HUI) from the data when comparing to the standard
UIM problem model. Most of additional HUI found by the new model are val-
idated by the standard model when additional data becomes available. Few
which are not found, can also hold value. These itemsets might represent pat-
terns which are very specific to smaller cluster types and could not be found
by the standard model due to the information loss issue discussed earlier.

7.3 Illustration of the Cluster Based Adaptive Itemset Discovery

We discussed in the previous section the methodology to perform adaptive Item-
set discovery. This aspect of the model can be subjective in terms of the choice
of the adaptive strategy (format of incorporation of the anticipated cluster con-
tributions in doing the prediction). The Time Series model and parameters used
to fit the series will also be data dependent. Therefore, instead of providing
concrete guidelines we give an illustration of performing this adaptive itemset
discovery. We do this in the following steps:

1. We create a cluster structure using 1% data of the BMSWebView1 dataset
based on our clustering algorithm as described earlier.

2. We select the first 50% slice of the BMSWebView1 dataset, and evaluate the
rolling cluster contribution sums for it.

3. We estimate the anticipated contributions for each cluster to the point in time
where 75% of transactions will arrive, and normalize them. For fitting the time
series we perform first order differencing. We also employ a moving average
component of order 1. For computation, we used the statmodels library [22].
This model and parameters were picked based on trying various combination
and selecting the one which is able to reasonably fit the series data. It should
be noted that highly accurate estimations are not required here as we only
need an idea of relative order among the estimates.
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Fig. 4. HUI found for the Retail dataset (extracted from [14]).

Fig. 5. HUI found for the BMSWebView1 dataset (extracted from [14]).

Fig. 6. Additional HUI found for the Retail dataset (extracted from [14]).

Fig. 7. Additional HUI found for the BMSWebView1 dataset (extracted from [14]).
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4. We identify the cluster with the highest and the lowest anticipated contri-
bution, and do the following with the transactions associated with them for
cluster utility assignment:

lowest anticipated, k = {0 if affinity(Ti,Cj)<0.25
1 otherwise (21)

highest anticipated, k = {1 if affinity(Ti,Cj)<0.4
3 otherwise (22)

5. After doing this reshaping, we evaluate the itemsets for the 50%slice of
BmsWebView1 dataset for Φ = 20,000 using the updated utilities and the pre-
dictive UIM model. This would include the predictions based on the adaptive
anticipations based on 50% data for when the data should reach 75%.

6. And lastly, we evaluate the itemsets for the 75% slice of the dataset using
the classical UIM model. We discover that using the adaptive search results
in 10% more itemsets discovered in this case (predictions), of which none are
inaccurate (all are present in the 75% data). This number can however vary
when we try different types of data and the adaptive strategies. The adaptive
search approach presented here should ideally be used an exploratory analysis
technique and be tuned based on the dataset, cluster structure and application
requirements.

7.4 A Note on Prediction Accuracy

Because this model was proposed as a predictive addition to the standard UIM
model in [14], we also addressed the accuracy of this prediction with respect to
a baseline. The issue is that because the current UIM model does not do any
prediction, it cannot be considered a baseline. But because in our model we
are artificially adding to the utility of certain (representative) transactions (and
hence itemsets), we need to establish that the decision to do it to the chosen
transactions is better than doing so uniformly to all transactions. To say in
simpler terms, how much the accuracy suffers if we were to inflate (artificially
add to the) the utility of every transaction in the data. In doing an Itemset
search by doing exactly this (inflation by a factor of 3) and we find that the
accuracy suffers badly. We need to understand that accuracy here would mean
how many of the predicted itemsets (Additionfal HUI found) are indeed found to
be present in the future data by using the standard model. By inflating by factor
of 3 we create a baseline for our aggressive cluster utility assignment model. We
noted that for the Retail dataset accuracy dropped to 50.2% (from 96.2%) and
24.9% (from 84.9%) when working on 50% and 75% data respectively. For the
case of BMSWebView1 dataset it dropped to a 44.7% (from 89.5%) and 19.6%
(from 66.4%) when working on 50% and 75% data respectively. This proved that
predictive performance of our model is significantly better (refer Tables 1 and 2)
than these baseline schemes.
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8 The Practical Benefits of Predictive UIM
Problem Model

In today times data is used to guide planning, forecasting and decision making
in almost all business and science applications. Actionable information is valued
a lot and its early availability is valued even more. Reasons vary from creating
more profit for businesses to early release of a drug. Faster processing of the
data to achieve actionable information before the competition has been one of
the approaches. But when availability of data itself is the bottleneck (which
is happening for many applications in present times), it is most important to
extract as much actionable information from the data as possible. Shown below is
an illustration to demonstrate the benefit of the predictive UIM problem model
to a business which depends on relevant advertising to push profits.

Let us assume that for a retail store with no advertising 1000 of items in each
HUI are sold every month. Correct advertising leads to a X % increase in the
sales. By correct advertising it is meant advertising based on discovered HUI.
Therefore the sales achieved by the store in a month will be based on their choice
of UIM problem model used in their analytics. For this analysis we use 50% of
the Retail dataset with Φ = 50000 and 10% of the transactions for clustering.
The results are shown in Fig. 8.

Fig. 8. Example impact of UIM model used (extracted from [14]).

9 Conclusion and Future Work

In this extended version of our previous work [14] we revisit that the current
Utility Itemset Mining (UIM) problem model can be extended by including an
important modeling capability of prediction, by identifying cluster specific pat-
terns in the dataset. The idea is that all constituent transactions possess a unique
predictive information in them to the degree to which they belong to a cluster of
similar transactions in the whole data. Ignoring the presence of cluster structure
and subjecting all transactions to the common threshold in the UIM problem
leads this information loss.
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Implicit use of cluster structure of data to solve this problem is highlighted.
The use clustering based utility in the definition of the UIM problem model
and modifying the definitions of absolute utilities based on it allows the cluster
specific patterns to emerge while still mining the inter-cluster patterns. It also
integrates well into all UIM techniques. Experiments results on two real datasets
are presented to verify that the predictive UIM problem model extracts more
useful information than the current classic UIM model. Significant revisions and
extension in this work are:

1. We identify that there is a need of adaptive anticipation in our predictive
Utility Itemset Mining model.

2. We develop and define concepts which can capture the idea of adaptive antic-
ipation of the cluster structure.

3. We integrate these concepts into the predictive model by firstly discussing
ways to analyze and evaluate the metrics associated with them, and then
transferring that knowledge into our itemset mining model. A core part of
this scheme involves fitting and forecasting Time Series models.

4. We conduct an illustrative experiment showing the way to perform adaptive
cluster based discovery of High Utility Itemsets in a straightforward manner.
We recommend an exploratory rationale to conduct such analysis.

For the future work, we plan to incorporate additional techniques which will aid
in the adaptive search. We believe using learning classifier systems can automate
the model and parameter selection aspects of this system. It can also make it
more autonomously adaptive to newer incoming data. We also plan to do a
information theoretic analysis of our model.
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Appendix

Input: C ;
while maxaff ≥ minaff do

for Ci, Cj ∈ C do
if affinity(Ci, Cj) > maxaff then

maxaff = affinity(Ci, Cj);
Cm1 = Ci;
Cm2 = Cj ;

merge(Cm1, Cm2);
update relevant affinities;

for Ct ∈ C do

if CU(Ct)
max(CU(Ck)∀Ck∈C)

≤ minuty then

delete Ct;

return C;
Algorithm 1. Clustering algorithm for categorical data with utility information.

C is the set of all given clusters. A cluster Ck ∈ C is essentially a subset of
transactions from D.

Ck = {T1, T2 . . . Tk|Ti ∈ D} (23)

ICk
= {ai|ai ∈ Tj ∧ Tj ∈ Ck} = item types in Ck (24)

Cluster utility (CU), relative utility (ru) of a category type in a cluster and the
affinity between clusters have the following definitions:

CU(Ck) =
∑

Tj∈Ck

TU(Tj) = Cluster utility of Ck (25)

CU is an overall measure of importance of a cluster, since it is the sum of utilities
of all transactions in it.

∀ai ∈ ICk
, ru(ai, Ck) =

∑
ai∈ICk

∧Tj∈Ck
au(ai, Tj)

CU(Ck)
(26)

ru is the relative importance (since utility is a unit of importance) given to ai

among all ICk
in Ck.

For clusters Ci and Cj :

affinity(Ci, Cj) =
∑

a∈ICk
∧a∈ICj

min(ru(a,Ci), ru(a,Cj)) (27)

It is the sum of shared utility of common category types among two clusters.
minaff and minuty are tunable parameters of the algorithm. minaff decides
the termination criterion of the clustering and minuty decides the final selection
criterion for the clusters.
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Abstract. This chapter provides the details on how to build a knowledge-based
system that is capable of composing new sentences to summarize multiple
documents. The system is also capable of identifying the main topics of the
given documents and is able to derive new concepts based on the given text
data. In order to process the documents conceptually to create abstractive
summaries, the system makes use of the Cyc development platform that consists
of the world’s largest knowledge base and one of the most powerful inference
engines. The resultant knowledge based system first uses natural language
processing techniques to extracts syntactic structure of the documents and then
maps the words of the sentences into related concepts in the knowledge base. It
then uses the inference engine to generalize and fuse concepts to form more
abstract concepts. Since a word can be mapped into multiple concepts, the
system also includes new techniques to handle word-sense disambiguation by
using concept weights. After the generalization, the system is able to identify the
main topics and the key concepts of the documents. The system then composes
new sentences based on the key concepts by linking subject concepts with their
related predicate concepts. The syntactic structure of the newly created sen-
tences extends beyond simple subject-predicate-object triplets by incorporating
adjective and adverb modifiers. The final stage is then to map the linked con-
cepts back to words to form the abstractive sentences. The system has been
implemented and tested. The implementation encodes a process that consists of
seven stages: syntactic analysis, words mapping, concept propagation, concept
weights and relations accumulation, topic derivation, subject identification, and
new sentence generation. The implementation has been tested on various doc-
uments and webpages. The test results showed that the system is capable of
creating new sentences that include abstracted concepts not explicitly mentioned
in the original documents and that contain information synthesized from dif-
ferent parts of the documents to compose a summary.

Keywords: Text summarization � Knowledge-based system �
Natural language processing � Data mining � Artificial intelligence

1 Introduction

In this chapter, we describe in details how to build a knowledge based automatic
summarization system [1] that is capable of creating abstractive summaries of the given
documents by generalizing new concepts, deriving main topics, and composing new
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sentences. The system processes text data on documents and webpages and utilizes
knowledge base and inference engine to produce an abstractive summary. It generates
summaries by composing new sentences based on the semantics derived from the text.

The system uses both the syntactic structure provided by the given documents and
the commonsense knowledge provided by a knowledge base. It performs deep syntactic
analysis by using capabilities of advanced natural language processing techniques. It
uses Cyc development platform as a source of background knowledge. The Cyc
development platform consists of the world’s largest ontology of commonsense
knowledge and a reasoning engine that allows information comprehension and
abstraction [2]. In addition, Cyc ontology serves as a backbone for semantic analysis,
knowledge generalization, and natural language generation functionality of the system.
The system is domain independent and unsupervised, being limited only by the
commonsense ontology provided by the Cyc development platform.

Research in automatic text summarization has been conducted mostly by using
extractive methods that extract parts of the given text as the summary. However,
abstractive summarization that creates an abstract as the summary is considered more
desirable. The task to create an abstract based on reading a document is considered
complex from human reader and is more so for machine. When human readers perform
document summarization they tend to use their commonsense and domain expertise
about subject matter to merge information from various parts of the document and
synthesize novel information that was not explicitly mentioned in the text [3]. Moreover,
it is not a simple task for human readers to compose new sentences for the summary.

We attempt to develop a system that is capable of composing new sentences for the
summary. Our system generalizes new abstract concepts based on the knowledge
derived from the text. It automatically detects main topics described in the text.
Moreover, it composes new English sentences for some of the most significant con-
cepts. The created sentences form an abstractive summary, combining concepts from
different parts of the input text.

The system conducts summarization process in three principal stages: knowledge
acquisition, knowledge discovery, and knowledge representation. The knowledge
acquisition stage derives syntactic structure of each sentence of the input document and
maps words and their relations into Cyc knowledge base. Next, the knowledge dis-
covery stage generalizes concepts upward in the Cyc ontology and detects main topics
covered in the text. Finally, the knowledge representation stage composes new sen-
tences for some of the most significant concepts defined in main topics. The syntactic
structure of the newly created sentences follows an enhanced subject-predicate-object
model, where adjective and adverb modifiers are used to produce more complex and
informative sentences.

We have implemented our proposed system using modular and pipelined design
framework. Modularity provides the ability to conveniently maintain parts of the
system and to add new functionality as needed. The pipelined design framework allows
comprehensible data flow between different modules. The system was tested on various
documents and webpages. The test results show that the system is capable of identi-
fying key concepts and discovering main topics comprised in the original text, gen-
eralizing new concept not explicitly mentioned in the text, and creating new sentences
that contain information synthesized from various parts of the text. The newly created
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sentences have complex syntactic structures that enhance subject-predicate-object tri-
plets with adjective and adverb modifiers. For example, the sentence “Colored
grapefruit being sweet edible fruit” was automatically generated by the system ana-
lyzing encyclopedia articles describing grapefruits. Here, the subject concept “grape-
fruit” is modified by the adjective concept “colored” that was not explicitly mentioned
in the text and the object concept “edible fruit” is modified by the adjective concept
“sweet”.

The sentence was created as the result of linked key concepts. The linked concepts
is then mapped back to words to form the sentence. As we can see from the above
example, the created sentence sound like made by a machine than by a human. Human
reader might use the word “is” instead of “being” in the example sentence. In short,
although our system is able to generate new abstractive sentences, there is much more
research potential to further develop such a knowledge based system to compose new
sentences as summary.

The rest of the paper is organized as follows. Section 2 outlines related work
undertaken for automatic text summarization. Section 3 describes the summarization
process workflow. Section 4 covers the system implementation in details. Section 5
provides detailed description of the system modules. Section 6 presents testing results.
Section 7 provides the computational performance of the system. Section 8 discusses
conclusions and directions of future work.

2 Related Work

Automatic text summarization seeks to compose a concise and coherent version of the
original text preserving the most important information. Computational community has
studied automatic text summarization problem since late 1950 s [4]. Studies in this area
are generally divided into two main approaches – extractive and abstractive. Extractive
text summarization aims to select the most important sentences from original text to
form a summary. Such methods vary by different intermediate representations of the
candidate sentences and different sentence scoring schemes [5]. Summaries created by
extractive approach are highly relevant to the original text, but do not convey any new
information. Most prominent methods in extractive text summarization use term fre-
quency versus inverse document frequency (TF-IDF) metric [6, 7] and lexical chains
for sentence representation [8, 9]. Statistical methods based on Latent Semantic
Analysis (LSA), Bayesian topic modelling, Hidden Markov Model (HMM) and
Conditional random field (CRF) derive underlying topics and use them as features for
sentence selection [10, 11]. Despite significant advancements in the extractive text
summarization, such approaches are not capable of semantic understanding and limited
to the shallow knowledge contained in the text.

In contrast, abstractive text summarization aims to incorporate the meaning of the
words and phrases and generalize knowledge not explicitly mentioned in the original text
to form a summary. Phrase selection and merging methods in abstractive summarization
aim to solve the problem of combining information from multiple sentences. Such
methods construct clusters of phrases and then merge only informative ones to form
summary sentences [12]. Graph transformation approaches convert original text into a
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form of sematic graph representation and then combine or reduce such representation
with an aim of creating an abstractive summary [13, 14]. Summaries constructed by
described methods consist of sentences not used in the original text, combining infor-
mation from different parts, but such sentences do not convey new knowledge.

Several approaches attempt to incorporate semantic knowledge base into automatic
text summarization by using WordNet lexical database [8, 15, 16]. Major drawback of
WordNet system is the lack of domain-specific and common sense knowledge. Unlike
Cyc, WordNet does not have reasoning engine and natural language generation
capabilities.

Recent rapid development of deep learning contributes to the automatic text
summarization, improving state-of-the-art performance. Deep learning methods applied
to both extractive [17] and abstractive [18] summarization show promising results, but
such approaches require vast amount of training data and powerful computational
resources.

Our system extends to the one proposed in [19]. In the work, the structure of
created sentences has simple subject-predicate-object pattern and new sentences are
only created for clusters of compatible sentences found in the original text.

3 Knowledge-Based Abstractive Summarization Process

Our abstractive knowledge-based summarization system attempts to bring the machines
one-step closer to the comprehension of the knowledge comprised in the text. The
system performs text summarization in three principal stages: the knowledge acquisi-
tion, the knowledge discovery, and the knowledge representation. The overview of the
summarization process is illustrated in Fig. 1.

Knowledge Based System

Input:
document(s)

Cyc KB

Output:
summary

KNOWLEDGE 
DISCOVERY

Abstract new concepts.
Identify main topics.

KNOWLEDGE 
ACQUISITION

Extract syntactic structure.
Map words to Cyc concepts.

KNOWLEDGE 
REPRESENTATION

Identify main subjects.
Create new sentences.

Fig. 1. System’s workflow diagram [1].
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During the knowledge acquisition stage, the algorithm receives text documents as
an input, performs deep syntactic analysis, and maps the words with their syntactic
relationships into the Cyc knowledge base. During the knowledge discovery stage, the
system performs a generalization of new concepts by propagating the concepts that
were mapped into Cyc knowledge base by the knowledge acquisition step. It also
performs the task of the identification of the main topics of the text based on the
mapped and generalized concepts. Finally, during the knowledge representation stage,
the system generates new sentences using knowledge derived from the input text
documents and the capabilities of the Cyc inference engine.

3.1 Knowledge Acquisition

The knowledge acquisition stage consists of two sub-processes. The first sub-process
extracts the syntactic structures from the given documents. This sub-process serves as a data
preprocessing and transformation step. It normalizes raw text data and transforms it into
syntactic representation. The workflow diagram of the sub-process is outlined in Fig. 2.

The second sub-process maps words from syntactic representation of the text to
Cyc concepts. Mapped Cyc concepts are utilized for reasoning during subsequent steps
of the algorithm. The workflow diagram of the sub-process is illustrated in Fig. 3.

3.2 Knowledge Discovery

The knowledge discovery stage performs two sub-processes: it abstracts new concepts
and identifies main topics described in the input text.

Input text

Separate text 
into individual 

sentences

Tokenize each 
sentence

Lemmatize each 
word

Assign part of 
speech tag to 

each word

Assign syntactic 
dependency 

relationships to 
each word

Count 
frequencies of 

words and 
relationships

Syntactic 
representation

Fig. 2. Syntactic structure extraction sub-process workflow diagram.
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New concepts abstraction sub-process generalizes the information derived from the
text. It finds the ancestors of mapped Cyc concepts and assigns the descendants’
propagated weight and syntactic dependency relationships to the ancestors. It is an
important part of the abstractive summarization process as it allows deriving concepts
that are not explicitly mentioned in the input text. For example, concepts like “cat,”
“tiger,” “jaguar,” and “lion” are generalized into more abstract “feline” concept. The
workflow diagram of the new concepts abstraction sub-process is illustrated in Fig. 4.

The main topics identification sub-process detects topics described in the text with
an assumption that they are represented by the most frequently used micro theories.
Micro theories form the basis of the knowledge organization in Cyc ontology being the
clusters of Cyc concepts and facts, typically representing one specific domain of
knowledge. For example, #$BiologyMt is a micro theory containing biological
knowledge, and #$MathMt is a micro theory containing concepts and facts describing
the field of mathematics. Each Cyc concept is defined within a micro theory. The
workflow diagram of the main topics identification sub-process is illustrated in Fig. 5.

Map each 
word to Cyc 

concept

Assign word's
weight to Cyc 

concept

Assign word's
relationship to 
Cyc concept

Map word’s
relationship 
head to Cyc 

concept

Syntactic 
representaion

Mapped Cyc 
concepts

Fig. 3. Mapping words to Cyc concepts sub-process workflow diagram.

Add descendants 
accumulated 
weight and 

relationships to 
ancestor

Updated Cyc 
concepts

Find number of 
concept’s
mapped 

descendants

Find number of 
all concept’s
descendants

Update number 
of descendants 

and accumulated 
weight scaled by 

α 

Mapped Cyc 
concepts

Find ancestor for 
each mapped 

concept

Record ancestor-
descendant 
relationship

Calculate 
descendants’

ratio

Fig. 4. New concepts abstraction sub-process workflow diagram.
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3.3 Knowledge Representation

The knowledge representation stage utilizes powerful capabilities of the Cyc inference
engine to generate new sentences based on the information discovered during
knowledge acquisition and knowledge discovery steps. This stage uses mapped and
generalized Cyc concepts, their syntactic dependency relationships, and the most fre-
quent micro theories as inputs. The knowledge representation stage consists of two sub-
processes – candidate subjects’ discovery and new sentences generation.

The candidate subjects’ discovery sub-process identifies significant subject con-
cepts out of all the mapped and generalized Cyc concepts. The workflow diagram of
the sub-process is outlined in Fig. 6.

Mapped Cyc 
concepts

Top-n micro 
theories

Find defining 
micro theory for 

each mapped 
Cyc concept

Count 
frequencies of 
the discovered 
micro theories

Pick top-n micro 
theories with the 

highest 
frequencies

Fig. 5. Main topics identification sub-process workflow diagram.

Calculate 
subjectivity ratio

Find number of all 
relationships for 

each Cyc concept 
in each micro 

theory

Find number of 
subject 

relationships for 
each Cyc concept 

in each micro 
theory

Top-n micro 
theories

Top-n subject 
concepts

Pick top-n 
subjects with the 

highest 
subjectivity rank

Calculate 
subjectivity rank

Fig. 6. Candidate subjects discovery sub-process workflow diagram.
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The new sentences generation sub-process composes new sentences for each of the
identified candidate subject concepts. The generated sentences serve as a final summary
of the input text. The workflow diagram of the sub-process is outlined in Fig. 7.

4 Details of the System’s Implementation

We chose Python as the implementation language to develop our system because of the
advanced Natural Language Processing tools and libraries it supplies. Our system uses
Cyc knowledge base and inference engine as a backbone for the semantic analysis. Cyc
development platform supports communications with the knowledge base and uti-
lization of the inference engine through the application programming interfaces (APIs)
implemented in Java. We utilize Java-Python wrapper supported by JPype library to
allow our system using Cyc Java API packages. JPype library is essentially an interface
at a basic level of virtual machines [20]. It requires starting Java Virtual Machine with a
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Fig. 7. New sentences generation sub-process workflow diagram.
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path to the appropriate jar files before Java methods and classes can be accessible
within Python code. Communication between our system and Cyc development plat-
form is illustrated in Fig. 8. To the best of our knowledge, our developed system is the
first Python-based system that allows communication with Cyc development platform.

We have designed our system as a modular and pipelined summarization frame-
work. Modularity provides the ability to conveniently maintain parts of the system and
to add new functionality as needed. Pipelined design allows comprehensible data flow
between different modules.

The system consists of seven modules:

1. Syntactic analysis;
2. Mapping words to Cyc KB;
3. Concepts propagation;
4. Concepts’ weights and relations accumulation;
5. Topics derivation;
6. Subjects identification;
7. New sentences generation.

Modules 1 and 2 together constitute the knowledge acquisition stage of the sum-
marization process. Modules 3, 4 and 5 together make up the knowledge discovery
stage of the summarization process. Modules 6 and 7 together form knowledge rep-
resentation stage of the summarization process. System modules are illustrated in
Fig. 9.

Summarization 
system

Cyc 
development 

platfrom

Python code

JPype library
Cyc Java APIs

Fig. 8. Communication between summarization system and Cyc development platform.
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5 Description of the System’s Modules

5.1 “Syntactic Analysis” Module

The first module in the system is the “Syntactic analysis” module. The role of this
module is essentially a data preprocessing. The module takes documents as an input
and transforms them into syntactic representations. It first performs text normalization
by lemmatizing each word in each sentence. Then it derives part of speech tags, parses
syntactic dependencies and counts word’s weights. The syntactic dependencies are
recorded in the following format: (“word” “type” “head”), where “word” is the
dependent element, “type” is the type of the dependency, and “head” is the leading
element. For example, applying syntactic parser on the following sentence: “John
usually drinks strong coffee” produces the following syntactic dependencies between
words: (“Steve” “nsubj” “drinks”), (“tea” “dobj” “drinks”), (“rarely” “advmod”
“drinks”), (“black” “amod” “tea”). Syntactic dependencies of the example sentence are
illustrated in Fig. 10.
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Fig. 9. Modular design of the system.
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The “Syntactic analysis” module is implemented using SpaCy – Python library for
advanced natural language processing. SpaCy library is the fastest in the world with the
accuracy within one percent of the current state of the art systems for part of speech
tagging and syntactic dependencies analysis [21]. The “Syntactic analysis” module
operates outside of the Cyc development platform. The output of the module is a
dictionary that contains words, their part of speech tags, weights and syntactic depen-
dencies. This dictionary serves as an input for “Mapping words to Cyc KB” module.

5.2 “Mapping Words to Cyc KB” Module

The “Mapping words to Cyc KB” module takes dictionary of words, derived by the
“Syntactic analysis” module, as an input. This module finds an appropriate Cyc concept
for each word in the dictionary, and assigns word’s weight and syntactic dependency
associations to Cyc concept. It starts by mapping each word to the corresponding Cyc
concept (1). Next, it assigns word’s weight to Cyc concept (2). Then it maps the
syntactic dependency head to the appropriate Cyc concept. Finally, it assigns the
syntactic dependency association and its weight to the Cyc concept (3). Table 1 pro-
vides the description of Cyc commands used to implement each step.

Steve rarely drinks black tea.

“nsubj” “dobj”

“advmod” “amod”

Fig. 10. Illustration of the syntactic dependencies of a sample sentence.

Table 1. Description of Cyc commands used by “Mapping words to Cyc KB” module.

Step Cyc command Description

1 (#$and (#$denotation ?Word ?POS ?Num
?Concept) (#$wordForms ?Word ?
WordForm “word”) (#$genls ?POS ?
POSTag))

Command uses built-in “#$denotation” Cyc
predicate to relate a “word”, its part of
speech tag (?POS), and a sense number (?
Num) to concept (?Concept). It also uses “#
$wordForms” and “#$genls” predicates to
accommodate for all variations of word’s
lexical forms

2 (#$conceptWeight ?Concept ?Weight) Command uses user-defined “#
$conceptWeight” Cyc predicate that assigns
the weight (?Weight) to the concept (?
Concept)

3 (#$conceptAssociation ?Concept ?Type ?
HeadConcept ?Weight)

Command uses user-defined “#
$conceptAssociation” Cyc predicate that
assigns a specific type (?Type) of a syntactic
dependency association, the leading element
(?HeadConcept) and the weight (?Weight)
to the concept (?Concept)
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This module communicates with Cyc development platform and updates weight
and syntactic dependency relations of Cyc concepts. The output of the module are
mapped Cyc concepts with assigned weights and syntactic dependency relations. The
mapped Cyc concepts serve as an input for “Concepts propagation” module. “Syntactic
analysis” and “Mapping words to Cyc KB” modules together constitute the knowledge
acquisition step of the summarization process.

5.3 “Concepts Propagation” Module

The “Concepts propagation” module takes Cyc concepts, mapped by “Mapping words
to Cyc KB” module, as an input and finds their closest ancestor concepts. This module
performs generalization and abstraction of new concepts that have not been mentioned
in the text explicitly. It starts by querying Cyc knowledge base for all the concepts that
have assigned weight (1). Then it finds an ancestor concept for each concept derived by
the query (2). Next, it records the number of ancestor’s descendant concepts and their
weight (3). Finally, it assigns ancestor-descendant relation between ancestor and
descendant concepts (4). Table 2 provides the description of Cyc commands used to
implement each step.

This module communicates with Cyc development platform to derive all mapped
Cyc concepts, find closest ancestor concepts and update ancestor concepts’ relations.
The output of the module are ancestor Cyc concepts with assigned descendant con-
cepts’ weights and counts and ancestor-descendant relations. The ancestor Cyc con-
cepts are used by “Concepts’ weights and relations accumulation” module.

Table 2. Description of Cyc commands used by “Concepts propagation” module.

Step Cyc command Description

1 (#$conceptWeight ?Concept ?
Weight)

Command uses user-defined “#$conceptWeight” Cyc
predicate to retrieve concepts (?Concept) that have
assigned weights (?Weight)

2 (#$min-genls ?Concept) Command uses built-in “min-genls” Cyc predicate to
retrieve the closest ancestor concept for the given
concept (?Concept)

3 (#$conceptDescendants ?
Concept ?Weight ?Count)

Command uses user-defined “#$conceptDescendants”
Cyc predicate to record the number of descendants (?
Count) and their weight (?Weight) to the ancestor
concept (?Concept)

4 (#$conceptAncestorOf ?
Concept ?Descendant)

Command uses user-defined “#$conceptAncestorOf”
predicate to assign ancestor-descendant relation between
the ancestor concept (?Concept) and the descendant
concept (?Descendant)
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5.4 “Concepts’ Weights and Relations Accumulation” Module

The “Concepts’ weights and relations accumulation” module takes ancestor Cyc
concepts as an input and adds descendants’ accumulated weight and relations to
ancestor concepts if the calculated descendant-ratio is higher than the threshold. The
descendant-ratio is the number of mapped descendant concepts divided by the number
of all descendant concepts of an ancestor concept. This module starts by querying Cyc
knowledge base for all ancestor concepts (1). Then it calculates the descendant ratio for
each ancestor concept (2.1, 2.2). Next, it adds propagated descendants’ weight (3) and
descendants’ associations with their propagated weights (4) to ancestor concepts if the
descendant-ratio is higher than the defined threshold. Table 3 provides the description
of Cyc commands used to implement each step.

This module communicates with Cyc development platform to derive all ancestor
Cyc concepts, find the number of ancestor’s mapped descendants, find the number of
all ancestor’s descendants and update ancestor’s weight and relations. The output of the
module are the Cyc concepts with updated weights and syntactic dependency associ-
ations. Updated Cyc concepts are used by the “Topics derivation” and the “Subjects
identification” modules.

Table 3. Description of Cyc commands used by “Concepts’ weights and relations accumula-
tion” module.

Step Cyc command Description

1 (#$conceptDescendants ?Concept
?Weight ?Count)

Command uses user-defined “#
$conceptDescendants” Cyc predicate to
retrieve all concepts (?Concept) that have
descendants

2.1 (#$conceptAncestorOf
?AncConcept ?MappedDesc)

Command uses user-defined “#
$conceptAncestorOf” predicate to retrieve
mapped descendant concepts (?MappedDesc)
of the given ancestor concept (?AncConcept)

2.2 (#$genls ?AncConcept
?DescConcept)

Command uses built-in “#$genls” Cyc
predicate to retrieve all descendant concepts
(?DescConcept) of the given ancestor concept
(?AncConcept)

3 (#$conceptWeight ?AncConcept
?DescWeight)

Command uses user-defined “#
$conceptWeight” Cyc predicate to assigns the
descendant concepts’ propagated weight
(?DescWeight) to the ancestor concept

4 (and (#$conceptAncestorOf
?AncConcept ?DescConcept)
(#$conceptAssociation
?DescConcept ?Type
?HeadConcept ?Weight))

Command uses user-defined “#
$conceptAncestorOf” and “#
$conceptAssociation” Cyc predicates to assign
descendant’s association (?DescConcept) and
its propagated weight (?Weight) to the ancestor
concept (?AncConcept)
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5.5 “Topics Derivation” Module

The “Topics derivation” module takes updated Cyc concepts as an input and derives
defining micro theory for each concept. Micro theories with the highest weights rep-
resent the main topics of the document. This module first derives defining micro theory
for each Cyc concept that have assigned weight (1). Then it counts the weights of
derived micro theories based on their frequencies and picks up top-n with the highest
weights. Table 4 provides the description of Cyc command used to implement defining
micro theory derivation.

This module communicates with Cyc development platform to derive defining
micro theory for each mapped Cyc concept. Calculation of the derived micro theories’
weights is handled outside of the Cyc development platform. The output of the module
is the micro theories dictionary that contains top-n micro theories with highest weights.
This dictionary serves as an input for the “Subjects identification” module. The
“Concepts propagation”, the “Concepts’ weights and relations accumulation” and the
“Topics derivation” modules together constitute knowledge discovery step of the
summarization process.

5.6 “Subjects Identification” Module

The “Subjects identification” module uses updated Cyc concepts and the dictionary of
top-n micro theories as an input to derive most informative subject concepts based on a
subjectivity rank. Subjectivity ranks is the product of the concept’s weight and the
concept’s subjectivity ratio. Subjectivity ratio is the number of concept’s syntactic
dependency associations labelled as “subject” relations divided by the total number of
concept’s syntactic dependency associations. Subjectivity rank allows identifying
concepts with the strongest subject roles in the documents. The module start by
querying Cyc knowledge base for all mapped Cyc concepts for each micro theory in
top-n micro theories dictionary (1). Then it calculates subjectivity ratio and subjectivity
rank for each derived Cyc concept (2.1, 2.2). Finally, it picks top-n subject concepts
with the highest subjectivity rank. Table 5 provides the description of Cyc commands
used to implement each step.

Table 4. Description of Cyc command used by “Topics derivation” module.

Step Cyc command Description

1 (#$and (#$conceptWeight ?Concept
?Weight) (#$definingMt ?Concept
?MicroTheory))

Command uses user-defined
“#$conceptWeight” Cyc predicate and
built-in “definingMt” Cyc predicate to
derive defining micro theory
(?MicroTheory) for each concept
(?Concept) that have assigned
weight (?Weight)
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This module communicates with Cyc development platform to derive mapped Cyc
concepts for each defining micro theory in the input dictionary and to find the number
of the concept’s syntactic dependency associations labelled as “subject” relation and
the number of all syntactic dependency associations of the concept. Calculations of the
subjectivity ratio and the subjectivity rank are handled outside of the Cyc development
platform. The output of the module is the dictionary that contains top-n subjects with
the highest subjectivity rank. This dictionary serves as an input for the “New sentence
generation” module.

5.7 “New Sentences Generation” Module

The “New sentences generation” module takes the dictionary of top-n most informative
subjects as an input and produces new sentences for each of the subject to form a
summary of the input documents. The module starts by deriving a natural language
representation of each subject Cyc concept in the dictionary (1). Then it picks the
adjective Cyc concept modifier with the highest subject-adjective syntactic dependency
association weight (2) and derives its natural language representation. Next, it picks
top-n predicate Cyc concepts with the highest subject-predicate syntactic dependency
association weights (3) and derives their natural language representations. Then it picks
the adverb Cyc concept modifier with the highest predicate-adverb syntactic depen-
dency association weight (4) and derives its natural language representation. Next, it
picks top-n object Cyc concepts with the highest product of subject-object and
predicate-object syntactic dependency association weights (5.1, 5.2) and derives their
natural language representations. Then, it picks the adjective Cyc concept modifier with
the highest object-adjective syntactic dependency association weight and derives its
natural language representation. Finally, it composes the new sentence using subject,

Table 5. Description of Cyc commands used by “Subjects identification” module.

Step Cyc command Description

1 (#$and
(#$definingMt ?Concept
?MicroTheory)
(#$conceptWeight ?Concept
?Weight))

Command uses built-in “#$definingMt” Cyc
predicate and user-defined “conceptWeight”
Cyc predicate to derive concepts (?Concept)
that have assigned weight (?Weight) for each
micro theory (?MicroTheory) in micro theories
dictionary

2.1 (#$conceptAssociation ?Concept
“nsubj” ?HeadConcept ?Weight)

Command uses user-defined “#
$conceptAssociation” Cyc predicate with
“nsubj” parameter to derive the concept’s
(?Concept) syntactic dependency associations
labelled as “subject” relations

2.2 (#$conceptAssociation ?Concept
?Type ?HeadConcept ?Weight)

Command uses user-defined “#
$conceptAssociation” Cyc predicate with no
parameter specified (?Type) to derive all
concept’s (?Concept) syntactic dependency
associations
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subject-adjective, predicate, predicate-adverb, object and object-adjective natural lan-
guage representations. Table 6 provides the description of Cyc commands used to
implement each step.

This module communicates with Cyc development platform to derive appropriate
Cyc concepts for each sentence element based on the weights of their syntactic
dependency associations and derive their natural language representation. New sen-
tences are composed outside of the Cyc development platform and serve as an output
for the module and the whole summarization system. The “Subjects identification” and
the “New sentences generation” modules together constitute the knowledge represen-
tation step of the summarization process.

Table 6. Description of Cyc commands used by “New sentence generation” module.

Step Cyc command Description

1 (#$generate-phrase ?Concept) Command uses built-in “#$generate-phrase”
Cyc predicate to retrieve corresponding natural
language representation for a Cyc concept
(?Concept)

2 (#$conceptAssociation ?Concept
“amod” ?HeadConcept ?Weight)

Command uses user-defined “#
$conceptAssociation” Cyc predicate with
“amod” parameter to derive Cyc concept
(?Concept) associations labelled as adjective
modifier syntactic dependency relation

3 (#$conceptAssociation ?Concept
“pred” ?HeadConcept ?Weight)

Command uses user-defined “#
$conceptAssociation” Cyc predicate with
“pred” parameter to derive Cyc concept
(?Concept) associations labelled as predicate
syntactic dependency relation

4 (#$conceptAssociation ?Concept
“advmod” ?HeadConcept
?Weight)

Command uses user-defined “#
$conceptAssociation” Cyc predicate with
“advmod” parameter to derive Cyc concept
(?Concept) associations labelled as adverb
modifier syntactic dependency relation

5.1 (#$conceptAssociation ?Concept
“obj” ?HeadConcept ?Weight)

Command uses user-defined “#
$conceptAssociation” Cyc predicate with “obj”
parameter to derive Cyc concept (?Concept)
associations labelled as object syntactic
dependency relation

5.2 (#$conceptAssociation ?Concept
“subj-obj” ?HeadConcept
?Weight)

Command uses user-defined “#
$conceptAssociation” Cyc predicate with
“subj-obj” parameter to derive Cyc concept
(?Concept) associations labelled as subject-
object syntactic dependency relation
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6 Testing and Results

We have tested our system on various encyclopedia articles describing concepts from
different domain. First, we conducted an experiment using multiple articles about
grapefruits. In this experiment, we increased the number of analyzed articles on each
run of the system, starting with a single article. Figure 11 illustrates new sentences
created by the system. These results show the progression of sentence structure from
simple subject-predicate-object triplet to more complex structure enhanced by the
adjective and adverb modifiers when more articles were processed by the system.

Next, we applied our system on five encyclopedia articles describing different types
of felines, including cats, tigers, cougars, jaguars and lions. Figure 12 shows main
topics and concepts extracted from the text and newly created sentences.

These results show that the system is able to abstract new concepts and create new
sentences that contain information synthesized from different parts of the documents.
Concepts like “canis”, “mammal meat” and “felis” were derived by the generalization
process and were not explicitly mentioned in the original documents. Our system yields
better results compared to the reported in [19]. New sentences created by the system
have structure that is more complex and contain information fused from various parts
of the text. More testing results are reported in [1].

“Grapefruit being fruit.” (a) 

“Grapefruit being colored edible fruit.” (b) 

“Colored grapefruit being sweet edible fruit.” (c)

Fig. 11. Test results of new sentences created for multiple articles about grapefruit; (a) – single
article, (b) – two articles, (c) – three articles [1].

Sentences: 
“Cat usually being na ve animal.” 

“Big felis usually being natural predatory animal.”
”Big felis usually being exo c animal.” 
“Big felis o en using killing method.” 
“Big felis o en using marking.” 

“Male feline o en killing prey.” 
“Male feline living historical mountain range.”

Topics (micro theories): 
• #$BiologyMt
• #$BiologyVocabularyMt
• #$HumanSocialLifeMt

Concepts: 
• #$Cat
• #$Domes cCat
• #$FelisGenus 
• #$FelidaeFamily
• #$Animal

Fig. 12. Test results of new sentences, concepts and main topics for encyclopedia articles about
felines [1].
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7 System’s Performance

The computational complexity of our proposed system is upper bounded by the
polynomial expression in the size of the vocabulary of the input documents and
therefore, the system is considered to be of the polynomial time complexity. Vocab-
ulary of the document is the number of the unique lemmas contained in the document.
Table 7 illustrates the performance of the system when applied to the encyclopedia
articles. The experiments were conducted on a machine with a 2.0 GHz Intel Xeon E5-
2620 CPU and 32 GB of RAM.

8 Conclusions and Future Work

The task of producing an abstractive summary of a given text is considered challenging
for humans and even more so for machines. Employing the semantic features and the
syntactic structure of the text together with the world’s largest knowledge base shows
great potential in creating abstractive summaries. In this chapter, we thoroughly
described the design and implementation of a knowledge-based abstractive summa-
rization system that can automatically composes new sentences as the summary. Our
knowledge-based system employs the Cyc knowledge base and its reasoning engine as
a backbone for commonsense and inferencing ability. The system creates a summary of
a given text by composing new sentences that contain the information aggregated from
the various parts of the text. The structure of the summary sentences is enhanced from
simple subject-predicate-object triplets to a more complex structure by adding adjective
and adverb modifiers. Although our system is able to generate new abstractive sen-
tences, there is much more research potential to further develop such a knowledge
based system to compose new sentences as summary.

Future research potential includes enhancing the domain knowledge since the
semantic knowledge and reasoning are limited to the functionality and performance of
the underlining commonsense knowledge base. Our system is currently as knowl-
edgeable as the capabilities of the Cyc knowledge base that is currently the largest
ontology of commonsense knowledge. For future improvement, a system could use the

Table 7. System performance scores using encyclopedia articles.

# of
articles

Article
name(s)

Source(s) Vocabulary size
(Lemmas)

CPU time
(Seconds)

3 “Grapefruit” Wikipedia,
Morton,
New world
Encyclopedia

1988 2608

5 “Cat”
“Tiger”
“Cougar”
“Jaguar”
“Lion”

Wikipedia 5812 6974
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information derived from the whole World Wide Web as a domain knowledge. This
would possess challenging research questions such as information inconsistency and
sense disambiguation. In addition, a robust inference engine would be required to
process the information correctly and in a timely fashion. Another potential research is
to improve the process and the structure of composing new sentences. Our system
currently uses subject-predicate-object triplets enhanced by adjective and adverb
modifiers. It does not yet resemble the structure of the sentences created by human. The
structure of newly created sentences can be improved by using a more sophisticated
representation of the syntactic structure of the sentence, such as graph representation.
Moreover, another future research direction is to compose several connected sentences
to form a coherent abstract. Currently, the sentences created by our system are not
directly connected to each other. One possible enhancement is by representing the
whole document as a graph of connected concepts with various relationships among
them and then creating new sentences based on these relationships. Much more
research is needed for a machine to create a coherent abstract to summarize documents.
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Abstract. The challenges of the Arabic language and the lack of resources have
made it difficult to provide Arabic Question Answering (QA) systems with high
accuracy. These challenges motivated us to propose AlQuAnS-an Arabic Lan-
guage Question Answering System that gives promising accuracy results. This
paper proposes a modified version of AlQuAnS with a higher accuracy. The
proposed system enhances the accuracy of the question classification, semantic
interpreter and answer extraction modules. The provided performance evaluation
study shows that our modified system outperforms other existing Arabic QA
systems, especially with the newly introduced answer extraction module.

Keywords: Arabic question answering systems �
Arabic morphological analysis � Question analysis � Question classification �
Answer extraction � Semantic analysis � Question expansion

1 Introduction

Question Answering has gained great attention lately after the great progress in the field
of Natural Language Processing (NLP), where Question Answering improves the
search experience by suggesting an explicit answer for a user’s provided question.

The process of question answering is as follows, when a user provides a question,
this question is analyzed from a linguistic point of view, in attempt to predict the
expected answer. Afterwards, related documents are searched to retrieve a valid answer
for the provided question.

Great research efforts are made to provide reliable QA in different languages.
unfortunately, Arabic QA doesn’t gain great attention in these contributions although
on 2016, 26 countries are using Arabic as their main language and 420 million people
around the world talk Arabic which makes Arabic the 6th most spoken language.

The main reasons for the few attempts for building Arabic Question Answering
systems are scarceness of Arabic datasets and the richness of Arabic morphology. The
Arabic morphological richness imposes the need for intelligent morphological analyzer
to process Arabic text.
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1.1 Arabic Morphology

Arabic is a rich morphological language which needs intelligent algorithms to analyze
its text. Morphological analysis is a process of figuring out the word features; such as:

• root or stem,
• morphological pattern,
• part-of-speech (noun, verb or particle)
• number (singular, dual or plural)
• case or mood (nominative, accusative, genitive or jussive)

of the word. The root-patterned nonlinear morphology of Arabic makes both the-
oretical and computational processing for Arabic text extremely hard.

Since Arabic has a completely different orthography based on standard Arabic
script going from right to left. Also, each letter has three different shapes depending on
its position within the word, where each letter may have a diacritic sign above or below
the letter. Changing the diacritic of one letter may change the meaning of the whole
word. Printed and online text come usually without diacritics leaving plenty of room for
word ambiguity.

Arabic is also a highly derivational language. It is a highly inflectional language as
well.

Word ¼ prefix esð Þþlemmaþsuffix esð Þ:

The prefixes can be articles, prepositions or conjunctions; whereas the suffixes are
generally objects or personal/possessive anaphora. Both prefixes and suffixes can be
combined, and thus a word can have zero or more affixes. Figure 1 shows an example
of the composition of an Arabic word.

The absence of capital letters is another challenge in the Named Entity Recognition
(NER) in Arabic [2, 3] Lots of Arabic names are adjectives; such as, “gameel”
(handsome), “zaki” (intelligent), or “khaled” (immortal).

Fig. 1. Example Arabic inflection [1].
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Last but not least, from a statistical viewpoint, if Arabic texts are compared to texts
written in other languages which have a less complex morphology, Arabic texts look
much sparser because of the inflectional characteristic of the language that we men-
tioned above. This specific characteristic of the language is the reason that makes it
more difficult to handle each task in Natural Language Processing (NLP).

2 Motivation

Because of the mentioned challenges, we were motivated to propose AlQuAnS [4] –
An Arabic Language Question Answering System that gives promising accuracy
results. In this paper, we propose a modified version of AlQuAnS with improved
accuracy of various modules. The overall performance results show that this modified
version gives enhanced performance compared to past related work.

The rest of the paper is organized as follows. In Sect. 3, we give a short survey on
the related standard work in the field of QA systems. Then, we focus on Arabic QA
systems. Section 4 contains an overview of the system architecture of AlQuAnS and
description of each system component. In Sect. 5 we show our modifications to
AlQuAnS. The system evaluation is presented in Sect. 6. Section 7 concludes the paper
and presents some ideas for our future work in this area.

3 Related Work

A Question Answering system is a system that takes an input question from the user,
retrieves the related result sets to the question topic and then extracts an exact answer to
the question to be returned to the user. A typical state-of-the-art Question Answering
system, divides the Question Answering task into three core components:

• Question Analysis (including Question preprocessing and classification),
• Information Retrieval (or document retrieval),
• Answer Extraction.

Question classification plays an essential role in QA systems by classifying the
submitted question according to its type. Information retrieval is very important for
question answering, because if no correct answers are present in a document, no further
processing can be carried out to find the answer. Finally, answer extraction aims at
retrieving the correct passage containing the answer within the retrieved document.

3.1 Latin QA Systems

Kngine stands for Knowledge Engine (Kngine, n.d.) is a knowledge engine that is
designed to give direct answers for questions. Kngine leverages natural language
processing, machine learning, and data mining algorithms to build an extraction engine,
that learns meaningful concepts, information and relationships from data. The authors
claim that Kngine is the world’s first multi-language question answering engine.
Currently, Kngine supports English and other languages as Arabic, German and
Spanish based on translation from the English language.
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The authors of [5] propose an offline strategy for QA in which information is
extracted automatically from electronic offline texts and stored for quick and easy
access. The system extracts semantic relations (e.g., concept-instance relations)
between lexical items using multiple Part-Of-Speech (POS) patterns. Then, it filters out
the noise from the extracted relations using a machine-learned classifier. At the end, it
tests the feasibility of this strategy on one semantic relation and a challenging subset of
questions, which can be extended to include other types of questions.

LAMP [6] is a web-based QA system that takes advantage of the snippets in the
search results returned by a search engine like Google. Asking a question such as “Who
was the first American in space?”, LAMP submits the question to Google and grabs its
top 100 search results. Then, the system utilizes a Support Vector Machine (SVM) to
classify the questions (e.g., this question asks for a person name). The system then
extracts all information of the same type from the search result sets as plausible answers,
using a Hidden Markov Model (HMM)-based named entity recognizer. For each plau-
sible answer, the system constructs a snippet cluster which is composed of all the snippets
containing that answer. For each plausible answer, the system constructs a snippet cluster
which is composed of all the snippets containing that answer. Finally, the system uses
cosine similarities between clusters and the question to get the best cluster that matches
the question and returns the named entity that represents the best matching cluster.

The work of [7] addresses the problem where queries and relevant textual content
significantly differ in their properties and are difficult to match with traditional infor-
mation retrieval methods. A novel algorithm is presented that analyses the dependency
structures of the known valid answer sentence. These acquired patterns are used to
more precisely retrieve relevant text passages from the underlying document collection.
The positions of key phrases in the answer sentence relative to the answer itself are
analyzed and linked to a certain syntactic question type. The algorithm does not require
a candidate sentence to be similar to the question in any respect.

IBM developed a statistical QA system for TREC 9 [8]. It is an application of
maximum entropy classification for question and answer type prediction and named
entity marking dealing only with fact-based questions. The system retrieves documents
from a local encyclopedia. Then, it performs query expansion and, finally, does passage
retrieval from the TREC collection. The paper also describes the answer selection
algorithm. It determines the best sentence given the question and the occurrence of the
expected answer type by minimizing various distance metrics applied over phrases or
windows of text. For TREC 10 [9], IBM adapted the system to de with definition type
questions and completed the trainability aspect of their QA system. The authors
introduce the following:

• new and refined answer tag categories,
• query expansion lists,
• focus expansion using WordNet,
• dependency relationships using syntactic parsing, and
• a maximum-entropy formulation for answer selection.

For TREC 11, IBM collected a 4,000 question-answer corpus based on trivial
questions for training and developed answer patterns for the TREC collection of
documents [10]. The authors added three more features including:
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• the occurrence of the answer candidate on the web,
• the re-ranking of answer candidate window using a statistical MT dictionary, and
• developed lexical patterns from supervised training pairs.

3.2 Arabic QA Systems

QARAB [11] is a QA system to support the Arabic language. The system is based on
the three-module generic architecture:

• question analysis,
• passage retrieval, and
• answer extraction.

It extracts the answer from a collection of Arabic newspaper text. For that, it uses a
keyword matching strategy along with matching simple structures extracted from both
the question and the candidate documents selected by the information retrieval module
using an existing tagger to identify proper names and other crucial lexical items. The
system builds lexical entries for them on the fly. For system validation, four native
Arabic speakers with university education presented 113 questions to the system and
judged whether the answers of the system are correct or not.

The Arabic language was introduced for the first time in 2012 in the QA4MRE lab
at CLEF [12]. The intension of the research is to ask questions which require a deep
knowledge of individual short texts and in which systems are required to choose one
answer from multiple answer choices. The work uses shallow information retrieval
methods. Unfortunately, the overall accuracy of the system is 0.19 and the questions
proposed by CLEF are suitable only for modern Arabic language.

ALQASIM [13] is an Arabic QA selection and validation system that answers
multiple choice questions of QA4MRE @ CLEF 2013 test-set. It can be used as a part
of the answer validation module of any ordinary Arabic QA system. It comes up with a
new approach like the one used by human beings in reading tests. A person would
normally read and understand a document thoroughly, and then begins to tackle the
questions. So, the suggested approach divides the QA4MRE process into three phases:

• document analysis,
• locating questions and answers,
• answer selection.

ArabiQA [1] is a QA system that is fully oriented to the modern Arabic language.
ArabiQA is obeying to the general norms reported at the CLEF conference. However,
the system is not complete yet. The following points is a part of the researchers’
investigation, as listed in their work:

• The adaptation of the JIRS passage retrieval system to retrieve passages from
Arabic text.

• The development of the annotated ANERcorp to train the Named Entity Recog-
nition (NER) system.
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• The development of the ANERsys Named Entity Recognition system for modern
Arabic text based on the maximum entropy approach.

• The development of an Answer Extraction module for Arabic text for factoid
questions (Who, where and when questions).

DefArabicQA [14] presents a definitional QA system for the Arabic language. The
system outperforms the use of web searching by two criteria. It permits the user to ask
an ordinary question (e.g., “What is X?”) instead of typing in a keyword-based query. It
then attempts to return an accurate answer instead of mining the web results for the
expected information. The question topic is identified by using two lexical question
patterns and the answer type expected is deduced from the interrogative pronoun of the
question. Definition ranking is performed according to three scores: a pattern weight
criterion, a snippet position criterion, and a word frequency criterion.

The IDRAAQ [15] system is another Arabic QA system based on query expansion
and passage retrieval. It aims at enhancing the quality of retrieved passages with
respect to a given question. In this system, a question analysis and classification
module to extract the keywords, identify the structure of the expected answer and form
the query to be passed to the Passage Retrieval (PR) module. The PR extracts a list of
passages from an Information Retrieval process. Thereafter, this module performs a
ranking process to improve the relevance of the candidate passages. Finally, the
Answer Validation (AV) module validates an answer from a list of candidate answers.

Al-Bayan [16] is a domain specific Arabic QA system for the Holy Quran. It takes an
Arabic question as input and retrieves semantically relevant verses as candidate passages.
Then, an answer extraction module extracts the answer from verses obtained accompanied
by their Tafseer (standard explanations of Quran). The system has four functionalities:

• It merges two Quranic ontologies and uses two Tafseer books.
• It applies a semantic search technique for information retrieval.
• It applies a state-of-the-art technique (SVM) for question classification.
• It builds Quranic-based training data sets for classification and Named Entities

Recognition (NER).

4 System Architecture

4.1 Overview

Our proposed system is a modification of AlQuAnS – An Arabic Language Question
Answering System [4]. We share the same architecture of AlQuAns except for some
enhanced modules. Figure 2 shows the system architecture with modified modules
highlighted.

AlQuAns is a QA system that works on an open domain and supports the Arabic
language. The system consists of 4 main modules:

• Arabic pre-processor module: which preprocess input questions to make the data
retrieval more accurate.

• Question analysis module: which includes 2 submodules; query expansion and
question classification.
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• Semantic information retrieval module: which can retrieve the semantically related
documents.

• Answer extraction module: which extracts the ranked answers to the input questions
from the retrieved documents with high accuracy.

Arabic Preprocessor. Text Preprocessing is done by applying morphological analysis
software to identify the structure of the text. Typical operations include:

• normalization,
• stemming,
• Part-Of-Speech (POS) tagging, and
• stop words removal.

Morphologically, the Arabic language is one of the most complex and rich lan-
guages. Thus, morphological analysis of the Arabic language is one of the complex
tasks that has been popular in recent research. The AlQuAnS relies on MADAMIRA
[17]. MADAMIRA combines the best aspects of two previously commonly used
systems for Arabic processing, MADA found in [18] and AMIRA found [19].

MADA is a system for Morphological Analysis and Disambiguation for Arabic.
The primary purpose of MADA is to, given raw Arabic text, derive as much linguistic
information as possible about each word in the text, thereby reducing or eliminating
any ambiguity surrounding the word. MADAMIRA also includes TOKAN, a general
tokenizer for MADA-disambiguated text [18]. TOKAN uses the information generated
by the MADA component to tokenize each word according to a highly-customizable
scheme. AMIRA is a system for tokenization, part-of-speech tagging, Base Phrase
Chunking (BPC) and Named Entity Recognition (NER).

Question Analysis. The AlQuAnS divides this module to Query Expansion (QE) and
Question Classification. For query expansion, the content and the semantic relations of
the Arabic WordNet (AWN) ontology [20] are used. The AWN ontology is a free
resource for modern standard Arabic. It is based on the design and the content of
Princeton WordNet (PWN) [21]. It has a structure similar to wordnets and exists for

Fig. 2. The overall system architecture (adapted from [4]).
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approximately 40 languages. It is also connected to the Super Upper Merged Ontology
(SUMO) [22]. SUMO is an upper level ontology which provides definitions for general
purpose terms and acts as a foundation for more specific domain ontologies.

Our semantic QE approach uses four semantic relations among those existing
between AWN synsets (items), words and forms. Therefore, the approach defines four
sub-processes for the query expansion:

• QE by synonyms,
• QE by definitions,
• QE by subtypes, and
• QE by supertypes.

For question classification, The AlQuAnS uses the Support Vector Machines
(SVM) classifier since it has shown to produce the best results during our experiments.
Question classification needs a taxonomy to classify question types. AlQuAnS uses the
work of Li and Roth [23]. which provides a hierarchical classifier, taxonomy and data
to be used in English question classification. Since 2002, Li and Roth work has been
used by all researchers who are interested in building QA systems. They propose a two-
layered question taxonomy which contains six coarse grained categories and 50 fine
grained categories. The coarse-grained categories are listed below.

• Abbreviation
• Description
• Entity
• Human
• Location
• Numeric value

In AlQuAnS we limit the taxonomy to LocationCity, LocationCountry, Human,
Individual, NumericDate). With these four sub-categories, we focus more on a QA
system that can answer questions that ask for cities, countries, humans individuals and
different kind of dates (birthdays, event dates, etc.).

Information Retrieval. The Information Retrieval module consists of two submod-
ules: The Online Search Engine and the Passage Retrieval submodules. Our system is
designed to interface with common search engine modules. However, in our imple-
mentation, we choose the Yahoo API to be comparable to previous systems using the
same API, e.g. [15]. For the Passage Retrieval submodule, AlQuAnS we construct a
general Semantic Interpreter (SI) that can represent text meaning. The Semantic
Interpreter depends on the Explicit Semantic Analysis (ESA) approach proposed in
[24]. More details on this module are given in Sect. 5.1.

Answer Extraction. The purpose of the Answer Extraction (AE) module is to search
for candidate answers within the relevant passages and extract the most likely answers.
Using certain patterns for each type of question is the main approach. In general,
patterns can be written by people or learnt from a training dataset. The type of the
expected answers is always taken into consideration. The AlQuAns used a Named
Entity Recognition system with the patterns extracted for each question type by
adapting the approach proposed in [4].
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The Answer Extraction module of AlQuAns is composed of three phases. The first
and second phases are based on the approach in [4]. The first phase is to use the web
documents retrieved by the Passage Retrieval module to construct a table of patterns for
each question type. The second phase is to rank these patterns by calculating their
corresponding precision. The third phase is to find the answer using the extracted
answer patterns then filter the answers using the NER of MADAMIRA.

5 Proposed Modifications

In this paper, we enhanced the results of “AlQuAns” by modifying 2 modules, namely
the Semantic Interpreter module and the Named Entity Recognition (NER) module.
The NER module affects both the Answer Extraction module and the Question Clas-
sification module. The following subsections describe the modifications done in detail.

5.1 Semantic Interpreter

In AlQuAnS, we used the Explicit Semantic Approach (ESA) proposed in [24] with
11,000 Arabic Wikipedia documents to build the semantic interpreter. This leads to a
short concept vector and hence less accuracy. In this paper, we use the whole Arabic
Wikipedia dump of January 2018 which includes more than 1 million documents to
build the semantic interpreter. This leads to a larger concept vector that enhances the
accuracy of the semantic interpreter and the overall system performance. The following
subsections describes in detail the Explicit Semantic Analysis approach and the way
used in our system to compute the semantic relatedness between the question and the
candidate answers.

Explicit Semantic Analysis. Given a set of concepts, C1, …, Cn, and a set of asso-
ciated documents, d1, …, dn, we build a sparse table T where each of the n columns
corresponds to a concept, and each of the rows corresponds to a word that occurs in
[ i¼1...n di. An entry T [i, j] in the table corresponds to the term frequency–inverse
document frequency (tf-idf) value of term ti in document dj.

T i; j½ � ¼ tf ti; dj
� �

:log
n
dfi

ð1Þ

Where term frequency is defined as:

tf ti; dj
� � ¼ f1þ log count ti; dj

� �
if count ti; dj

� �
[ 0 0 otherwise ð2Þ

and d fi = |{dk: ti 2 dk}| is the number of documents in the collection that contains the
term ti (document frequency). Finally, cosine normalization is applied to each row to
discard differences in document length:

T i; j½ �  T i; j½ �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPr
l¼1 T i; j½ �p ð3Þ

where r is the number of terms.

192 A. Abdelmegied et al.



The semantic interpretation of a word ti is obtained as a row i of table T. In other
words, the meaning of a word is given by a vector of concepts paired with their tf-idf
scores, which reflects the relevance of each concept with respect to the word. The
semantic interpretation of a text fragment, ⟨t1, …, tk⟩, is the centroid of the vectors
representing the individual words. This definition allows us to partially perform word
sense disambiguation. Consider, for example, the interpretation vector for the term
“mouse”. It has two sets of strong components, which correspond to two possible
meanings: “mouse (rodent)” and “mouse (computing)”. Similarly, the interpretation
vector of the word “screen” has strong components associated with “window screen”
and “computer screen”. In a text fragment such as “I purchased a mouse and a screen”,
summing the two interpretation vectors will boost the computer-related components,
effectively disambiguating both words. Table T can also be viewed as an inverted
index, which maps each word to a list of concepts where it appears. Inverted index
provides a very efficient computation of distance between interpretation vectors.

Computing the Semantic Relatedness. ESA represents text as interpretation/concept
vectors in the high-dimensional space of concepts. With this representation, computing
semantic relatedness of text simply amounts to compare their vectors.

The user’s question is passed to a search engine, e.g., Yahoo or Google, and the
retrieved snippets are ranked using ESA. To determine the semantic relatedness
between the question and the retrieved snippets, we compute the concept vectors of the
question and the snippets using the Explicit Semantic Analysis module. Then, we
compute the cosine similarity between the question concept vector and the concept
vector of each snippet i. The result scores are used to select the top-scoring snippets
that are relevant to the question. The more similar the snippets vector to the query
vector is, the more likely it is related to the question as illustrated in Fig. 3.

5.2 Named Entity Recognition

The Answer Extraction module finds the matching patterns regardless of the answer
word type, so it can extract irrelevant words as an answer like prepositions. Pat-
tern <Name> <Answer> may give answer “In Pyramids” and considers the proposi-
tion “In” to be an answer. That is why we use a NER to filter the answer. Using the
NER of MADAMIRA, we check the answers because we restrict ourselves to four
types of questions: LocationCountry, LocationCity, HumanIndividual and Numer-
icDate. NER of MADAMIRA can find the named entities of words in the three major

Fig. 3. The semantic relatedness between a question and a snippet (adapted from [25]).
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categories: LOC, PERS and ORG. Other words that do not belong to these categories
will not be added to the dictionary made for the word types. The answers of Loca-
tionCountry and LocationCity questions are expected to be a location. For the
NumericDate question type, we check its validity by checking if the word is a number
or a month name. So, the system checks the words in the dictionary to make sure that
these words are recognized to be entities. Our best approach is to check if these words
are entities or not to be accepted as an answer.

The NER of Farasa [26] vs the NER of MADAMIRA. In AlQuAns we use the NER
of MADAMIRA, that gives good results in general. But we found in our experiments
that, for the Organization type, this NER fails in detecting English words that are
translated to Arabic by just changing letters, (i.e., transliterated), e.g., UNICEF =
. Farasa [26], which is a new alternative to MADAMIRA, claims to detect this type of
words with a better accuracy due to the relatively small MADAMIRA’s English/Arabic
dictionary.

In addition, Farasa’s performance regarding other categories of entities is also better
than that of MADAMIRA. Table 1 shows the results of an experimental study that we
conducted on the NER of Farasa and MADAMIRA, using Trec and Clef datasets [15].

5.3 Question Classification

The performance of the question classification module is also improved because of
using a more accurate NER. This module specifies the question type to be used later in
the answer extraction module, so its importance increases due to the direct dependency
of the answer extraction on it. This module is composed of 3 components:

1. MADAMIRA as a stemmer and as a POS tagger
2. Farasa as an NER
3. SVM classifier, which takes a bag of words, the question term and the recognized

named entities as features.

6 System Evaluation

We measure the performance improvements made to the new version of AlQuAnS
using the standard metrics for QA evaluation, namely, Accuracy, Mean Reciprocal
Rank (MRR) and Answered Questions (AQ). Also, we include previously established
Arabic question answering systems result, such as [1, 15].

Table 1. Accuracy comparison between the NER of MADAMIRA and Farasa.

Precision Recall F-measure
MadaMira Farasa MadaMira Farasa MadaMira Farasa

PERS 0.77 0.87 0.63 0.87 0.7 0.86
LOC 0.82 0.97 0.72 0.62 0.77 0.76
ORG 0.63 0.76 0.53 0.56 0.57 0.65
Total 0.79 0.89 0.66 0.68 0.71 0.78
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The definitions of these metrics are given below.

Accuracy ¼ 1
Ns

X
k 2 S

Vk;1 ð4Þ

MRR ¼ Averagek2S
1
5

X5
j¼1

Vk;j

 !
ð5Þ

AQ ¼ 1
Ns

X
k2S

max Vk;j
� � ð6Þ

Where Vk;j equals 1 if the answer to question k is found in the passage having the
rank j, 0 otherwise.

The following subsections include the evaluation results of the question classifi-
cation module, the answer extraction module and the overall modified system.

6.1 Question Classification

As stated previously, the NER affects the performance of the question classification
module. Using the taxonomy of Li and Roth [23], Table 2 shows the results of the
modified system and AlQuAns when applied on Clef and Trec dataset [15].

6.2 Answer Extraction

Using the CLEF and TREC datasets used in evaluating the system in [15], we divide
the datasets into training and testing sets. Together, they consist of 2,242 questions that
pass through the Answer Extraction module. The results are shown in Table 3 which
compares the accuracy of the Answer Extraction modules of the first version of
AlQuAnS, its modified version and the corresponding module in Abouenour [15].

Table 2. Comparison between the first version of AlQuAnS and its modified version.

Precision Recall F-measure
AlQuAns Modified

version
AlQuAns Modified

version
AlQuAns Modified

version

Entity 26.70% 26.70% 22.20% 22.20% 24.20% 24.20%
Human 70.80% 73.90% 86.30% 89.00% 77.80% 80.70%
Location 78.10% 81.30% 71.40% 74.30% 74.60% 77.60%
Number 97.80% 97.80% 84.60% 86.50% 90.70% 91.80%

Table 3. Comparison between answer extraction accuracies.

Abouenour AlQuAns Modified

Answer extraction 15.3% 50.9% 55.66%
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6.3 Explicit Semantic Analysis Evaluation

In this subsection, we are going to compare the overall performance of the modified
version of our system before and after enhancing the Explicit Semantic Analysis
(ESA) component (by using the whole Arabic Wikipedia dump of January 2018 for
building the semantic interpreter). Again, we benchmark the system against the work in
[15]. For that, we managed to get the same training and benchmarking datasets. We
update these datasets to adapt the answers since search engines deliver different; yet
correct; results over time. For example, “How many Syrian refugees live in Jordan?”.
The answer changes each year.

As in the previous version of AlQuAnS, the ESA component provides a list of
documents for each question ranked in decreasing order based on relatedness to the
question.

As in AlQuAnS, we give the question and the set of documents to ESA module
which process both to produce a list of most five related documents in decreasing order
of relatedness to the given question. In AlQuAns, we proposed a method for ESA
evaluation - which was used to get comparable results with the system in [15]. In this
method, each document in the list is examined to check if there is an exact match with
the answer or not. If this is true, then the document is considered a candidate that
contains the question answer.

A criticism of this method is that if the answer is “ 10” and the document
contains “ 10”, this document will not be considered a candidate that
contains the answer. To avoid false negative cases, like the one mentioned above, we
propose another method, Method 2, where instead of searching for the whole text we
verify that all terms of the answer exit in addition to more than 25% of the question
terms.

Due to high Arabic inflection, we propose a third method, Method 3, in which we
stem documents, questions and answers terms and then apply method 2. Also, we
combine some question terms with answer terms which can give better results. For
example, consider the question:

“ ” and the answer which is just “ 10”. If we depend only on
the answer terms to judge whether a document is a candidate to contain the question’s
answer or not, this may produce a false positive result since the answer terms don’t
enforce to whom this 10 million belong.

Tables 4, 5 and 6 present the results of the overall system evaluation of AlQuAnS
and its modified version (compared to [15]) for each of the proposed methods.

Table 4. Overall system evaluation using method 1.

Accuracy QA MRR

Abouenour 20.20% 26.74% 9.22
AlQuAns 22.79% 47.67% 8.1
Modified version 23.32% 43.3% 7.8

196 A. Abdelmegied et al.



7 Conclusions and Future Work

Question answering is becoming more and more an essential part of our communi-
cation with the different devices and not only limited to search engines as it used to be.
For example, chat bots are becoming the new way to communicate with computers.
The importance of the question answering is increasing, to become a corner stone in the
Natural Language Processing (NLP) field in the coming years.

In this paper, we propose a modified version of our Arabic Language Question
Answering System (AlQuAnS). The proposed version enhances the accuracy of the
question classification, semantic interpreter and answer extraction modules. We tried to
push the currently existing components of the system to their limits to show that
without introducing new components, just with more efforts with the current archi-
tecture and modules, we can reach a higher accuracy. The provided performance
evaluation study shows that our modified version outperforms the previous version in
addition to other existing Arabic QA systems.

Deep learning became one of the main components in many of the Natural Lan-
guage Processing tasks, because of the impressive results it provides without the need
to feature engineering. We intend to extend our work by applying deep learning
techniques which are expected to give more enhancement to the overall performance of
our system.
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Abstract. Cooperative manufacturing is a new trend in industry, which
depends on the existence of a collaborative robot. A collaborative robot is
usually a light-weight robot which is capable of operating safely with a human
co-worker in a shared work environment. During this cooperation, a vast amount
of information is exchanged between the collaborative robot and the worker.
This information constructs the cooperative manufacturing knowledge, which
describes the production components and environment. In this research, we
propose a holonic control solution, which uses the ontology concept to represent
the cooperative manufacturing knowledge. The holonic control solution is
implemented as an autonomous multi-agent system that exchanges the manu-
facturing knowledge based on an ontology model. Ultimately, the research
illustrates and implements the proposed solution over a cooperative assembly
scenario, which involves two workers and one collaborative robot, whom
cooperate together to assemble a customized product.

Keywords: Ontology-based solution � Cooperative manufacturing �
Holonic control � Multi-agent system

1 Introduction: Challenges in Cooperative Manufacturing

Cooperative and collaborative manufacturing are new terms in industry, which are
usually mixed with each other. The reason behind this confusion is that both terms
involve a cooperative/collaborative robot (cobot). However, a slight difference can
distinguish between the two terms. In cooperative robotics, both the worker and the
cobot are sequentially performing separate tasks over the same product in the same-
shared workspace. But in collaborative robotics, they perform a shared task simulta-
neously [1]. The goal of the cooperative manufacturing is to combine the advantages of
both the cobot and the worker at the same time, to afford a new intelligent manufac-
turing technique. However, with this new technique appears new challenges [2].

Figure 1 shows the challenges in cooperative robotics. These challenges are beyond
the physical safety of the worker during the cooperation, which already gained a great
focus in robotics research [3]. The first challenge after ensuring the worker physical
safety, is to achieve the physical interaction between the cobot and the worker. The
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physical interaction can be achieved via a group of sensory and User Interface
(UI) devices. The sensors and the UI convert the worker actions into input information.
Exchanging this information with the cobot and the other manufacturing components is
the second challenge in collaborative manufacturing. The third challenge is to build the
manufacturing knowledge from this exchanged information. Thus, this knowledge is
used to plan and control the manufacturing activities. Ultimately, comes the final
challenge of collecting the knowledge from all the manufacturing components and
reason it to provide collective decisions.

2 Problem Formulation

This article is focusing on two important challenges in cooperative manufacturing,
which are discussed as below:

Manufacturing knowledge and environment representation: the abstract represen-
tation of the facts and the objects within the cooperative workcell is an essential
necessity to establish a successful cooperation. Thus, in order to construct the coop-
erative manufacturing concept, a proper approach is required to describe the shared
environment between the worker and the cobot including themselves. Also, the other
production components such as the product parts and the manufacturing tools.
Descriptive meta-data representation is essential to give a meaning of the objects, tasks,
and operations within the cooperative workcell. Structural meta-data are required to
structure bonds between the objects to compound new descriptive meta-objects, this
also can be done by associating new attributes to an existing object. Also, the structure
meta-data can be used to define the parent-child relation among the objects. Finally,
administrative meta-data is required to control the cooperative task assignment and the
cooperation planning, management, and execution.

Fig. 1. Cooperative robotics challenges.
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Manufacturing knowledge exchanging: the knowledge is useless, unless it is exchan-
ged and being used in reasoning. The knowledge cannot be shared unless a proper mean of
communication allows its exchange. Due to the fundamentals of the Human-Robot
Interaction (HRI), the information exchange is as much important as the physical safety.
The manufacturing information and communication control system can be seen as the
nervous system which connects the cobot and the worker together in one body. In the
absence of the propermanufacturing control solution, themaximumusability of a cobot can
never be reached, because it loses its real value as a smart tool. The challenge from the
research point of view is to provide a communication language which can express the
relations among the cooperative workcell components. Moreover, the actions and opera-
tions that can be performed by these components. Putting into consideration that this
communication language should be human readable and in the same time can be processed
by themachine (i.e., the cobot). The challenge from the technical point of view is to provide
a communication mean that grantees the industrial connectivity (i.e., interoperability).

3 Solution Preliminaries

3.1 Autonomous Agent Communication

A software agent is a computer system situated in a specific environment that is capable
of performing autonomous actions in this environment in order to meet its design
objective. An agent is autonomous by nature; this means that an agent operates without
a direct intervention of the humans, and has a high degree of controlling its actions and
internal states [4]. In order to achieve this autonomy, an agent must be able to fulfil the
following characteristics:

• Social: can interact with other artificial agents or humans within its environment in
order to solve a problem.

• Responsive: capable of perceiving its environment and respond in a timely fashion
to the changes occurring in it.

• Pro-active: able to exhibit opportunistic, goal directed behavior and take initiative.

Conceptually, an agent is a computing machine which is given a specific problem to
solve. Therefore, it chooses certain set of actions and formulates the proper plans to
accomplish the assigned task. The set of actions which are available to be performed by
the agent are called a behaviour. The agent behaviours are mainly created by the agent
programmer. An agent can execute one or more behaviour to reach its target. The
selection of an execution behaviour among others would be based on a certain criteria
which has been defined by the agent programmer. Building an execution plan is highly
depending on the information which the agent infers from its environment including the
other agents. A Multi-Agent System (MAS) is a collective system composed of a group
of artificial agents, teaming together in a flexible distributed topology, to solve a
problem beyond the capabilities of a single agent [5].

Java Agent DEvelopment (JADE) is a distributed middleware framework that can be
used to develop an MAS as it is shown in Fig. 2 [6]. Each JADE instance is an inde-
pendent thread which contains a set of containers. A container is a group of agents run
under the same JADE runtime instance. Every platform must contain a main container.
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A main container contains two necessary agents which are: an Agent Management
System (AMS) and a Directory Facilitator (DF). AMS provides a unique Identifier
(AID) for every agent under its platform to be used as an agent communication address.
While the DF announces the services which agents can offer under its platform, to
facilitate the agent services exchange, so that every agent can obtain its specific goal.
JADE applies the reactive agent architecture which complies with the Foundation for
Intelligent Physical Agent (FIPA) specifications [7]. FIPA is an IEEE Computer Society
standards organization that promotes agent-based technology and the interoperability of
its standards with other technologies. JADE agent use FIPA-Agent Communication
Language (FIPA-ACL) to exchange messages either inside or outside its platform.

JADE agent follows FIPA communication model stack which is very similar to the
TCP/IP model as it can be seen in Fig. 3. Generally, a communication architecture
model is a stack of layers, each layer specifies a set of data flow, information man-
agement, and communication control standard protocols. The purpose of a commu-
nication architecture model is to exchange the services and the information among the
computing machines within a wired or a wireless network. FIPA communication model
has in total 9 layers. The first 3 lower layers are exactly the same as in the TCP/IP
model, while the upper 6 layers equal together to the application layer in the TCP/IP
model. A brief description of FIPA communication model can be seen as below:

1 Physical Interaction Layer: this layer is linked directly to the actual network
medium which is a part of the computing machine hardware. Standard IEEE 802.3-
Ethernet and IEEE 802.11-Wireless Ethernet protocols are responsible for
sending/receiving the network data packets.

2 Communication Interaction Layer: this layer uses the Internet Protocol (IP) to
pack/unpacking the data into/from the IP datagrams. Also it provides the right
network rout and IP-address for the datagrams.

3 Transport Layer: the transport layer makes sure that the IP datagrams are delivered
from the source to the destination and vice-versa. Two famous communication
control protocol can be used in this layer, which are Transmission Control Protocol
(TCP) and User Datagram Protocol (UDP). TCP deploys a fixed length datagram
via peer to peer connection with a reliable acknowledgment of packets delivery.
While UDP deploys a variable length datagrams via peer to peer or broadcasting
connection with no need of packets delivery acknowledgment.

Fig. 2. JADE framework - an example.
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4 FIPA ACL-Message Encoding Layer: this layer specify the message presentation
standard format. Extensible Markup Language (XML) can be used to XML is the
most famous standard to represent a structured electronic message. Other FIPA
standard format such as String and bit-efficient can be also used to represent and
ACL- Message.

5 FIPA ACL-Message Transport Layer: Message Transport Layer (MTP) is imple-
menting standard application protocols which deal with the web applications such
Hypertext Transfer Protocol (HTTP), Internet Inter-ORB Protocol (IIOP), and
Wireless Application Protocol (WAP). These protocols are designed to facilitate the
distributed collaborative information exchange via request-response interaction in
client/server computer model.

Fig. 3. An analogy between FIPA and TCP/IP communication model architectures.

Fig. 4. (a) ACL-message structure [Fip15] – (b) ACL-message example.
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6 FIPA ACL-Message Structure Layer: an ACL-Message has a standard structure
which is necessary to encode the message. An ACL-Message structure depends on
the upper 6 layers of FIPA communication model. A schematic of an ACL-Message
structure can be seen in Fig. 4a and an example of the message can be seen in
Fig. 4b. The fields of an ACL are coded via the agent programmer and they can
vary due to the application and implementation approach.

7 FIPA ACL-Message Communication Layer: this layer is very important as it defines
a set of terms which are mandatory to build an ACL-Message. FIPA-ACL is the
official FIPA standard communication language which extends the features of
Knowledge Query and Manipulation Language (KQML). For example, the com-
munication act is a mandatory filed which has a standard values which are defined
by the FIPA. The value of a commutation act can be seen as a specific type of the
message which must express the purpose of the message as it is shown in Table 1.
A conversation-ID field is mandatory field as well, however its value is up to the
agent coder. A conversation-ID is very important concept to track a thread of
messages in a specific conversation during the interaction.

8 FIPA ACL-Message Ontology Layer: an ACL-Message is flexible to afford dif-
ferent levels of conversation complexity. A String based massage is the simplest
form of conversation among FIPA agents. However in a complex agent conver-
sation scenario, an ontology-based content will be the proper conversation method.
In ontology-based ACL-Message, some specific ontology languages are used to
structure the message. FIPA support Resource Description Framework (RDF), Web
Ontology Language (OWL), and Unified Modeling Language (UML) which are the
most common languages to code an ontology.

9 FIPA ACL-Message Content Layer: FIPA goes beyond a conceptual modelling via
an ontology. An ontology model is often used by an agent to represent its own
environment. However, agents are meant to exchange and process information in
order to achieve MAS cooperation concept. Accordingly, reasoning an ontology
based message is an essential task of an autonomous agent. Therefore, FIPA supports
logic based ontology model via two languages which are FIPA Knowledge Inter-
change Format (FIPA-KIF) and FIPA Semantic Language (FIPA-SL). FIPA-KIF
and FIPA-SL languages allow to model the system knowledge based on first order
logic and commonly used in AI. Therefore, using a logic based ontology model
enables a reasoning software to process and analysis the knowledge of this model.

Table 1. FIPA ACL communication acts.

Communication act Purpose

Propose, accept-proposal, reject-proposal, cfp Negotiation
Request, request-when, query-if, query-ref Requesting information
Confirm, disconfirm, inform, inform-if, inform-ref Passing information
Agree, refuse, cancel, subscribe Performing actions
Not-understood, failure Error handling
Propagate, proxy Message referencing
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3.2 Ontology Concept in Cooperative Manufacturing

In philosophy, an ontology aims to study the nature of the existence and reality to form
tight relations among the beings whom are part of this reality. The word ontology
comes from combining two Greek words “Onto” which means a Being and “logia”
which means a Divine Origin. Thus, ontology can be translated literally into the origin
of the being. However, the concept of ontology has been frequently used in computer
science in association with the AI to define the relation among the software objects.
Although there is no a specific definition of the word ontology within the computer
science filed, the following definitions shall draw a complete understadning of the
meaning of ontology [8]:

• An ontology defines the basic terms and relations comprising the vocabulary of a
topic area as well the rules for combining terms and relations to define extensions
for this vocabulary [9].

• An ontology is a formal, explicit specification of a shared conceptualization [10].
• An ontology is a logical theory accounting for the intended meaning of a formal

vocabulary [11]. i.e., “it is a commitment to a particular conceptualization of the
world”.

• An ontology provides the meta-information to describe the data semantics, repre-
sent knowledge, and communicate with various types of entities (e.g., software
agents and humans) [12].

• An ontology can be described as the means of enabling communication and
knowledge sharing by capturing a shared understanding of terms that can be used
by both the humans and the machine software [13].

The previous definitions of ontology can derive a precise definition of the ontology
within the scope of cooperative manufacturing. Thus, an ontology is a conceptual tool
to represent and create a common understanding for the manufacturing workcell
entities. Furthermore, this common understanding would enable to exchange, reuse and

Fig. 5. An ontology example (cooperative operational resources).
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extend the manufacturing knowledge. An ontology based model is extending the
Object Oriented Programming (OOP) concepts by defining relations among the objects.
Figure 5 illustrates an ontology example of a cooperative workcell which achieves the
OOP concepts that can be summarized as the following:

• Abstraction: is a generalization process which can differ due to the context and the
• purpose of the code. In another words, abstraction is the process of exposing an

object parameters which are general and can be used by all the other objects within
the software domain.

• Encapsulation: can be seen as the opposite of abstraction. As it is simply means to
hide an object parameters which can only be used by the object, to fit the context of
the software domain.

• Inheritance: is the idea of having different instances of the same object with different
parameters value.

3.3 Agent Ontology-Based Interaction

An ACL-Message is the main tool which an agent uses to interact among the other
agents to achieve the cooperation goals. The power of an autonomous agent which
distinguishes it from a software object locates in its ability to interact rather than
applying static algorithms. An agent interaction is a form internal conversation where a
group of agents negotiate to reach a mutual acceptable agreement on a certain matter
[14]. An agent interaction can be based on cooperative or competitive negotiation.
Competitive negotiation takes place when the agents have conflicted local goals, which
every agent races to achieve with a minimum cost function. Cooperative negotiation
takes place when the agents have a common global goals, which they try to achieve
with a minimum cost function. Competitive and cooperative negotiation can exist along
together in the same MAS [15].

Fig. 6. Autonomous agents interaction pipe line example.
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From a philosophical point of view, an agent is similar to the human being who has
a group of behaviours and uses one or a group of them concurrently to respond to the
environment situations. From the software point of view, a behaviour is an event
handler routine which the agent uses to modify its parameters and negotiate with other
agents. JADE offers different behaviours which are used to build an agent, the most
common behaviours are discussed as below:

• One Shot Behaviour: is executed once when it is called by the agent, then it ends. It
is very useful to trigger an event and to send an ACL-Message.

• Cyclic Behaviour: stays active as long as the agent is alive. It is very useful to
receive a message with specific conversation-ID or communication act.

A software agent goes many steps farther than the software object by providing
new concepts and tools such as the behaviours and the ACL-Message. One of the main
roles of a behaviour is to control the follow of the ACL-Messages. The summation of
an agent behaviour and an ACL-Message should infer the meaning of an agent
interaction. The research in [16] states that “agent interaction is more powerful concept
than ordinary algorithm”. The main reason behind the previous statement that an
interaction is providing the capability of learning from the input/output history tracking
and changing the environment model based on this knowledge. While, algorithm is
static and meant to produce an output due to a specific input [17]. Furthermore, using
the concept of interaction via the agent behaviours and ACL-Messages, gives the agent
the sense of intelligence by taking its own decisions based on the interaction context as
it can be seen in Fig. 6.

Fig. 7. Agents communication via ontology.

Fig. 8. XML syntax versus FIPA-SL syntax.
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The representation of the content field of an ACL-Message is String data type in
case of simple agent conversation. However in a complex agent conversation, it is not
only a must to representing the software objects, but also the relations among these
object and the actions that they can perform as it is shown in the example in Fig. 7.
Therefore, an ontology-based content will be the proper conversation method. XML or
FIPA-SL languages are commonly used to represent an ACL-Message content. XML
and FIPA-SL are slightly different in their syntax as it can be seen in Fig. 8. However,
representing the ACL-Message in FIPA-SL is preferable in case of further reasoning of
the message is needed based on logic theory. The representation of an ACL-Message
can be also as a sequence of Bytes which is a light-weighted method from the pro-
gramming point of view, but not perforable at all as it is non-human readable language,
thus it cannot be debugged [18].

One of the advantages of using the ontology is the mutual understanding among the
software agent. In order to bring this mutual understanding among the agents, they
should communicate via the same syntax and semantics. JADE agents are written as a
JAVA code which obligate them to process JAVA objects. Therefore, during sending
an ontology-based message, the sender must convert its internal representation of the
message from JAVA syntax to the appropriate syntax of the corresponding content
language (i.e. XML, FIPA-SL, Bytes). However, before the syntax conversion,
semantic checking should be fulfilled. Thus, an agent must check and validate an
ontology-based ACL-Message against the domain semantics before converting it to the
proper syntax. Ontology schemas are the approach which an agent uses to express the

Fig. 9. Sending/Receiving mechanism of an ontology-based ACL-message.
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domain semantics. JADE agents define three types of schemas which can be sum-
marized as the following:

• Terms: a schema which contains expressions that indicate entities that exist in the
agent domain and that agents may reason about. Terms can be seen as primitives
which are atomic data types such as strings or integers, and concepts which are
complex structure such as objects.

• Predicate: a schema which contains expressions that describe the status of the agent
domain and the relationships between the concepts.

• Action: a schema which contains expressions that describe routines or operations
which can be executed by an agent.

During an ontology-based ACL-Message reception, the opposite mechanism of the
sending operation must be fulfilled. Therefore, the same schemas of the sender must be
accessible by the receiver in order to interpret the message content. An illustration of an
ontology-based ACL-Message interaction is shown in detail in Fig. 9.

4 Solution Concept: Holonic Control Architecture

In the late sixties, the term holon has been introduced for the first time by philosopher
Koestler [19]. Koestler developed the term as a basic unit in his explanation of the
evolution of the biological and social structures. Based on his observations that
organisms (e.g., biological cells) are autonomous self-reliance units, which have a
certain degree of independent control of their actions, yet they still subject to higher
level of control instructions. His conclusion was that any organism is a whole “holos”
and a part “on” in the same time, which derived the term holon [20]. The concept of
holon has been adopted in the early nineties by the intelligent manufacturing systems
(IMS) consortium, to define a new paradigm for the factory of the future. The following
terminologies has been defined by the IMS to provide a better understanding of the
Holonic Control Architecture (HCA):

• Holon: an autonomous cooperative building block of the manufacturing system that
can be used to transform, transport, store and/or validate the information and the
physical signals [21]. Figure 10 shows in detail the holon conceptual model.

Fig. 10. Holon conceptual model.
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• Autonomy: the capability of the holon to create and control the execution of its own
plans and/or strategies.

• Cooperation: a process whereby a set of holons develop mutually acceptable plans
and execute these plans together.

• Holarchy: a system of holons which cooperate to achieve a goal or objective. The
holarchy defines the basic rules for cooperation of the holons and thereby limits
their autonomy.

The HCA is basically a distributed control and communication topology which
divides the manufacturing process tasks and responsibilities over three basic holon
categories [22] which are as following:

• Product Holon (PH): is responsible for processing and storing the different pro-
duction plans required to insure the correct manufacturing of a certain product.

• Order Holon (OH): is responsible for composing, managing the production orders.
Furthermore, in a small-scale enterprise, it should assign the tasks to the present
operating resources and monitor the execution status of the assigned tasks.

• Operational Resource Holon (ORH): is a physical entity within the manufacturing
system, it can represent a robot, machine, worker, etc. The ORH is usually com-
posed of two components. The first component is the physical component which
represents the physical input/output (I/O) of a resource. The second component is
the communication component which is responsible for translating the I/O events
into information and conducting them to the other holons and vice-versa

Fig. 11. Cooperative assembly workcell - a case study.
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Figure 11 illustrates the idea of applying the HCA concept over a cooperative
workcell which composes of two workers in cooperation with one cobot. The goal of
the cooperative workcell is to assemble a family of a customized product. This case-
study will be explained in details in the following section.

5 Case Study Implementation

5.1 Case Study Description

The goal of the case study is to implement the previously shown solution concept. Two
Customer Holons (CHs) have been developed to customize the production orders as it
can be seen in Fig. 12a. Both the CHs have a similar UI. The UI of the CH is providing
a tool for ordering a specific product with certain features (i.e., parts). The customer
selects the basic features and defines the needed amount of the product then sends the
order to the PH [2].

Fig. 12. (a) Customers Holon UI – (b) Products Holon UI – (c) Order Holon UI – (d) Operation
resources Holon UI.
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Two products can be manufactured in this case-study, the first is a centrifugal pump
and the second is a screw compressor. The UIs of the pump and the compressor holons
can be seen in Fig. 12b. The two products share some parts such as the casing and the
electrical motor. The pump has two unique parts which are the impeller and the shaft,
while the compressor has other two unique parts which are the male-rotor and the
female-rotor. When a PH receives a product order from the CH, it constructs the
building plans for this product order as it will be discussed later in details. The PH also
has the ability to rearrange the orders or modify them before sending them to the OH.
The OH is responsible for collecting the product orders from all the other PHs as it is
shown in Fig. 12c. Simultaneously the OH discovers the existence of the operation
resources. Furthermore, it starts and stops the production process. Two WHs (W1H,
W2H) and one Robot Holon (RH) can be found as operation resources in this
implementation as it is shown in Fig. 12d. The function of the workers within this case-
study is to perform the assembly operation of the customized product orders, while the
function of the cobot is to pick and place the customized parts of every production
order to the proper worker workstation. As we do not have a robot hardware during this
implementation, we assumed that the cobot always takes two seconds to pick and place
one product. Therefore, the RH multiplies the number of products by two to obtain the
overall time needed for the whole pick and place operations. Accordingly, the RH can
have two statuses, either busy or free. Another status is required for the WH which is a
reserve status. In the reserve status the WH is waiting the cobot to load at least one
product to the worker, therefore the worker can start the assembly operation and
subsequently the WH status turns to be busy. The WH stays in the busy status till the
worker presses the task-done button, then the WH status would be free.

5.2 Case Study Ontology Model

As has been discussed earlier at the solution concept. JADE is using three different
types of schemas to construct its ontology. Figure 13 shows all the required schemas
used to build the case-study ontology. The first set of schemas are the terms (i.e.,
concepts and primitives):

• Compressor-Customer-Order: a schema which encapsulates some attributes such as
the required color, the needed hydraulic power, and the required amount. Also it
contains an AID as every customer-order is an agent needs an ID.

• Pump-Customer-Order: a schema which encapsulates some attributes such as the
required color, the needed hydraulic power, and the required amount. Also it
contains an AID as every customer-order is an agent needs an ID.

• Casing: a shared part between the pump and the compressor. The casing schema
contains two attributes which are the casing color, and its position at the storage
workstation.

• Electrical-Motor: a shared part between the pump and the compressor. The motor
schema contains two attributes which are the motor electrical power, and its posi-
tion at the storage workstation.

• Shaft: a unique part of the pump. The shaft schema contains two attributes which
are the shaft material, and its position at the storage workstation.
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• Impeller: a unique part of the pump. The impeller schema contains two attributes
which are the impeller type, and its position at the storage workstation.

• Female-Rotor: a unique part of the compressor. The female-rotor schema contains
two attributes which are the rotor size, and its position at the storage workstation.

• Male-Rotor: a unique part of the compressor. The male-rotor schema contains two
attributes which are the rotor size, and its position at the storage workstation.

• Compressor: a concept schema which encapsulates many other schemas under it,
those schemas are the casing, electrical-motor, female-rotor, and male-rotor. Every
compressor is an agent; therefore, it must contain an AID.

• Pump: a concept schema which encapsulates many other schemas under it, those
schemas are the casing, electrical-motor, shaft, and impeller. Every pump is an
agent; therefore, it must contain an AID attribute.

• Compressor-Order: a schema which extends the compressor schema by adding the
required amount of units.

• Pump-Order: a schema which extends the pump schema by adding the required
amount of units.

• Operations-List: a schema which includes a list of operations which can be used to
manufacture either a pump or a compressor. The schema can be used to manu-
facture a product which needs three operations or less.

• Compressor-Manufacturing-Order: a schema which combines a Compressor-Order
schema and an Operations-List schema. Also it has an AID attribute as it acts as an
agent.

• Pump-Manufacturing-Order: a schema which combines a Pump-Order schema and
an Operations-List schema. Also it has an AID attribute as it acts as an agent.

• Worker: a schema which contains two attributes, the first one is the worker AID as
it acts as a life agent, and the second is the worker location within the workcell (i.e.,
workstation). The worker agent is providing an UI for the worker for providing the
assigned task and inquiring the task done event (see Fig. 12d). Two instances of the
worker agent exist in this case-study scenario. The worker can have three statuses.
A free status when there is no product orders or the production is not started.
A reserve status when the worker is waiting the first product unit to be placed by the
cobot. A busy status last while the cobot is handling the production orders till the
worker triggers the task done event.

• Robot: a schema which contains one attribute, which is the robot AID as it acts as
an agent. The robot schema does not have a workstation attribute because only there
is only one cobot which is responsible for the pick and place. Therefore, the location
of the cobot is not necessary required. However, in case of more than one cobot the
cobot location attribute could be important. The robot agent provids an UI to show
the assigned task and the status of the cobot (see Fig. 12d). The cobot can have two
statuses. A free status when there is no product orders or the production is not
started. A busy status last while the cobot is handling the production orders. A timer
of two second has been assigned to every pick and place operation.

The second set of schemas which can be seen in Fig. 13 are the predicate schemas
which are addressed as the following:
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• (concept-x) <Is-a> (concept-y): usually a relation between two concept schemas.
This relation is similar to the object oriented abstraction. Thus, this predicate
expression has been used to express the parent-child relationship between the
concepts.

• (concept-x) <Has-a> (attribute-x): usually a relation between a concept and an
attribute, an attribute can be a concept schema or a primitive. This relation is similar
to object oriented inheritance. Thus, this predicate expression has been used to form
sophisticated objects from simpler ones.

• (agent-x) <Applies-a> (action-x): usually a relation between a concept and an action
schema. A concept uses this predicate expression to trigger one or more than one
actions at the same time. The action schemas will be discussed below in details.

The third set of schemas which can be seen in Fig. 13 are the action schemas which
are addressed as the following:

• Pump-Building-Operation: this action schema expects a Pump-Customer-Order
concept schema as an input, and it is deployed either by customer-1 or customer-2
agents. An example of this operation can be seen at the ACL-Message content in
Fig. 14a.

• Compressor-Building-Operation: this action schema expects a Compressor-
Customer-Order concept schema as an input, and it is deployed by either
customer-1 or customer-2 agents. An example of this operation can be seen at the
ACL-Message content in Fig. 14b.

• Pump-Manufacturing-Operation: this action schema expects a Pump-Order and a
Pump-Operations-List concept schemas as inputs, and it is deployed by the pump
agent. A detailed example of this operation can be seen at the ACL-Message
content in Fig. 14c.

Fig. 13. Case-study ontology model.
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• Compressor-Manufacturing-Operation: this action schema expects a Compressor-
Order and a Compressor-Operations-List concept schemas as inputs, and it is
deployed by the compressor agent. A detailed example of this operation can be seen
at the ACL-Message content in Fig. 14d.

• Pump-Pick-And-Place-Operation: this action schema expects two inputs. The first
input is the Pump-Order concept schema which contains the detailed specifications

Fig. 14. Ontology-based ACL-messages used during the case-study.
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of the pump order. Therefore, the cobot uses this information especially the pump
parts positions to perform the pick operation. The second input is the target worker
concept schema. Therefore, the cobot uses the worker workstation location to place
the pump parts at this location. This action schema is deployed by the orders agent
to assign a task to the robot agent. A detailed example of this operation can be seen
at the ACL-Message content in Fig. 14e.

• Compressor-Pick-And-Place-Operation: this action schema expects two inputs. The
first input is the Compressor-Order concept schema which contains the detailed
specifications of the compressor order. Therefore, the cobot uses this information
especially the compressor parts positions to perform the pick operation. The second
input is the target worker concept schema. Therefore, the cobot can use the worker
workstation location to place the compressor parts at this location. This action
schema is deployed by the orders agent to interact with the robot agent. A detailed
example of this operation can be seen at the ACL-Message content in Fig. 14f.

• Pump-Assembly-Operation: this action schema expects one concept schema input
which is the pump-order. This operation is beneficial for the worker to provide him
with the required parts to build a customized pump. Moreover, it provides the
amount of required units. This action schema is deployed by the orders agent to
assign a task to any of the worker agents based on their status. A detailed example
of this operation can be seen at the ACL-Message content in Fig. 14g.

• Compressor-Assembly-Operation: this action schema expects one input which is a
compressor-order concept schema. This operation is beneficial for the worker to
provide the knowhow of building a customized compressor. Moreover, it provides
the amount of required units. This action schema is deployed by the orders agent to
assign a task to any of the worker agents based on their status. A detailed example
of this operation can be seen in Fig. 14h.

5.3 Case Study Holons Interaction

Figure 15a shows JADE interaction scenario among the CHs (i.e., customer-1 agent
and customer-2 agent) and the PHs (i.e., pump agent and compressor agent). In this
scenario, customer-1 agent sends an ACL-Message with an AGREE communicative
act. The AGREE-message contains a Pump-Building-Operation and a Pump-Customer-
Order. The AGREE-message is received by the pump agent. Therefore, the pump agent
confirms the receiving by sending back a CONFIRM-message to customer-1 agent.
Simultaneously the pump agent constructs a pump instance based on the incoming
customer-order. The same mechanism is used between cusomter-2 agent and the
compressor agent to construct a new instance of a compressor associated with a
customer-2 order. Figure 15b shows JADE interaction scenario between the PHs (i.e.
pump agent and compressor agent) and the OH. This interaction is following the same
mechanism used in before in Fig. 15a, except that it replaces the AGREE-messages
with a PROPAGATE-messages.

Figure 15c shows JADE interaction scenario between the OH and the ORHs (i.e.,
worker-1 agent, worker-2 agent, and robot agent). During this interaction, the manu-
facturing operations are assigned to the operational resources based on their statuses.
As it can be seen in lines 1, 2, 3, and 4 of Fig. 15c, the orders agent sends two
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REQUEST-messages which are replied by two CONFIRM-messages. The first
REQUEST-message assigns a Pump-Pick-And-Place-Operation to the robot agent. The
second REQUEST-message assigns a Pump-Assembly-Operation to worker-1 agent.
The reason that the pump-order has been processed first by the orders agent is that it is
the first product order at the order list (refer to Fig. 12c). In line 5 of Fig. 15c, the robot
agent sends an INFORM-REF-message to worker-1 agent to tell that it placed the first
pump unit. Then, the robot agent sends two INFORM-IF-messages to the orders agent
and worker-1 agent to tell that it finished handling all the required pump amounts (i.e.,
three pump units by referring to Fig. 12a, b, and d). The two INFORM-IF-messages
can be seen in lines 6, and 7 of Fig. 15c. The same interaction mechanism can be seen
in lines 9, 10, 11, 12, and 13 to assign the compressor-order manufacturing operations
to the worker-2 agent and the robot agent. Lines 14, and 15 of Fig. 15c shows the
INFORM-messages to express done-signals which are generated by worker-1 and
worker-2 agents.

Fig. 15. Case-study interaction scenario.
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6 Conclusion

This research has highlighted an important challenge in cooperative manufacturing.
This challenge is the representation of the shared knowledge and the production entities
in the cooperative workcell. Moreover, exchanging the represented manufacturing
knowledge to obtain collective decisions. A holonic control concept has been purposed
to solve this challenge. The implementation of this concept has been achieved via
combining the autonomous agent communication with the ontology model. A case
study of two workers in cooperation with one cobot has been chosen to verify the
solution feasibility.

The conducted research presented the different approaches to implement an
ontology model. Furthermore, implementing this model via the autonomous agent
technology. The implementation showed that exchanging the manufacturing knowl-
edge among the deployed agents supported the common understanding of the manu-
facturing environment and operations. By providing a natural language that can be
comprehended by both the worker and the cobot.

Furthermore from the technical point of view, the implemented model is a practical
solution to achieve the syntactic and structural interoperability. The same ontology can
be re-applied over similar domains. For instance, the same model in the example can be
applied over another cooperative workcell with the exact resource holon, with con-
sidering of changing the attribute values. Also, the same model can be extended to fit a
cooperative workcell with more operational resources. Furthermore, this ontology
model can be fused with another model to fit in a more sophisticated manufacturing
scenario.
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Abstract. This paper presents a method of linking and creating bilin-
gual sense correspondences between English and Japanese noun word
dictionaries. We used local and global data views to identify bilingual
sense correspondences. Locally, we extracted bilingual noun words by
using simple sentence-based similarity. Globally, for each monolingual
dictionary, we estimated domain-specific senses by using a textual cor-
pus having category information. The extraction method is based on the
sense similarities which are obtained by word embedding learning. We
incorporated these data views. More precisely, we assigned a sense to each
noun word of the extracted bilingual words keeping domain (category)
consistency. We used the WordNet 3.0 and EDR Japanese dictionaries
using Reuters and Mainichi Japanese newspaper corpora to evaluate our
method. The results showed that the integration of local and global data
views improved overall performance and we obtained 318 within the top-
most 1,000 bilingual noun senses. Moreover, we found that the extracted
bilingual noun senses can be used as a lexical resource for the machine
translation as the translation results obtained by using our method was
better than those obtained by a bilingual dictionary and slightly better
than the results obtained by SYSTRANet.

Keywords: Bilingual sense correspondence ·
Domain specific senses · Word embeddings

1 Introduction

There has long been a great deal of interest in the retrieval of bilingual lexicons
with the availability of a number of large-scale corpora. The extracted bilingual
lexicon is widely used for cross-lingual NLP applications, such as machine trans-
lation (MT), cross-lingual information retrieval (CLIR), multilingual topic track-
ing, text classification and summarization. Much of the previous work on finding
bilingual lexicons have focused on word correspondence, rather than sense. Inter-
pretation of whether the extracted bilingual lexicon is correct relies on human
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intervention. For example, in most cases, we can accept a pair of English word
“president” and Japanese word “ ” as a bilingual lexicon, while the noun
“president” has at least six different senses in WordNet including chairperson
and university’s president, and “ ” has two senses in the EDR dictionary.

In this paper, we propose a method for bilingual noun word sense correspon-
dence. We focused on manually constructed monolingual dictionaries in different
languages because dictionaries such as WordNet [25,26], ACQUILEX [3], COM-
LEX [12], and EDR Japanese dictionaries1 are fine-grained and they are success-
fully utilized not only for NLP but also for their applications. We used them to
make up the deficit of corpus statistics obtained from comparable corpora. We
identified bilingual noun word senses based on local and global data views. Here,
local data view indicates relevance between English and Japanese sentences. We
extracted bilingual noun words by applying sentence-based similarity.

Global data view refers to domain/category information. The assumption
behind this is that predominant sense of a word can depend on the domain or
source of a document [9,21]. We identified domain-specific senses using a corpus
with category information. This method first identifies each sense of a word in the
dictionary to its corresponding category. For each category, we created a graph,
where each node refers to each sense of a word, and edges between nodes indicate
similarity between two nodes. We applied a Markov Random Walk (MRW) model
to the graph and ranked scores for each sense. Finally, we incorporated the local
and global information, i.e., we assigned a domain-specific sense to each noun
word of the extracted bilingual words maintaining domain/category consistency.

The rest of the paper is organized as follows. The next section describes our
approach, especially local and global data views. Section 3 reports some exper-
iments with a discussion of evaluation. Finally, we summarize existing related
work and conclude in Sect. 5.

2 System Design

The method consists of three steps: (1) bilingual noun word extraction, (2) iden-
tification of domain-specific senses, and (3) bilingual sense correspondence. Here-
after, we describe bilingual noun words as BN words and bilingual noun word
senses as BNSs.

2.1 Local Data View

The first step is to extract BN words from the corpora. This process consists of
two sub-steps: (i) retrieval of relevant documents, and (ii) BN word extraction
based on sentence level similarity.

1 www2.nict.go.jp/ipp/EDR/ENG/indexTop.html.

www2.nict.go.jp/ipp/EDR/ENG/indexTop.html


226 F. Fukumoto et al.

Table 1. Variables of χ2 statistics [7].

wE ¬wE

wJ f(wJ , wE) = a f(wJ , ¬wE) = b

¬wJ f(¬wJ , wE) = c f(¬wJ , ¬wE) = d

Retrieval of Relevant Documents. We used Reuters’96 and the Mainichi
Japanese newspaper documents. Let dJ

i (1 ≤ i ≤ s) and dE
j (1 ≤ j ≤ t) be a

Mainichi document and a Reuters document, respectively. Each Reuters docu-
ment dE

j is translated into a Japanese document dE mt
j using English-Japanese

MT software. We calculated similarity between two documents using BM25 [32],
which is widely used in information retrieval studies2. BM25 is given by:

BM25(dJ
i , dE mt

j ) =
∑

w∈dE mt
j

w(1) (k1 + 1)tfi

K + tfi

(k3 + 1)qtfj

k3 + qtfj
, (1)

where w is a word within dE mt
j ; w(1) = log (t−n+0.5)

(n+0.5) is the weight of w; t is
the number of Mainichi documents; n is the number of documents containing
w; K refers to k1((1 − b) + b dli

avdl ); k1, b, and k3 are parameters set to 1, 1,
and 1,000, respectively; dli is the document length of dJ

i ; avdl is the average
document length in words; and tfi and qtfj are the frequencies of occurrence of
the w (∈ dE mt

j ) in dJ
i , and dE mt

j , respectively. If the similarity value between
dJ

i and dE mt
j is higher than the lower bound Lθ, these are regarded as relevant

documents, and a document pair is created.

Bilingual Word Extraction. We assume that BN word correspondences
obtained using relevant documents are unreliable as many noun words appear
in a pair of relevant documents. Therefore, we applied sentence level retrieval.
First, we applied simple χ2 statistics to the extracted pairs of relevant docu-
ments and extracted Mainichi noun word wJ and Reuters noun word wE pairs
with χ2 values greater than zero. The χ2 statistic measures the lack of indepen-
dence between wJ and wE , and can be compared to the χ2 distribution with one
degree of freedom to judge extremeness [35]. It is defined by:

χ2(wJ , wE) =
(ad − bc)2

(a + b)(a + c)(b + d)(c + d)
. (2)

a, b, c, and d in Eq. (2) are shown in Table 1. f(x, y) in Table 1 refers to the co-
occurrence frequencies of x and y on the Japanese and English sides, respectively.
Next, for each wJ and wE pair, we apply sentence level similarity given by:

2 http://trec.nist.gov/.
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S sim(wJ , wE) =
max

S wJ∈SetJ ,S wE∈SetE
sim(S wJ , S wE),

where
sim(S wJ , S wE) =

| S wJ ∩ Smt wE |
| S wJ | + | Smt wE | −2× | S wJ ∩ Smt wE | +2

. (3)

SetJ and SetE are sets of sentences that include wJ and wE , respectively; | X |
is the number of noun words in a sentence X; | S wJ ∩ Smt wE | refers to the
number of noun words that appear in both S wJ and Smt wE ; and Smt wE is
the translation result of S wE . The larger value of sim(S wJ , S wE) indicates
the more similar these two sentences S wJ and S wE . As shown in Eq. (4), we
retrieved wJ and wE as the BN word such that the similarity between wJ and
w′

E ∈ BP (wJ) are the largest value. Here, BP (wJ) is a set of BN word pairs,
each of which includes wJ on the Japanese side.

〈wJ , wE〉 = arg max
〈wJ ,w′

E〉∈BP (wJ )

S sim(wJ , w′
E). (4)

2.2 Global Data View

The second step is to identify domain-specific senses for each noun word. Glob-
ally, we used bilingual category/domain correspondences, Reuters and Mainichi
categories. The process is applied independently to the English (WordNet) and
Japanese (EDR) dictionaries. We used the MRW model to ranking the senses.
For each Reuter’s category cE and Mainichi category cJ such as “sports” and
“economy” assigned to the Reuters (Mainichi) documents, we created a Graph
G = (S,E) that reflects the relationships between senses in a set S. S refers to
a set of noun word senses in the Reuters (Mainichi) documents assigned to the
category cE(cJ). Each sense si ∈ S is represented by a vector. Each dimension
of a vector corresponds to each word appearing in syn ∪ gloss, where syn indi-
cates a synset and gloss refers to a gloss text in a dictionary. Each element of a
dimension is a frequency count of the word in syn ∪ gloss. E is a set of edges,
which is a subset of S ∗S. Each edge eij ∈ E is associated with an affinity weight
aw(i → j). We used two affinity types between i and j. A directed relation is a
hyponym relation, and an undirected relation is a synonym relation. The weight
between two senses is computed using the WMD [17].

WMD measures the dissimilarity between two sentences as the minimum
amount of distance that the embedded words of one sentence need to travel to
reach the embedded words of another sentence. The word embedding is learned
by using Word2Vec [24]. More precisely, Word2Vec learns vector representation
of words from gloss text as the training documents. It is provided two models,
a continuous bag-of-words, and skip-gram.
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We used a skip-gram model as it gives better word representations when the
data is small [24]. The skip-gram model’s objective function L is to maximize
the likelihood of the prediction of contextual words given the center word. Given
a sequence of training words w1, w2, · · · , wT , the objective of the model is to
maximized L:

L =
1
T

T∑

t=1

∑

−k≤j≤k,j �=0

log p(wt+j | wt)

where k is a hyperparameter defining the window of the training words. Every
word w is associated with two learnable parameter vectors, input vector Iw and
output vector Ow of the w. The probability of predicting the word wi given the
word wj is defined as:

p(wi | wj) =
exp(Iwi

	Owj
)

∑V
l=1 exp(Il

	Owj
)

where V refers to the number of words in the vocabulary. For larger vocabulary
size, it is not efficient for computation, as it is proportional to the number of
words in the V . Word2vec uses the hierarchical softmax objective function to
solve the problem.

Let X ∈ R
d×n be a Word2Vec embedding matrix for vocabulary size of n

words. The ith column, xi ∈ R
d refers to the embedding of the ith word in

d-dimensional space. We represent gloss text of each sense as normalized bag-
of-words (nBOW) vector, g ∈ R

n. The objective of the model is to minimize
cumulative cost C of moving the gloss text g to g′:

L =
n∑

i,j=1

Ti,j c(i, j),

subject to:
n∑

j=1

Tij = gi, ∀i ∈ {1, · · · , n},

n∑

i=1

Tij = g′
j . ∀j ∈ {1, · · · , n}. (5)

∑n
j=1 Tij = gi indicates that outgoing flow from word i equals gi. Similarly,∑n
i=1 Tij = g′

j shows that incoming flow to word j mush match g′
j . c(i, j) in

Eq. (5) refers to word travel cost which is defined by c(i, j) =|| xi − xj ||2 [15].
The transition probability from si to sj is then defined by normalizing the

corresponding affinity weight:

p(i → j) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

aw(i→j)
|S|∑

k=1

aw(i→k)

, if Σaw �= 0

0 , otherwise.

(6)
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We used the row-normalized matrix U = (Uij)|S|∗|S| to describe G with each
sense corresponding to the transition probability, where Uij = p(i → j). To
make U a stochastic matrix, the rows with all zero elements are replaced by a
smoothing vector with all elements set to 1

|S| . The matrix form of the saliency
score Score(si) can be formulated in a recursive form as in the MRW model:
λ = μUT λ + (1−μ)

|S| e, where λ = [Score(si)]|S|∗1 is a vector of saliency score for
the senses. e is a column vector with all elements equal to 1. μ is a damping
factor. We set μ to 0.85, as in the PageRank [2]. The final asymmetric transition
matrix M is given by:

M = μUT +
(1 − μ)
| S | eeT (7)

Each sense score in a specific category is obtained by the principal eigenvector
of the new transition matrix M . We applied the algorithm for each category.3

For implementation, we used the Eigen library.4 We chose a vector with the
largest eigenvalues. We normalized a vector and obtained rank scores of senses.

2.3 Bilingual Sense Correspondence

The final step is to retrieve BNSs using both results obtained by local and global
data views. Let 〈wJ , wE〉 ∈ Set{wJ ,wE} be a pair of nouns obtained by the BN
word extraction procedure where wJ has the number of m senses wJ si

(1 ≤ i ≤
m) and wE has the n senses wE sj

(1 ≤ j ≤ n), respectively. We retrieved BNS
pair wJ si

and wE sj
:

〈wJ si
, wE sj

〉(cJ ,cE) s.t. wJ si
∈ SetcJ ,

wE sj
∈ SetcE ,

〈wJ , wE〉 satisfies RNN. (8)

We recall that the corpora used to identify domain-specific senses are Reuters and
Mainichi documents, each of which has different categories. Therefore, we esti-
mated the category correspondence according to the χ2(cJ , cE) statistics shown
in Eq. (2). In Eq. (2), we simply replaced wJ by cJ and wE by cE as each docu-
ment of relevant document pairs has category information. The subscript (cJ , cE)
of 〈wJ si

, wE sj
〉(cJ ,cE) in formula (8) refers to the result of category correspon-

dence between Reuters and Mainichi obtained by Eq. (2). SetcJ and SetcE show
ranked sense lists for cJ , and cE , respectively, obtained by the MRW model.
RNN is the so-called Reciprocal Nearest Neighbors in that two noun senses are
each other’s most similar noun [14].

3 The principal eigenvector is obtained by the power method and inverse iteration
method.

4 http://eigen.tuxfamily.org/index.php?title=Main Page.

http://eigen.tuxfamily.org/index.php?title=Main_Page
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Table 2. Bilingual noun extraction [7].

Pairs Eng Jap # of bilingual
nouns

# of nouns
(top 1,000)

IRS
(top 1,000)

Docs 196,368 133,854 20,882 172,895 162 2.32

Docs & Sent 115,918 329 4.83

3 Experiments

We evaluated each of the three procedures in the experiments, (1) BN extraction
by using the results of relevant documents retrieval, (2) retrieving domain specific
senses, and (3) BNS correspondences.

3.1 Local Data View

In this subsection, we report the results of BN extraction.

Experimental Setup. We used Reuters’96 and Mainichi Japanese newspaper
corpora from 20 August 1996 to 19 August 1997. The Reuters’96 corpus consists
of 806,792 documents organized into three types of coarse-grained categories, i.e.,
topic, industry, and region. Each consists of 126, 870, and 366 categories. The
Mainichi corpus consists of 119,051 documents organized into 16 categories. The
difference in dates between Reuters and Mainichi documents is less than ±3 days,
e.g., when the date of the Reuters document is 27 August, the corresponding
Mainichi data is from 24 to 30 August. We set a small date difference because
if some event occurred at some specific time period, the press of all countries
reports it on one of these days. We used English-Japanese MT software (Internet
Honyakuno-Ousama for Linux, Ver.5, IBM Corp.). Each Reuter’s document was
translated into a Japanese document, and BM25 was applied.

The training data for choosing the lower bound Lθ were Reuters 20 August
1996 and Mainichi from 17 to 23 August 1996. The total number of English
and Japanese documents collected were 2,586 and 2,137, respectively, and the
number of relevant documents collected manually for evaluation was 157. The
classification was determined to be correct if the two human judges agreed on the
evaluation. We used the F-score for evaluation of relevant document retrieval,
which is a measure that balances precision (Prec) and recall (Rec). Let cSet be
a set of correct document pairs. The definitions of Prec and Rec are given by:

Prec =
| {(dJ , dE) | (dJ , dE) ∈ cSet,BM25(dJ , dE) ≥ Lθ} |

| {(dJ , dE) | BM25(dJ , dE) ≥ Lθ |
Rec =

| {(dJ , dE) | (dJ , dE) ∈ cSet,BM25(dJ , dE) ≥ Lθ} |
| {(dJ , dE) | (dJ , dE) ∈ cSet |

The best performance of F-score was 0.564 when the Lθ value was 150. We used
the value (Lθ = 150) to extract BN word pairs. We used one year of Reuters
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Table 3. The results of sense assignments with and without word embedding (Word-
Net).

Reu/SFC Words Senses SFC DSS Wo Embedding W Embedding

Correct S IRS Correct S IRS

DSS D&S DSS D&S

Economics/Economy 10,284 32,550 1,032 6,355 623 120 2.31 642 131 2.35

Sports/Sports 7,437 26,478 339 4,457 573 158 2.01 594 169 2.21

War/Military 7,681 26,831 913 4,366 510 68 1.41 531 73 1.50

Politics/Politics 10,349 32,536 793 5,981 612 103 2.21 624 112 2.30

Average 8,938 29,598 769 5,290 580 112 1.99 598 121 2.09

and Mainichi documents except for the training data that were used to estimate
Lθ values. The difference in dates between them was less than ±3 days.

Results. The results of BN words extraction are shown in Table 2. We compared
the results obtained by our method, “Docs & Sent” with the results obtained
by only applying χ2 statistics to the results of relevant documents, “Docs” to
examine how the sentence-based retrieval influences the performance. “Pairs” in
Table 2 shows the number of bilingual document pairs. “Eng” and “Jap” show
the numbers of Reuters and Mainichi documents within the pairs satisfying the
similarity lower bound Lθ = 150, respectively. “# of nouns” shows the number
of correct BN in the topmost 1,000 according to the χ2 statistics (Docs) and
sentence-based similarity (Docs & Sent).

As shown in Table 2, sentence-based retrieval contributed to a reduction in
the number of useless BN words without a decrease in accuracy, as about 67%
(115,918/172,895) of the size obtained by “Docs” was retrieved, while about 2.03
(329/162) times the number of correct BN words were obtained in the topmost
1,000 nouns. “IRS” (Inverse Rank Score) is a measure of system performance
by considering the rank of correct BN words within the candidate nouns; it is
the sum of the inverse rank of each matching noun, e.g., correct BN words by
manual evaluation matches at ranks 2 and 4 give an IRS of 1

2 + 1
4 = 0.75.

A higher IRS value indicates better system performance. Table 2 shows that
sentence-based retrieval also contributes to ranking performance compared with
the results obtained by applying χ2 statistics only.

3.2 The Global Data View

Secondly, we report the results of retrieving domain specific senses from the
WordNet and EDR dictionaries.
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WordNet 3.0. We assigned the Reuters categories to each sense of words in
WordNet. We selected 38 Reuters categories, each of which is assigned to more
than 80,000 documents. For each category, we collected noun words with fre-
quencies ≥5 within a document from the one-year Reuters corpus. There are no
existing sense-tagged data for Reuter’s categories that could be used for evalua-
tion. Therefore, we selected a limited number of words and evaluated these words
qualitatively. To do this, we used SFC resources [19], which annotate WordNet
2.0 synsets with domain labels. We selected 4 categories that are easy to manu-
ally identify corresponding Reuters and SFC categories. We used Reuters corpus
to learn Word2Vec model. Statistics of data and the results are shown in Table 3.
“Words” shows the number of different words with frequency ≥5 within a doc-
ument assigned to the category shown in “Reu,” and “Sense” shows their total
number of senses. “SFC” refers to the number of senses appearing in the SFC
resource. “DSS” (Domain-Specific Senses) is the number of senses assigned by
our method. “Wo Embedding” and “W Embedding” indicate the method with-
out word embedding, and with word embedding, respectively. “DSS of the # of
Correct S” shows the number of correct senses in the topmost 1,000, and “D&S”
refers to the number of correct senses appearing in both DSS and SFC.

As shown in Table 3, the numbers of correct senses obtained by “DSS” and
“D&S” in both Wo Embedding and W Embedding did not exactly match. This
is not surprising because our method using the Reuters corpus, while the SFC
resource consists of 96% of the WordNet synsets, each of which is manually
annotated using 115 different SFC. The IRS depends on the category, and the
average IRS was 2.09 with word embedding method. It is interesting to note
that some senses of words that were obtained correctly by our approach did
not appear in the SFC resource. For example, the words “shot” and “strike” in
the Sports category, and “liberty” and “military hospital” in the war/military
category were obtained by our approach but did not appear in the SFC. This
is because we used WordNet 3.0, while SFC was based on WordNet 2.0. These
observations clearly support the usefulness of our automated method.

In the WSD task, a first sense (FS) heuristic is often applied because of
its power and lack of a requirement for expensive hand-annotated datasets [5,
21]. We compared the results obtained by DSS to those obtained by the FS
heuristic. For each category, we randomly selected 10 words from the senses
assigned by DSS and selected 10 sentences from the documents belonging to each
corresponding category. As a result, we tested 100 sentences for each category.
Table 4 shows the results. “Sense” refers to the number of average senses per
word. The average precision (Avg) of our method was 0.69, while the results
obtained by the method without word embedding and the FS were 0.68 and
0.59, respectively.

EDR Dictionary. We assigned categories from Mainichi Japanese documents
to each sense of words in the EDR Japanese word dictionary5. We selected 11
out of 16 categories, each of which had a sufficient number of documents. All
5 www2.nict.go.jp/out-promotion/techtransfer/EDR/index.html?.

www2.nict.go.jp/out-promotion/techtransfer/EDR/index.html?
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Table 4. DSS against the FS heuristic (WordNet) [7].

Cat Sense DSS (Wo) DSS (W) FS

Economics 5.6 0.73 0.74 0.68

Sports 4.5 0.71 0.73 0.69

War 4.9 0.52 0.52 0.30

Politics 4.2 0.75 0.75 0.68

Average 4.8 0.68 0.69 0.59

Table 5. The results of sense assignments (EDR) [7].

Cat Words Senses Wo Embedding W Embedding

Cor IRS Cor IRS

Economics 15,906 30,869 740 6.39 748 6.43

Sports 17,556 33,595 559 2.77 561 2.82

International 13,906 27,239 451 5.63 459 5.66

Average 15,789 30,568 583 4.93 589 4.97

documents were tagged by the morphological analyzer Chasen [20], and noun
words were extracted. We used the corpus of Mainichi Japanese newspapers
collected from 1991 to 2012 to learn Word2Vec model. We choose three categories
for which it is easy to manually create correct data. Table 5 shows the statistics
of the data and the results of the assignment. “Cor” shows the number of senses
assigned by our approach correctly in the topmost 1,000 senses. The average
IRS obtained by the EDR with word embedding was 4.97 and that of Reuters
was 2.09. This is reasonable as the assignment task using EDR is easy compared
to WordNet, i.e., the average number of senses per word of the former is 1.93,
while that of the latter is 3.31.

Table 6. DSS against the FS heuristic (EDR) [7].

Cat Sense DSS (Wo) DSS (W) FS

Economics 2.793 0.79 0.81 0.60

Sports 2.873 0.65 0.67 0.52

International 2.873 0.68 0.70 0.58

Average 2.846 0.70 0.73 0.57

In the WSD task, we randomly selected 30 words from the senses assigned
by DSS. For each word, we selected 10 sentences from the documents belonging
to each corresponding category. The FS in the EDR is determined based on the
EDR corpus. Table 6 shows the results. As can be seen in Table 6, DSS was also
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Table 7. The results of bilingual sense correspondences [7].

Approach Candidates Correct ext. (1,000) RNN (1,071) IRS

BN BNS BN BNS BN BNS BN BNS

Wo W Wo W Wo W Wo W

Local 171,895 — — 329 — — 431 — — 2.32 — —

Local & Global 171,895 115,918 115,920 437 312 318 679 580 589 4.10 4.35 4.37

better than the FS heuristics in Japanese data. The overall performance for the
FS (0.57) was not better, similar to the case for the English data (0.59), while
the number of senses per word in the Japanese resource was smaller than that
in WordNet. There were many senses that did not occur in the EDR corpus,
i.e., 62,460 nouns appeared in both EDR and Mainichi newspapers (from 1991
to 2000), 164,761 senses in all. Of these, 114,267 senses did not appear in the
EDR corpus. This also demonstrates that automatic DSS with word embedding
works well compared to the frequency-based FS heuristics.

3.3 Bilingual Sense Correspondence

Finally, we evaluated the performance of BNS correspondences.

Experimental Setup. The data for BNS correspondence was the Reuters
and Mainichi corpora from the same period, i.e., 20 August 1996 to 19 August
1997. The total numbers of documents were 806,791, and 119,822, respectively.
Locally, we extracted BN words using sentence-based similarity. We retrieved
cross-lingually relevant Japanese documents with English documents. The dif-
ference in dates between them was less than ±3 days. We used these documents
to extract BN words. Globally, we assigned domain-specific senses for each of
the 38 categories for WordNet 3.0 and 11 categories for EDR. We estimated cat-
egory correspondences and retrieved BNSs according to their correspondences.
We obtained 92 category correspondences in all with χ2 values larger than zero.
From these data, we extracted BNSs.

Results. Table 7 shows the results of BNS correspondences. “Local” indicates
the results using only sentence-based similarity, and “Local & Global” shows the
results obtained by our method. “Correct ext.” refers to the number of correct
extractions within the topmost 1,000, and “RNN” shows the number of correct
extractions by applying RNN. “BN” refers to the number of BN words, and
“BNS” is their senses. “Wo” and “W” show without word embedding and with
word embedding, respectively.

As can be clearly seen in Table 7, the results with the integration of local and
global data view improved overall performance of BN word extraction compared
to local data only because 10.8% (437−329)/1,000 improvement within the top-
most 1,000, and 23.1% (679−431)/1,071 improvement with RNN. We obtained
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Table 8. Examples of bilingual noun senses [7].

Cat pair # of Pairs # of Correct Examples
(Mai, Reu) Cand RNN senses(%) Sense id (gloss text)

(International, 269 10 9 (90.0) EDR: 01 (an irregular group of soldiers
given to sneak attacks)

Government) WordNet: guerrilla 01 (a member of an irregular
armed force)

(Economics, 4,964 58 44 (75.9) EDR: 09 (stock, share)
Economics) WordNet: stock 01 (the capital raised by a corpora-

tion through the issue of shares)
(Sports,
Sports)

6,560 68 48 (70.6) EDR: 02 (in golf, the average number of
strokes for playing around a course)

WordNet: par 01 (the number of strokes set for each
hole on a golf course)

(Local news, 2,903 34 23 (67.6) EDR: 02 (the act of killing someone)
Crime) WordNet: killer 01 (someone who causes the death of

a person)

318 BNSs within the topmost 1,000, although bilingual sense correspondence is
a difficult task. Moreover, RNN is effective for BNS correspondences in both of
with and without word embeddings. We obtained a total of 1,071 BNSs, which
580 were correct in word embeddings, while that without RNN was 318 within
the topmost 1,000.

Table 8 lists examples of BNSs for each category correspondence. (x, y) of
the category pair refers to the Mainichi and Reuters category correspondence.
“Cand” denotes the number of extracted word pairs, and “RNN” shows word
pairs obtained by RNN. “Sense id” shows the sense and its order of appearance
in each dictionary, WordNet, and EDR. Table 8 shows that the first three senses
of words, “guerrilla,” “stock,” and “par” corresponded correctly. However, “the
act of killing someone” in the EDR was incorrectly identified by “killer” (per-
son) in WordNet. Our approach for identifying BNSs is based on term-based
corpus statistics. It will be necessary to investigate other types of a lexicon, such
as a verb and subjective/objective noun collocations, for further improvement.
Our method for category correspondence is very simple as it is based on the χ2

statistics. Much of the previous work on text categorization indicated that hier-
archical structure (e.g., Amazon670K, MeSH, Yahoo!, LookSmart) improves the
accuracy of text categorization, and it is worth attempting to use a hierarchical
structure to determine corresponding categories with high accuracy.

Finally, we compared the results of bilingual sense correspondences with a
machine-readable bilingual dictionary and two English-Japanese MT systems.
We randomly choose 80 BNSs from 589 correct bilingual senses obtained by
RNN. There were 40 different category pairs, and as shown in Table 9, the
number of different English and Japanese words were 20, and 32, respectively.
Table 10 shows examples of BNSs and its corresponding category pairs.

We choose titles of documents as a translation test data. Because they are
short sentences, and hard to be affected by a syntactic analyzer in MT sys-
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Table 9. Constituents of bilingual sense of words [7].

Eng authority, board, budget, business, case
coast, company deficit, finance, group, issue
money, opposition people, power, president
seat, space, state, trial

Jap , , , , ,
, , , , , , ,
, , , , , , ,
, , , , , ,
, ,

Table 10. Examples of bilingual senses [7].

Cat pair Sense pair
(Mai, Reu) (Mai, Reu)

(top news, industrial) ( 01, authority 01)
(international, international) ( 02, authority 05)
(top news, election) ( 02, case 01)
(top news, violence) ( 01, case 02)
(top news, funding) ( 01, deficit 01)
(top news, politics) ( 02, deficit 02)

Table 11. Comparison against a dictionary and MT systems [7].

# of correct senses (%)

Eijirou 329/800 (41.2)

Honyakuno-Ousama 521/800 (65.1)

SYSTRANet 550/800 (68.8)

RNN (Wo) 562/800 (70.3)

RNN (W) 566/800 (70.8)

tems which enable to approximate a fair comparison. For each of the 80 BNS
pairs, we created translation test data. For example, in the word, “authority”
of BNS pair ( 01, authority 01) in Table 10, we randomly selected 10 titles
sentences including “authority” from the Reuters documents assigned to the
category “industrial”. We translated these test data by using two MT sys-
tems6, and compared the translation result of “authority”. We also compared
the results obtained by our method with an English-Japanese dictionary, Eijirou
on the WEB7. In the English-Japanese dictionary, we used the first-sense heuris-
tic (choosing the first sense of a word). The comparative results are shown in
Table 11.

6 We used Internet Honyakuno-Ousama and SYSTRANet English-Japanese MT soft-
ware. www.systranet.com/translate.

7 www.alc.co.jp.

www.systranet.com/translate
www.alc.co.jp
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As we can see from Table 11 that the results obtained by RNN with word
embeddings were 70.8%, and it was better to the results obtained by bilingual
dictionary (41.2%), and slightly better to the results obtained by RNN without
word embeddings (70.3%) and SYSTRANet (68.8%). Moreover, it works well
compared to the Honyakuno-Ousama (MT) that we used in the process of BN
word extraction as local data view. It can be observed from these results that
the extracted BNSs can be used as a lexical resource for MT system.

4 Related Work

Our approach to link bilingual word senses in dictionaries can be regarded as
a type of ontology alignment. The earliest such attempts were Chimaera [22]
and PROMPT [28]. Suchanek et al. developed an ontology alignment system
called PARIS which relies on instance overlap-based cues to align instances, cat-
egories, and relations from two knowledge bases. They reported that the method
is effective, although it remains insufficient to align ontologies that share few or
no data entries in common. Wijaya et al. focused on the problem, and presented
a method of aligning ontologies called PIDGIN that employs a very large natural
language text as interlingua and graph-based self-supervised learning [34]. The
use of corpora is similar to our method, although the target of integration is
quite different, i.e., PIDGIN aimed at relation and category alignment, while
our method aligned noun word senses.

In the context of bilingual lexicon extraction, much of the previous work
used comparable corpora. One attempt involved directly retrieving bilingual
lexicons from corpora [8,10]. The alternative approach consists of two steps:
first, cross-lingual relevant documents are retrieved from comparable corpora,
and then bilingual term correspondences within these relevant documents are
estimated. Much of the previous work in finding relevant documents used MT
systems or existing bilingual lexicons to translate one language into another
[33]. Document pairs are then retrieved based on document similarity. Another
approach to retrieving relevant documents involves the collection of relevant
document URLs from the WWW [31]. Munteanu et al. proposed a method for
extracting parallel sub-sentential fragments from very non-parallel bilingual cor-
pora [27]. All of these methods successfully extracted bilingual lexicons but they
ignored the meanings of words. One attempt to deal with the meaning of words is
Kusner et al.’s method [17]. They presented the Word Mover’s Distance (WMD)
between text documents by utilizing word2vec embeddings [23,24]. Word2vec
learns a vector representation for each word using a neural network architecture
consisting of three layers, i.e. an input layer, a projecting layer, and an output
layer to predict nearby words.

There also has been a lot of work where bilingual word vectors are induced
using parallel corpora [4,6,13,16]. Dyer et al. presented an alignment model
called FASTALIGN model which uses an alignment distribution defined by a
single parameter that measures how close the alignment is to the diagonal [6].
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Blunsem et al. extended Dyer et al.’s model for learning bilingual word represen-
tations. They marginalize out the alignments which enable to capture more bilin-
gual semantic context [16]. Gouws et al. proposed a simple and computationally
efficient model called BioBOWA (Bilingual Bag-of-Words without Alignments)
for learning bilingual distributed representations of words which can scale to
large monolingual datasets, and does not require word-aligned parallel train-
ing data [11]. The method requires monolingual data which trains directly and
extracts a bilingual signal from a smaller set of raw-text sentence-aligned data.
They evaluated the induced cross-lingual embeddings on the two tasks, i.e. doc-
ument classification and lexical translation task, and the results showed that the
method outperforms current state-of-the-art methods, especially it contributes
to reducing computational cost.

In the context of domain-specific senses of a word, Magnini et al. presented
a lexical resource where WordNet 2.0 synsets were annotated with Subject Field
Codes (SFC) by a procedure that exploits the WordNet structure [1,19]. 96%
of the WordNet synsets of the noun hierarchy could have been annotated using
115 different SFC, while identification of the domain labels for senses required
a considerable amount of hand-labeling. McCarthy et al. presented a method to
find domain-specific predominant noun senses automatically using a thesaurus
acquired from raw textual corpora and the WordNet similarity package [21].
They tested two domains, “Sports” and “Finance.”

To our knowledge, there have been only a few previous works on bilingual
sense extraction [30]. One approach is word translation disambiguation presented
by Li et al. [18]. Their method is based on one-to-many sense mapping. They
used a machine learning technique that repeatedly constructs classifiers in the
two languages in parallel. They reported that the approach significantly outper-
formed existing methods using two nouns [29], and seven of the twelve English
words studied in WSD research by [36]. Their method requires a small number
of sense-tagged training data in both of the two languages, while our method
requires documents assigned to categories and a dictionary with gloss text which
unfortunately hinders a direct and fair comparison between their system and
ours.

Our method has three novel aspects. First, we propose a method to integrate
different data views to improve the quality of bilingual sense correspondence.
Especially, we make use of the distributed representation of words which cap-
tures large semantic context than by using only surface information of words. Sec-
ond, from the perspective of existing knowledge-based integration, we propose a
method for corresponding senses between two monolingual dictionaries via many-
to-many sense mapping. Finally, from the perspective of robustness, the method
is automated and requires only documents assigned to domains/categories and
a dictionary with gloss text. It can be applied easily to a new domain, sense
inventory, or different languages which are given sufficient documents.
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5 Conclusion

We proposed an approach for linking and creating bilingual sense correspon-
dences by combining local and global data views. The results of noun word senses
from WordNet 3.0 and EDR Japanese dictionaries using Reuters and Mainichi
Japanese newspaper corpora showed that local and global data views improved
overall performance than using only local data view, especially, word embedding
learning is effective to calculate the similarity of senses. Moreover, we found
that the extracted bilingual noun senses can be used as a lexical resource for the
machine translation as the translation results obtained by using our method was
better than those obtained by a bilingual dictionary, and slightly better than
the results obtained by SYSTRANet. Future work will include: (i) extending
the method to use hierarchical structures of categories for category correspon-
dence for further improvement, (ii) retrieving other parts of speech word senses
for quantitative evaluation, and (iii) evaluation of the method using dictionaries
other than English WordNet and Japanese EDR.
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Abstract. Today, we have to cope with a great amount of data – BIG data
problems. The main issues concerned about BIG data are sparing representation,
time efficiency of data access and processing, as well as data mining and
knowledge discovery. When dealing with the big amount of data, time is crucial.
The most of time for data processing in the contemporary computer science is
lost for a various search operation to access appropriate data. This paper presents
how data collected in relational databases can be transformed into the associa-
tive neuronal graph structures, and how searching operations can be accelerated
thanks to the use of aggregation and association of the stored data. To achieve an
extraordinary efficiency in data access, this paper introduces new AVB+trees
which together with Deep Associative Semantic Neuronal Graphs which can
typically allow for constant time access to the stored data. The presented
solution allows representing horizontal and vertical relations between data and
stored objects, expanding possibilities of relational databases and replacing
various search operations by the specific graph structure. Another contribution is
the expansion of the aggregation of the duplicates to all data tables which
contain the same attributes. In such a way, the presented associative structures
simplify and speed up all searching operations in comparison to the classic
solutions.

Keywords: Deep neural network architectures � AVB-trees � AVB+trees �
Big data representation and processing � Associative Graph Data Structures �
Deep Associative Semantic Neuronal Graphs �
Associative database transformation

1 Introduction

In computer science, we can use many various data structures to store data and some
relations between them as well. Various data structures differ in their complexity, data
access efficiency, construction speed, ability to self-organize and self-balance, memory
usage and stored relations. The main focus of various data structure is usually put on
the computational efficiency of typical operations like insert, remove, and update new
elements, especially when dealing with big data [1, 21] processed by various data
mining algorithms [7, 10, 23]. Moreover, the use of an appropriately chosen structure
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to the given task and data can allow for using more efficient algorithms than for other
data structures. This paper draws attention to another aspect of data structures – on the
representation of data relations and the richness and variety of these relations. The most
simple data structures like one-dimensional arrays or lists cannot represent almost any
data relations because of the linear order of the elements. They can only list elements in
the order or without it, so they can be used to store data, but not relations. The use of
tables consisting of various attributes enables representation of various objects modeled
by a selected subset of the attributes and their values. In relational databases, the
objects of various tables can be additionally related using primary and foreign keys,
which enable to conclude about various relations between objects and their depen-
dencies. However, when we want to draw conclusions about relations between objects
of the same table, we have to use SQL to retrieve information about interesting rela-
tions, but it takes time and requires human activity to design appropriate SQL com-
mands. Moreover, the results of such computations are typically not stored because
when the stored data change, the results of previously computed results by executed
SQL commands change as well, so we have to perform the same operations many
times. That is why in computer science, we spend most of the computational time for
searching for something in the data, executing many loops and nested loops on still
greater amounts of data. Is that really necessary? Can we imagine computations without
loops?

In this paper, a specific data structure is presented. This data structure is invented in
such a way to store data in the very efficient form and quickly accessible way but to
store data together with a possibly great variety of relations to avoid necessity search
for them as in classic relational databases. Moreover, the way of storing data in the
proposed data structure is invented to update the stored relations automatically during
the insert, remove, or update operations, so the correct relations are always available
and quickly accessible. This data structure is inspired by the human brain and bio-
logical neural networks [22, 24] which consist of very slow spiking neurons [8] in
comparison to the very quickly clocked contemporary CPU and GPU processors. Why
are biological neural networks so efficient in many computationally difficult tasks
which can be hardly computed on contemporary computers? One of the reasons for it is
related to the way how data are stored and organized inside the brain. Moreover, the
brain structures not only store data but also process them, so they do not need to loop
search for anything that is stored and related in their neuronal structures. That is why
humans and animals can react so fast even in computationally very difficult situations.

This paper presents deep associatively-semantic neural graphs (DASNG) which are
inspired by the human brain and biological neural networks and the way how real
neurons work. The main focus of the DASNG neural networks is to apply neurons to
store data from relational databases together with all relations which are represented
inside the tables and between them using primary and foreign keys, but expanding
them by extra relations which are useful and often searched using SQL commands.
Thanks to the presented solution, it will not be necessary to use extra indices to sort
data; to use complex and ineffective SQL commands to retrieve information about
similarities and groups of similar objects (clusters); to loop many records of big data
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collections [1]; and [21, 26] to filter useful data or information because such kinds of
information will be quickly available.

The presented neuronal data structure is self-organizing, self-balancing, self-
sorting, and self-updating. It means that all the stored data are organized, balanced and
sorted during the insert, remove and update operations, and this process is very efficient
in comparison to the mechanisms used in the database. During this operations, all
stored relations are also automatically updated, so we do not need to perform any extra
operations on this structure or use any extra memory, e.g. for storing and updating
indices.

2 Associations and Associative Structures and Relations

This paper gives a broad overview about associative processes and associative struc-
tures and defines associations on the basis of the processes that work in biological
neural networks to apply them to various collections of data typically stored in rela-
tional and non-relational databases.

In the computer science, we used to use the dictionaries to associate pairs of values
and retrieve the associated values using unique keys [5]. This process can be optimized
using hash-tables, sorted arrays, or sorted lists and using the half-search algorithm.

In computational intelligence, we also use various associative structures as auto-
associative memories (AAM), hetero-associative memories, bidirectional associative
memories (BAM), multidirectional associative memories (MAM) and many others, but
they are only intended to link one, two or more values together and address them by a
content [2, 9, 19].

In biology, the association means not only binding the values or objects together
but the possibility to recall information by a specific context which can be complex as
well. The specific biologically-inspired associative relations have been introduced in
[13]. According to this source, the associations have been divided to:

• Similarity associations (ASIM),
• Sequential associations (ASEQ),
• Contextual associations (ACON),
• Defining associations (ADEF),
• Suppression associations (ASUP).

The similarity associations are defined by the related values which are similar.
When similar values are stored in close fields or connected nodes, then they are
associated. The sequential and contextual associations are used to represent a sequence
or chronology of stored objects or values. The defining and suppression associations
are used to define objects as a combination of some features or objects with some
possible restrictions or subtraction of some features or objects as well. Moreover, all
these associations can be weighted using weighted connections. According to it,
associations can be created between various combinations of values and objects and
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thanks to their weighting, they can be considered with different strength and impor-
tance. Such associations can naturally be represented by neurons which compute
weighted sums of excitatory and inhibitory stimuli [9, 22]. The wealth of biological
associations is not yet used and implemented enough in the structures and methods of
contemporary computer science. The relations described above already where suc-
cessfully implemented in many associative networks and memories described in [13–
19], and [20]. This paper introduces this ability and applies it to represent relational
databases enriched with extra vertical relations in the neuronal graph structure which
associate them using the above-listed relations. The presented neuronal associative
structures also weigh the relations what additionally enriches their inference capabil-
ities. In comparison, primary-foreign key relations are not weighted in a relational
database so we cannot easily reproduce the frequency, strength, or value of such
relations without using extra attributes. The presented model allows us to do it and use
in various inference processes on the data stored in the DASNG structures.

2.1 Associative Graph Data Structures

The Associative Graph Data Structures (AGDS) introduced in [13] can be used to
represent data in an associative way using a graph structure as presented in Fig. 1. It
can be noticed that in comparison to the classic table (Table 1), data presented in this
graph form (Fig. 1) are sorted after all attributes, all duplicates for each attribute are
aggregated and represented by the same nodes, and all objects are indirectly connected
via values which define them. This form of data representation allows us to quickly
move along the connections when searching for the most important relations instead of
searching for these relations in nested loops when using classic database tables.

Thanks to the important properties of the AGDS structures, it is possible to sub-
stantially reduce the computational complexity of many often executed search opera-
tions on classic tabular structures. If any operation on a tabular structure has not
constant computational complexity and we can achieve the constant computational
complexity on an equivalent AGDS structure, we say that the structure replaces the
operation as mentioned in [18]. For example, if we have to find all objects which
attribute “sepal length” is 6.0 and “petal length” is 5.0, we usually need to loop all
records stored in the table while we can go directly along the edges from the nodes
representing values 6.0 and 5.0 of appropriate attributes in constant time and quickly
computing the conjunction of these two conditions in the AGDS structure. The only
difficulty is in ensuring effective access to value nodes representing unique values of
data attributes. To solve this difficulty, it is possible to use hash-tables (maps) and
sorted lists to make more efficient access to them. It is also possible to use modified B-
trees and AVB-trees to speed up this access which can be reduced even to the constant
computational complexity as proved in [17] and shown in [18] when we assume that
there are many duplicates for each attribute in an equivalent tabular dataset. In this
paper, an AVB+tree structure is presented which is even more efficient and functional
than the AVB-tree structure presented in [18].
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2.2 Elements of the Associative Neural Networks Using Graph Structures

We used to the fact that each artificial neural network [9, 11] consists of artificial
neurons and connections, and typically converted input data are directly put on the
inputs of the first layer neurons, while outputs are directly read from the outputs of the
last layer neurons. This model is not true from the biological point of view because
bodies have plenty of receptors which transform input stimuli to the internal repre-
sentation of the nervous system that converts the results on the stimulus of effectors
(muscles, secretion of hormones etc.) which define the reaction and activities at the end

Table 1. Selected objects from the Iris dataset taken from UCI ML repository [31].

Objects Attributes
Sepal
length

Sepal
width

Petal
length

Petal
width

Class

Object 1 (O1) 5.4 3.0 4.5 1.5 Versicolor
Object 1 (O2) 6.3 3.3 4.7 1.6 Versicolor
Object 1 (O3) 6.0 2.7 5.1 1.6 Versicolor
Object 1 (O4) 6.7 3.0 5.0 1.7 Versicolor
Object 1 (O5) 5.9 3.2 4.8 1.8 Versicolor
Object 1 (O6) 6.0 2.2 5.0 1.5 Virginica
Object 1 (O7) 6.0 3.0 4.8 1.8 Virginica
Object 1 (O8) 5.7 2.5 5.0 2.0 Virginica
Object 1 (O9) 6.5 3.2 5.1 2.0 Virginica

Fig. 1. An AGDS structure constructed on the basis of the data presented in Table 1.
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of the processing. Thus, in the associative spiking and pulsing neurons (ASN and APN)
defined in [17–19], and [20], receptors are also used to convert external data to the
neural stimuli and effectors to produce results transferable to computer systems or
various actuators. Receptors are organized using sensory input fields (SIF) [19], which
represent data attributes and self-organize attribute values [18]. The associative spiking
neurons (ASNs) [17] and associative pulsing neurons (APNs) [18] implement the time
approach to all internal processes which take place inside these neurons. The time is
crucial to define associative dependencies between data and objects represented in the
associative structures described in the following sections. These neurons work asyn-
chronously in parallel, and the results of inferences depend on the number of pulses
(spikes) produced for a given input context defined by the combination of input data
which may represent various search or filter criteria as described in [18, 19], and [20].

3 Self-organizing AVB+trees for Efficient Data Access

This paper introduced AVB+trees which further expand organization properties and
data access speed of AVB-Trees presented in [18]. The AVB+trees in comparison to
AVB-Trees contain extra connections which connect neighbor values in any defined
linear order (e.g. numerical or lexicographical). These connections are called neighbor
connections (shown in Fig. 2 in blue). These connections are created and updated
automatically during the self-organizing and self-balancing algorithms implemented in
AVB+trees. This paper describes how AVB+trees are constructed, how new values can
be added, and existing values can be typically removed from these structures in less
than logarithmic time assuming that they represent data in which rows some values are
repeated (i.e. the data contains duplicates).

AVB+trees can store one or two values (keys) in each node (Fig. 2), similarly to 3-
degree B-trees or B+trees, however, the AVB+trees aggregate representation of
duplicates and also store counters (in yellow boxes in Fig. 2) which count up the
numbers of aggregated duplicates of keys (values) in each element. Moreover, in
comparison to B-trees, all elements storing unique keys (values) are connected using

Fig. 2. Description of the AVB+tree structures consisting of nodes which can contain one or
two elements that consist of keys (values) and counters, where elements are additionally
connected using neighbor connections. (Color figure online)
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neighbor connections (blue lines in Fig. 2) and thanks to them it is possible to move
between always sorted values in order quickly. In comparison to B+trees, AVB+trees
do not use extra nodes to organize access to the elements stored in leaves because AVB
+trees store values in all nodes as B-trees and sort values as B+trees, additionally
aggregating and counting duplicates, what substantially reduces the structure of AVB
+trees and accelerate the access to all elements, especially for big data collections
where are many duplicates. In results, AVB+trees are typically much smaller in size
and height than B-trees and B+trees thanks to the aggregations of duplicates and not
using any extra internal nodes as signposts as used in B+trees. The aggregation of
duplicates also reduces the total number of self-balancing and reconstruction operations
on the AVB+tree structures because duplicates only increment or decrement counters
of elements according to performing an insert or remove operation on this structure.
One AVB+tree always represents one data attribute (table column which is not a
primary or foreign key).

The capacities of stored elements in the smallest AVB+tree structures are presented
in Fig. 3. The ranges of capacities of the presented AVB+trees came from the fact that
each leaf can contain one or two elements, while the number of their children precisely
determines the number of stored elements in each parent node and vice versa. If the
node has two children, it stores a single element, and when it has three children, it
stores two elements. We can also notice that various AVB+tree structures can some-
times contain the same number of elements. This feature makes possible to transform
one tree structure to another one during insert and remove operations, but it also means
that there is not a single structure that can store a given number of elements. It depends
on the sequence in which elements are inserted into this structure or removed from it.
The same collection of elements (e.g. 17 elements) can be stored in three different AVB
+tree structures as shown in Fig. 3. This variety does not spoil anything, and the
elements are correctly stored, sorted and available in any of the available structure for
storing the given number of elements.

Fig. 3. Capacities of values (keys) or elements) which can be stored in various AVB+trees.
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The AVB+trees is a collection of elements storing aggregated values (keys) in
elements which counting up the numbers of aggregated and represented duplicates of
these values (keys). Hence, the AVB+trees are especially dedicated to efficiently store
big data collections where the same values are used to define many objects (rows,
entities).

The AVB+trees provide a few common operations as other data structures: Insert,
Remove, Update, GetMin, GetMax, and Search operations, however, we can also
easily define other operations computing, e.g. Sum, Count, Average, or Median. These
operations can calculate results faster than equivalent operations on classic tables,
arrays, or lists because the total sum of all elements is computed going along neighbor
connections multiplying the key values by the numbers of their occurrences (dupli-
cates) stored in the AVB+tree elements.

3.1 Insert Operation on AVB+Trees

The Insert operation executed for a new key inserts a new element to the AVB+tree if
any of the existing elements in this structure is not already representing this inserted
key. A new AVB+tree element represents such a new key, and its counter is set to one
(Fig. 4). In case, when an inserted key (value) is already represented by one of the
existing elements in the AVB+tree structure, then no new element is added, but the
counter of the existing element representing this value is incremented.

Fig. 4. A construction process of the AVB+tree presented for a sequence of 15 values (keys).
(Color figure online)
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The Insert operation of the AVB+tree is processed as follows (Fig. 4):

1. Start from the root and go recursively down along the branches to the descendants
until the leaf is not achieved after the following rules:

• if one of the elements stored in the node already represents the inserted key,
increment the counter of this element, and finish this operation;

• else go to the left child node if the inserted key is less than the key represented
by the leftmost element in this node;

• else go to the right child node if the inserted key is greater than the key rep-
resented by the rightmost element in this node;

• else go to the middle child node.

2. When the leaf is achieved:

• and if the inserted key is already represented by one of the elements in this leaf,
increment the counter of this element, and finish this operation;

• else create a new element to represent the inserted key and initialize its counter
to one, next insert this new element to the other elements stored in this leaf in the
increasing order, update the neighbor connections (Fig. 5), and go to step 3.

3. If the number of all elements stored in this leaf is greater than two, divide this leaf
into two leaves in the following way:

• let the divided leaf represent the leftmost element representing the least key in
this node together with its counter;

• create a new leaf and let it represent the rightmost element representing the
greatest key in this node together with its counter;

• and the middle element (representing the middle key together with its counter)
and the pointer to the new leaf representing the rightmost element pass to the
parent node if it exists, and go to step 4;

Fig. 5. A self-balancing mechanism of an AVB+tree during the Insert operation when adding
key equal 2 to the current structure which must be reconstructed to be able to represent this new
key. (Color figure online)
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• if the parent node does not exist, create it (a new root of the AVB+tree) and let it
represent this middle element (representing the middle key together with its
counter), and create new branches to the divided leaf representing the leftmost
element and to the leaf pointed by the passed pointer to the new leaf representing
the rightmost element (Fig. 5). Next, finish this operation.

4. Insert the passed element between the element(s) stored in this node in the key-
increasing order after the following rules:

• if the element has come from the left branch, insert it on the left side of the
existing element(s) in this node;

• if the element has come from the right branch, insert it on the right side of the
existing element(s) in this node;

• if the element has come from the middle branch, insert it between the existing
element(s) in this node.

5. Create a new branch to the new node (or leaf) pointed by the passed pointer and
insert this pointer to the child list of pointers immediately after the pointer repre-
senting the branch to the divided node (or leaf).

6. If the number of all elements stored in this node is greater than two, divide this node
into two nodes in the following way:

• let the existing node represent the leftmost element representing the least key in
this node together with its counter;

• create a new node and let it represent the rightmost element representing the
greatest key in this node together with its counter;

• the middle element (representing the middle key together with its counter) and
the pointer to the new node representing the rightmost element pass to the parent
node if it exists; and go back to step 4 (Fig. 5);

• if the parent node does not exist, create it (a new root of the AVB+tree) and let it
represent this middle element (representing the middle key together with its
counter), and create new branches to the divided node representing the leftmost
element and to the node pointed by the passed pointer to the new node repre-
senting the rightmost element (Fig. 5). Next, finish this operation.

In step 2, there is necessary to update the neighbor connections between subsequent
elements (blue lines in Figs. 4 and 5). The neighbor connections are represented by
pointers which are stored in the elements. When elements are moved between nodes of
the AVB+tree, the pointers move inside elements together, not spoiling the represen-
tation of the element order. The update of neighbor connections is as easy as in the
classic double-tied list of elements as shown in Fig. 5.

3.2 Remove Operation on AVB+Trees

The Remove operation allows to remove a key from the AVB+tree structure and next
quickly rebalance and reorganize the structure automatically if necessary. If the
removed key is duplicated in the current structure, then only the counter of the element
which represents it is decremented. When the removed key is represented by the
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element which counter is equal one then the element is removed from the node. If this
node is a leaf containing only a single element, then the leaf is removed as well, and a
rebalancing operation of the AVB+tree is executed. Thus, the Remove operation is
processed as follows (Figs. 6, 7 and 8):

1. Start from the root and go recursively down along the branches to the descendants
until the removed key is found in one of the elements in the nodes after the
following rules:

• if one of the elements stored in the node represents the removed key go to step 2;
• else if this node is a leaf, finish this operation without removing the key from

the tree because this key was not found;
• else go to the left child node if the removed key is less than the key represented

by the leftmost element in this node;
• else go to the right child node if the removed key is greater than the key

represented by the rightmost element in this node;
• else go to the middle child node.

2. Decrement the counter of the element representing the removed key and:

• if the decremented counter is greater or equal one finish this operation
successfully;

• else remove the element from the node and go to step 3.

3. If the node where the element was removed is not a leaf go to step 12 else:

• if there is still another element in this leaf after the reduction of the removed
element then finish this operation successfully;

• else remove the leaf and go to step 4.

4. If the parent node of the removed node has only a single element, go to step 5 else
go to step 6.

5. If the second child of the parent node of the removed node also has only a single
element (Fig. 6A) than join these two elements together and remove the second
child as well, and go to step 7;
else create the removed node again and move the parent element to this node and
its neighbor connected element from its second child move to the parent node
(Fig. 6B)

6. For the parent node of the removed element which contains two elements:

• if the second neighbor element connected to the parent element which was
connected to the removed element in the removed node is single in its node then
move this parent element to this child joining them together in this child node
(Fig. 6C);

• else create the removed node again and move the parent element to this node
and its neighbor connected element from its second child move to the parent
node (Fig. 6D).

7. For the joined node, if the parent node has only a single element (Fig. 7E–H), go to
step 8 else go to step 11.
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8. If the second child of this parent node has only a single element; go to step 9 else
go to step 10.

9. Join parent element with the second child element and move the joined element to
the new joined parent (Fig. 7E) and go to step 7 until this parent is not a root of the
tree. When the parent is the root finish this operation successfully.

10. For the second child containing two elements (Fig. 7F–H):

• if the child of this child connected to the parent element is single in its node
(Fig. 7F–G) move it to the parent and the node from the parent to the recon-
structed branch where the nodes have been joined; next, go to step 6 balancing
the second child of this parent.

• else for the child of this child connected to the parent element is not alone in its
node (Fig. 7H), move this child to this connected parent node and the parent
element to the branch where the nodes have been joined. Next, finish this
operation successfully.

11. For the second child containing two elements (Fig. 7I–J):

• if one of the neighbor siblings of the joined node has a single element then
move the parent element of the joined node to this neighbor sibling and move
the joined node to the children of this neighbor siblings (Fig. 7I).

• else move the connected parent element to the branch where the nodes have
been joined, the first closest element from the two-element child to the node and
its connected child to the child of the reconstructed branch (Fig. 7J).

• Next, finish this operation successfully.

12. For elements removed from the non-leaf node (Fig. 8K–P):

• if this node has only two children go to step 13;
• else go to step 14.

Fig. 6. Sample join and move operations used during the removal of elements from AVB+trees.
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Fig. 7. Self-balancing mechanisms of AVB+trees which transform the structure after reduction
of one branch height to self-organize all leaves to be only in the last layer again using two kinds
of operations: join and move operations. The join operation reduces the structure (the number of
nodes or the number of children of one node) by joining elements and nodes together producing
simpler structures and sometimes reducing the height of the tree. The move operation restores the
reduced nodes and moves the elements between nodes to restore leaves in the reduced branch.
This operation reduces the number of elements stored in the nodes or the number of children.
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13. If both two children have only a single element each then join them together in one
node (Fig. 8K) and go to step 7;
else move one element of the two-element child to the parent to replace the
removed element (Fig. 8L–M). Next, finish this operation successfully.

14. If both two neighbor children have only a single element each then join them
together in one node (Fig. 8N);
else move one element of the two-element child to the parent to replace the
removed element (Fig. 8O–P).

Next, finish this operation successfully.

3.3 Update Operation on AVB+Trees

The Update operation is a simple sequence of Remove and Insert operations because it
is not possible to simply update a value in an element because of the structure

Fig. 8. Self-balancing mechanisms of AVB+trees for the elements removed from the nodes that
are not leaves.
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of AVB+trees which represent various relations. Data can be easily updated (a value
can be changed) only in those structures which do not represent relations, e.g. unsorted
arrays, lists, or tables. Hence, the Update operation on an AVB+tree removes the old
key (value) from this structure using the Remove operation and inserts an updated one
using the Insert operation.

3.4 GetMin and GetMax Operations on AVB+Trees

The GetMin and GetMax operations can be implemented in two different ways
dependently on how often extreme elements are used in other computations using an
AVB+tree structure.

The first way is used when extreme keys are not often used. In this case, it is
necessary to start from the root node and always go along the left tree branches until the
leaf is achieved and in its leftmost element (if there are two) is the minimum key
(value) stored in this tree. Similarly, we go always along the right branches starting
from the root node until the leaf is achieved and in its rightmost element (if there are
two) is the maximum key (value) stored in this tree. These operations take log Ň time,
where Ň is the number of elements stored in the tree, which is equal the number of
unique keys (values) of the data.

The second way is used when extreme keys are often used and should be quickly
available (in constant time). In this case, the leftmost (minimum) and rightmost
(maximum) elements of the leftmost and rightmost leaves appropriately are addition-
ally pointed from the class implementing the AVB+tree. If using these extra pointers
they are automatically updated when the minimum or maximum element is changed,
and the minimum and maximum element can be easily recognized because its neighbor
connection to the left or right neighbor element is set to null.

3.5 Search Operation on AVB+Trees

The Search operation in the AVB+tree is processed as follows:

1. Start from the root and go recursively down along the branches to the descendants
until the searched key or the leaf is not achieved after the following rules:

• If one of the keys stored in the elements of this node equals to the searched key,
return the pointer to this element;

• else go to the left child node if the searched key is less than the key represented
by the leftmost element in this node;

• else go to the right child node if the searched key is greater than the key
represented by the rightmost key in this node;

• else go to the middle child node.

2. If the leaf is achieved and one of the stored elements in this leaf contains the
searched key, return the pointer to this element, else return the null pointer.

256 A. Horzyk



3.6 Complexity and Efficiency of the Operations on AVB+trees

The complexity of all operations described above is at most logarithmic of the number
(Ň) of unique attribute values O(log Ň), however, when Ň � N, where N is the total
number of all attribute value in the collection (table), we can state that O(log N) � O
(log Ň) � O(1). Hence, when attributes contain many duplicates, we typically access
data in constant time as well as perform all operations on AVB+trees in constant time.

4 Drawbacks of Relational Databases

Relational databases are the most commonly used databases today. They consist of tables
which use primary and foreign keys to represent related entities. Peter Chen developed an
entity-relational model (ER model) that describes interrelated things of interest in a
specific domain of knowledge [3, 4]. The ER model is composed of entity types which
classify the things of interests and specifies various horizontal relationships that can exist
between instances of those entity types. This model is also an abstract data model that
defines a data structure that can be implemented as a relational database. Entities may be
characterized not only by relationships but also by additional properties (attributes),
which include special identifies called primary keys. In the relational databases, each row
of a table represents one instance of an entity type, and each field represents an attribute
type, where a relationship between entities is implemented by storing a primary key of
one entity as foreign keys in other entities of other tables (Fig. 9).

Fig. 9. A sample relational database Small Hospital consisting of 6 tables related patients to
doctors and rooms and nurses which take care of the patients in these rooms.

In the relational database model, features are grouped in rows defining entities (tu-
ples, records, objects) collected in tables. The rows of different tables can be horizontally
linked together using primary and foreign keys. This kind of row linking allows defining
more complex objects by other already represented objects in other tables. Primary keys
must be unique and sorted to be quickly accessible. For sorting and indexing, we typically
use B-trees or B+trees which can access data in logarithmic time [5, 12].
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All modern databases use a Cost-Based Optimization (CBO) to optimize queries
and to create an individual execution plan for each query. Execution plans can differ in
computational cost and complexity depending on the number of rows and used indices.
Execution plans can comprise dynamically created temporal indices for the current
query if it improves the cost of the execution plan. Many times, heuristic or greedy
algorithms are also used to quickly find a good-enough execution plan without brute
force search which can be inefficient and too complex [12].

Moreover, we distinguish various join operations as nested loop-join, hash-join,
and merge-join which can be more efficient in some specific situations. The join
operations are frequently executed on every database, so their optimization is crucial.
The nested loop-join operation takes O(N * M) time, the hash-join operation is pro-
cessed in O(N + M) time, and the merge-join operation in O(N + M) or O(N * log
N + M * log M) dependently on working on the sorted or unsorted data, where N and
M are the numbers of merged records of two joined tables [12].

Statistics are also very useful and help to estimate the disk I/O and CPU operations
and memory usage to find a good-enough execution plan, however, there is a certain
cost of updating statistics as well. Hence, the I/O disk data access for reading and
writing operations are bottlenecks of databases, especially when a database is huge and
do not fit into memory because disk operations are typically at least hundreds of times
slower than operations executed in the RAM.

Despite themany advantages of such a solution,we also come acrossmany difficulties
and bottlenecks, where the ER data model is not effective enough [12], e.g. the time
necessary to update statistics and indices, sorting operations, quickfinding a good-enough
execution plan for each query, coping with hundred times slower I/O disk operations, or
the necessity to frequently search for various vertical relations between entities of the
same table. One of the main drawbacks of the relational database model, which is
addressed in this paper, is in the limited way of linking data and objects vertically in the
same table. Vertical relations between entities and their defining values stored in columns
are not represented (Fig. 10). This lack forces a database management system (DBMS) to
search for vertical relations in many loops using SQL operations if the information about
such relations is required. The SQL search operations (SELECT) in relational databases
are typically the most frequent operations, so inefficiency of them costs much time which
is most annoying and very expensive when managing huge data collections.

Fig. 10. Drawbacks of relational databases presented on a sample database Small Hospital.
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Moreover, a few tables (here e.g. Nurses, Patients, and Doctors) can contain the
same attributes (e.g. First Name and Last Name or Seniority in Fig. 10) very often, but
such attributes are rarely aggregated and combined in relational databases together.

Furthermore, the objects can be naturally ordered only after a single selected
attribute in each table. For sorting data after several attributes simultaneously, we use
indices. The indices typically use B-trees, B+trees, or hash tables to sort and organize
data in order to make them accessible in logarithmic time. The main drawback of using
indices is an extra memory cost and the slowdown of addition, updating, and removal
operations performed on the tables. In result, it is recommended to use indices only for
data attributes which are frequently used in search operations. This paper presents how
to overcome some of these drawbacks and organize data in such a way that both
horizontal and vertical relations will be represented in the proposed deep associative
neuronal graph data structure described in the following section.

In result of tabular representation of the data in relational databases and repre-
sentation of only limited subset of relations (i.e. horizontal relations between entities
between tables using primary and foreign keys), it is necessary to use many nested
loops to search for interesting relations (especially various vertical relations between
entities), filter, sort and join data and objects represented in this form. This form is still
more inefficient when dealing with big data, and it is necessary to find better solutions
which will allow representing more relations in new richer data structures that will
replace various computationally inefficient operation by the structure and substantially
decrease computational complexity of operations.

5 Deep Associative Semantic Neuronal Graphs

Deep Associative Semantic Neuronal Graphs (DASNG) first time introduced in [18]
are based on the associative approach to computation and associative spiking or pulsing
neurons presented in [13–19], and [20]. The DASNG networks can work as emergent
cognitive neuronal systems [6, 25, 27, 30], and are similar to semantic networks that
represent semantic relations between concepts that are linked together [29]. This kind
of neural networks uses associative data structures mentioned in Sect. 2 of this paper
which allow representing a much richer set of data and object relations. In many
practical cases, this approach enables to conclude about the data directly instead of
looping through the data. It increases the efficiency of many inference processes.
Moreover, the DASNG use associative neurons (ASN or APN described in [17, 18],
and [19]) instead of graph vertices. Such neurons automatically react to input stimuli
and can produce spikes (pulses) which are interpreted as results of various inference
process as a reaction to the input stimuli that define the context for search data, objects,
or relations. This way of working is characteristic for the biological associative pro-
cesses that take place in brains [22]. A human brain consists of many complex and very
deep graph structures of connected neurons of various kinds [24] which use thousands
of connections to represent our knowledge and make our intelligence work smartly,
quickly, and context-sensitively. The DASNG structure enriches representation of data
relations as mentioned in the previous section. The DASNG neural networks were
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designed to represent various kinds of databases, especially relational databases.
Relational databases can be quickly transformed into the DASNG networks as shown
in the following subsections.

5.1 Construction Backgrounds of Transformation of Relational
Databases

Relational databases thanks to their structure and clear representation of internal rela-
tions between entities of various tables represented by primary and foreign keys can be
easily transformed to the DASNG networks when applying a few important rules which
determine the order of transformed elements. The rule which lets us easily select
database tables that can be already transformed tells us to transform these tables for
which the neurons in the DASNG network already represent all foreign keys. It prac-
tically means that we have to start from the tables which do not contain foreign keys, e.g.
the tables marked by 1: Nurses, Rooms, and Doctors in Fig. 11. Next, the tables which
contain foreign keys to the previously transformed tables can be transformed as well,
e.g. the tables marked by 2: NurseRoom and Patients in Fig. 11. Finally, the tables with
the most complex dependencies which foreign keys are represented later during this
transformation process can be transformed at last, e.g. the table marked by 3: Doc-
torPatient in Fig. 11. The transformation process will be described and illustrated on the
example database shown in Fig. 11 in the next subsection.

The transformation process has deterministic results. It means that we can start the
transformation from any table without any foreign keys, and next transform other tables

Fig. 11. The possible sequences of tables that can be transformed come from the already defined
foreign keys by neurons in the DASNG network. The numbers from 1 to 3 show which tables can
be transformed at first, which two can be transformed later, and which one can be transformed at
last because of their foreign keys dependencies.
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which foreign keys are already represented in the developed DASNG network in any
possible order, but the finally created DASNG network will always be the same.

5.2 Transformation of a Sample Relational Database

The transformation process for the sample database (Fig. 11) can start from any table
that does not contain any foreign keys (e.g. Nurses, Rooms, or Doctors). Here, we start
from the Nurses table, and transform all its attributes (First Name, Last Name, and
Seniority) into sensory input fields (grey rectangles in Fig. 12) containing AVB+trees
which keys of elements represent receptors (green semicircles in Fig. 12) sensitive for
all attribute values defined in this table as shown in Fig. 12. The receptors are con-
nected to sensory neurons (white circles in Fig. 12) which can be charged by the
receptors as well as other connected neurons of this network. The sensory neurons are
connected to other sensory neurons that represent neighbor values of the same attribute.
These neurons are also connected to object neurons representing entities of the Nurses
table. There is usually no need to optimize access to object nodes by IDs representing
primary keys (here: N1, N2,…, N6) because most of the primary keys in relational data
tables are used only for the join operation, not for direct search. In such cases, primary
keys are reducible as mentioned in the previous section and in [18]. However, when the
primary keys represent real attributes of unique values which data must be stored and
may be directly searched (non-reducible primary keys), then such values are repre-
sented in the same way as other attributes using SIFs, receptors, and sensory neurons.
In the sample database mentioned in this paper, all primary of all tables are reducible
and used only to relate the entities of the different tables.

Fig. 12. Transformation of the Nurses table and the insertion of its data and relations to the
already constructed DASNG structure. (Color figure online)
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Figure 12 presents the result of the transformation of the Nurses table into the
DASNG network created from scratch. It is noticeable that all duplicates are aggregated
and represented by the same receptors inside the elements stored in the nodes of AVB
+trees, e.g. the first name Kate or the seniority equal to 12 are represented only once.
The orderable attribute Seniority was represented by the AVB+tree with additional
receptors and neurons (MIN and MAX) sensitive for the extrema. In Fig. 12 and
subsequent figures, the numbers of duplicates of the aggregated values are omitted in
order to make these figures readable. In Fig. 13, the data from table Doctors were
added to the previously created network from Fig. 12. The data representing the same
attributes (First Name, Last Name, and Seniority) of the Nurses and Doctors tables
were merged in the SIFs that aggregate duplicates not only in the scope of a single table
but in the scope of all data tables which contain the same attributes. Such merges allow
for faster and easier inferences about similarities, order, greatness, dependencies,
groups, clusters, classes, and many important relations later. We can notice that the
seniority of 12 years have one doctor and two nurses whose name and specialization
can also be efficiently read going along the connections outgoing form neurons rep-
resenting them. Figure 14 presents the next Rooms table which data are added to the
DASNG network shown in Fig. 13.

Fig. 13. Transformation of the Doctors table and the insertion of its data and relations to the
already constructed DASNG structure.
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The transformation of the next NurseRoom link-table links the neurons repre-
senting rooms and nurses together. It demonstrates how link-tables are transformed into
the direct connections in the DASNG network (Fig. 15).

Fig. 14. Transformation of the Rooms table and the insertion of its data and relations to the
already constructed DASNG structure.

Fig. 15. Transformation of the NurseRoom table and the insertion of its data and relations to the
already constructed DASNG structure.
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In Fig. 16, the data from table Patients are added, aggregated, and merged with the
previously added data. Finally, the patients are linked to the doctors after the trans-
formation of the DoctorPatient link-table as shown in Fig. 17.

Fig. 16. Transformation of the Patients table and the insertion of its data and relations to the
already constructed DASNG structure.

Fig. 17. Transformation of the DoctorPatient table and the insertion of its data and relations to
the already constructed DASNG structure.
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5.3 Complexity and Efficiency of the DASNG Operations Using
AVB+trees

The fundamental goal of any computations is to get correct results in acceptable time.
Sometimes, we come across high computational complexities of various operations.
Many times, the computational complexity is acceptable for small data collections, but
when dealing with big data collections, those complexities might be even too high.

The efficiency of the operations inside the DASNG network were already described
in [18], but the DASNG networks together with AVB+trees described in this paper
allow for still more efficient access to all data, close values, similar or related objects
and many other important relations. It is possible because the DASNG network rep-
resents additional direct and indirect relations between values and objects which are not
available in relational databases without searching, filtering, or sorting.

The introduced AVB+trees allows for faster move to the neighbor values and
process remove operations more efficiently than in AVB-trees or B-trees thanks to this
direct connections to the neighbors which remove the need to move along parent
branches to perform some operations.

The DASNG networks also allow proceeding computations in parallel as in bio-
logical neural networks. Hence, the computational complexity of the major part of
operations can be reduced to constant or logarithmic dependently on how many
duplicates are in the original data stored in the transformed data tables.

6 Conclusion and Final Remarks

This paper described the improvement of data access introducing and using AVB+trees
instead of AVB-trees [17] implemented to self-organize and aggregate attribute values
for the use together with the DASNG associative neural networks. The DASNG
construction process was described and demonstrated on a sample database. The main
contribution of AVB+trees is the ability to directly link neighbor values in a sorted
order which allows for very fast access and makes the remove operations still more
efficient than in AVB-trees. Moreover, the AVB+trees outperform classic B-trees and B
+trees because they do not aggregate or count up duplicates and therefore they are
much bigger than AVB+trees, especially for big data collections. Moreover, B-trees do
not link neighbor values in sorted order and require to go through the tree structure to
retrieve the next or previous value in logarithmic time. On the other hand, B+trees link
neighbor values, but they use many internal nodes that represent keys which only show
the way to the leaves where the objects are stored. Thus, they lose extra memory for
data self-organization. The presented AVB+trees thanks to the aggregation and
counting of duplicates are not only smaller but also require much less self-balancing
and self-organizing operations in comparison to B-trees or B+trees because all dupli-
cates require only increment or decrement the counters of the keys (values) stored in
the elements in the tree nodes. In result, AVB+trees is more efficient than B-trees, B
+trees, and AVB-trees, implementing beneficial features of these structures and
removing their disadvantages.
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Abstract. Ecological Networks (ENs) describe the structure of exist-
ing real ecosystems and help planning their expansion, conservation and
improvement. While various mathematical models of ENs have been
defined, to our knowledge they focus on simulating ecosystems, but none
of them deals with verifying whether any transformation proposals, as
those collected in participatory decision-making processes for public pol-
icy making, are consistent with land usage restrictions.

As an attempt to fill this gap, we developed a model to represent
the specifications for the local planning of ENs in a way that can sup-
port both the detection of constraint violations within new proposals
of expansion, and the reasoning about improvements of the networks.
In line with the GeoSpatial Semantic WEB, our model is based on an
OWL ontology for the representation of ENs. Moreover, we define a
language, GeCoLan, supporting constraint-based reasoning on seman-
tic data. Even though this paper focuses on EN validation, our language
can be employed to enable more complex tasks, such as the generation
of proposals for improving ENs.

The present paper describes our ontological specification of ENs, the
GeCoLan language for reasoning about specifications, and the tools we
developed to support data acquisition and constraint verification on ENs.

Keywords: Geographic knowledge · Geographical constraints ·
GeoSPARQL · Ecological networks · Urban planning

1 Introduction

The process of fragmentation of nature and the consequent reduction of nat-
ural environments directly depend on the development of new urbanizations,
infrastructural networks and intensive agriculture. Particular expressions of this
fragmentation process are the endangering of plant varieties and the loss of habi-
tats able to sustain the wild species and their migrations.
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The planning of Ecological Networks (ENs) has been proposed to model and
simulate biotic and abiotic ecosystems and, therefore, understand their changes
towards urban and territorial transformations: a way to overcome the isolation of
protected natural areas due to the siege of wild urbanizations. The conservation
of nature and the planning of ENs expansions are aimed to preserve biodiver-
sity by reducing the process of fragmentation of nature especially in the most
urbanized areas [1].

Although every sectoral approach, every point of view in urban planning
maintains its value of knowledge and proposal, transversal and interdisciplinary
studies have been encouraged, as far as they are able to restore the complex-
ity of ecosystems. During the past years, several ENs have been implemented
at different scales (from European down to municipality), resulting in the pro-
duction of guidelines, planning documents and projects; e.g., [2–4]. Specifically,
between 2014 and 2015 some of the authors of the present paper participated to
an “Experimental activity of participatory elaboration of ecological network” [5]
conducted by the Metropolitan City of Turin (Italy)1 in collaboration with Poly-
technic of Turin2 and ENEA3. That project aimed at defining a proposal for the
Ecological Network implementation at the local level in two pilot municipalities
near Turin. The proposed approach was aimed at guiding local Public Admin-
istrations with measures to limit anthropogenic land use and, where possible,
orient and qualify the conservation of ecosystem services.

We point out that describing ENs in informal ways, through linguistic guide-
lines, is useful for their presentation but challenges their management because
it makes it difficult to compare specifications to one another, finding possible
contradictions, and to integrate guidelines in order to obtain a single reference
document for land planning. In fact, specifications are dispersed in multiple
textual sources, that introduce different concepts and metrics to evaluate the
properties of an EN.

We thus aim at providing formal approach to the representation of ENs,
suitable for integrating heterogeneous information sources, and for automated
analysis. For the specification of ENs, we adopt an ontology-based approach,
in order to explicitly define the relations between entities and to formally char-
acterize their attributes, supporting automated reasoning. This is in line with
consolidated approaches to the representation of geographical knowledge (see
the GeoSpatial Semantic WEB [6] and [7,8]) and provides a basis for a unified
treatment of information in Geographical Information Systems (GIS). However,
an important aspect of ENs is the specification and reasoning about constraints
associated to the guidelines for land planning. Therefore, our work aims at inte-
grating semantic knowledge representation with constraint-based reasoning [9]
into a unified framework.

This paper presents an ontology for the description of ENs, and a constraint
specification language supporting automatic reasoning about them:

1 www.cittametropolitana.torino.it/.
2 www.polito.it.
3 www.enea.it.

www.cittametropolitana.torino.it/
www.polito.it
www.enea.it
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– Our ontology is based on the outcome of the project [5]. We adopted OWL
[10], augmented by the GeoSPARQL ontology [11], to describe the main enti-
ties and relations of ENs.

– Regarding the representation of EN specifications, we developed a new lan-
guage, GeCoLan, guided by two main goals:

• The expression of constraints on the EN domain in a simple and compact
way, which simplifies reading and automated management of information.

• The employment of specifications in other automatic tasks, which can’t be
implemented by simply querying an existing Knowledge Base (KB). For
instance, checking the consistency of proposals for changes and additions
to an existing EN, or automatically suggesting optimized changes and
additions to it.

In line with recent research on geometric and geographic constraint reasoning,
e.g., [12,13], GeCoLan abstracts from the details of the reasoning tasks that
it supports and can thus be applied to other domains than the one in the
focus of this paper.

GeCoLan is suitable to define complex arithmetic and geometric constraints,
and supports constraint verification, as well as other rich types of reasoning, by
exploiting the SPARQL query language [14] as a lower-level tool for constraint
specification.

We developed a GeCoLan prototype reasoner and we tested it on a large
dataset of geographic information derived from project [5]. Even though we
obtained encouraging results regarding the applicability of our approach (see
[15]), they were affected by the fact that the dataset included a certain amount of
noise (e.g., overlapping geometries of structural elements that should have been
disjoint) and extremely detailed geometries, composed of hundreds of vertexes.
We thus decided to develop a data pre-processing tool that, before translating a
source dataset (e.g., a set of ESRI shapefiles) to semantic data format (RDF [16]
triples), pre-processes it by simplifying the geometries and some irregularities of
its geographic objects.

In the following we describe the GeCoLan language, the prototype reasoner
for checking its specifications on an EN, and our data pre-processing tool. The
present paper extends the work described in [15] by providing more detail about
our work, with examples, and with the description of the data pre-processing
tool.

The remainder of this paper is organized as follows: Sect. 2 provides some
background and positions our work in the related literature. Section 3 describes
our representation of ENs specifications and provides details about the GeCoLan
language. Section 4 describes the storage of information about an individual EN
and the data pre-processing tool to acquire it. Section 5 presents our approach to
the validation of ENs and the tool we developed for that purpose. Section 6 dis-
cusses the broader context of our work, outlining our future research directions.
Section 7 concludes the paper.
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2 Background and Related Work

Our work builds on existing literature about ENs and knowledge representation,
and introduces a novel model for representing and managing constraints in ENs.
The next subsections provide some background and position our work in the
related research.

2.1 Ecological Networks and Their Representation

An Ecological Network is an interconnected system consisting of territorial areas
that include natural and semi-natural habitats. As reported in [4], “although the
way in which the model is elaborated and applied reflects certain conceptual and
methodological variants and is subject to local and regional circumstances, eco-
logical networks share two generic goals, namely (1) maintaining the functioning
of ecosystems as a means of facilitating the conservation of species and habitats
and (2) promoting the sustainable use of natural resources in order to reduce the
impacts of new urbanizations on biodiversity and/or to increase the biodiver-
sity value of managed landscapes”. An EN is represented as a network including
various types of elements, described below:

– Structural Elements are the core areas of the EN. They denote the areas
having a primary ecological function, i.e., the areas with significant “natural-

Fig. 1. Diagrammatic representation of the spatial configuration of an Ecological Net-
work, from [4].
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ness”, that are relevant to preserve biodiversity. They are represented as as
nodes of the EN.

– Adjoining Areas, also denoted as buffers, are the areas neighboring (≥50m)
the Structural Elements. They represents the areas with the function to safe-
guard and increase the stability of the core areas.

– Connection Elements, alias corridors, are the areas with residual “natural-
ness” that connect the Structural Elements. They are represented as links of
the EN.

Figure 1 depicts the general design of an Ecological Network.
So far, ENs have been largely studied and modeled in order to describe their

dynamics. “Ecological network analysis (ENA) is a systems-oriented method-
ology to analyze within system interactions used to identify holistic properties
that are otherwise not evident from the direct observations” [17]. Several math-
ematical models have been developed to analyze and predict the dynamics of
ENs in terms of interactions between organisms in an ecosystem, starting from
observational data; e.g., [17–21]. These models are aimed at modeling and sim-
ulating the dynamics of the relations among species, the existence of dynamical
bottlenecks in the functioning of the ecosystems, etc., but they do not concern
the verification or imposition of urban planning constraints on the ecosystems
themselves, which is the objective of our work.

In the context of knowledge engineering, ENs provide a complex, inherently
geographic domain that demands an expressive language to be conveniently rep-
resented. Moreover, their specifications constitute a challenging problem for rep-
resenting constraints over complex geographic domains, and evaluating if a given
(possibly large) knowledge base satisfies or violates them. To our knowledge, no
existing work on ENs focuses on land-usage constraints, and on how the trans-
formations of ENs can be regulated in policy-making, taking such constraints
into account.

With the aim of representing knowledge in a formal way that supports the
specification of the semantics of concepts, we selected the OWL Web Ontol-
ogy Language [10] to represent the EN domain, augmented by the GeoSPARQL
ontology [11] for representing aspects of geographical knowledge such as topolog-
ical relations. These languages are well known standards for semantic knowledge
representation and they are supported by many tools, including highly scalable
and efficient RDF [16] data stores, such as Triple Stores; e.g., Parliament [22].
Being Semantic Web languages, they also seamlessly allow publishing the infor-
mation on the Web for open access and processing, thus favoring knowledge
sharing in the format of Linked Data [23].

2.2 Constraint-Based Reasoning on Geographic Information

Several works address the problem of expressing constraints on structured
domains, mainly for checking the integrity of data, e.g., [24,25], and some of
them specifically consider knowledge bases with geographic and geometric con-
straints. [26] introduces the High-Level Constraint Language (HLCL) to define
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geographic constraints on a conceptual model (i.e., Entity-Relationship) of a
database, and proposes to translate them into SQL integrity constraints. Simi-
larly, [13] exploits the Object-Constraint Language (OCL) on UML models. The
main difference between the present work and these proposals stems from the
fact that we assume that the domain is modeled as an OWL ontology, and that
data is stored as RDF triples in a Triple Store.

A way to represent constraints in the Semantic Web, is through rule lan-
guages, such as SWRL (Semantic Web Rule Language) [27] and RuleML [28].
While the original expressiveness of those languages was not general enough to
support constructs such as logic quantifiers, negation, disjunction, numeric and
geometric expressions (all of which typically occur in EN specifications), sub-
sequent extensions empowered them with the full expressiveness of First-Order
Logic (FOL) [29,30]. Moreover, some work integrated SWRL with mathematical,
geometrical, and other types of functions through built-ins; e.g., [31].

We introduce a new language, instead of extending an existing rule-based
one, because of several syntactic aspects that make it particularly succinct and
convenient for our needs. However, we don’t exclude translating our language
to a standard rule-based one in our future research, in order to exploit exist-
ing inference engines for those languages. Our language is named GeCoLan to
recall CoLan [25], on which it is strongly based, with restrictions and exten-
sions. CoLan is a language initially proposed for expressing integrity constraints
in Object-Oriented Databases, and later used as the basis for the Constraint
Interchange Format (CIF), an RDF schema for exchanging constraints on the
Semantic Web [32].

The SPARQL [14,33] language has been used for expressing and checking
constraints over OWL-based Triple Stores [34]. However, the direct adoption of
SPARQL (or of other query languages) for the description of EN specifications
fails to support reasoning tasks that cannot be implemented by simply querying
an existing KB; e.g., suggesting changes to repair a constraint violation, possibly
optimizing some desired measure. While our current work focuses on constraint
verification, we introduce GeCoLan to provide a unified support to other pro-
active tasks, such as suggesting solutions to violation problems and exploring
expansion possibilities for ENs.

3 Conceptual Representation of Ecological Networks

In the following we describe the OWL ontology we defined to represent the main
concepts and relations concerning ENs, and the GeCoLan constraint specification
language.

3.1 The Ecological Network Ontology

For the representation of Ecological Networks, we selected the OWL2 [35] lan-
guage, which offers:
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Fig. 2. A fragment of the GeoSPARQL ontology, from [15].

– IS-A relations to define taxonomies of concepts; e.g., hierarchies of land use
types, of planned interventions, and so forth.

– Support to modeling and performing calculations with geographic/geometric
shapes of concepts; e.g., elements of the EN and elements of land use maps.

– Specification of restrictions on concepts and on their relations. This is useful
to formally represent definitions as the following one: “coppicing is a mainte-
nance intervention that only applies to wooden areas”.

Moreover, we imported the GeoSPARQL ontology [22,36], which defines geo-
graphic entities and relations:

– GeoSPARQL defines a Feature as a SpatialObject that has a Geometry on the
2D plane; a Feature can be either a Point, a Curve (in particular, a piecewise
linear curve), or a Polygon.

– Moreover, GeoSPARQL defines a number of topologic geometric relations
between Features that correspond to the basic relations identified in the
literature about Geographic Information Systems: namely, the Simple Fea-
tures relations [37], and the equivalent RCC8 [38], and Egenhofer relations
[39]. Figure 2 shows the Simple Features topological properties, which relate
objects of the SpatialObject class. For instance, the touches relation between
two spatial objects A and B holds whenever the borders (but not the interiors)
of A and B have a non-empty intersection. Moreover, the overlaps represents
a non null intersection (but not an inclusion) between the areas of two spatial
objects.

The EN ontology is defined around the Feature class. By specializing Feature,
we define the four hierarchies of concepts representing the core of the EN domain:
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– EcologicalNetworkElement: this is an element of the EN, i.e., either a Struc-
tural Element, or a Priority Expansion Element.4 The latter is specialized to
a Connection Element or Adjoining Area.

– LandUseElement represents a Land Use Element (LUE), i.e., a parcel of land
defined in the Land Cover Piemonte (LCP) cartography [40], characterized by
a specific type of land use; see below. The LCP structures Land Use Elements
in 4 specification levels:

• At level 1 the LCP defines 5 general types of land use: WaterBody,
WetLand, WoodenLand, AgriculturalLand, and ArtificialLand, which we
explicitly model as concepts of the EN ontology.

• Moreover, the LCP includes 15 types of land use at level 2 of the tax-
onomy, 45 at level 3, and 97 at level 4. We specify the values of levels
2, 3, and 4 as properties of LandUseElement: LCPlevel2, LCPlevel3, and
LCPlevel4.

Each LandUseElement is characterized by five evaluation criteria, which take
values in [1, 5], with 1 representing the maximum value and 5 the lowest one:
1. naturality: how close the element is to a natural environment;
2. relevance: how relevant it is for the conservation of the habitat;
3. fragility: how fragile it is with respect to the anthropogenic pressure;
4. extroversion: how much pressure it can exert on the neighboring areas;
5. irreversibility: how difficult it would be to change its use.

– Intervention represents an intervention for building, improving or conserving
the EN.

– Operation represents a specific operation of elimination, construction or main-
tenance that is part of an intervention.

Figure 3 shows a portion of our EN ontology, with the Feature class depicted
in dark grey and the roots of the EcologicalNetworkElement and LandUseElement
in light grey. All of the concepts of the ontology inherit the topological relations
defined by Feature. Thus, e.g., an individual ConnectionElement may touch a
number of LandUseElements.

Figure 4 shows another portion of our EN ontology with the roots of the
Interventions and Operations hierarchies in light grey.

In order to characterize the classes and properties used in our ontology,
we exploit the powerful constructs of the OWL2 language (in particular, Class
Expressions) in several places. For example:

– the hasPlants property applies to LUEs of types WoodenLand and AgriLand.
The domain of hasPlants is therefore the following OWL Class Expression (in
functional syntax):

ObjectUnionOf(WoodenLand AgriLand)

4 The Priority Expansion Elements are the areas with residual ecological function-
ality where the priority is intervening to increase the functionality of the primary
ecological network and implementing conservation measures.
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Fig. 3. A fragment of the EN ontology with EN elements and Land Use Elements.

– the hasArea property applies to Features whose geometry is a Surface. The
domain of hasArea is thus:

AllValuesFrom(hasGeometry Surface)

– the Coppicing class (subclass of Maintenance operation) should have a linear
geometry. Thus, Class Coppicing is also a subclass of the following Class
Expression:

AllValuesFrom(hasGeometry LineString)

– the Eradication class (subclass of Elimination operation) should only inter-
sect LUEs of type WoodenLands; moreover, such elements should have an
LCPlevel2 value of either “ShrubbyGrassyZone” or “OpenZone”. Class Erad-
ication is therefore also a subclass of the following Class Expression:

AllValuesFrom(sfIntersects
(ObjectIntersectionOf(WoodenLand

(DataAllValuesFrom(LCPlevel2
DataOneOf(“ShrubbyGrassyZone” “OpenZone”)))))

It should be noticed that the above described specifications of ENs represent
integrity constraints on the classes and properties defined by the ontology: they
describe intrinsic properties of the EN. For instance, it would be meaningless to
have an element of the Coppicing class with a non-linear geometry, or an Eradi-
cation operation over an urban area. Differently, the EN specifications described
in the following section are meant to constrain the way we are allowed to plan
an Ecological Network, and may possibly be violated by existing ENs that have
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Fig. 4. Another fragment of the EN ontology with interventions and operations.

not been correctly planned. This is an important reason to encode the two types
of constraints differently, besides the fact that OWL has limits on the logic
constraints that it can express [41].

3.2 Constraints on EN Transformations

For the specification of constraints on the transformations of ENs we defined
GeCoLan, having in mind the following requirements: first, the language must
use the terms defined in the EN ontology (classes and properties) as its main
vocabulary. Second, it must support the expression of constraints about the
objects of the world modeled by the same ontology. Third, it must allow mixing
logic, geometric, numeric, and time requirements into the constraints.

We named our language GeCoLan because it is intended to capture geometric
and geographic constraints, beside more traditional types of constraints captured
by the CoLan language [25] from which it derives. The terms of our language
have one of the following types:

– literal values; e.g., numbers, strings, etc.;
– variables;
– function calls whose arguments are themselves terms.

GeCoLan offers the and, or, not, and implies connectives of First Order
Logic to compose conditions. Moreover, the atoms can be:

– property predicates p(t1, t2), where p is the name of a property defined in
the EN ontology, t1 is a term representing an individual in the domain of p,
and t2 is a term that denotes an individual in the range of p. For example,
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given two variables g1 and g2, each one taking the value of a Geometry,
sfTouches(g1, g2) states that the value of g1 touches the value of g2.

– filter expressions {e}5; a filter expression e, enclosed in curly brackets, can
use the logic connectives && (and), || (or), and ! (not) between conditions.
In turn, conditions are defined using relational operators >, <, <=, >=, =, !=.
The operands of the relational operators are terms or numeric expressions
obtained by combining numeric operands with operators +, -, /, *.

Compared to rule-based languages such as SWRL and RuleML (even in their
extensions with First Order Logic), GeCoLan has a number of syntactic features
that make it particularly convenient for our purposes:

– it allows the use of nested functions that correspond either to functions defined
in (Geo)SPARQL, or to functional properties of the ontology classes. For
example,

LCPlevel2(el)
denotes the value of the functional property LCPlevel2 of variable el, while:

distance(intersection(l1, l2), intersection(l3, l4))

denotes the distance between the intersection area of l1 and l2, and the inter-
section area of l3 and l4. The l1, . . . , l4 variables are Well Known Text (WKT)
literals, i.e., serializations of geometries.

– GeCoLan also allows the use of infix relational and arithmetic operators in
expressions over complex terms. For example:

{distance(l1, l2) >= 2 ∗ distance(l1, l3)}
means that the distance between the WKT literal values of variables l1 and
l2 is at least twice as the distance between those of l1 and l3. Similarly,

{irreversibility(el) < 3 || extroversion(el) < 3)}
imposes that the values of functional properties irreversibility and extrover-
sion of variable el are less than 3.

– moreover, it allows the quantifiers forall and exists with range restricted
variables:

forall C(x)[s.t. ψ(x)]ϕ(x)
exists C(x)[s.t. ψ(x)]ϕ(x)

where C is an ontology concept, x is a variable that represents an individ-
ual, and ψ(x) is an optional formula that further restricts the individuals
of C. For example, “forall NewPlanting(np)” states that the value of vari-
able np can be any instance of class NewPlanting. If we add a condition
“s.t. compensates(np, el)”, only individuals np that compensate some given
elimination el will be considered.

As we aim at expressing constraints that can be either satisfied or violated by
the knowledge base, we are only interested in closed formulas, in which all the
variables are within the scope of a corresponding quantifier.
5 Filter expressions correspond to whole constraints to be evaluated in the FILTER

clause of SPARQL; see Sect. 5.1.
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3.3 Example Specifications

In the following, we describe the representation of three sample specifications
taken from the guidelines for the Local EN implementation devised in project [5].

Specification 1: Connection Elements. Connection elements must
avoid areas with maximum irreversibility and areas with maximum extro-
version.

This constraint is satisfied if a ConnectionElement does not overlap with any
LandUseElements whose irreversibility or extroversion properties have the max-
imum value, i.e., a value >1. The specification can be encoded as follows:

forall ConnectionElement(ce)
forall LandUseElement(lue) such that sfOverlaps(ce, lue)

{irreversibility(lue) > 1 && extroversion(lue) > 1}

The first universal quantifier restricts the range of variable ce, that must be
a ConnectionElement. The second one restricts variable lue, that must be a
LandUseElement, and must have a geometry G6 that overlaps with the geometry
of ce.7

The filter expression in curly brackets imposes that both the irreversibility
and the extroversion of lue have a value >1. In the example we use several
features of our ontology and language, e.g.:

– the geometric capabilities of GeoSPARQL enable to automatically find the
LandUseElements that fall at least partially within a ConnectionElement;

– the filter expressions provide the ability to perform numeric comparisons
between the values of some functional properties of LandUseElements and
a numeric constant.

The second example constraints the creation of Buffer Zones to protect the
elements of the EN:

Specification 2: Buffer Zones. The creation of protection buffers is
done, whenever possible, through interventions of restoration in areas sur-
rounding the structural elements of the EN, with the goal of enhancing
and protecting them. In case a structural element is surrounded by areas
with maximum extroversion and/or maximum irreversibility, the buffers
must be realized within the structural element (due to the impossibility of
extending the element itself).

Using the vocabulary of the EN ontology, a BufferCreation is an Interven-
tion of Conservation that touches a StructuralElement of the EN, except when it
6 We write G for short to denote functional property hasGeometry that applies to

both ConnectionElements and LandUseElements.
7 In GeoSPARQL, the topological relations such as sfOverlaps are computed on the

geometries associated with the individuals in class Feature (lue and ce in our exam-
ple) through the defaultGeometry property.
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Fig. 5. Graphical representation of the two cases of the specification for Buffer Zones.
The structural elements of the EN are colored in dark green, the Land Use Elements
in light green are meadows (with low extroversion) while the LUEs in yellow are crops
(with high extroversion). Buffers are depicted as shadowed areas. (Color figure online)

would overlap with one or more LandUseElements with maximum irreversibility
or extroversion. In that case, the BufferCreation should be within the Struc-
turalElement. Figure 5 shows the two cases: the lower buffer is within a Struc-
turalElement, since otherwise it would overlap with a crop area of maximum
extroversion. Differently, the upper buffer touches the StructuralElement, as it
overlaps with a meadow of limited extroversion.

This specification can be encoded as follows:

forall BufferCreation(bc)
forall StructuralElement(sel)
forall LandUseElement(lue) such that (not sfWithin(lue, sel))

((sfTouches(bc, sel) and sfOverlaps(bc, lue))
implies
{(irreversibility(lue) > 1) and (extroversion(lue) > 1)})

and
((sfWithin(bc, sel) and sfTouches(bc, lue))

implies
{(irreversibility(lue) = 1) or (extroversion(lue) = 1)})

The formula starts with universal quantifiers specifying the classes of variables
bc, sel, and lue. The quantification of lue further restricts the attention to Lan-
dUseElements whose geometry is not within the geometry of StructuralElement
sel. The body is the conjunction of two sub-specifications, corresponding to the
two cases of Fig. 5: if (the geometry of) bc touches sel, then each lue that overlaps



GeCoLan: A Constraint Language for Reasoning About ENs 281

with bc must have non-maximum irreversibility and extroversion. Otherwise, if
bc is within sel, then each lue touched by bc must have maximum irreversibility
and/or extroversion.

The third example constrains eradication operations:

Specification 3: Eradication. Eradication in shrubby-grassy zones and
open zones is generally forbidden. In case the eradication is unavoidable, it
requires an authorization by the Municipality, and should be compensated
by a new planting with an area at least twice as the eradicated area. For
the new plantation, autochthonous plants and trees should be employed.

The norm says that an Eradication is an Operation that must belong to an
Intervention of Improvement that isAuthorized, and also comprises a NewPlant-
ing operation that compensates the Eradication. The planting hasArea at least
twice as that of the eradication. Finally, the hasPlant property of the NewPlant-
ing must not contain any plant in the black-list BL: this is an individual of type
PlantsList containing the forbidden exotic species. The norm can be encoded as
follows:

forall Eradication(er)
exists NewPlanting(np) such that compensates(np, er)
forall Plant(pl) such that hasPlant(np, pl)

(isAuthorized(interventionOf(er))
implies

((not(hasPlant(BL, pl))) and {(area(np) ≥ 2 ∗ area(er))}))

The formula mixes universal and existential quantifiers, in order to impose a
combined restriction on each eradication er, the new planting np that compen-
sates it (np must exist), and all the plants pl selected for np. The restriction
applies only if the Intervention including er (obtained with functional property
interventionOf) is authorized. It states that pl must not belong to BL and that
the area of np must be at least twice as the area of er.

4 Acquisition and Storage of Geographic Information
About ENs

4.1 Storage of the Information About an Individual EN

The ontological definition of ENs described in Sect. 3 supports the representation
in RDF format [16] of data about an individual EN; i.e., which are the structural
elements of a geographical area.

RDF is standard for knowledge representation in the Semantic Web and
prescribes that each piece of information is represented as a <subject, predi-
cate, object> triple. For instance, a specific Land Use Element is represented as
follows:
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lueid rdf : type onto : LandUseElement
lueid rdf : type geo : Feature
lueid geo : hasGeometry geoid
lueid onto : area 1152.000000015134
lueid onto : perimeter 191.99999999289867
lueid onto : LCPlevel1 “2”
lueid onto : LCPlevel2 “2”
lueid onto : LCPlevel3 “2”
lueid onto : LCPlevel4 “2”
lueid onto : extroversion 2
lueid onto : irreversibility 4
lueid onto : fragility 4
lueid onto : naturality 2
lueid onto : relevance 3

where lueid is the unique URI of the Land Use Element, and geoid is the unique
URI of its associated geometry. Note that the second triple, stating that lueid
is a Feature, is automatically inferred by the Triple Store. This derives from the
encoding of the ontology within the Triple Store itself, in particular from the
following triple:

onto : LandUseElement rdfs : subClassOf geo : Feature

Being a standard, RDF is coupled with several tools for data interpretation
and management. For instance, various Triple Stores are available to store and
manage RDF triples in an efficient way, by answering SPARQL [14], and possibly
GeoSPARQL [11], queries. In our experiments, we used the Parliament Triple
Store [22] to memorize the data about the EN developed in project [5].

4.2 A Tool for Pre-processing and Acquiring Information
About an EN

The process of acquisition of new geometries into the Triple Store is more com-
plex than a simple mapping from their coordinates and (meta) attributes to a set
of corresponding RDF triples. With the aim of creating an efficient and robust
knowledge base, we introduce a preliminary phase of input processing within
which we apply transformations to the geometries and synthesize new attributes
from the attributes of the geometry and possibly from other knowledge already
contained in the Triple Store.

The geometric transformations can be different depending on the quality
and characteristics of the input data. One of such transformations consists in
the simplification of a geometry obtained by reducing its number of vertexes.
This reduction can yield significant computational benefits, because the time
complexity of the algorithms behind the GeoSPARQL functions often directly
depends on such a number. Clearly, reducing the vertexes leads to a distortion
of the original geometries, and it is important to seek a trade-off between loss of
precision and computational gains. Many algorithms for polygons simplification
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can be found in the literature, with different levels of efficiency and quality of the
output; among these, we selected the very well known Douglas-Peucker algorithm
[42]. This algorithm takes as input a polyline (in our case, a closed one) and a
tolerance distance ε, and returns a similar polyline with a subset of the original
points. Similarity means that the Hausdorff distance between the original and
the computed polylines is less than the given tolerance. Suppose that we have a
polyline described as a list of points; then, the algorithm recursively divides the
list in two sublists choosing the split point such that it maximizes the distance
d with the segment joining the end points of the list. If the distance d satisfies
d ≤ ε, we can replace the polyline directly with that segment, otherwise the split
point p is marked as a point to keep, and the split is recursively invoked on the
two sublists determined by p.

Another useful pre-processing operation consists in filtering out all the poly-
gons whose area is below a threshold. This can be done by computing the area of
each input geometry with the help of a computational geometry library, skipping
all the geometries that are too small for being of interest. When the number of
such geometries is large, significant benefits can be obtained in terms of efficiency
in the use of the system.

In order to get reliable results during the computation of the areas, in a
desired unit of measure (e.g., square meters), it necessary that the Coordinate
Reference System (CRS) used to describe the input geometries uses the same
unit of measure; and, more importantly, it preserves the measure of areas when
they are projected from the Earth surface to a Euclidean plane. Indeed, some
projections preserve the topology of the area without giving any guarantee about
the accuracy of their areas (e.g WGS84 projection); and vice-versa (e.g UTM*
projections). This is just an example of the need to convert the input geometries
from one CRS to another, for specific computations. As these operations are not
supported by GeoSPARQL, it is necessary to pre-calculate them and possibly
store them for later on-line use.

5 Validation of Ecological Networks

Intuitively, the validation of an individual EN against a set of constraints means
analyzing the Triple Store describing the EN (i.e., the knowledge base) and
checking that no RDF triple violates them. For instance, let us consider the task
of checking the Connection Elements specification of Sect. 3.3. That means
considering each ConnectionElement ce in the Triple Store, and verifying that
all of the LandUseElements overlapping with ce satisfy the given restrictions on
the extroversion and irreversibility properties. We assume that all of the relevant
facts are present in the store (closed world semantics). Therefore, if a required
fact is missing, a violation is detected.

5.1 Translating Specifications to GeoSPARQL Queries

In order to check whether the EN specifications are satisfied by an existing
knowledge base, we translate them to equivalent queries that can be executed



284 G. Torta et al.

by any engine that supports the GeoSPARQL standard. This approach enables
us to exploit the engine to perform the reasoning tasks, instead of developing
a GeCoLan interpreter from scratch. Given a closed GeCoLan formula φ, we
translate it to a GeoSPARQL query qφ such that:

KB |= φ ↔
{

〚qφ〛KB �= ∅ φ = exists C(x)ϕ(x)

〚qφ〛KB = ∅ φ = not exists C(x)ϕ(x)
(1)

where φ is in one of the above forms, KB is the Triple Store against which we
want to evaluate φ, and 〚qφ〛KB denotes the result of applying qφ to KB.

Normalization of GeCoLan Constraints. Similar to [43,44], we define the
translation inductively. Firstly, we consider some rewritings of φ into equivalent
GeCoLan formulas to reduce the number of cases we have to explicitly translate:

forall C(x) s.t.ψ (ϕ) T (forall x
((C(x) and ψ) implies ϕ))

forall C(x) ϕ T (not exists C(x) (not ϕ))
exists C(x) s.t.ψ (ϕ) T (exists x

(C(x) and ψ and ϕ)))
ϕ implies ψ T (not ϕ or ψ)

After these rewritings, formula φ starts either with the “not exists C(x)”,
or with the “exists C(x)” prefix. It does not include any occurrences of the
forall quantifier or of the implies connective.

Translation of Normalized Formulas to GeoSPARQL Queries. Before
starting the translation of the normalized formulas to GeoSPARQL queries, we
remove the prefix from φ, so that the values returned by the query are not
completely projected out; see the example below. At this point, by translating
φ to qφ according to Eq. (1) and by applying qφ to KB, we can check whether
KB satisfies φ or not.

For finite domain classes C1, . . . , Ck, we define the cross product of their
domains as follows:

ADom(x1 , . . . , xk ) = {x1 rdf : type C1.
. . .
xk rdf : type Ck.}

We then define the following translations:

exists x ϕ SELECT (free(ϕ) − {x}) WHERE {T (ϕ)}
ϕ or ψ T (ϕ) UNION T (ψ)
ϕ and ψ {T (ϕ) T (ψ)}
¬ϕ {ADom(free(ϕ)) FILTER NOT EXISTS T (ϕ)}

The translation of exists involves the projection of variable x through a
subquery, as x should no longer appear in outer formulas. The translations of or
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and and connectors are mapped, respectively, to the UNION clause of SPARQL
and to a sequence of graph patterns. Finally, the negation of ϕ maps to a
FILTER NOT EXISTS clause between the domains of the free variables and their
assignments satisfying ϕ.

The atoms of GeCoLan formulas are translated as follows:

C(x) {x rdf : type C.}
p(t1, t2) {T (t1) T (t2) x1 p x2.}
{e(t1, . . . , tn)} T (t1) . . . T (tn) FILTER e(x1, . . . , xn)

– The class C of a variable x is translated as a graph pattern with predicate
rdf : type.

– Let us consider the translation of p(t1, t2). First of all, we need to translate
the terms t1, t2. For example, let the property atom be:

member(hasPlants(lue), “Rudbekia”)

where t1 is hasPlants(lue), i.e., the application of a functional property
hasP lants to a LandUseElement lue; the hasP lants property maps lue to
a Collection element col. We need to introduce a new variable x1 for repre-
senting the value of such property, and add the pattern {lue hasPlants x1}
to the translation. Finally, we add the pattern {x1 member “Rudbekia”} to
state that Rudbekia is a member of the x1 collection.

– The translation of filter expressions requires a similar approach to generate
variables corresponding to applications of functional properties.

5.2 Example

We will now apply the above described translation method to the Connection
Elements example of Sect. 3.3:

forall ConnectionElement(ce)
forall LandUseElement(lue) such that sfOverlaps(ce, lue)

{irreversibility(lue) > 1 && extroversion(lue) > 1}

First, we remove the forall quantifiers:

not exists ConnectionElement(ce)
exists LandUseElement(lue)

not (sfOverlaps(ce, lue) implies
{irreversibility(lue) > 1 && extroversion(lue) > 1})

Then, we remove the implies connective:

not exists ConnectionElement(ce)
exists LandUseElement(lue)

(sfOverlaps(ce, lue) and
not{irreversibility(lue) > 1 && extroversion(lue) > 1})
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Let us consider the translation of the filter expression:

τ0 = {{lue irreversibility ir.}
{lue extroversion ex.}
FILTER ((ir > 1) && (ex > 1))}

Two new variables (named ir and ex for readability) have been added to hold
the values of the irreversibility and extroversion properties of lue. Then, the filter
expression (in which the property applications have been replaced with ir and
ex) becomes the argument of a FILTER clause. The range expression for ce, lue
is:

τR = {ce rdf : type ConnectionElement.
lue rdf : type LandUseElement.}

Therefore, the translation of the negation (not) of the filter expression is:

τ1 = {τR FILTER NOT EXISTS τ0}

By applying the translation rules for the property predicates and conjunctions,
we obtain the following translation for the body of the formula:

τ2 = {{ce sfOverlaps lue.} τ1}

Finally, we translate the existential quantifier on lue and class restrictions on
lue, ce using the associated rules:

τ3 = SELECT (ce) WHERE {τR τ2}

As already mentioned, we do not translate the first existential quantifier on ce,
because this would leave no variables.

According to Eq. (1), given that the original formula started with not exists,
it is satisfied if query τ3 returns ∅.

5.3 A Tool for the Automated Translation and Execution of
GeCoLan Formulas

We developed a translator from GeCoLan formulas to GeoSPARQL queries
based on the ANTLR parser generator8, which we selected because of its power
and ease of use. Based on the formal specification of the GeCoLan grammar,
ANTLR generated a generic parser based on the Visitor design pattern [45].
We then extended this parser to produce the correct GeoSPARQL fragments
according to the grammar rules.

After translating a formula to GeoSPARQL, our tool submits it to the Par-
liament Triple Store through the Jena9 library for execution. The result returned
by the Triple Store is analyzed to determine whether the data satisfies the EN
specification or not.
8 www.antlr.org/.
9 https://jena.apache.org/.

www.antlr.org/
https://jena.apache.org/
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5.4 Experiment

We tested our translator on a portion of the dataset produced in project [5].
That dataset consisted of a set of ESRI shapefiles. We converted them to RDF
using our pre-processing tool, which allows the user to define an appropriate
mapping in order to associate shapefiles attributes to RDF properties.

Figure 6 shows a portion of the map we used. In the figure, land use elements
are colored according to their first level Land Cover Piemonte type; e.g., artificial
land is gray and water bodies are light blue.

Fig. 6. A portion of the map of the area covered by the Local EN proposal. (Color
figure online)

We uploaded to Parliament the data located within a circle of 10 km diameter
around a city in the neighborhood of Turin. Overall, the data consisted of 183,752
triples describing 5,162 LandUseElements, over which lay the elements of the EN:
i.e., 579 StructuralElements and 1,054 ConnectionElements.

We first tested the Connection Elements example from Sect. 3.3. The
query is challenging because it could require to consider all of the pairs formed
by a LandUseElement and a ConnectionElement. Overall, the Triple Store con-
tains almost 5.5M such pairs, and complex operations have to be performed on
each one, such as checking whether the LandUseElement and ConnectionEle-
ment geometries overlap. The execution of the query took about 5.5 min on a
medium-end laptop, pointing out that 595 ConnectionElements of the EN inter-
sected at least a LandUseElement of maximum irreversibility or extroversion.
Thus, in the project data, more than 55% of the ConnectionElements (595 out
of 1,054) violate the EN specification.

We then tested the Buffer Zones example. The translation of the speci-
fication yields a GeoSPARQL query with four (partially nested) SELECTs and
44 lines. However, the execution took only a few seconds before answering that
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there are no violating Buffer Creations in our data. We explain the efficiency of
this query with the fact that the number of pending Interventions of type Buffer
Creation is usually small at a given time. For instance, in our dataset, there was
only one intervention. The number of LandUseElements and StructuralElements
that must be considered by the query is therefore strongly limited by the fact
that they must be “close” to the Buffer Creations; i.e., they touch, or overlap
with them.

5.5 Beyond Constraint Verification

A natural extension of the EN validation task, which requires the full power of a
language like GeCoLan, is the suggestion of how to fix the violations detected in
a knowledge base. For example, it is quite plausible that the check of the Con-
nection Elements specification may return a list of pairs (ce, lue) that indicate
which LandUseElements lue overlapping with some ConnectionElements ce have
invalid extroversion and/or irreversibility. Different actions could be identified
to solve the problem; e.g., the ConnectionElement ce might be removed from the
KB, or the geometry of ce could be reduced so that it no longer overlaps with
the “bad” LandUseElement lue. However, in both cases, the proposed changes
might generate new inconsistencies, caused by the fact that some elements of
the EN become disconnected. Thus, in general, the identification of hypotheses
of transformation of an EN have to be tightly integrated with the verification of
their eligibility.

An even more challenging task would be to ask an automated reasoner to
suggest how to connect a new StructuralElement sel to the rest of the EN, by
proposing a path of new ConnectionElements that lead from sel to an existing
element of the EN.

The Connection Elements specification is relevant to all of the above
tasks, but clearly not all of them can be solved by querying the KB through
a language like SPARQL. Some tasks may require reasoning engines such as,
e.g., Prolog [46], Answer Set Programming [47], and Constraint Programming
[48], or even specialized libraries for 2D computational geometry [49,50]. For
example, suppose that some EN specifications were translated to a Constraint
Satisfaction Problem (CSP, [48]) for an EN containing a pair (ce, lue) which
violates Connection Elements. If the following facts were retracted from the
CSP:

ConnectionElement ce.
overlaps(ce, lue).
irreversibility(lue) = 1.
extroversion(lue) = 1.

a CSP solver might be able to suggest a change to the type of ce, and/or to its
overlapping with lue, and/or to the attributes of lue, that satisfies the Connec-
tion Elements specification while preserving the connection of the EN elements
(if this latter constraint is encoded in the CSP).

Of course, this is just an illustrative example. However, the point that we
want to stress here, is that by adopting a higher-level language such as GeCoLan
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to encode the specifications, we can then (re-)use them as inputs to an appro-
priate combination of reasoners in order to solve more complex tasks.

6 Future Work

The study and implementation of further reasoning tasks based on GeCoLan
represents one of the most important directions of our future work, in order to
enable the interactive verification of the applicability of transformation proposals
in a crowdsourcing context.

Whereas, at the current stage, we implemented EN validation as a stand-
alone prototype, we aim at integrating it with a Participatory Geographical
Information System (PGIS) to support online interaction with stakeholders
in inclusive processes aimed at collecting feedback and project proposals for
redesigning a geographical area. This would be a novel feature, as current Col-
laborative Web GIS (e.g., OnToMap [51–53], Ushahidi [54], PlanYourPlace [55]
and other Collaborative Web GIS [56,57]) support a free introduction of geo-
graphic information, that has to be separately checked to evaluate the consis-
tency and acceptability of user contributions. Basically, these applications only
support feedback collection, and fail to provide validation functions to check the
feasibility of the proposed actions.

In order to facilitate the convergence towards mutually agreed and feasible
plans, it might be interesting to know how far the constraints on land usage
are satisfied in a certain area, or whether any hypothetical actions, e.g., related
to redevelopment project plans, are compatible with them. The present work
is suitable for answering this kind of question by proposing a model for ver-
ifying the compliance of a set of geo-data with specifications concerning the
related geographical area. Although in this paper we focus on the preservation
and reconstruction of Ecological Networks, our model can be applied in rather
different contexts, including the management of city plans, where detailed con-
straints have to be satisfied when building new elements or remodeling existing
ones.

Another line of research we will pursue the improvement of the efficiency of
validity checks. For instance, we plan to cache some types of pre-computed infor-
mation (e.g., the intersections between elements of the EN), and to introduce
an automatic optimization of the translations of GeCoLan formulas, in order to
better exploit the operational semantics of GeoSPARQL and of its implementa-
tions.

7 Conclusions

This paper described an OWL ontology for the representation of Ecological Net-
works (ENs), and a semantic language (GeCoLan) for the specification and ver-
ification of EN transformation proposals. The language is aimed at enabling an
automatic check of the consistency of transformation actions with the defined
land usage restrictions, as well as at identifying existing inconsistencies in the
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ENs. Moreover, the language is sufficiently expressive to support other reasoning
tasks, such as the generation of proposals for amending inconsistencies in ENs,
and the generation of optimized solution proposals.

We developed a prototype reasoner for the automatic validation of OWL-
based representations of ENs: the reasoner automatically translates GeCoLan
formulas to GeoSPARQL queries to efficiently implement the validation checks.
A first test on the data collected in project [5] provided encouraging results;
however, we observed that the noise present in the data affected performance.
In order to support an efficient execution of reasoning tasks, we thus developed
a data pre-processing tool that simplifies geographic datasets before translat-
ing them to the RDF representation needed for semantic reasoning. This paper
describes both tools and their application to the dataset of project [5].
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graphic information systems. Trans. GIS 3, 231–257 (2002)

9. Dechter, R.: Constraint networks. In: Encyclopedia of Artificial Intelligence, 2nd
ed. pp. 276–285 (1992)

10. W3C: Web ontology language (OWL) (2017). https://www.w3.org/OWL/
11. OCG: GeoSPARQL - a geographic query language for RDF data (2017). http://

www.opengeospatial.org/standards/geosparql
12. Ajit, S., Sleeman, D., Fowler, D.W., Knott, D.: Constraint capture and mainte-

nance in engineering design. Artif. Intell. Eng. Des. Anal. Manuf. 22, 325–343
(2008)

13. Louwsma, J., Zlatanova, S., van Lammeren, R., van Oosterom, P.: Specifying and
implementing constraints in GIS - with examples from a geo-virtual reality system.
GeoInformatica 10, 531–550 (2006)

http://www.cittametropolitana.torino.it/cms/territorio-urbanistica/misura-323/misura-323-sperimentale
http://www.cittametropolitana.torino.it/cms/territorio-urbanistica/misura-323/misura-323-sperimentale
https://www.w3.org/OWL/
http://www.opengeospatial.org/standards/geosparql
http://www.opengeospatial.org/standards/geosparql


GeCoLan: A Constraint Language for Reasoning About ENs 291

14. W3C: SPARQL query language for RDF. https://www.w3.org/TR/rdf-sparql-
query/

15. Torta, G., Ardissono, L., Savoca, A., Voghera, A., Riccia, L.L.: Representing eco-
logical network specifications with semantic web techniques. In: Proceedings of
9th International Joint Conference on Knowledge Discovery, Knowledge Engineer-
ing and Knowledge Management (KEOD 2017), Funchal, Madeira, Portugal, pp.
86–97. SCITEPRESS (2017)

16. W3C: Resource description framework (RDF) (2017). https://www.w3.org/RDF/
17. Fath, B., Sharler, U., Ulanowicz, R., Hannon, B.: Ecological network analysis:

network construction. Trends Ecol. Evol. 208, 49–55 (2007)
18. Ulanowicz, R.: Quantitative methods for ecological network analysis. Comput. Biol.

Chem. 28, 321–339 (2004)
19. Lurgi, M., Robertson, D.: Automated experimentation in ecological networks.

Autom. Exp. 3, 1 (2011)
20. Gobluski, A., Westlund, E., Vandermeer, J., Pascual, M.: Ecological networks over

the edge: hypergraph trait-mediated indirect interaction (TMII) structure. Trends
Ecol. Evol. 31, 344–354 (2016)

21. Pilosof, S., Porter, M., Pascual, M., Kefi, S.: The mulutilayer nature of ecological
networks. Nat. Ecol. Evol. 1 (2017). Article No. 101

22. Battle, R., Kolas, D.: Enabling the geospatial semantic web with parliament and
GeoSPARQL. Semant. Web 3, 355–370 (2012)

23. W3C: Linked data (2018). https://www.w3.org/standards/semanticweb/data
24. Urban, S.: ALICE: an assertion language for integrity constraint expression. In:

Proceedings of Computer Software and Applications Conference, pp. 292–299
(1989)

25. Bassiliades, N., Gray, P.: CoLan: a functional constraint language and its imple-
mentation. Data Knowl. Eng. 14, 203–249 (1995)

26. Christensen, J.V., Johnsen, M.: Formalizing constraints for geographic information.
In: Nilsson, A.G., Gustas, R., Wojtkowski, W., Wojtkowski, W.G., Wrycza, S.,
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Abstract. Building meaningful knowledge bases for organizations like
enterprises, NGOs or civil services is still a labor intensive and therefore
expensive work, although semantic wiki approaches are already adopted
in organizational contexts and corporate environments. One reason is
that exploiting knowledge from external sources like other organizational
knowledge bases or Linked Open Data as well as sharing knowledge in
a meaningful way is difficult due to the lack of a common and shared
schema definition. Therefore, redundant work has to be carried out for
each new context. To overcome this issue, we introduce Linked Data
Wiki, an approach that combines the power of Linked Open Vocabular-
ies and -Data with established organizational semantic wiki systems for
knowledge management in order to leverage the knowledge represented
in organizational knowledge bases with Linked Open Data. Our approach
includes a recommendation system to link concepts of an organizational
context to openly published concepts and extract statements from that
concepts that leverage the concept definition within the organizational
context. The inclusion of potentially uncertain, incomplete, inconsistent
or redundant public statements within an organization’s knowledge base
poses the challenge of interpreting such data correctly within the respec-
tive context.

1 Introduction

Within this work, we address the challenge of building meaningful knowledge
bases for organizations like enterprises, NGOs or civil services while avoiding
expensive redundant work for each new context. Our approach aims to lever-
age the knowledge represented in an organizational knowledge base with Linked
Open Data (LOD). Preliminary studies for this work have been published in [1]
and are further discussed in [2]. We complement the previous publications with
additional literate review, a formalized representation of the Linked Data Wiki
(LD-Wiki) approach and further proof of potential leverage that LOD can pro-
vide to organizational knowledge bases.
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This work is organized as follows: In Sect. 1, we define our understanding
of knowledge as we use it for this work, show how this knowledge is currently
managed in organizational contexts, which kind of public knowledge is avail-
able to leverage organizational knowledge bases, the challenges that develop for
leveraging organizational knowledge and how we address these challenges in our
approach. In Sect. 2, we discuss current semantic wiki approaches wrt. the imple-
mentation of semantic Web technology both on a syntactic and semantic level.
In Sect. 3, we detail our approach of interlinking organizational knowledge bases
with LOD. The implementation of the approach is described in Sect. 4. In Sect. 5,
we discuss the potential of leverage by interlinking user created statements with
Wikidata and DBpedia as two major resources for LOD. We conclude our work
in Sect. 6 and discuss future work.

1.1 Definitions and Background

Definition of Knowledge. Within the scope of this work, we define knowledge as
a theoretical understanding of a subject, formalized as explicit statements about
this subject. It is not ensured whether these statements are true or false. Keeping
in mind the triangle of reference1 [3] shown in Fig. 1, we are also not able to draw

Fig. 1. Triangle of reference by Ogden and Richards [3]: symbol and referent have no
direct connection.

1 Also often referred to as triangle of signification.
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a direct relation from a symbol to a real-world subject. We rather try to find
symbols that represent the concept of a real-world subject at best. Neither does
the formal representation of a concept modify the real-world subject, nor does
the real-world subject influence the formal representation of its concept.

Formal Representation of Concepts. A concept is defined as the set of state-
ments that every human associates with a real-world subject [3]. It is to be
assumed that the set of statements associated with a real-world subject is vary-
ing for every human, wherefore no unique overall concept can be applied to
a real-world subject. To still allow for a common understanding of real-world
subjects, we have to find a formal representation that covers at least the most
relevant statements commonly associated with that subject. Therefore, within
the scope of this work, we define a concept as the subset of formal statements
RDF = {(s, p, o) : s ∈ Subject, p ∈ Predicate, o ∈ Object} that are commonly
shared within individual concepts of that subject. Further, we distinguish con-
cepts that apply to the understanding of a subject within an organization includ-
ing unpublished statements and concepts that are derived from openly available
statements.

Identifier of Concepts. Technically, we use Uniform Resource Identifiers (URIs)
to uniquely identify each concept. Using URIs rather than arbitrary textual
labels, we can ensure that a unique URI does not represent different concepts.
However, as concepts in contrast to real-world subjects are not necessarily unique
and could be defined interdependently by different authors, multiple URIs may
refer to the same subject. This leads to redundant definitions of the same concept
among different sources.

Semantic Wiki for Organizational Knowledge Management. The adoption of
semantic wiki approaches in organizational contexts and corporate environments
has recently begun and is continuously growing [4–6]. This is particularly the case
for Semantic MediaWiki (SMW) [7], an extension for the popular MediaWiki
engine of Wikipedia, which introduces elements of the theWorldWideWeb Con-
sortium (W3C)’s semantic technology stack2 [8] such as the Resource Descrip-
tion Framework (RDF)’s triple model [9], semantic properties (so-called roles
in Description Logic terms) as well as Concepts, i.e., dynamic categories that
resemble the notion of domains in the RDF Schema language [10]. Those seman-
tic features in conjunction with its collaborative knowledge engineering capabil-
ities make semantic MediaWiki systems even more attractive for a deployment
in professional environments (cf. listing “Wiki of the Month”3). SMW provides
enhanced query construction capabilities with respect to organization-specific
vocabularies and their specific contexts and allows to treat query results as first-
class citizens and present them dynamically within wiki pages. Organizations

2 A newer version of the semantic Web technology can be accessed at: https://smiy.
wordpress.com/2011/01/10/the-common-layered-semantic-web-technology-stack/.

3 https://www.semantic-mediawiki.org/wiki/Wiki of the Month.

https://smiy.wordpress.com/2011/01/10/the-common-layered-semantic-web-technology-stack/
https://smiy.wordpress.com/2011/01/10/the-common-layered-semantic-web-technology-stack/
https://www.semantic-mediawiki.org/wiki/Wiki_of_the_Month
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Fig. 2. Levels of Open Data [15]: 5-star data has to be machine processable and inter-
linked with other resources.

Fig. 3. Growth of Linked Open Data since 2007 [19]: The amount of data sets published
as LOD have increased from 12 in 2007 to more than a thousand in 2017.

like enterprises, NGOs or civil services can benefit from such features, which
enable query construction, query expansion, and filtering using a lightweight set
of ontological semantics [11,12].
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Linked Open Data. The advantage of formalizing knowledge is not only to derive
a common understanding of managed concepts within organizations, but to build
a global “Web of Data”, which is described and interlinked in meaningful and
machine-processable ways and which follows well-defined grammar and language
constructs [13, p. 5]. The first idea of a Giant Global Graph (GGG) [14] was
introduced in 2007 and become even more concrete by the definition of LOD in
2009. Figure 2 illustrates the different levels of open data according to Berners-
Lee [15]. The availability of LOD is continuously and rapidly growing (see [16–
18]). The growth of openly available data sets and their interlinkage within LOD
is visualized by the LOD cloud diagram [19], see Fig. 3.

1.2 Challenges Addressed in This Work

One decade after the first semantic wiki approaches have been introduced within
semantic Web-based research projects, more and more organizations start to use
semantic wikis in a corporate environment. Although existing semantic wiki
approaches like SMW, Ontowiki or Wikibase are built upon established seman-
tic Web technologies, their utilization in wiki-based representation frameworks is
primarily bound to a syntactic level. Support for wiki user in reusing established
vocabularies for a common terminology, the Tbox of ontologies, and linking to
existing entities in the Abox is still neglected. Moreover, those systems focus
on building organization-specific lightweight ontologies and do not incorporate a
common schema knowledge (cf. [20]) and its semantics per default which hinders
retrieving knowledge from external sources like other organizations or LOD. As
a consequence, current semantic wiki systems are also not able to exploit and
benefit from the growing availability of LOD. Moreover, the exploitation of addi-
tional knowledge from external sources hosted by other organizations or LOD as
well as sharing knowledge in a meaningful way across organizational boundaries
is difficult due to the lack of a common vocabulary among these approaches. An
issue that has to be addressed is therefore the identification of similar concepts
among multiple sources of formalized knowledge representations. Once similar
concepts are identified and interlinked, the provenance information of each state-
ment retrieved from interlinked concepts has to be carefully tracked in order to
estimate the trustworthiness of these statements. By evaluation the provenance
information, uncertain data has to be identified and treated accordingly. This is
especially important to handle inconsistent data and to determine which state-
ment should be regarded as the most appropriate one within the organizational
context. Redundant statements can help to validate a statement, providing that
the provenance of each statement is independent of each other and not just a
mirrored information which may also mirror a false statement. To handle incom-
plete data, we have to learn the schema of other instances of the same category
and identify statements that are likely missing.
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1.3 Contributions

The proposed approach aims to overcome the limitation of a common schema
knowledge or aligned ontology in organizational knowledge bases4 by supporting
the annotation of organization-specific schema knowledge with the common and
well-established terminology of Linked Open Vocabularies [20], hence extend-
ing the schema knowledge by interlinking modelled entities with Linked Open
Data entities. Based on the resulting extended and interlinked schema knowl-
edge, the so-called TBox in description logics [21], additional information can be
provided for given entities5. The retrieved statements help users in maintaining
attributes of individuals described in the wiki system so that their correctness
and validity can be evaluated on the basis of acquired externally hosted data
where a common and shared agreement is prevalent. The approach includes a
recommendation system to link concepts of an organizational context to openly
published concepts and extract statements from that concepts that leverage the
concept definition within the organizational context. The inclusion of poten-
tially uncertain, incomplete, inconsistent or redundant public statements within
an organization’s knowledge base poses the challenge of interpreting such data
correctly within the respective context. We contribute to this challenge by main-
taining provenance information for each statement. As a consequence, our work
elaborates around the following research questions:

– RQ1: How can users of organizational wikis be supported in establishing
meaningful links to concepts in Linked Open Data?

– RQ2: What is the potential leverage of Linked Open Data for organizational
knowledge bases?

We hypothesize that the information value of organizational knowledge bases
will increase with the integration of LOD.

2 Related Work

The review of related works is separated in three parts: In Sect. 2.1, existing
semantic wiki software is reviewed where special emphasis is given to their open-
ness towards a semantic technology stack. In Sect. 2.2, approaches for linked
data management are introduced to show their strengths and limitations. The
findings of both previous aspects are then summarized in Sect. 2.3 and close this
section.

2.1 Semantic Wiki Software

In the following part, we introduce different approaches for organizational knowl-
edge management using semantic wiki software.
4 We use the terms ‘knowledge base’ and ‘semantic wiki ’ interchangeably throughout

this work as a semantic wiki resembles a collaboratively created knowledge base.
5 I.e., data or facts hosted internally in a local knowledge base.
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Semantic MediaWiki. Software applications for creating semantic wikis already
exist; one of the best-known applications is SMW [7]. As many other wiki
approaches, SMW is based on the MediaWiki engine, the technical base
for Wikipedia. The latest release6 of SMW supports the development of
organization-specific knowledge bases and enables the querying of contained data
(so-called facts) within the wiki in structured and well-defined ways. It is also
possible to export semantically described facts to an external RDF store, which
allows to use the W3C standardized query language SPARQL Protocol and RDF
Query Language (SPARQL) for extended query capabilities. More extensions for
SMW exist that provide better syntactical linkage of data modelled in SMW and
RDF data like the Triple Store Connector (ontoprise GmbH, discontinued), the
SparqlExtension7, or the RDFIO8 extension. All these approaches have in com-
mon that they provide semantic web technology merely on a syntactical layer
rather than a full-fledged integration on a semantic layer. Only the LinkedWiki9

extension focuses on exploiting LOD for organizational knowledge bases which
are built on top of the MediaWiki engine.

WikiBase. In contrast to SMW, where data is managed and presented within the
same application, Wikibase10 splits the semantic wiki application into a repos-
itory and an independent client. Both parts are implemented as extensions for
the MediaWiki engine. The central repository provides capabilities to collabo-
ratively store and manage structured, non-relational data. One ore more clients
can retrieve and embed structured data from the central repository into the
respective organizational wiki system.

Cargo. Koren [22] presents the MediaWiki extension Cargo, since (according to
his words) most semantic wiki applications are just used to structure and query
data within an organizational wiki rather than integrating data on a seman-
tic level or providing facilities of addressing semantic heterogeneity. The Cargo
extension also provides functionality for structuring and querying data, how-
ever without employing any semantic Web technology. Cargo instead provides a
wrapper around relational databases and exploits the well-established function-
ality of SQL including the limitation that entailment regime computations are
hardly possible. The Cargo approach is therefore limited to concepts that are
known within an organization and does not aim for including shared concepts
like in LOD.

OntoWiki. One example for a non-MediaWiki based semantic wiki applications
is OntoWiki, see [23]. OntoWiki focuses on modelling a machine readable knowl-
edge base without providing a knowledge presentation for human readers like
free text and natural language. Although the introduced semantic wiki software
6 https://github.com/SemanticMediaWiki/SemanticMediaWiki/releases.
7 https://www.mediawiki.org/wiki/Extension:SparqlExtension.
8 https://www.mediawiki.org/wiki/Extension:RDFIO.
9 https://www.mediawiki.org/wiki/Extension:LinkedWiki.

10 http://wikiba.se/.

https://github.com/SemanticMediaWiki/SemanticMediaWiki/releases
https://www.mediawiki.org/wiki/Extension:SparqlExtension
https://www.mediawiki.org/wiki/Extension:RDFIO
https://www.mediawiki.org/wiki/Extension:LinkedWiki
http://wikiba.se/
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applications support semantic Web technology like RDF or even SPARQL on
a syntactic level, the data integration across multiple data sources still requires
a lot of manual effort due to the establishment of a common data scheme on
a semantic level. OntoWiki [24] follows a different approach by providing an
authoring, publication and visualization interface for the Data Web. OntoWiki
supports navigation through RDF knowledge bases using SPARQL-generated
lists, tables and trees. However, the authors do not mention the support for cre-
ating new links as they focus on accessing existing links only. The implemented
RDFauthor approach builds on RDFa by preserving provenance information in
RDFa representations following the named-graph paradigm and by establishing
a mapping from RDFa view representations to authoring widgets. A number of
tools in addition to OntoWiki are discussed that focus on data linking, qual-
ity improvement, enrichment, evolution and visualization. The advantage of the
OntoWiki approach is the comprehensive user interface for arbitrary RDF knowl-
edge graphs. However, there is a risk of overloading the user interface with more
features which may decrease the usability.

Summarization of Semantic Wiki Software. A summarization of the previously
discussed characteristics of semantic wiki applications is presented in Table 1.

Table 1. Characteristics of semantic Wiki applications [2].

Approach Underlying
engine

Internal data
storage

Data export
format

Query
construction

Integration
of
LOV/LOD

Semantic
MW

MediaWiki Relational
(RDF mirror
possible)a

RDF (OWL
only)

#ask:
(SPARQL)

Manual
import of
single terms

Cargo MediaWiki Relational CSV #cargo query
(SQL-like)

-

WikiBase MediaWiki Relational JSON or
RDF

WB-Client
(SPARQL)

WikiData-
scheme

OntoWiki - Relational or
RDF

RDF SPARQL Publish
ontol-ogy
with LOV

ahttps://www.semantic-mediawiki.org/wiki/Help:Using SPARQL and RDF stores

The overview in Table 1 points out that the introduced semantic wiki sys-
tems do either lack in native support of RDF knowledge management like SMW,
Cargo, or WikiBase or managing unstructured content like OntoWiki. Further-
more, the introduced semantic wiki systems do not support linkage from concepts
within an organizational knowledge base to LOD, e.g. by providing adequate rec-
ommendations, nor do they track provenance information of derived statements.

https://www.semantic-mediawiki.org/wiki/Help:Using_SPARQL_and_RDF_stores
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2.2 Linked Data Management

In this part, we introduce different approaches for managing linked data.

WikiData. Although the semantic wiki software applications introduced in
Sect. 2.1 support semantic web technology like RDF or even SPARQL on a syn-
tactical level, the data integration across multiple data sources is still hard due
to a common data scheme on a semantical level. Vrandecic and Krötzsch [25]
describe the collaborative data scheme in WikiData as one possible solution for
a common data scheme in order to extend schema knowledge in other wikis,
especially Wikipedia. However, this approach does also define a data schema
which is independent from Linked Open Vocabulary (LOV). WikiData employs
WikiBase as the underlying semantic data management system.

Versioning and Evolution Framework. The Versioning and Evolution Frame-
work for RDF Knowledge Bases [26] provides a compatibility concept between
ontologies and an assistant for changes which involves the user in the decision
whether or not to accept a change. The authors use ontology versioning to keep
track of different versions of an ontology and provide the possibility to allow
branching and merging operations. The approach is based on atomic changes
like additions or deletions of statements to or from an RDF graph which are
aggregated to a hierarchy of changes and facilitate the human reviewing process
on various levels of detail. The changes can be annotated with meta-information
and classified as ontology evolution patterns. The advantage of this approach is
that it is similar to well-known versioning approaches as they are widely used in
software development like the popular GIT-system. However, the work on this
framework has been discontinued in favour of OntoWiki.

SoftWiki. The SoftWiki approach [23] provides semantic wiki representations
for building an enterprise knowledge base. SoftWiki enables users to create,
enrich, and manage defined requirements. It provides web-based accessibility for
ease of use. No installation is required on the user side and collaborators can
be invited through a weblink. Provenance information are not implemented in
SoftWiki. The approach provides traceability of changes and optional comments
and discussions for every single part of the requirements engineering knowledge
base. The advantage of the SoftWiki approach is that is has already been applied
to a real business context. However, the approach is still on an early stage and
further evaluation is needed. Especially the cloud based approach may not fit
the security policies of organizations.

Linked Data Washing Machine. The Linked Data Washing Machine app-
roach [27] aims on creating knowledge out of interlinked data. Adaptive user
interfaces and interaction paradigms to empower users to formulate expressive
queries for exploiting the rich structure of linked data. Users are able to give
feedback on the automatically obtained suggestions in order to improve them.
User interaction has to preserve privacy, ensure provenance, and be regulated
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using access control. Authoring tools should hide technicalities of the RDF,
RDFS, or OWL data models and assist the user through what-you-see-is-what-
you-get (WYSIWYG). Different information structures need to be seamlessly
combinable in a provenance preserving way in a single visualization or authoring
environment even if the information to be visualised or authored is obtained or
stored in various linked data sources. The authors investigate unsupervised and
supervised machine learning techniques to enable knowledge base maintainers to
produce high quality mappings. They also use a semi-automatic repair method
to increase the quality of Linked Data. Users have to be enabled to effortlessly
give feedback to improve quality of Linked Data. Tools and services should be
deployed to classify and interlink datasets automatically, to assess their infor-
mation quality, and suggest enrichments and repairs to the published datasets.
The advantage of the Linked Data Washing Machine is the integrative approach
which combines the individual challenges rather than regarding them isolated.
However, this approach still lacks on practicality of the discussed solution and
remains on a theoretical stage.

WYSIWYM Approach. The what-you-see-is-what-you-mean (WYSIWYM) app-
roach [28] aims on authoring of structured content based on Schema.org. The
authors describe the manual composition process aiming at the creation of doc-
uments which use semantic knowledge representation formalism. The manual
composition is supported by a graphical user interface. The work does not focus
on provenance, origin or source if LOD. The approach provides a set of qual-
ity attributes for semantic content authoring (SCA) systems with corresponding
user interfaces for their realization. Those include usability, automation, gener-
alizability, collaboration, customizability, and evaluability. The paper provides
a consolidated literate review of existing approaches including in-depth review
of four SCA-systems. The crowdsourcing quality assessment methodology [29]
aims on improving the quality of Linked Data in general. Although this app-
roach focuses on quality improvement of existing LOD in DBpedia only, rather
than supporting the interlinkage of new organizational specific entities, the app-
roach provides a valuable contribution by using a list of data quality dimensions
(criteria). The authors discuss four quality dimensions: Accuracy, relevancy, rep-
resentational consistency, and interlinking.

DBpedia Concepts for Wikidata. Another approach makes use of the statements
of Wikidata by using DBpedia concepts in order to exploit the benefits of both
approaches [30]. The approach used the human-readable Wikipedia article iden-
tifiers to create IRIs for concepts in each Wikipedia language edition, use RDF
and Named Graphs as its original data model, and provide http://wikidata.
dbpedia.org/ as a Linked Data interface and SPARQL endpoint. Wikidata uses
language-independent numeric identifiers and developed its own data model,
which provides better means for capturing provenance information. Wikidata
has a smaller dataset than DBpedia but higher quality and provenance infor-
mation due to manual curation. Provenance extractors can be used to export

http://wikidata.dbpedia.org/
http://wikidata.dbpedia.org/
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as much knowledge as possible. Extractors can get labels, aliases, descriptions,
different types of sitelinks, references, statements, and qualifiers.

LODFlow. Rautenberg et al. [31] discuss a workflow management system for
linked data processing called LODFlow. They use LODFlow to create and man-
age the execution of workflows which interact with workflow participants. In
addition, they provide visual programming frontends to enable users to construct
their applications as a visual graph by connecting nodes together. LODFlow can
help to preserve provenance by adding comprehensive metadata such as the ver-
sion, invocation, and configuration of the tool execution in a concrete workflow
instantiation. The authors plan workflows for Linked Data datasets maintenance
to enable provenance extraction and reproducibility over time. LODFlow engine
supports the interpretation of resources from the Linked Data Workflow Project
Ontology and the invocation additional tools. They employ Luzzu for quality
analysis. The advantage of LODFlow is that it is tested and applied to a large-
scale real-world use case. However, the complexity of a full workflow management
system for linked data aims to data scientists and cannot be used without special
training. Therefore it does not fit to our intended use as an organizational wiki
system which can easy be used by any employee.

OpenAnno. In contrast to the WikiData approach, the OpenAnno approach [32]
focuses on mapping individually created ontologies to LOV in order to support
the interlinkage of local knowledge bases with existing LOD sources in a semi-
automated fashion.

X-Link. Fafalios et al introduce X-Link [33] to support the exploitation of LOD
for open and configurable Named Entity Extraction (NEE). This approach aims
on identifying entities in texts and linking them to related (Web) resources. The
authors also propose an extension of Open Annotation Data Model (OADM) for
relating the output of the NEE process. X-Link allows users to define categories
of entities and exploiting one or more semantic knowledge bases. However, the
approach does not consider any other statement about a concepts within an
organizational context besides the label of this entity.

2.3 Discussion

In Sect. 2.1 we have shown that current semantic wiki applications provide tech-
nical integration of semantic Web technology on a syntactic level. In Sect. 2.2
we have outlined first approaches for enriching organizational knowledge bases
with addition information from LOD. However, the introduced semantic wiki
approaches do not support the annotation and interlinkage of organizational
knowledge with LOD on a semantic level while considering the formal, model-
theoretic semantics of the underlying ontology language, i.e., a vocabulary’s for-
mal semantics. Such a recommendation system is provided by Open-Anno, but it
is not integrated in any of the introduced semantic wiki applications. The state-
ments maintained by one of these semantic wiki applications cannot be updated
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by external services as the statements contained within a wiki are always consid-
ered as master data. When importing statements from external sources into an
organizational wiki, none of the introduced semantic wiki applications consider
the context or the linkage of the data. Both is important in order to evaluate
given statements, especially when they are inconsistent, redundant or ambigu-
ous. To overcome these limitations, we introduce our Linked Data Wiki approach
in Sect. 3.

3 Approach

In this section, we introduce the LD-Wiki, an approach that aims at leveraging
semantic organizational knowledge bases with LOD. The approach is separated
in three parts: In Sect. 3.1, we define the initial state of organizational knowledge
management systems and the target state we want to reach with the LD-Wiki
approach. The challenges that have to be addressed by the approach are stated
in Sect. 3.2. In Sect. 3.3, we propose the architecture for the LD-Wiki approach.

3.1 Initial and Target State

To specify the requirements for the LD-Wiki approach, we define the initial state
of organizational knowledge management systems and available public knowl-
edge, describe the intended target state of the organizational knowledge base
and formalize the requirements to transform the initial state to the target state.

Organizational Knowledge. In the initial state, we assume that a given organiza-
tional knowledge base with a set of statements exists; however, these statements
are not linked to public concept definition yet. Therefore, let OKB = {(s, p, o) ∈
RDF} be the set of RDF statements in an organizational knowledge base. In
terms of an organization, statements in OKB are characterized as reliable per
default because they are maintained by the organization in controlled and well-
defined ways. These statements are also more specialized regarding the demand
of the organization. However, this reliability and specialization requires high
maintenance effort and can only be applied to a limited subset of statements.
We therefore regard statements in OKB as trusted.

Public Knowledge. On the other hand, there is a large body of formalized public
knowledge represented as statements in LOD. Let LOD = {(s, p, o) ∈ RDF} be
the set of RDF statements in LOD. In terms of an organization, statements in
LOD are characterized as a freely available, extensive but general description of
common concepts with varying provenance that could be uncertain, incomplete,
inconsistent or redundant. We therefore regard statements in LOD as initially
untrusted.
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Leveraged Organizational Knowledge. The target state represents an organiza-
tional knowledge base OKB′ that contains all statements of OKB, comple-
mented with the following sets of RDF statements:

– LS = {(s, p, o) ∈ RDF} that link concepts of OKB to concepts in LOD by a
semantic relationship

– DS = {(s, p, o) ∈ RDF} derived from LOD concepts in LS
– PS = {(s, p, o) ∈ RDF} that state the provenance of statements in LS and

DS.

We therefore define the target state as OKB′ = OKB ∪ LS ∪ DS ∪ PS.

3.2 Challenges

In contrast to providing only statements of OKB within an organizational wiki,
our approach does also include external statements from multiple sources of
LOD, which are linked to OKB by statements in LS. The inclusion of external
statements in DS causes issues when the same concept is described in multiple
sources. One of these issues is potentially redundant or inconsistent data. We
address this issue by exploiting the gathered provenance information and evalu-
ate the statements in DS based on a ranking derived from contained provenance
statements in PS. To reach the defined target state, we have to address the
following challenges:

Provenance of Statements. When including initially untrusted statements from
LOD to trusted statements in OKB, we have to keep track of the provenance of
each statement and make it transparent to consumers of OKB′ in order to gain
trust. Tracking the provenance information is particularity essential for state-
ments in LS and DS. For LS, relevant information includes at first the author of
the statement and the role the author embodies within the organization. Authors
of statements in LS can be software agents that assume a link of a concept in
OKB to LOD based on similarity algorithms, members of the organization that
are in charge of OKB or other persons who have access to the system. Taking
into account the trustworthiness of an author, it can be estimated whether to
include statements about the linked concept in LOD to OKB′ or not. As con-
cepts in OKB as well as in LOD may change over time, it is also important
to track the point in time when a link between a concept in OKB to a con-
cept in LOD was created. If a link is not confirmed to be still valid for a long
time period, it becomes less trustworthy compared to a recently confirmed link.
However, if links are not confirmed but recently changed, a high update rate of
links related to a concept might also indicate that facts hold only for a short
time, making assertions less trustworthy since they might already be outdated.
The trust of statements in LS is crucial for the derived statements in DS. Rel-
evant provenance information for statements in DS therefore include the level
of trust of the respective statement in LS at the time of inclusion in OKB′. All
statements about the provenance in LS and DS are included in PS.
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Uncertain Statements. Subject to the level of trust of a statement in DS, this
statement has to be regarded as uncertain within the organizational context.
Uncertain statements can help for a better understanding of a concept, but
can not be used as proof for other statements. To increase trust of uncertain
statements in DS, these statements could be verified by an author trusted by
the organization.

Redundant Statements. As of the nature of LOD outlined in Sect. 1, redundant
statements may exist among different sources of LOD. Redundant statements
may appear between statements in OKB and DS but also within DS. Although
redundant statements do no lead to a knowledge gain, these statements can
increase trust of statements in OKB′, provided that a redundant statement has
a trusted provenance and the provenance of redundant statements is independent
to prevent improper trust due to error propagation. The aspect of error propa-
gation requires additional supervision and is not addressed in detail within this
work.

Inconsistent Statements. Like redundant statements, inconsistent statements
might appear between statements in OKB and DS and also within DS. In
contrast to redundant statements, inconsistent statements can decrease the trust
of statements in DS. To decide which statement in DS should be included in
OKB′, threshold values for trust in provenance in conjunction with the time
of the last update of a statement can be defined and evaluated to decide for
the most appropriate statement. If this decision can not be made by formalized
provenance information, it should to be made by curators of OKB′.

Missing Statements. Another issue outlined in Sect. 1 is that formalized concept
representation can never cover all statements that are associated with a real-
world subject. Statements in OKB or different sources of LOD may therefore
cover different aspects of a subject and real-world tests indicate that it is valid to
assume that some statements are always missing. To highlight at least the most
relevant missing statements commonly associated with that subject, common
statements of similar concepts in LOD can be exploited. If most of the concepts
within a specific class of concepts contain statements using the same predicate, a
statement using that predicate is likely missing for the rest of the concepts within
that class. For example, if most concepts within the class of “cities” contain
statements using the predicate “has major”, statements using this predicate are
potentially missing for the other concepts within the class of “cities” and can be
suggested for supervision in order to derive a more complete definition of that
concept.

Transparent Provenance. The potential amount of provenance information in
PS could also raise lead to problems. Although this provenance information
is necessary in order to evaluate the trustworthiness of statements in DS, it
would be confusing for the consumers of OKB′ to show all available prove-
nance information in PS for each statement in DS. We address this challenge
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by evaluation the provenance information in the background and just showing
the resulting statement to the user with an option to expand the underlying
provenance-based derivation of the statement.

3.3 Architecture

One characteristic of our approach is the strict separation of statements in the
RDF store maintained by an dedicated knowledge management module and
the non-semantic part of the wiki, like free text, place-holders for the semantic
statements of OKB′, and wiki markup syntax, which are still maintained by the
semantic wiki software. The technical architecture for our approach consists of
a knowledge management layer and a knowledge representation layer as illus-
trated in Fig. 4. By separating the semantic statements from the non-semantic
part of the wiki, we avoid the issue of syncing statements between the wiki
and the knowledge base. Additionally, we are able to maintain and curate the
semantic statements outside of the wiki without causing inconsistent data. This
separation of semantic and non-semantic data is therefore a prerequisite for the
transparent integration of statements in OKB managed by the wiki itself and
external statements from LOD. The main contribution is thus not on a technical
layer, but aims at supporting the schema integration on a semantic layer. We
provide a set of established LOV to encourage the reuse of these vocabularies in
organizational wikis.

Knowledge Management. The Linked Data Management Module (LDaMM) is
the stand-alone business logic module for the knowledge management layer which
queries LOD on demand, updates the local RDF knowledge graph in OKB′

and serves the semantic wiki software with curated statements. The LDaMM
is also responsible for reasoning and rule execution, which help to curate the
local knowledge graph. The resulting organizational knowledge base OKB′ using
LOV is the foundation for further recommendations of annotations in LS from
OKB to LOD. These annotations allow to enrich the organizational knowledge
base with additional information in DS. In order to distinguish organization-
specific statements originated from OKB and statements gathered from DS
within OKB′, we track the provenance information of each statement in PS.
The provenance information is stored using named graphs in the RDF-store,
which extend the default triple model consisting of subject, predicate and object
to quadruples, containing an ID for each statement. This ID allows us to attach
provenance information to each statement. Using the provenance information in
PS, we can also handle uncertain or inconsistent statements in DS and provide
consumers of OKB′ with the latest and most suitable information.

Knowledge Representation. As business logic module for the human friendly
representation layer, the LD-Wiki approach involves a semantic wiki software to
collaboratively modify unstructured content, statements in OKB by invoking
LDaMM and also the structure of the wiki pages using a simplified markup lan-
guage. For the knowledge representation, the semantic wiki software relies on the
statements of OKB′ provided by LDaMM, rather than relying on statements
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Fig. 4. Architecture of the LD-Wiki approach: knowledge management layer for enrich-
ing the local RDF-graph with Web knowledge and curating it, representation layer for
a user friendly representation of RDF-data enriched and formatted using locally stored
unstructured content and wiki markup.

in OKB managed by semantic wiki software itself as it is done by e.g. SMW.
Avoiding redundant management of knowledge in the representation layer, we
ensure that the organizational knowledge management is always in a consistent
state. However, the semantic wiki software has to provide additional unstruc-
tured content for a human friendly presentation like free text and markup infor-
mation which is stored in a separate local data storage to manage the data for
the representation layer.

4 Implementation

For the implementation of the LD-Wiki approach, we build on the open source
framework of MediaWiki. In contrast to other MediaWiki-based approaches dis-
cussed in Sect. 2.1, we implement the knowledge management with LDaMM as a
stand-alone module that controls storing, querying, updating, reasoning and rule
execution of RDF-statements, rather than integrating the knowledge manage-
ment in MediaWiki itself. This allows for a lightweight MediaWiki extension that
triggers LDaMM for rendering wiki pages (Sect. 4.1) and also if a user creates
new wiki pages for the terminology (Sect. 4.2) or individual concepts (Sect. 4.3)
of the organization knowledge base. An overview of the core components of the
implementation of LD-Wiki is given in Fig. 5.
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4.1 Rendering Wiki Pages

The Wiki pages in LD-Wiki consist of free text for a human readable presenta-
tion, placeholder for data from LDaMM and MediaWiki syntax as a simplified
markup language to format the style of the page. When a page is requested,
the according parser function11 of the LD-Wiki extension requests the necessary
data from LDaMM and replaces each place holder with the according value from
the knowledge base OKB′.

4.2 New Terminological Box (TBox) Pages

The key factor to let the LD-Wiki approach work well and build a TBox which
can be interpreted in the context of LOD, it is necessary to interlink new classes
of concepts in OKB with classes from LOV. Classes are represented as categories
in MediaWiki. Therefore, whenever a new category is created within the wiki,
LDaMM is triggered to query for existing classes in LOV with the same label as
the label for the new category. If one or more classes are found, users of LD-Wiki
can select the classes that represent the intended category at the best.

Figure 6 shows how this looks like in LD-Wiki. For creating new classes within
the local knowledge management OKB, the user opens the special page for cre-
ating a new category in MediaWiki and provides the string that labels that new
11 https://www.mediawiki.org/wiki/Parser functions.

https://www.mediawiki.org/wiki/Parser_functions
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class of concepts. When submitting this string, MediaWiki sends it to LDaMM
in the knowledge management layer. LDaMM invokes SPARQL queries to search
for classes in LOD that are labeled with the same string. If, for example, the
user would like to create a new category of cities for a German-language ter-
minology, he would probably enter the string “Stadt” for this category. To
find classes related to that string in LOD, LDaMM produces a query string
as shown in Listing 1.1 to discover classes that have the label “Stadt” with a
German language tag. This query string is then executed at available public
SPARQL endpoints to discover adequate classes of concepts. Expected results
would be for example http://schema.org/City, http://dbpedia.org/ontology/
City or http://www.wikidata.org/entity/Q515. LDaMM returns these results
to MediaWiki where the user can select the adequate concepts. On creation of
the new category in MediaWiki including the interlinked concepts, the informa-
tion of the new category and the linked concepts are send back to LDAMM and
stored to the local knowledge graph OKB′, including provenance information.

Listing 1.1. Query classes with German label “Stadt”.

1 SELECT ∗ WHERE {
2 ? category rd f : type rd f : Class ;
3 r d f s : l a b e l ” Stadt ”@de . } ’

Fig. 6. Interlink new category in LD-Wiki with existing class in LOV [2]: classes of
concepts in schema.org, DBpedia and WikiData are recommended for a new category
with the label “Stadt”.

4.3 New Assertional Box (ABox) Pages

Assuming that the categories of LD-Wiki are linked to the according classes in
LOV as discussed in Sect. 4.2, we can assist the user on creating new concepts

http://schema.org/City
http://dbpedia.org/ontology/City
http://dbpedia.org/ontology/City
http://www.wikidata.org/entity/Q515
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for the ABox in the wiki. Instances of a class are represented as pages within
the category that represents that class in the wiki. Therefore, whenever a page
is created, LDaMM is triggered to query for existing concepts in LOD with the
same label as the new page and the same class as the category of the new wiki
page. If one or more concepts are found, users of the wiki can select the concept
that represent the intended subject for the new wiki page. The benefit for this
kind of interlinkage is that we can query directly for properties of these concept
in LOD or retrieve a summary of entity data using entity summarization tools
like LinkSUM [34].

Figure 7 shows how this is done in LD-Wiki. For creating a new instance
within OKB, users of LD-Wiki open the special page for creating new instances
in MediaWiki, provide the string that labels that new instance and selects the
category of which the new page should be an instance of. When submitting this
string, MediaWiki again sends it to LDaMM in the knowledge management layer
together with the identifier of the selected category. LDaMM invokes SPARQL
queries to search for concepts in LOD that are labeled with the same string and
are instances of any of the classes that the given category is linked to. If, for
example, the user would like to create a new instance of the category “Stadt”
for the German-language terminology in our example, he or she would enter the
name of this city as string, e.g. “Karlsruhe”, and select the category “Stadt”
for it. To find instances related to that string and category in LOD, LDaMM
produces the query string as shown in Listing 1.2 to discover any instance that
has the German label “Karlsruhe” and type http://www.wikidata.org/entity/
Q515, as this is one of the classes which is linked to the category “Stadt”.
This query string is then executed at available public SPARQL endpoints to
discover adequate concepts. An expected result would be for example the concept
identified by the URI http://www.wikidata.org/entity/Q1040 which symbolizes
the German city in the state of Baden-Wuerttemberg. LDaMM returns these
results to MediaWiki where user of LD-Wiki can select the adequate concept.
On creation of the new instance in LD-Wiki, information of the new concept
in OKB and about the linked concept are send back to LDaMM and stored
to the local knowledge graph, including all statements that are retrieved from
the linked entity in LS and also their provenance information in PS. All this
information is now available in the local knowledge graph OKB′ without further
action.

Listing 1.2. Query concepts of class “Stadt” with German label “Karlsruhe”.

1 SELECT ∗ WHERE {
2 ? in s t ance
3 rd f : type
4 <http ://www. wik idata . org / en t i t y /Q515> ;
5 r d f s : l a b e l ”Karlsruhe ” . }

http://www.wikidata.org/entity/Q515
http://www.wikidata.org/entity/Q515
http://www.wikidata.org/entity/Q1040


The Linked Data Wiki 313

Fig. 7. Interlink new instance in LD-Wiki with concept from LOD [2]: Statements
about the concept are retrieved from WikiData.

5 Proof of Concept

To proof the LD-Wiki approach, we use the SPARQL endpoints of DBpedia12

and Wikidata13 as two major instances of LOD resources. Due to the differ-
ent implementation of these endpoints, the query string has to be mapped to
meet the individual characteristics. The proof of concept covers the aspects of
the research questions raised in Sect. 1.3 using the implementation of LD-Wiki
described in Sect. 4 and is therefore separated in two parts: In Sect. 5.1, we eval-
uate the research question how users of organizational wikis can be supported
in establishing meaningful links to concepts in LOD and in Sect. 5.2 we evaluate
the potential leverage of LOD for organizational knowledge bases.

5.1 Meaningful Links to Concepts in LOD

New TBox Pages. The first step is to run the query described in Listing 1.1
on endpoints of DBpedia and Wikidata in order to discover relevant classes
of concepts. Wikidata uses the property http://www.wikidata.org/prop/direct/
P279 (subclass of) to describe subclasses of other classes. We therefore map the
property-value pair “rdf:type rdf:Class” to this wikidata property which results
in the query described in Listing 1.3:

Listing 1.3. Query classes with German label “Stadt” in Wikidata.

1 SELECT ∗ WHERE {
2 ? category
3 <http ://www. wik idata . org /prop/ d i r e c t /P279>
4 ? c l a s s ;
5 r d f s : l a b e l ” Stadt ”@de .}

When executing this query at the SPARQL endpoint of Wikidata, we receive
two classes:
12 http://dbpedia.org/sparql.
13 https://query.wikidata.org.

http://www.wikidata.org/prop/direct/P279
http://www.wikidata.org/prop/direct/P279
http://dbpedia.org/sparql
https://query.wikidata.org
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– http://www.wikidata.org/entity/Q515
– http://www.wikidata.org/entity/Q15253706

The first result describes a city as a large and permanent human settlement and
the second result is the class for a more specific definition of a city by country
that holds the size of cities and towns in Korea, Japan, the USA, China, North
Korea and France.

For DBpedia, we map the class of rdfs:Class to owl:Class as DBpedia makes
use of Web Ontology Language (OWL) and the default configuration of this
endpoint does not imply superclasses which would include rdfs:Class as well.
The result is the query described in reflstadt@dbpedia:

Listing 1.4. Query classes with German label “Stadt” in DBpedia.

1 SELECT ∗ WHERE {
2 ? category rd f : type owl : Class ;
3 r d f s : l a b e l ” Stadt ”@de .}

When executing this query at the SPARQL endpoint of DBpedia, we receive
again two classes:

– http://dbpedia.org/ontology/City
– http://dbpedia.org/ontology/Town

New ABox Pages. Next, we test the retrieval of instance data for a given con-
cept. In our example, we want to execute the query shown in Listing 1.5 on the
SPARQL endpoints of DBpedia and Wikidata.

Listing 1.5. Example Query.

1 SELECT ∗ WHERE {
2 ? in s t ance
3 rd f : type
4 <http ://www. wik idata . org / en t i t y /Q515>;
5 r d f s : l a b e l ”Karlsruhe ”@de . }

Wikidata uses the property http://www.wikidata.org/prop/direct/P31
(instance of) to indicate that an instance belongs to a specific category. We
therefore map the property rdf:type to the Wikidata-specific term:

Listing 1.6. Query concepts of class “Stadt” with German label “Karlsruhe” in DBpe-
dia.

1 SELECT ∗ WHERE {
2 ? in s t ance
3 <http ://www. wik idata . org /prop/ d i r e c t /P31>
4 <http ://www. wik idata . org / en t i t y /Q515> ;
5 r d f s : l a b e l ”Karlsruhe ”@de .}

http://www.wikidata.org/entity/Q515
http://www.wikidata.org/entity/Q15253706
http://dbpedia.org/ontology/City
http://dbpedia.org/ontology/Town
http://www.wikidata.org/prop/direct/P31
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For this query, we get two matching instances:

– http://www.wikidata.org/entity/Q1040
– http://www.wikidata.org/entity/Q1026577

The first result refers to the German city in the state of Baden-Wuerttemberg,
the second result refers to a city in North Dacota. Depending on the instance the
user wants to refer to, he or she has to select the appropriate one. This example
does also show that a completely automatic information retrieval is difficult to
control and therefore human supervision of this process is still reasonable. If we
run the query with the more strict definition of a city by country using the query
string shown in Listing 1.7, we do not get any result.

Listing 1.7. Query concepts of class “Stadt” with German label “Karlsruhe” in DBpe-
dia.

1 SELECT ∗ WHERE {
2 ? in s t ance
3 <http ://www. wik idata . org /prop/ d i r e c t /P31>
4 <http ://www. wik idata . org / en t i t y /Q15253706>;
5 r d f s : l a b e l ”Karlsruhe ”@de .}

For DBpedia, we run the query for instances of http://dbpedia.org/ontology/
City or http://dbpedia.org/ontology/Town:

Listing 1.8. Query concepts of class “Stadt” with German label “Karlsruhe” in DBpe-
dia.

1 SELECT ∗ WHERE {
2 ? in s t ance rd f : type

<http :// dbpedia . org / onto logy /Town> ;
3 r d f s : l a b e l ”Karlsruhe ”@de .}

The single result of this query is the instance of http://dbpedia.org/resource/
Karlsruhe.

5.2 Leverage of LOD for Organizational Knowledge Bases

To evaluate the number of subclasses that currently exist in WikiData as the
potential leverage of LOD for organizational knowledge bases, we query the
amount of formalized classes in WikiData as shown in Listing 1.9:

Listing 1.9. Number of formally described subclasses in WikiData.

1 SELECT ∗ WHERE {
2 ? category
3 <http ://www. wik idata . org /prop/ d i r e c t /P279>
4 ? c l a s s .}

http://www.wikidata.org/entity/Q1040
http://www.wikidata.org/entity/Q1026577
http://dbpedia.org/ontology/City
http://dbpedia.org/ontology/City
http://dbpedia.org/ontology/Town
http://dbpedia.org/resource/Karlsruhe
http://dbpedia.org/resource/Karlsruhe
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For the number of instances of a given class, e.g. the class of cities, we use
the query described in Listing 1.10 which returns a number of 20.867 results:

Listing 1.10. Number of formally described instances of class Q515 (“city”) in Wiki-
Data.

1 SELECT ∗ WHERE {
2 ? in s t ance
3 <http ://www. wik idata . org /prop/ d i r e c t /P31>
4 <http ://www. wik idata . org / en t i t y /Q515> .}

In our use case, we could leverage the concept of “Karlsruhe” in OKB with
the statements in DS retrieved from the linked concept in LOD using the query
described in Listing 1.11. This query returns a number of 485 statements that can
be included in OKB′ to leverage the concept of “Karlsruhe”. For comparison,
using the WikiData concept of “New York City” (Q60), the query returns 831
statements.

Listing 1.11. Number of statements for Q1040 (“Karlsruhe”) in WikiData.

1 SELECT ∗ WHERE {
2 <http ://www. wik idata . org / en t i t y /Q1040>
3 ?p
4 ?o .}

5.3 Discussion of Results

By executing queries on general concepts like instances of cities, we have shown
that adequate LOD records exist to leverage organizational knowledge bases.
These concepts provide hundreds of statements that refer to a subject and can
be employed for a common understanding of subjects across the boundaries of
an organization.

6 Conclusion

In this work, whe have introduced LD-Wiki approach to assist users of orga-
nizational wikis in establishing and curating meaningful relations to LOD con-
cepts by building adequate SPARQL queries based on the user’s input and the
given context. In Sect. 1, we have motivated our research with the demand of
building meaningful knowledge bases for organizations while avoiding expensive
redundant work for each new context. We discussed related work in Sect. 2 and
pointed out the missing support for leveraging organizational knowledge bases
with LOD. To overcome this limitation, we introduced the LD-Wiki approach in
Sect. 3 which aims to separate knowledge management and knowledge represen-
tation in order to gain a consistent knowledge base that also covers statements
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from LOD while keeping track of the provenance of each statement. The imple-
mentation of the LD-Wiki approach using primarily open source frameworks is
described in Sect. 4. In Sect. 5, we have shown queries adopted to WikiData and
DBpedia and the results we got from these sources.

With the implementation of the LD-Wiki approach we have shown how we
can assist users of organizational wikis with creating new links to LOD enti-
ties. By executing queries on general concepts like instances of cities, we have
shown that adequate LOD records exist to leverage organizational knowledge
bases. To track the provenance of statements DS derived from LOD, we have
introduced the additional set of statements PS. Statements in DS leverage an
organizational knowledge base OKB to OKB′ without affecting the knowledge
representation. By evaluating the provenance information in PS, software agents
can take the provenance of statements into account for reasoning the trustwor-
thiness of statements in OKB′. Exploiting the gathered provenance information
for semantic reasoning is a precondition to increase the informative value of an
organizational knowledge base.

Further research has to be carried out and have to prove that the LD-Wiki
approach can also be applied to other knowledge domains. Open issues for future
work include the privacy for confidential data on the one hand while publishing
parts of the corporate knowledge base as LOD on the other hand. This requires
a proper implementation of Access Control Lists (ACLs) with carefully designed
access roles for each statement in the knowledge base.
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Abstract. A deep exploration of what the term “quality” implicates in the field
of ontology selection and reuse takes us much further than what the literature
has mostly focused on, that is the internal characteristics of ontologies.
A qualitative study with interviews of ontologists and knowledge engineers in
different domains, ranging from biomedical field to manufacturing industry
reveals novel social and community related themes, that have long been
neglected. These themes include responsiveness of the developer team or
organization, knowing and trusting the developer team, regular updates and
maintenance, and many others. This paper explores such connections, arguing
that community and social aspects of ontologies are generally linked to their
quality. We believe that this work represents a significant contribution to the
field of ontology evaluation, with the hope that the research community can
further draw on these initial findings in developing relevant social quality
metrics for ontology evaluation and selection.

Keywords: Ontology quality � Social quality metrics � Ontology reuse

1 Introduction

Ontologies play a major role in the field of knowledge and information management by
furnishing the semantics to heterogeneous systems and [1], bridging multiple domains
and enabling linked data [2]. They are also employed in different domains for various
purposes. Ontologies provide many benefits, no matter in which domain they are used.
They not only facilitate communication and knowledge transfer between systems,
between humans, and between humans and systems [3], by uniquely identifying the
meaning of different concepts in any domain, but they can also avoid the costs asso-
ciated with new developments of knowledge models.

Despite the significant role that ontologies play in the semantic web, there is still
little understanding about the way they should be built and developed [4]. Some
believe that the cost of building and maintaining ontologies in certain domains can
outweigh the potential benefits gained by using them [2, 5]. To deal with this concern,
some have suggested reusing previously built ontologies, since this will help in
achieving one of the main goals of ontology construction, that is to share and reuse
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semantics [6], and will also save significant amount of time and financial resources. [7]
believe that the future of construction of large-scale knowledge-based systems is highly
dependent on reusing the components built by others, while such issues are still at the
forefront of ontology engineering [8].

Regardless of all the advantages of reusing ontologies and the availability of dif-
ferent ontologies, ontology reuse has always been a challenging task [7]. Methods for
building ontologies are usually blamed for lack of reuse strategies and some argue that
these methodologies are not explicitly concerned with ontology reuse [9]. Others
consider the first steps of ontology reuse, that is the identification and evaluation of the
knowledge sources which can be useful for an application domain [10], as the hardest
step in the process of ontology reuse. Researchers not only have to find the most
appropriate ontologies for their search query, but they should also be able to evaluate
those ontologies according to different implicit or explicit criteria.

This study aims to address some of the challenges faced in the first steps of the
general process of reusing ontologies, which is to evaluate and then select the right
ontology for reuse. This study contributes with qualitative data and findings to this
ongoing challenge by documenting the process of selecting an ontology for reuse. It
differs from previous studies, which focused purely on evaluating different pre-selected
metrics. In this study, our focus was to qualitatively understand the process and rea-
soning behind ontology selection and reuse, with a particular focus on the under-
researched social and community aspects of ontology quality. Interviews were used to
understand how ontologists and knowledge engineers in different domains search for,
evaluate and select an ontology for reuse. This paper is an extended version of [11] and
aims to study and explore (1) the main characteristics of a reusable ontology, (2) the
main metrics used to evaluate the quality of an ontology before selecting it for reuse,
and (3) the link between community related metrics e.g. who has built the ontology,
who has used the ontology, etc. and ontology evaluation for selection and reuse.

2 Background

Ontology evaluation is one of the most popular topics in the field of ontology engi-
neering. It is used to refer to several different activities including detecting faults in an
ontology, assessing an ontology’s quality, measuring its fitness for a specific purpose,
etc. There are many different ways of defining ontology evaluation; one of the most
popular and also the earliest definitions was provided by [12] where the term evaluation
was used to refer to the technical judgment of an ontology, considering different
aspects of it, such as the definitions of its components, documentation and software
environment. According to this definition, evaluation encompasses validation and
verification; ontology validation is mainly concerned with the correctness of an
ontology whereas ontology verification is more concerned with determining how well
an ontology corresponds to what it should represent [13]. In the other word, ontology
validation focuses on building the correct ontology whereas ontology verification is
about building an ontology correctly [14].
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Ontology evaluation has also been widely defined as the process of determining the
adequacy and quality of an ontology for being used for a specific goal and in a specific
context [15]. This definition is used to link the process of ontology evaluation to
ontology selection. The aim of ontology selection is to identify an ontology, an
ontology module or a set of ontologies that satisfy a certain set of criteria or selection
requirements [16]. Some consider ontology evaluation as the core to ontology selection
and argue that ontology evaluation is influenced by different components of the
selection process e.g. selection criteria, type of output, the libraries that the selection is
based on, etc. [15]. The term “assessment” is also used to refer to this particular
definition of ontology evaluation and is commonly defined as the activity of checking
and judging an ontology against different user requirements like usability, usefulness,
etc. [17]. Unlike the first definition of the ontology evaluation [12], in which the
developer team is responsible for validating and verifying an ontology, ontology
assessment and evaluation for selection is done by the end users.

Ontology evaluation can also refer to a function or an activity that aims to map an
ontology or a component of an ontology e.g. its concepts to a score or a number, e.g.
usually in range of 0 to 1 [18]. The main aim of these types of processes/functions is to
measure and assess the quality of an ontology with regards to a set of predefined
metrics or requirements [19]. This definition is somehow similar to what [17] define as
ontology quality assurance that refers to the activity of examining every process carried
out and every product built during the ontology development process and making sure
that the level of their quality is satisfactory. Moreover, and according to the literature,
the expressions “Ontology Evaluation” and “Ontology Ranking” are sometimes used
interchangeably. While they both tend to refer to a set of similar criteria, for us,
ontology ranking is the process of sorting ontologies in a descending order of quality,
according to the score that is assigned to them in the evaluation process.

There are many different reasons why ontologies are evaluated. The main goals can
be categorized as either for quality assessment, for tracking progress in ontology
evolution, or for ranking, each of these are briefly described next.

Evaluation for correctness; refers to those approaches that aim to measure the
logical and formal correctness of an ontology content [20, 21]. One of the most well-
known applications for evaluating the correctness of ontologies is OntOlogy Pitfall
Scanner (OOPS) [22]. OOPS is based on a catalogue of 40 bad practices or pitfalls that
can happen in ontology development and it is able to automatically detect them [22].
ODEval is also developed by [23] to evaluate knowledge representation of RDF(S),
OWL, and DAML + OIL concept taxonomies by capturing different circularity and
redundancy problems as well as partition errors.

Evaluation for quality assessment; assessing the quality of ontologies is another
main reason for evaluating them. This type of evaluation is mostly done by end users
and helps in the process of ontology selection for reuse. Ontology assessment is a very
challenging task both because of lack of generic quality evaluation solution and metric
and also because determining the right elements of quality to evaluate is difficult [24].

Evaluation for tracking progress in ontology evolution [19, 25]; the aim of this type
of evaluation is to track different characteristics and changes of ontologies over time
and over different versions [26]. ONTO-EVOAL approach, for example, uses patter
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modelling to make sure that consistency and quality is maintained in the process of
ontology evolution [27].

Evaluation for Ranking [21]; search and selection systems in the field of ontology
engineering usually show a ranked list of ontologies in output. To do that, they should
first be able to evaluate ontologies according to different query-dependent and query
independent criteria, then assign some score to the ontologies based on how well they
are covering or meeting those criteria, and finally rank ontologies based on their score.
In Swoogle, for example, a PageRank [28] like algorithm is used to calculate the rank
of each ontology based on the number of link from and to those ontologies [29].

Ontology evaluation is important in the ontology development process, whether it is
built from scratch, automatically or by reusing other ontologies [30]. While building an
ontology from scratch, developers need to evaluate the outcome ontology, to measure its
quality [31], to check if it meets their application requirements [30] and also to identify
the potential refinement steps [32]. Evaluation is also helpful in checking the homo-
geneity and consistency of an ontology when it is automatically populated from different
resources [26, 30]. Building an ontology from scratch is a very costly as well as a time-
consuming task [33, 34]; therefore, ontologists are urged to consider reusing exiting
ontologies before building a new one [35]. Ontology evaluation is and has always been a
major concept when it comes ontology reuse [36]. Some argue that ontology evaluation
is one of the main issues that should be addressed if ontologies are to become widely
adopted and reused by the community [32, 33, 36, 37].

Moreover, the number of ontologies on the web has been increasing rapidly [30]
and users usually face multiple ontologies when they need to choose or use one in their
everyday activities [19, 32, 38]. Before using an ontology in an application or selecting
it for reuse, ontologists have to assess its quality and correctness and also compare it
with the other available ones in the domain. This is when ontology evaluation comes
into the picture; ontology evaluation is believed to be the core to the ontology selection
process [16] and is used to select the best or the most appropriate ontology among
many other candidates in a domain [32]. Evaluating an ontology is considered as a
complicated process [19, 39]; it is believed that failure to evaluate ontologies and to
choose the right ontology might lead to using the ones with a lower quality [19].

There are various ontology evaluation methods and several ways of classifying
them in the literature. According to [32], ontology evaluation can be done in four major
ways: (1) evaluating an ontology by comparing it to a “golden standard”, (2) evaluating
an ontology by comparing it to a source of data, (3) evaluating an ontology by running
it in an application as part of a system and evaluating the resulting performance, and
(4) asking human experts to evaluate an ontology against a set of predefined quality
criteria.

Beside the above-mentioned methods, that are very popular in the literature, there
are some other ways of classifying ontology evaluation approaches. For example, they
can be classified based on the type of the metrics they use to assess ontologies. Some
approaches are based on qualitative metrics and tend to rely on expert users’ judgement
and ratings about an ontology or a module in an ontology [40]. Qualitative approaches
can also be used to evaluate an ontology based on the principles that are/were used in
its construction [35]. Other evaluation approaches in the literature are based on dif-
ferent quantitative criteria about different aspects of ontologies such as its structure,
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content, etc. These approaches, that are also known as formal rational approaches, are
usually concerned with technical and economic aspects of ontologies and use different
goal based strategies [33].

Moreover, ontology evaluation approaches can be glass-box or black-box. Glass-
box approaches tend to evaluate the internal content and structure of ontologies [36];
they are blamed for not predicting how ontology might perform in an application. In
contrast, black-box approaches do not explicitly use knowledge of the internal structure
of ontologies and focus on the quality of an ontology performance and results [36].
Ontologies can also be evaluated as a whole or according to their different layers e.g.
data level, taxonomy level, application level, etc. [34] has divided the concept of
ontology quality to two broad types: “Total Quality” and “Partial Quality”. Some
believe that evaluating an ontology as a whole, specially automatically, is not possible
or practical, especially considering the complex structure of ontologies [32].

From all the methods, metric-based approaches (4) are very popular and different
researchers have attempted to introduce various metrics and measures that can be used
to evaluate ontologies and help in the decision-making process for ontology selection.
The aim of this method, that is also called featured-based approach, is to offer a
quantitative perspective of evaluating ontologies by gathering data and meta-data on
different aspect of the ontology [26].

Ontometric [41], as one of the most popular examples of this approach, consists of
a detailed set of 160 criteria to examine different dimensions of ontologies namely
content, language, ontology construction methodologies, costs, and tools. While many
of the criteria in metric-based evaluation approaches aim to measure different internal
components of an ontology e.g. structure, content, coverage, etc., some of these have
focused on non-ontological and social aspects [39] of ontologies like popularity
[42–44].

Besides how ontologies are built and what they are covering or even not covering,
how they are used by communities is one of the dimensions and important aspects of
ontologies that can be used to evaluate or select them. [14] define user-based ontology
evaluation as the process of evaluating an ontology though users’ experiences and by
capturing different subjective information about ontologies. The term “Social Quality”
has also been used to reflect the existence of ontologies as well as agents and users in
communities [24] and refers to the level of agreement about an ontology and among
different participants or members of a community [39]. [39] argue that there is a link
between the quality of an ontology and community approval and participation in its
evolution.

Popularity or acceptance are two of the most popular and used terms in the liter-
ature to refer to the social aspects of ontologies’ quality; however, there is still no
consensus on the definition of these terms. Popularity and acceptance tend to be mostly
used to refer to the number of times an ontology has been viewed or used in a specific
repository. NCBO Ontology Recommender [45] for example, calculates the popularity
of an ontology by checking the presence of the ontology in well-known repositories as
well as looking into the number of visits or pageviews to an ontology in ontology
repositories in a recent specific period [45]. In the paper by [24] the authors also refer to
the term history to indicate the number of times an ontology has been used.
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The second definition of popularity is based on applying the PageRank algorithm
[28] to ontology engineering field and focuses on the import feature of ontologies. [43]
for example has defined the term “direct popularity” as the number of ontologies
importing a given ontology. [44] used the same definition to define what they call
popularity, that for them is measured by considering how much an ontology is refer-
enced by others. As a part of the authority metric in [46], authors have mentioned a
metric called citation and have defined it as the number of occurrence of daml:same-
ClassAs, rdfs:seeAlso, owl:imports in a given ontology.

Social quality plays an important role in ontology evaluation for selection and
reuse. According to a study that was conducted by [47], relying on the experiences of
other users for evaluating ontologies will lessen the efforts needed to assess an ontology
and reduce the problems that users face while selecting an ontology. [39] also highlight
the importance of relying on the wisdom of crowd in ontology evaluation and believe
that improving the overall quality of ontological content on the web is a shared
responsibility within a community.

3 Methodology

Semi-structured interviews with ontologists and knowledge engineers were conducted
to investigate the thinking behind and the processes commonly involved in evaluating
ontologies for their reuse. Purposive sampling was used to find the experts in the field
of ontology engineering [48]. Different sampling strategy namely intensity sampling
was applied to find the ontologies that have been reused and then to interview the
individuals who had built or had reused those ontologies [49]. Moreover, homogenous
sampling was used to find different ontology related research groups in different
organizations and universities working in different domains.

Table 1. Domain expertise of ontologists and knowledge engineers interviewed.

Code Domain, organization, or project

NBI1 Ontologist/IBM, Smarter Planet Project
NBI2 Professor, Manufacturing Informatics
NBI3 Ontology engineer/Semantic Web
NBI4 Researcher/Laboratory for Applied Ontology
NBI5 Researcher/Smart Cities, Geo Ontologies
SB1 Ontology developer/Industry, W3C, NHS
SB2 Researcher/BioPortal
SB3 CEO and ontology developer/Bioinformatics
SB4 Lecturer/Computing Science and Biology
SB5 Research scientist/Protégé group
NBI6 Researcher/Industrial ontologies
BI1 Group leader/Bioinformatics, Gene ontology
BI2 Researcher/BioPortal
BI3 Ontology Developer/Bioinformatics, Gene ontology
BI4 Researcher/Biomedical Informatics

Social and Community Related Themes in Ontology Evaluation 325



The suitability of the interview questions was tested in a pilot phase to establish the
relevance of the interview questions to the research. Five ontologists and knowledge
experts took part in this first pilot round of interviews. All these interviews were
recorded, with permission, and were transcribed and thematically analyzed. The pilot
phase was also helpful in determining the time it takes to conduct the interview as well
as the flow and order of the interview questions.

15 researchers with different levels of expertise and knowledge engineering
backgrounds were interviewed. As it is seen in the Table 1, four out of the fifteen
interviewees had only worked in the biomedical field, five had some biomedical
experience but had also worked in other fields such as computer science, and the rest of
the interviewees were mostly involved in manufacturing, smart cities, etc. The semi-
structured interview protocol focused on how each individual (i) built, (ii) searched for,
(iii) evaluated and (iv) reused ontologies. Interviews ranged from 20 to 60 min, all of
which were conducted via Skype. Interviews were recorded, and the interviewer took
field notes during the interview. Field notes and transcriptions were coded using
NVivo.

Interviews were conducted until no new information or theme was found [50] and
the conceptual saturation was reached. The sample size can also be justified by some of
the previous similar research on ontology evaluation for example the survey that was
conducted by [51], which had 10 participants. Based upon the research questions, we
began by coding for the following themes:

1. Building a reusable ontology
2. Characteristics of a reusable ontology
3. Finding a reusable ontology
4. Evaluating/trusting/selecting ontologies
5. The importance of community.

4 Findings

According to the interview findings, metrics for evaluating the quality of an ontology
for reuse can be classified into the following categories:

• Metrics based on different internal components of ontologies including content,
structure, coverage, etc.

• Metrics related to different metadata about an ontology such as methodology used,
availability of documentation, language, etc.

• Metrics based on the social aspects of ontologies like community, popularity,
ontology developer team, etc.

The following parts of this paper moves on to describe in detail different metrics that
were considered and used by the participants of this study in the evaluation process as
well as how they referred to the community to search for, find and evaluate an ontology
for reuse.
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4.1 Evaluation Based on Internal Aspects of Ontologies

As it is seen in the literature, many of the evaluation methods are based on different
internal components of ontologies such as content, structure, etc. When asked about the
quality of ontologies and ontology evaluation, some of the interviewees made a link
between ontology content and definitions and their quality. SB3 and SB4 for example
pointed out that they check the correctness of an ontology’s content before selecting it
for reuse. Ontologists and knowledge engineers not only care about the content of an
ontology, but they consider other content related metrics such as consistency, cor-
rectness, coverage, etc. NBI1 for example mentioned coverage and the relationship
between concepts as two of the metrics that he uses for ontology evaluation. Some of
the interviewees mentioned being “well-structured” as one of the characteristics of a
good, reusable ontology. According to them, a well-structured ontology can be defined
as an ontology that has some rich (NBI4) and correct (SB1) connections between its
categories. Ontology syntax, clear definitions and scope were among the other internal
characteristics of ontologies that can be used for evaluating them.

4.2 Evaluation Based on Metadata About Ontologies

Besides the internal components of ontologies, wide range of metadata and additional
elements of information about different aspects of ontologies can also be used for their
evaluation. Many of the respondents found having access to additional information on
ontologies, both in form of labels and comments for/on different ontology components
or as external documentation, to be very helpful. Moreover, some of the interviewees
mentioned that before selecting an ontology for reuse, they would like to know if the
ontology is based on any standard, methodology or a common framework. Respon-
dents also emphasized the importance of reusing other ontologies while building a new
one and said that before selecting an ontology for reuse, they will check and see if the
ontology has reused other ontologies and if it is based on upper level ontologies.
Language that an ontology is built in and its size were among the other metadata about
ontologies that can be used for their evaluation.

4.3 Evaluation Based on Community and Social Aspects

Communities can affect different aspects of the process of ontology selection for reuse,
from how users search for and find reusable ontologies to how they evaluate those
ontologies before selecting them for reuse. This section will first discuss how com-
munity and social aspects of ontologies help in the ontology search and discovery
process and will then move on in exploring how different social related metrics can be
used in the evaluation process.

Community and Ontology Search. One of the fundamental objectives of the inter-
views was to explore how ontologists and knowledge engineers search for reusable
ontologies? Consequently, the question “how do you find the ontology you want to
reuse?” was asked and while the researcher was expecting to hear about some of the
popular search engines in ontology engineering domain like Swoogle, BioPortal, etc.,
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literature and published papers were mentioned by many of the interviewees as one of
their main sources of finding the ontologies they need.

Interviewee NBI4 for example, blamed his domain for lack of good and well-
established repositories for ontologies and said that “I go to the literature”. Another
interviewee, SB3, also emphasized the significant role of literature in the process of
searching for ontologies and mentioned that “reading publications around the ontol-
ogy” is a very good method to help find the ontology, especially if someone is new to
the field.

Besides helping to find a reusable ontology, some of the other interviewees stated
that they use the literature and research papers as a tool to evaluate the quality of an
ontology. Respondent NBI4 pointed out:

“If an ontology is good and is used, you find a cite in the literature.”
Being based on published research papers will not only affect the quality of an

ontology, but according to some of the respondents, will also affect the popularity of an
ontology; BI4 for example stated:

“Popular ontologies are better ontologies, people are just familiar with popular
ontologies so whenever you go to any ontology related conference, you will always
have a workshop or a paper that talks about the ontology.”

Community and Ontology Evaluation. As was highlighted in Sect. 2, various work
has looked at the quality and evaluation of ontologies, however while some of the
papers have attempted to cover the social aspects of ontology evaluation, none have
gone further than measuring popularity, authority, and history of ontologies and almost
all of them have neglected the other interactions in the community that can affect the
way ontologies are evaluated, selected, and reused. Hence to explore the role of
community in ontology sharing and reuse, participants were asked how interactions
with people in their domain may affect the way they tend to evaluate an ontology for
reuse. According to the interviews, participants not only use the community to evaluate
an ontology before selecting it for reuse, but some of them also evaluate the ontologies
they are building by the feedback they receive from the community.

Build Related Information. Several researchers mentioned the importance of different
types of build related information such as who/which organization has built the
ontology, what the ontology has been built for e.g. the use case, who are the different
stakeholders of the ontology, how the ontology was built (e.g. in collaboration), etc.
Interestingly, one of the first things interviewees would say was that to evaluate an
ontology, they will ask themselves if they know the developer of the ontology?

Interviewee BI3 for example emphasized the importance of knowing the developer
team and its effect on the reuse process:

“I have to say, in reusing thing, there is often politics and connections are as
important as anything else. So, it is not always the best one that wins.”

He also added, quality of an ontology may sometimes come second:
“You know there might be constraint in terms of I may not like a particular

ontology but because a bunch of other people are using it and I want to standardize
with them, I might use it anyway.”

Respondent SB4 also brought up the issue of trusting the developer team:
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“Science is a social enterprise, I mean this is how everything works in science, you
know if you look at a paper, do you trust the paper? you look at the authors first and
then you read the paper and then you pick about what they have done but yes I mean it
is a major criteria, major quality criteria, it may or may not right; it is a bit of old boys
club but yes that is how people make decision. I normally read the definitions and then
go to other things; do I trust the people who are making it?”

Besides the information about the developer team or organization, some of the
respondents would consider the reasons that ontology was built and used for before
selecting an ontology. They were also interested in having some information about the
stakeholders of the ontologies. Interviewee SB3 said:

“Completely separated from the people developing it, are there other people who
uses this ontology beyond just that group, that tells you something about it. I think also
finding out how they are using it, is also important, you know what data is being
annotated with those ontology is also important question, but I have some data and I
know I want to integrate with something done in another institute, what is the ontology
there they are using, that is also important, so I think there is a list of the things you
want to check!”

Regular Updates and Maintenance. Ontology maintainability is one of the significant
metrics while evaluating the quality of an ontology and before selecting it for reuse. In
the interviews, there were numerous examples of linking the quality of an ontology to
how regularly it is updated and maintained. For some participants like NBI3, regularity
of updates was the first thing that they would look at when evaluating a particular
ontology:

“Somebody build ontology during his research in 1998 and he stored it on the web
and then he left it, it is available but not updated, things will get obsolete very soon so
we make sure to use the ontologies which are regularly updated, it is the first thing.”

Some of the respondents like SB3 compared maintenance with some of the very
popular quality metrics in the literature like coverage and said:

“Does it have my terms? I think is important but there are many others that you
need to consider when you are picking an ontology beyond just does it have the words
in ontology, about maintenance, do they update regularly, do they release regularly? do
they have a record of doing that? How responsive they are to updates when you need
new terms? all that sort of stuff. If they are publishing it once every two years it is
probably not a good ontology.”

Other participants like BI1 firmly believed that updates and maintenance play a
very important role in their domain and said:

“No way that an ontology is keeping on in biology not getting updated, biology is
changing too fast so all the relevant ontologies in biology are getting updated.”

Interviewee NBI2 also made a link between the nature of the domain that he is
working in and the necessity of regular updates:

“It is about flexibility, if you want to, in manufacturing business things are
changing all the time, so you need solutions that are easy and flexible to stay in, to stay
relevant to what you are doing tomorrow as well as what you are trying to do today.”

Interviewee BI3 compared the ontology engineering with software engineering and
said:
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“If you are going to reuse a piece of open source software you will do the same
thing, you will open the GitHub website and say you know if you looked in it and
nobody updated it or anything in three years, you might think no; whereas if it looks
like there is an active ongoing community, you will think yes, if I have problems I can
ask people and I can get bugs fixed.”

BI4 believed that there is a link between the popularity of an ontology and the
regularity of updating it and said:

“It might be useful to use popular ones because there are the ones that are mostly
updated so gene ontology has a release I think every day or every 12 h, so the popular
ontologies are the ones that are most updated.”

Not only the regularity of updates is important, but also how people deal with it is
the other important issue. Respondent SB3 talked about the importance of having an
update mechanism and said:

“I think in the field that I am working, there are other challenges, one of which is
how you deal with update mechanism of ontologies, if you annotate data to ontology
which is typically use case for how you keep up-to-date with the fact that ontologies
change reasonably often, you might have a big database of data, that you used the data
in, new ontologies come along, the effect the way the data has been represented in your
database, gotta have a update mechanisms for dealing with that and that can be tricky
actually, it is not as simple often as swapping things out when something gets made
obsolete, it is replaced with other things, you have to deal with.”

Responsiveness. Responsiveness of the ontology developer team was among one of
the other widely mentioned criteria when evaluating the quality of ontologies for reuse.
Some of the respondents argued that not only knowing the developer team or orga-
nization is important, but also having an active ongoing community and their will-
ingness to collaborate, evolve and develop the ontology further is an important factor
when assessing an ontology. Interviewee BI3 put it in this way when he was asked
about the importance of responsiveness:

“I would say it is definitely high up; I mean having someone at the other end of line
that you feel that you can trust is definitely very important. If it looks like there is an
active ongoing community, you will think yes if I have problems I can ask people and I
can get bugs fixed.”

SB5 used one of the popular ontologies in her field as an example and added:
“For example, the fact that the Gene ontology has a huge community behind it is

important because it means that they have a curation process in place and quality
assurance and so on; so that kind of gives more confidence that the ontology is as good
as it can be, it is not perfect for sure but I mean that it is vetted by the community.”

Respondent BI1 chose responsiveness as the first quality metric he would consider
for evaluating an ontology and compared it with one of the very popular ontology
evaluation metrics, that is availability of documentation:

“I would say the responsive of the team obviously is the top-quality metric for me,
because nothing is perfect but if something gets improved then it will get good like if
you have a question, you need to add a term, something does not make sense, you
contact them, they answer and they answer in a constructive way; this is good because
all the ontologies are work in progress, there is no finished ontology in my domain.”
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Popularity. When asked about the link between popularity of an ontology and its
quality, participants had interesting thoughts and responses. Most of the interviewees
defined popularity as the number of times an ontology has been viewed or used in a
repository. However, some of the interviewees doubted the importance of this metric.
The responses can be classified into the following groups: (1) those who were against
this metric, (2) those who liked popularity as a quality metric for ontology evaluation
but did not agree with the way it was being computed and (3) those who found this
metric useful.

The first group of respondents believed that the popularity of an ontology or the
number of times it has been used is not that important. As interviewee BI1 would put it:

“To me it would not be very important except if two ontologies are really very
equal in everything else, I will take the most used ones, but I do not think, it is not
really relevant to me, if it is the right tool for the job, it is the right tool!”

It was also believed that the number of times an ontology is used depends on
different factors such as its size, level of specialization and the domain that it is built in
and cannot be considered as a metric to measure its quality. According to interviewee
BI1:

“Some ontologies are more specialized, so less people use them because it corre-
sponds to a very special need, but may this people, are the right people and are using it
well.”

Interviewee SB3 also linked the use of an ontology to its size and added:
“If there is a small ontology but really focused on representing an area that has not

been done before but it is correct, it is absolutely correct, I think that is perfectly
reasonable, even if it is not widely used.”

Some other interviewees like NBI5 found popularity a helpful metric, but believed
that it is highly dependent on the domain that the ontology is used in:

“It depends on the domain that it has been reused in, if it is just medical domain, it
is difficult to say that it is a reusable ontology!”

The second group agreed on the necessity of having such a metric to identify the
more popular ontologies in different domains but were not sure about the usefulness of
the current methods that are used to measure the popularity. As interviewee NBI3
would put it:

“How many times an ontology is viewed will not help you, I may click just for
exploration, and I will say it is not my thing and I don’t want it; it shows how catchy
the term is or how important, how regularly, how often this term is chosen, but it does
not mean the use of the ontology; so, I think there should be some other way.”

BI4 used a very interesting personal experience to prove the inaccuracy of the
current techniques of measuring the popularity:

“When we were visualizing all the user exploration on ontologies on BioPortal, and
we found that gene ontology is not accessed that much using BioPortal and I thought
that it was very surprising because the gene ontology is very famous and then I found
out because there is a gene ontology browser called AmiGo, and their visualizer tool is
much better than BioPortal visualization of gene ontology, so people generally go to
gene ontology website and lunch the AmiGo browser and go to gene ontology there, so
you can say that gene ontology is much more accepted but if you just look at the clicks
(in BioPortal) and you might say that gene ontology is not that much famous.”
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Interviewee SB3 also thought that having a quality metric like popularity is a step
in the right direction but believed that it might be misleading by causing a snowball
effect; according to him:

“I can see that you can also putting a little metric for usage or browsing or how
many people read these things, that is a kind of useful but it does not tell you the whole
picture, you know you can end up with a false signal there; you recommended an
ontology because it is useful because someone uses it and then you recommend it so
someone else uses it and so on and so on, what I mean, so you are getting in that cycle
of, it grows and grows!”

The last and also the minority group were those who thought it worth having a
metric like popularity and highlighted the importance of community acceptance.
According to interviewee NBI4:

“If a community is using the ontology and is happy with it, I take thing to account,
so I try to reuse or to do something to extend it or maybe very careful on changing it.
I need to have motivations because after all ontologies should have people working in
the domain and so if they are happy with that one and I see things that are no good, I
point it out and I may suggest an extension, whatever but I try to reuse what I have.”

The other definition of this metric that focuses on the link between popularity and
the number of imported ontologies was also brought up by some of the respondents.
NBI5 for example, made a link between the quality of an ontology and the fact that the
ontology has reused other ontologies and said:

“The quality of an ontology depends on the relation between the ontology to upper
level ontologies; the more ‘same-as’, ‘equivalent-as’ links I can find in an ontology. It
also can be seen as a sign or a feature of the ontology that can be reused because if it is
‘same -as’ a concept that we already know, then it can be replaced.”

NBI6 also believed that reusing some of the ontologies are inevitable and not
importing will seem as a negative impression:

“Whenever I have an ontology where there is a person, I will never ever create my
own person class, I will always reuse FOAF. I think it would be ridiculous to create my
own class and some of those are very very strong class definition, so it will always
worth reusing and I think it will be even mistake by ontology engineer to develop their
own class and for me, if I see an ontology doing that, I will get a negative impression.”

5 Discussion

The notion of ontology quality and the process of evaluating it is one of the most
significant and also complicated components in the field of ontology engineering. The
challenge of choosing the right or best ontology for a task or reuse is what ontologists
and knowledge engineers face on a daily basis. Despite the importance of this matter
and the widespread research on this topic, there are still many unanswered questions
and challenges in ontology evaluation. Interviewees have shown a range of different
responses when they were asked about the ontology evaluation process; some of them
mentioned the different well-known internal quality metrics such as ontology content,
structure, and others; however, and surprisingly, the main focus of most of the
responses was on different metadata and social aspects related to ontologies. The scope
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of this study has particularly focused on the ways communities can help in the process
of ontology selection and evaluation.

As it was discussed before, community related factors such as reputation of the
developer team or organization in the domain and regularity of updates were high-
lighted as some very important metrics to be considered when evaluating and selecting
an ontology for reuse. The results of this study have also found that the quality of
ontologies is generally considered to be limited; ontologists and knowledge engineers
have pointed out that either way there isn’t such a thing as a complete or finished
ontology, hence ontologists often need to count on the responsiveness of the ontology
developer team and organization as well as their attitude toward the requests for
changes. However, this has not previously been described and most of the existing
studies have failed to cover and analyze the association between ontology quality and
evaluation and the role of the community in that process.

Ontology popularity [42] is one of the most commonly defined and used social
quality metric in the literature and many of the prior studies have noted the importance
of this metric. However, some of the interviewees doubted the link between the quality
of an ontology and its popularity. According to the interviews, respondents care more
about the projects that the ontology has been or is being used in, compared to the
number of times it was used. Regarding the second definition of popularity, that is more
about the linkage and the citation between ontologies [46], it seems that further
research should be undertaken to investigate the importance of this factor and the way it
can be employed to calculate popularity of an ontology.

Overall, the evidence from this exploratory study suggests that there is a clear
interest for community-based ontology evaluation and the need for relevant metrics.
Further research is needed to confirm the quality metrics suggested in these research
interviews and what their relative importance may be, whether there are differences in
ontology engineering domains, or other important idiosyncrasies deserving further
attention. To provide more generalizable findings for this research, the next stage of our
research agenda will be to conduct large scale data collection via a survey targeting
ontology engineers from heterogeneous domains. The expected outcome would be to
introduce a community-based quality metrics as well as to design and implement
suggestions and guidelines that will help in designing and implementing ontologies that
can be more easily found and reused, based on community measures identified through
this ongoing research work.

6 Conclusion

The main goal of the current study was to determine and explore the set of steps that
ontologists and knowledge engineers tend to take in different phases of ontology
selection process, from ontology search and discovery to ontology evaluation and
selection. The study has found that while internal characteristics of ontologies like
content, structure and consistency are considered in the evaluation process, ontology
evaluation is mostly focused on non-ontological features of ontologies such as meta-
data about ontologies, social and community related quality metrics. It was also shown
that ontologies are usually considered as incomplete ongoing projects; therefore, it is
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important to know and also to trust the ontology developer and maintenance team or
organization before selecting it for reuse. These findings enhance understanding of the
metrics used in the evaluation process and it is hoped that they can be of help to the
community in the ontology selection process. A natural progression of this work would
be a framework of non-ontological quality metrics for ontology evaluation and
selection.
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Abstract. Challenges in operationalizing business innovation based on infor-
mation technology (i.e. advancing new technology from the lab to the business
operations) affect the ability of IT organizations to implement and effectively
exploit these technologies. In IT services firms, these challenges are often linked
to conflicting priorities, integration issues, inadequate infrastructure capabilities
and the availability of the required knowledge/skills. Sometimes insurmountable
these challenges leave the firm incapable to incorporate emerging information
technologies into their business model. At the intersection of knowledge-based
theory of the firm and the theory of dynamic capabilities, the study draws insight
from the two cases in IT services companies. We seek to understand mechanism
required to manage the flow knowledge assets for successful integration of
innovation, while assimilating the tacit knowledge of the customer as a major
component in the value integration. The study has far‐reaching implications for
practice and produces interesting opportunities for further research.

Keywords: Knowledge transfer � Knowledge acquisition �
Technology innovation integration � IT organizational learning

1 Introduction

Business models that align strategies, processes, capabilities and resources drive the
competitive success of a firm [1]. Companies in IT services gain their competitiveness
via their digital business model; i.e. how they offer digital services to their customers.
These companies have to improve their computing platforms in order to optimize their
digital business models [2] and they often do it with the use of emerging technologies.
Emerging technologies in IT are technologies such as cloud, business process
automation and customer facing innovations that have the potential to innovate the way
business is conducted. This translates into increased value propositions to customers
internal and/or external to the firm.

IT based business model innovations introduce emerging technologies in IT into
the infrastructure and drive change into the IT organization. The function of the IT
organization and the related managerial influences must motivate emerging technology
adoption through skill building and knowledge acquisition [3]. In a dynamically
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competitive knowledge economy [4], this is a clear challenge for the IT operation
consisting of both tacit (knowledge and management competence) and explicit ele-
ments (operational procedures and standards) to effectively support and bring value to a
firm’s strategically relevant capabilities [5]. While the resistance to take risks in a fast
decision making environment impacts the firm’s ability to implement technological
innovation [6], the continuous need for IT assessment of technology introduction
practices [7] changes the implementation strategy roadmaps challenging the IT lead-
ership and the organizational competence [8].

Managers consistently emphasize the importance of organizational mechanisms
that positively influence the transformation of new knowledge through initiating new
ideas, insights, and opportunities [9]. Practitioners want to prepare their organization
for the new technology [10] in order to reduce the reluctance of IT organizations to
integrate emerging technologies: training, education and knowledge acquisition con-
stitute a predominant theme among what practitioners consider as investments to drive
innovation while maintaining the delivery of a continuous IT service [11].

The paper treats these challenges in the context of IT organizations of IT services
companies. For these companies, emerging IT is not just a tool to support business
processes or to enable business model innovation, but for both. These organizations are
often called upon to be the internal IT provider for the internal customers (i.e.
employees) and external solutions and service providers for IT clients (i.e. customers).

What transformations based on Knowledge Management practices should IT
organizations apply in order to embrace innovations based on emerging IT to better
integrate the technological value proposition into the firm’s business model?

Our paper is organized as follows. A background section reviews the literature and
sets the theoretical foundation for our study through an overview of dynamic capability
and learning capability of IT. The methodology section presents the research design
and introduces our empirical setting. Findings are shared in the next section with a
discussion on the value incorporated into the knowledge exchange between the
exploitative and explorative capabilities of the IT organization, while assimilating the
tacit knowledge of the customer as a major component in the value integration. The
final section introduces mechanisms for knowledge acquisition and transfer enabling IT
organization’s capability for innovation and emphasizing the confluence of knowledge
that is essential to the value integration into the firm’s business model [12].

2 Background

When innovating a business model, IT leadership and IT organizations, endure multi-
dimensional challenges, especially in IT services companies. These IT organizations
must participate in the success of their host companies in an effort to lead IT based
innovation, internally and externally. This requires IT organizational capabilities that
dynamically adapt through the proficient collaboration of people, processes and tech-
nology [13]. IT organizations in IT service companies have two customers: IT is not
only a cornerstone for the internal business model with internal users of the company,
but also the core business in providing customer-facing services [14]. This puts a
burden on the IT organization stretching its abilities to cover users’ issues internal and
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external to the company context with a persisting conundrum of providing a reliable
service to existing customers or creating new customers through innovation integration
[15]. For instance, obstacles to knowledge acquisition and training demands, product
procurement dilemmas, implementation and support prevail [16].

Theory has not yet addressed the potential obstacles to business model innovation
based on emerging IT integration that may constrain the knowledge management,
transfer capabilities of the IT organization, and hinder IT from building on organiza-
tional knowledge [15].

2.1 IT Organization Dynamic Capability

Largely, IT organizational capabilities have received a fair share of attention in various
context. IS research on resource based views (RBV) delineates resources as physical
capital (e.g. property, plant, etc.), human capital (e.g. people, experience, relationships,
etc.) and organizational capital (e.g. organizational structure and processes, etc.) [18].
Although resources and capabilities may be considered part of a firm’s total assets, a
capability is the organizational ability to coordinate a set of resources (human, finan-
cial, organizational or data, etc.) to create a certain outcome [19].

Leadership capabilities in fostering business to IT communication and governance
as well as the readiness of IT and the level of stakeholder participation are critical
success factors [20]. Handoff and communication best practices between advance
technology groups and operations groups help drive knowledge diffusion into the
organizational structure [21]. This competence with its explicit (operational procedures
and standards) and tacit (knowledge and management competence) elements [5] is
fundamental for the decision making capabilities of what technology should be
implemented by the Information Management strategy [6].

Closer to the technology implementation function, IT capability was described as
the ability to diffuse or support a wide variety of hardware and software [22]; ultimately
using enterprise management systems of IT integration [6], for knowledge and work-
flow management [23].

Knowledge management and assimilation constitute an essential organizational
dynamic capability. Researchers position knowledge as a “baseline for the service-
ability and the maintainability” [24, 25] of the components and systems involved in
providing IT services in continuity that is in line with the current and planned business
requirements. Teece et al. [26] define “dynamic capabilities” as “the firm’s ability to
integrate, build, and reconfigure internal and external competencies to address rapidly
changing environments” (p. 516).

Focused inward on IT organizational capabilities, this study distinguishes IT
organizations’ ability to deploy and operate IT platforms, i.e. capabilities of
exploitation and their ability to learn and innovate IT solutions, i.e. capabilities of
exploration [27].

For the background of this research, exploitation capabilities are operational level
capabilities that reflect an ability to perform routine and required activities within the IT
function [28]. These capabilities include fundamental processes of operation with the
required key resources such as applications, information, infrastructure and people.
Empirical studies [29, 30] showed that firms or business units with stronger exploration
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and exploitation capabilities outperform others. Though both capabilities could be
conceived as theories for learning [30], exploration capabilities are aimed at discov-
ering new possibilities for innovation while capabilities of exploitation are intended to
invest acquired knowledge for value creation [31].

2.2 Knowledge Based Theory of the Firm

Knowledge-based theory conceptualizes the firm as an institution for integrating
knowledge [32]. The primary contribution of this theory is in exploring the coordi-
nation mechanisms through which firms integrate the specialist (tacit) knowledge of
their members as the basis of organizational capability. Knowledge transfer within an
organization as essential organizational capability.

In close connection to these capabilities, Nonaka’s broad contribution to the theory
of organizational knowledge creation [33] emphasizes that organizational knowledge is
created through a continuous cycle of dialogue and transformation between tacit and
explicit knowledge [34]. The SECI model introduced by Nonaka and Takeuchi [35:
71–72, 89], exhibits the cyclic nature of creating new organizational knowledge. Tacit
knowledge is normally acquired through shared experience (Socialization) that typi-
cally occurs in a traditional apprenticeship mode. Next, the transformation of knowl-
edge from of tacit into explicit could be carried on through publishing examples,
concepts, images, and written documents that articulate knowledge and presents it to
others (Externalization); the cycle continues as explicit knowledge is then collected,
combined, then edited or processed to form new knowledge that is available to
everyone (Combination). Explicit to tacit knowledge transformation as exemplified by
the principle of learning by doing, comes to be part of an individual’s knowledge and
will become assets for an organization (Internalization). However, such models can be
highly theoretical with empirical shortcomings of information divergence into inade-
quate knowledge creation that may overlook concepts of culture, context and objectives
for this transformation [36].

2.3 IT Organizational Learning Capability

Certain organizations are able to acquire and assimilate new external knowledge [37],
but are not able to transform and exploit it successfully in order to create value from
their absorptive capacity [38]. The literature reviewed has identified organizational
learning capabilities of experimentation [39], and the interaction with the external
environment [40] was shown to positively associate with the introduction of novel
product innovations in firms. A moderating effect of knowledge complexity on the
relationship between organizational learning capability and technological innovation
implementation was indicated [41], and related to organizational attributes [42].

In organizational learning contexts, the organization’s capability to take on the
associated learning curve was related to the organization’s absorptive capacity [39]. The
organizational capability to take on the associated learning curve was related to the
absorptive capacity [17]. Zahra and George [43, 44] suggested a dynamic capability
attribute for the absorptive capacity pointing out the existence of two subsets or com-
ponents of absorptive capacity: potential absorptive capacity (knowledge acquisition
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and assimilation) and realized absorptive capacity (transformation and exploitation of
knowledge). Organizational units operating in a dynamic setting improve their perfor-
mance by increasing their skills, expertise, and potential absorptive capacity [39].

Exploitation capabilities rely fundamentally on the organization’s absorptive
capacity and build on prior development of its constituent, individual absorptive
capacities [45]. Thus, the potential absorptive capacity drives the exploration capa-
bilities. Mechanisms associated with the coordination capabilities (i.e. cross-functional
interfaces, participation, and job rotation) primarily enhance potential absorptive
capacity increasing the acquisition, assimilation and transformation of new external
knowledge. Other organizational mechanisms associated with socialization capabilities
(connectedness and socialization tactics) primarily strengthen realized absorptive
capacity [46]. The realized absorptive capacity empowers the organization to extract
value through their capability of exploitation and an effective timing of knowledge
deployment [26].

Research has posited that organizations acquire information and transform it into
collective knowledge assets [47] often with knowledge management systems
(KMS) [48] with a strong dependency on IT leadership communication and governance
practices. Esteva et al. [21] prescribed a handoff of knowledge between advance
technology groups and operations groups. External knowledge transfer was identified
as a key factor in integrating technology [49] and an antecedent to innovation inte-
gration [50]. Outsourcing activities [51, 52] often including a strategic partner [53]
were identified to facilitate the knowledge transfer into the organization.

Knowledge infrastructures are known to enable dynamic organizational capabilities
[54]. This paper presents empirical evidence on mechanisms for empowering IT
organizations through for value integration through the agile management of their
technology assets.

3 Methodology

This exploratory research into practice levers two in-depth qualitative case studies [55].
Case study methodology has been used to study knowledge transfer practices in similar
contexts [56–58]. Research activities followed a case study protocol, conducted in three
stages, on location with IT organizations in a telecom services Company A, and in an
application hosting services Company B, selected purposefully [59] for this study.

Data collection and analysis were performed as data was acquired [60] as more
information and a better understanding of the relevant data is developed. Case reports
were written immediately after the data collection exercise in order to maintain the
required details. The timely and detailed transcripts from the research activity recorded
participants inputs captured during the interviews and workshops and immediately
heightened the accuracy of what was reported, supporting the descriptive validity [61].
Lincoln and Guba [62] articulated principles of consistency and dependability as
concepts of reliability in quantitative research and argued that because reliability is a
necessary condition for validity, demonstrating validity in qualitative research is suf-
ficient to establish reliability.
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The study’s reliability is reinforced through the use of a case study protocol, the
consistent review of the data, observations, and discussions and a systematic case study
methodology [63, 64].

The data analysis technique is designed a priori [65], in order to systematically
consider all the data that would be collected in relevance to the research. Throughout
the field activities, data collection and analysis, systematic procedures are followed in a
rigorous process in order to capture the detail [60]. Multiple interviews, workshops and
date collection methods improved the dependability of the research [66].

The construct of validity is supported by employing multiple data collection
methods [55] through interviews and brainstorming sessions [67], with data gathered
from other [68], such as company websites, documents, and organization charts.

An initial coding (sorting based on seed concepts) was performed during the dis-
covery workshop. This allowed for the participants to contribute to the coding process
reducing researcher potential bias. Care is taken to self-disclose the role of the
researcher [69], revealing assumptions, beliefs, and biases if present in the research
process and the analysis exercise in order to maintain the distance from potentially
perceived biases and strengthen the validity of the research [70]. Case study transcripts
are taken back to the participants in the study in a form of member checking [71], in
order to assess the usefulness of the study. This validation by the participants and their
related feedback in the discussion workshop enriched the credibility [72] and the
interpretive validity [61] of the research. In the discussion, the findings are strength-
ened by triangulation [73] from the literature and from practitioners.

3.1 Site Selection

Two in-depth case explorations were conducted, on location, with IT organizations in
Telecom Company A, and in Application Hosting Services Company B, selected
purposefully [74] for this research (Table 1).

Company A is a leading internet services provider and hosting solutions, estab-
lished in 1995 with 130+ employees. The IT organization is composed of 15 members
managing security credentials, moves and changes of the internal users; planning of
new technology deployment; internal and external customers.

Over a 2.5 year project launched in the beginning of 2010, Company A imple-
mented a new business process management application based on emerging BPM
(Business Process Management) technology to support the operational activities of the
company in delivering these new services and reporting on the related activities.
Leveraging BPM, Company A adapted the way of doing business and changed the
operational systems, organizational structures and pricing models, to support the
integration of the new mobile services in the market. The disruption to the IT orga-
nization and the business organization was substantial. The IT management team faced
a user base resisting change and reluctance from the IT staff to adopt and adapt the new
application. In addition to the barriers of cost and knowledge acquisition, Company A,
also confronted challenges of planning and timing of decision to deploy and prepare the
IT and the business organization.
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Company B’s business, on the other hand, is in hosting and cloud services, re-
established in 2006 with 42 employees in total. Twelve employees form the IT orga-
nization in charge of the planning, implementation and support of the internal infras-
tructure with a service desk attending to escalated customer calls. With a challenge to
serve the internal IT needs and the needs of external customers, such as onsite support,
the IT organization of Company B was reluctant to use the emerging cloud tech-
nologies even for their internal systems. IT leadership had to manoeuvre their IT
organization to support a public cloud service.

Additionally, in order to support this new service, Company B needed to setup a
service desk and implement a portal to be integrated into their application hosting
services support platform in order to provide the customer required service levels. This
presented yet another disruption and exposed the already burdened IT organization
supporting the customer facing services to undertake an internal project. The IT
management team with an organization of 12 employees, had to meet the trials of strict
maintenance windows and space limitations with resource constraints.

Similarities in the sites selected reinforce the findings by adding depth into the
discovery; similarities to note are of industry context [75], culture [76], and interna-
tional presence [77], IT organization setting: centralized management model [78] with
a collective decision making [79].

These sites also present complementarities where by Company A implemented an
internally facing solution to enable an external service and Company B deployed a
solution that is used by both internal and external customers. The sites differ in
organization size [80], maturity [81] and the scope of their project implementation [82].
The choice of these sites aimed to uncover potential cross case observations further
enriching the empirical study. The IT resources in these companies tend to pool ful-
filling both, customer facing and internal IT duties. This was stated to effect a specific
set of constraints on the involved IT resources and the IT organization such that
reduced maintenance windows, and potentially shift coverage and skill distribution.

Table 1. Our case study setting – site selection.

Company A Company B

Company
background

Leading internet services provider and hosting
solutions, established in 1995 (130+
employees)

Hosting and cloud services, re-
established in 2006 (42 employees)

IT
organization

15 members managing security credentials,
internal moves and changes; planning of new
technology deployment; internal and external
customers

12 employees in charge of planning,
implementation and support of internal
infrastructure with a service desk
attending to escalated customer calls

Emerging IT
integration
objectives

Service automation for self-provisioning OSS
delivering 3G/4G services to subscribers

Provide a turnkey IT solution based on
software as a service (SAAS)

Risk
mitigation
measures

Clear definition of risks on IT and the business
to leverage company resources and accomplish
the business objectives

Informed on the challenges and risks,
customers participated in creating the
solution to mitigate the risks
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3.2 Data Collection and Analysis

Data Collection instruments were developed to capture input from the activities
(Table 2). A preparation meeting set the stage for the activities and helped identify key
informants that could represent a cross section of institutional knowledge.

Discovery workshops followed with data collection activities that combined
interviews and brainstorming sessions [83]. Focus group workshops were conducted
due to the nature of the topic that requires stimulation and interaction [84]. These
workshops recorded all the participants’ input while probing for details; where pos-
sible, using illustrative examples to help establish neutrality in the process [59]. In total
data collection involved 15 informants chosen from the two companies. Saturation
interviews were subsequently conducted with senior managers from each company.

Case summaries and cross-case comparison were compiled in a tabular summary
[85], in the form of interview transcripts, field notes from observations, and relevant
exhibits (e.g. organizational structures, web sites of each company, company presen-
tations material).

The data analysis investigated the data correlation through a predefined coding
system [86] in order to organize the data and provide a means to introduce the inter-
pretations [87]. A step by step ‘Key Point’ coding technique [88] was applied to the
interview transcripts [89], and relevant concepts are identified (Table 2).

Finally, an open discussion forum was conducted among all participant at each
company separately in order to deepen the concepts.

This paper is part of a more developed study [11] and it further extends a short
paper that was introduced at conference on knowledge management [90] into the value
integration realized into the firm’s business model through the IT organizational
capability to manage the flow knowledge assets. It focuses on one Key Concepts of the
larger study: knowledge acquisition and transfer that is isolated by the coding technique
to support the findings and focus on significant observations in accordance with the
research question (Table 3).

One Key Code captures “knowledge acquisition mechanisms” into concepts of
acquiring new knowledge (such as through training sessions, conferences, labs for in-house
training) [37] and seeking external knowledge from knowledge networks [91] (subject
matter experts, joint R&D efforts, external consultants, and other implementations).

Table 2. Key Codes for the Key Point Coding technique.

Concept: Key Code

Knowledge acquisition Acquire new knowledge [37]
Seek external knowledge [91]

Knowledge transfer Transfer acquired knowledge [48, 92]
Training activities [16, 37]
Participation in decision making [9, 93]

Emerging concept Explore the tacit knowledge of the customer
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A second Key Code helps extract practices in transferring acquired knowledge [48,
92] internally through research and collaboration (through users’ manuals, knowledge
sharing sessions, training materials [16, 37] and knowledge management systems [48,
92] and participative decision making [9, 93]. From the coding technique, a concept of
“exploring the tacit knowledge of the customer” was allowed to emerge. The coding
results were then shared in a discussion with the participants is focus group sessions for
validation and additional input.

4 Findings and Discussion

Our study uncovered knowledge management mechanisms for enabling IT organiza-
tion’s capability for innovation (Table 3) and introduces them in a summative form,
excerpt from the interview transcripts to enrich the conversation. This section presents
practices of knowledge acquisition (acquiring new knowledge and seeking external
knowledge contributions), and knowledge transfer tactics (such as training and par-
ticipative decision-making).

Special attention is given to a concept of knowledge acquisition, through exploring
the tacit knowledge of the customer, which emerged from the coding process.

Table 3. Knowledge management mechanisms enabling IT organization’s capability for
innovation.

Objectives Mechanisms

Knowledge acquisition
practices

– Attending conferences: Network with peers “gain the confidence with
the technology and come and convey the knowledge internally”

– Build awareness about alternative solutions through research and
library searches

– Engage an external consultant to provide workshops
– Architectural review session (external consultants) to insource the
required knowledge

– R&D efforts with peer organizations, key partners and suppliers

Knowledge transfer tactics – Training and cross training of technical staff (train the trainer, labs,
champions, etc.)

– Establish regular (bi-weekly) knowledge sharing sessions
– Setup a database of training materials (user manuals)
– Setup knowledge management systems (sorting & categorization)
– Establish cross functional share IT knowledge across the IT
organization

– Participation of IT and business in decision making
Exploiting the tacit knowledge
of the customer

– Collaborate with peer organizations in a form of knowledge networks
– Internal and customer facing IT teams engaged in knowledge sharing
– Share the lessons learned from solving customer issues with the
business (possibly drive a new service offering)

– Educate the customer to increase their appetite for innovation (scouting
for opportunities)
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4.1 Knowledge Acquisition Practices

Indeed, knowledge acquisition practices were identified as key enablers to IT organi-
zational capabilities. Both companies suggested that IT organizations could be better
prepared for the integration of emerging IT primarily through Knowledge Acquisition
mechanisms of training, seeking external knowledge and sharing it internally.

At Company A, the IT organization’s learning capabilities were enhanced by
attending conferences: an opportunity to network with peers and learn then disseminate
the knowledge within the organization. “First we send them to conference. They will
then have a chance to network with peers and learn, gain the confidence with the
technology and come and convey the knowledge internally” indicated the operations
manager of Company A.

The degree of tacit-ness of newly acquired knowledge necessitated richer organi-
zational information processing mechanisms. An integration working group made up of
cross organizational members and representations of IT in the business led the
knowledge transfer in Company A. Job rotations enhanced knowledge redistribution
among the technical IT team members. In order to address the architectural implica-
tions and learn about potential system interaction with existing systems (e.g. Active
Directory support), Company A started architectural review session emphasizing the
role of external consultants in order to insource the required knowledge.

On the other hand, organizational dynamics of socialization (the perspective of a
group rather than an individual) practiced by the IT organization stimulated Company
B’s sales team to increase the organization’s business-IT knowledge. The participation
of IT in the process of decision making primarily strengthened the realized absorptive
capacity [9] of the IT organization and elevated the organization’s capability to
strengthen their business-IT knowledge.

Company B conducted research of other implementations in peer organizations in
a form of knowledge networks with the objective of insourcing the required knowl-
edge. Thus, external knowledge was sought through the engagement of consultants and
joint R&D activities with key providers and partners. Testing and R&D activities
enriched the individual skills of the IT employees. Their accumulated experience
increased the levels of organizational knowledge. “… We setup R&D efforts with peer
organizations, key partners and suppliers and review and research other implemen-
tations in peer organizations” (Company B). Learning capability of experimentation
[39], and interaction with external environments [40] were shown by research studies
to positively associate with the introduction of novel product innovations in firms.

4.2 Knowledge Transfer Tactics

Collaboration and brainstorming sessions helped disseminate the acquired knowledge.
Investments were required to, in face of this disruption, supplement the resources and
transition the knowledge. From reallocating budgets to hiring qualified consultants, the
IT organization of Company B had to leverage the company resources properly and
provide extensive employee training through knowledge building programs.

Extending outside the boundaries of the firm, for Company B, continual training
plans empowered the IT organization to become more effective in supporting the
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customer base. Training sessions were carried in-house; selected team members were
assigned and trained on specific technologies to form subject matter experts. Further, IT
teams attended conferences to stay ahead of the learning curve and setup labs and
databases of training materials for in-house training activities. In-house training
facilitated the spread of knowledge and reduced the corresponding knowledge acqui-
sition costs.

4.3 Deployment of Knowledge Management Tools

Case management and monitoring tools provided feedback from the customer into the
business planning to drive alignment of the objectives of the business. Such tools enabled
the IT organization of Company A to gain visibility into the customer experience and to
measure the service health (metrics) through related monitoring and reporting functions.
This awareness incentivized the IT organization to handle the implementation of EIT
with the knowledge of the impacts it had on the customer. In addition to the benefits
received from collaboration tools, Company B included knowledge management sys-
tems in their toolset as part of their knowledge sharing strategy.

Knowledge management systems consolidated this knowledge in to an information
base on internal and external customers. Company B used this convergence of
information to participate in delivering the vision internally with an enthusiasm to
contribute input. The operations executive of Company B described, “Knowledge
transfer tactics between the teams were applied. They involve the sorting and cate-
gorization of information with knowledge management systems in order to leave time
for the internal functionality empowering the front lines. Through communication
between these teams, the internal team is aware of the customer issues. This was
fruitful in the ability of IT to participate in delivering the vision internally with an
excitement, progress and ability to participate effectively in the input”.

4.4 Exploiting the Tacit Knowledge of the Customer

Emerging from the analysis is a concept that depicts the phenomenon of exploring the
tacit knowledge of the customer. This study shows a potential added value for IT
organizations that collaborate with the customer of their services, especially in miti-
gating risks and improving eventual outcomes. Company B reported that the IT
reluctance phenomena extending to their customers hindered their ability to provide their
services to these customers. Learning workshops held with the customers, increased the
awareness of the customer issues and reduced the customer reluctance to adopt the
technology. To close the loop, IT shared lessons learned from solving customer issues
with the business as they brought forth recommendation to drive more business through
new products and services. This approach stimulated the creativity of the IT team, as a
motivation to start driving the innovative ideas through to the business strategy [95].

The transfer of knowledge to internal customers (i.e. employees of the company)
was accomplished through carefully designed user training sessions and detailed users’
manuals. The task for the IT organization was then also to participate in “educating the
customer to increase the enthusiasm at the customer level”. This helped Company A
overcome users’ resistance to adopting the new business process management
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(BPM) platform and eased the task on the IT organization. This approach was also
observed at Company B where the employees, the internal customers of the solutions
we consulted in the deployment of hosting projects. The IT organization established
biweekly knowledge sharing sessions with internal customers (employees) in order to
discover the challenges and help reduce adoption issues.

Facing the external customer base, Company B reportedly focused on enhancing
the consultancy skills of the engineers. The “IT organization was a consultant to the
customer … the IT team scouted for opportunities at the customers’ base, and feedback
is brought back to the business” clarified the operations manager. Their exposure as a
consultant with the external customer motivated their creativity as they started driving
the innovative ideas through to the business strategy.

On the operations side, and in close communication with the customer-facing
support teams, the IT organization was aware of the customer issues. The IT support
team (customer facing) in Company B meets with the IT infrastructure team (Internal
team) regularly to review the customer issues, build the knowledge base and solicit the
collaboration of ideas across the technical team internal and external. Meanwhile, the
customer facing support teams, share the lessons learned from solving customer issues
with the business. This works as a feedback into the business of the issues facing IT
which may in turn drive a business solution or a new service. By combining the
knowledge of the customer facing technical teams and the internally facing IT
infrastructure teams, these knowledge management and transfer capabilities built on the
organizational knowledge to improve the operational/functional competences of
Company B.

5 Conclusion and Guidance for Practice

The case study has revealed that through training of IT in both technology and in the
related business aspects, IT organizations in the IT services industry were able to shape
their technical and analytical capability (i.e. analysis of the business requirements, ROI,
business value of technology) and become enablers of innovation.

IT organizations previewed the business and technical benefits of potential solu-
tions. This was an opportunity to embed visionary and forward looking IT solutions
into the firm. The IT Director of Company A explicated that “This tactic has fueled the
enthusiasm of the IT organization and raised the confidence of the business in the IT
organization and elevated the value of the IT organization to the business.” The IT
organization became part of the strategic trend setting capacity of the organization,
which encouraged the members of the IT organization to embrace the new deployment.

The opportunity to lead internally reportedly raised the “confidence” of the business
in IT organizational capabilities and encourages the IT organization to embrace the new
technology. IT became an agent of change, elevating the value of IT in the organization
and innovating the business. The IT organization was then empowered to drive the next
phases of the implementation of the IT based business innovation. For instance, the IT
team of Company A was involved in all new systems introductions and the IT
organization, in the case of the BPM implementation, was able to introduce process
automation initiatives and be a leader in the company’s business model innovation.

350 N. G. Badr



The IT leadership was able to push other concepts that were originally outside the
scope of the current project such as shopping carts, self-service and collection
activities, and integration of handhelds, […]. Thus, enabling the POS platforms and
other mobile applications”. Added the Director of IT, explaining how such approaches
expanded the innovative aspect of the solution and helped drive a niche service offering
to the market.

Building upon the theory of organizational knowledge creation, these findings are
reminders of Nonaka’s model of spiral of organizational knowledge creation [33]
through combining tacit and explicit knowledge into a cyclic process of organizational
knowledge building. Our study could be considered as an empirical extension of this
theory. Mechanisms for knowledge acquisition and knowledge transfer explored
maybe framed reciprocally, by the two dimension of organizational knowledge creation
lens: (1) mechanisms for the acquisition of knowledge that relate to the type of
knowledge (tacit vs. explicit) and (2) knowledge transfer tactics that depend on level of
social interaction to convert this knowledge into organizational assets.

5.1 Mechanisms for Knowledge Acquisition and Transfer

The site selection proved helpful in highlighting the different mechanisms of knowl-
edge acquisition and transfer, however analogous, they seem nuanced relative to
project scope.

In the case of Company A, a heightened focus was clear on building the organi-
zational learning capabilities that addresses the internal customer needs, as the project’s
scope was mostly internal in scope. Job rotations were instrumental in building a deep
knowledge bench. IT team members attended conferences and networked with peers to
seek external knowledge. Resorting to external resource augmentation the IT team
insourced required new knowledge, conducting training sessions to transition knowl-
edge to users and reduce adoption resistance. Tools deployed were case management
and monitoring that gathered information and converted it into organizational
knowledge.

Company B’s project on the other hand, was more pervasive in scope. The cus-
tomer base was preliminarily external to the firm. The IT organization had to reach
outside the firm’s boundary to seek new knowledge through the engagement of con-
sultants and joint R&D activities with key providers and partners, researching other
implementations in peer organizations in a form of knowledge networks with the
objective of insourcing the required knowledge. Collaboration and brainstorming
sessions among members of the IT organization the acquired knowledge and knowl-
edge management systems consolidated this knowledge in to an information base on
internal and external customers. Continual training plans empowered the IT organi-
zation to become more effective in supporting the customer base and learning work-
shops held with the customers, increased the awareness of the customer issues and
reduced the customer reluctance to adopt the technology. They also included knowl-
edge management systems in their toolset as part of their knowledge sharing strategy.
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5.2 Enabling IT Organization’s Capability for Innovation

In either case, the empirical statements explicate that IT organization embrace inno-
vation integration by reinforcing knowledge acquisition practices through training,
collaborations with key partners and suppliers, testing and R&D. IT organizations
reportedly gained confidence with emerging technology integration by capitalizing
upon learning opportunities from peer networks, consultants and conducting joint R&D
activities with key providers and partners. Acquired knowledge is shared internally in
cooperation with the business and other team members through the integration of new
ideas with the use of knowledge management tools, research and testing practices.
Tools for knowledge management consolidated this knowledge into an information
base on external and external customers.

In both cases, the customer was an integral part of the knowledge institutional-
ization process. In one case (Company A), internal testing and R&D activities enriched
the individual skills of the employees. The participation of IT in the process of decision
making elevated the organization’s capability to strengthen their business-IT knowl-
edge and job rotations enhanced knowledge redistribution among the technical IT team
members. Acquired knowledge is mutualized in a collaborative approach with cus-
tomers. The IT organization learns about the customer issues (supporting them more
effectively) and about their needs and requirements, which reinforced the ability of IT
to support the vision of the business. A suggestion that customer collaboration would
likely ease of adoption of the new service (especially for the internal customer of the IT
organization), and prepare the IT organization for the potential risk induced by the
emerging technologies to the external customer. Integration working groups connect
with the business to gain insight into the business requirements from IT and gauge the
business readiness for the IT innovation. Then cooperating with customers (i.e. internal
customer of IT and external customer of the business and IT) in testing, planning, and
risk assessment, IT organizations could influence the customer’s readiness for inte-
grating innovation. Furthermore, collaboration and brainstorming sessions helped
disseminate the acquired knowledge.

Integration working groups made up of cross-organizational members and repre-
sentations of IT in the business lead the transfer of knowledge. Integration working
groups connect with the business to gain insight into the business requirements from IT
and gauge the business readiness for the IT innovation.

5.3 Emphasizing the Confluence of Knowledge

This study shows that IT organizations must continually build, adapt, and reconfigure
their competences to succeed in a changing environment through knowledge acquisi-
tion and transfer mechanisms.

The IT organization is faced with a trade-off between exploration and exploitation,
between mustering resources to support an operation or reallocating them to leverage
their knowledge to address immediate needs versus acquiring new knowledge to
innovate and address potentially new challenges. They develop dynamic organizational
capabilities of exploration and exploitation, emphasizing the confluence of knowledge.
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Investments are required to build IT skills and competence, muster key resources,
and formalize key activities. Innovative IT organizations develop key partnership with
suppliers and peers, and exploit the tacit knowledge of the customer. IT leadership of
confident organizations drive their organizational capabilities to become levers for
business model innovation. They motivate their IT organizational learning capabilities,
and demonstrate leadership competence; encourage the adoption of standards through
networking with peers.

Customer participation in the learning process has started to interest researchers
[96]. Alliances between producers of services and consumers of these services have the
potential to bolster the value proposition of the firm [97]. Acquired knowledge is shared
externally in a collaborative approach with customers. The IT organization is aligned
with the customer and about their needs and requirements (supporting them more
effectively), which reinforced the ability of IT to support the vision of the business. This
duality of function for IT organizations presents some advantages: practitioners report
benefits of lessons learned and correlation of the effect of internal outages on the
customer services could influence the ability to effectively dissemination knowledge.

Findings of this study supplement extant literature on the role of knowledge flows
in product innovation [94] with rigor in identifying knowledge management mecha-
nisms for innovation integration. These mechanisms underscore the development of
dynamic organizational capabilities of exploration and exploitation, emphasizing the
confluence of knowledge (Fig. 1). This confluence of knowledge becomes a cyclic
process of exploration and exploitation of knowledge assets in a perpetual knowledge-
sharing ecosystem that yields to a continuous organizational learning with significant
value to organizational capability building. Knowledge flow between the exploratory
and the exploitative IT teams converges into a potential for innovation integration.

Fig. 1. Value proposition in innovation integration through the lens of Nonaka’s knowledge
creation model.
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Learnings from this study highlight a confluence of knowledge from the customer
base, the business, peer organizations, standards and best practices, that has the
potential of increasing the exploratory and exploitative capabilities, raising the
awareness, analytical skills and the confidence of IT organizations to “integrate new
ideas and embrace emerging technologies”.

5.4 Limitations and Opportunities for Further Research

This paper is part of a larger research effort exploring mechanisms of innovation inte-
gration employed by IT organizations [98, 99]. The specific topic of this paper treats
those mechanisms of knowledge management adopted to prepare IT organizations for
innovation integration. Findings of this study corroborate evidence that tacit knowledge
transfer is often supported by open communication, peer-trust and unrestricted sharing
of knowledge [56]. Although the research has reached its aim, some unavoidable lim-
itations can be noted. The study was conducted in two companies, hence limits the
generalizability of the findings. Limitations related to case study research the research
and other contexts such as culture and industry can be recognized [100].

The indicated limitations of this study could offer opportunities for follow on
research. For instance, additional fieldwork, possibly in the form of wider focus groups,
with chief information officers, IS professionals and consultants [101] would examine
the applicability of the framework in other cultural, organizational and other contexts,
in order to strengthen the practice implications of the concepts introduced by this study
[102]. Academic researchers in IT innovation, MIS, organizational dynamic capabili-
ties and resource-based views would find the opportunity to exploit the findings of this
study into interesting quantitative and qualitative projects.

5.5 Compliance with Ethical Standards

The authors declare that they have no conflict of interest, no funding was received for
this study and informed consent was obtained from all individual participants included
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Abstract. This study provides further evidence from Japanese Small and
Medium Enterprises (SME) on the capabilities organizations need in order to
take advantage of the opportunities that digital technologies (such as Social,
Mobile, Analytics, Cloud and IoT or SMACIT) offer. Quantitative data is used
to validate and expand previous findings on the relationship between IT, Digital
Business Value and Knowledge Creation Capabilities (KCC). KCC is explored
as an organizational capability that moderates the value obtained from IT and
digital technologies. The level of achievement of business objectives by IT and
digital technologies was analyzed using four categories of business objectives
from the Balanced Scorecard. The evidence shows that organizations that are
able to efficiently apply IT to achieve business objectives can also experience
similar results on digital technologies. This implies that in order to be successful
with digital technologies, a foundation would be the successful delivery of IT.
A deeper analysis was conducted on Knowledge Creation Process as a pre-
liminary study yielded to inconclusive findings suggesting that KCC had a
negative impact on business objectives in opposition to what Knowledge-based
view may consider and; in opposite to the characteristic that SMACIT tech-
nologies are highly dependent on information and could be considered to go
hand in hand with how new information and knowledge is combined in order to
create new products and services.

Keywords: Knowledge Creating Capabilities � Digital Business Value �
IT Business Value

1 Introduction

The opportunities that digital technologies like SMACIT (Social, Mobile, Analytics,
Cloud and Internet of Things) [20] bring to organizations are currently a major focus
for both academia and industry. Since such technologies become available to a wider
public, their simple usage or replication is not sufficient to provide a source of com-
petitive advantage [18, 19]. The challenge that organizations face is how to gain
competitive advantage from digital technologies and stay relevant in the market [18,
19]. Available research suggests that how digital technologies are combined with
organizations’ capabilities is a key for success in the Digital arena. Studies already have
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pointed out that having a clear digital strategy focusing either on Customer Engage-
ment or Digitized Services & Products in one hand; together with a Digital Services
Platform supporting Agility & Innovation and; an Operational Backbone delivering
Operational Excellence is how companies address the challenges and opportunities that
digital technologies bring [18].

The quest to create competitive advantage from digital technologies applies to any
size of organizations. While large organizations usually have more resources than
Small and Medium Enterprises (SME), SME have some advantages such as a simpler
decision process supported by fewer levels of hierarchy [3]. We focus on Japanese
SMEs due to their economic relevance. It is reported by the Ministry of Economy,
Trade and Industry in Japan that they account for 99.7% of all enterprises from
Japanese economy [22]. This fact creates the need to understand how to use IT and
digital technologies.

SMACIT technologies like Social, Mobile, Analytics or Internet or Things are
highly dependent on data, information and knowledge. Since such technologies either
generate data, use data or both; a preliminary research [16] aimed to explore the
relationship between Knowledge Creation Capabilities (KCC), IT and Digital Business
Value. Knowledge Creation Capabilities [15] refers to the balance of the four
knowledge creation processes from Nonaka and Takeuchi’s SECI model [13]. KCC
concept acknowledges that there could be a bottleneck in the knowledge creation
process when an organization either over-focuses or has a lack-of focus on a particular
SECI process. IT Business value was defined as the achievement of business objectives
by the use of IT. Similarly, Digital Business Value was defined as the achievement of
business objectives by the use of digital technologies [16]. Following the Balance
Scorecard categorization [9], four categories of business objectives were used: Cus-
tomer, Financial, Business Process and Learning & Growth. Such categorization
enabled the study to address the individuality of the organizations as each one has their
own objectives when they invest or engage on IT and digital technologies.

IT and its impact on business performance have been deeply explored over decades.
Initially the term IT Productivity Paradox was used as a challenging statement
regarding the contribution that IT provided to the productivity statistics [2]. Over the
years this challenge was addressed first by measuring the direct impact of IT invest-
ment on business performance results. Later on the exploration identified that the
results were different according to the type of IT asset [24, 25]. After that the focus
turned onto the business processes on which IT was being utilized [21]. Finally, the
exploration looked into organizational capabilities as a way to explain why some
organizations were more successful than others even if they invested on similar type of
technology [2, 14, 16, 25].

On the other hand, the utilization of digital technologies and in particular how
companies go under Digital Transformation is the subject of recent studies [17–19].
This paper is aligned with studies focusing on organizational capabilities and aims to
apply the learnings from IT Productivity Paradox and how its research has evolved
over the years onto the Digital arena.

The preliminary research [16] identified that IT Business Value was highly related
to Digital Business value, suggesting that the organizations that were able to achieve IT
Business Value (achievement of business objectives by the use of IT) most likely also
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were able to achieve Digital Business Value (achievement of business objectives by the
application of digital technologies). That research did not yield conclusive results for
KCC and even suggested a negative impact of that relationship. Considering the
inconclusive results for the impact of KCC to IT and Digital Business Value as well as
other limitations such as the small number of observations from the preliminary study;
this time a further exploration is done over the four knowledge creation processes from
SECI model: Socialization, Externalization, Combination and Internalization.

This study contributes to the literature by first validating the relationship between
IT Business Value and Digital Business Value. Secondly, it provides further insights on
the positive relationship between KCC and IT Business Value; identifying in particular
which type of objectives KCC support and which Knowledge Conversion Processes
from SECI Model contributed to that relationship.

Section 2 describes the framework and hypotheses. Measurements and methodol-
ogy are described in Sect. 3. Section 4 includes analysis and findings. Finally, Dis-
cussion and Conclusions are included in Sects. 5 and 6.

2 Framework and Hypotheses

2.1 IT Business Value

The debate on the contribution that IT brings to organizations was formally defined
when the IT Productivity Paradox term was raised. While some researchers found this
relationship to be positive, others found negative and even neutral relationships as
included in Table 1 [16]. The research focus evolved from seeing IT investment as
independent assets to the consideration of organizational characteristics or capabilities
that moderate the results that organizations obtain from IT.

The term IT Business Value has been considered to address the concerns raised by
the IT Productivity Paradox but from a positive perspective. Productivity or prof-
itability improvement, cost reduction, revenue and sales increase are some of the

Table 1. Key studies exploring IT, firm performance and other firm capabilities (adapted from
[7 on 16])

Research focus Studies Findings

IT and organizational
performance

Mahmood et al. (1993), Weill (1992), Wilson
(1993), Loveman (1994)

None or
negative

Weill (1992), Wilson (1993), Loveman (1994),
Brynjolfsson and Hitt (1995), Brynjolfsson
and Hitt (1996), Hitt and Brynjolfsson (1996),
Brynjolfsson et al.(1998), Greenan et al.
(2001)

Positive

IT, organizational
performance and
organizational capabilities

Bresnahan et al. (2002), Brynjolfsson et al.
(1998), Ramirez et al.(2001), Francalanci and
Galal (1998), Devaraj and Kohli (2002),
Tallon et al. (2000), Weill et al. (2004, 2005)

Positive
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financial contributions where IT has been linked to [11]. At the same time, other
measures that derive in organizational performance such as developing competitive
advantage, increasing customer proximity or improving customer satisfaction are also
areas where IT can contribute. An early study proposed IT Business Value Model
based on the Resource-based view where the combination of IT resources (Technology
and HR) with complementary organizational resources enabled business processes and,
then business processes performance was actually perceived as Organizational Per-
formance [11].

Dynamic capabilities theory was developed in response to the dynamic nature of
the market and its changes over time. The changes on the market require organizations
to modify its resources in order to stay relevant [23]. Dynamic capabilities can also be
seen as the foundation that makes managers acquire and combine resources in order to
generate value-creating strategies [8].

Based on these concepts, IT Business Value was defined as the contribution that IT
resources and capabilities make to help an organization to achieve its objectives [16].

In order to address the different objectives that organizations pursue, the study used
the four categories defined by the Balance Scorecard [9]: Customer, Financial, Busi-
ness Process and Learning & Growth. This approach offered a simple but concrete way
to address the individuality of the organizations.

2.2 Digital Business Value

The research on digital technologies has been taking place over the recent years with
focus on identifying best practices from organizations that have been successful in the
transformation to the digital environment [18–20]. In a similar manner than IT Business
Value, the definition of Digital Business Value is described as the contribution that
digital technologies make to help an organization achieve its objectives [16].

2.3 Difference Between Digitized and Digital

The terms Digitized, Digital, Digitalization and Digital Transformation among others
have been heavily used over recent years without a shared definition. During the data
collection this study avoided using such terms and instead referred to digital tech-
nologies or SMACIT in order to avoid any misconception of the terms.

We are aligned with the definition provided by the Centre for Information Systems
Research from Massachusetts Institute of Technology in which Digitized is seen as an
operational necessity requiring standardizing business process, with benefits mainly on
the operational excellence. Digital referring to a customer-centric value proposition or
creation of new customer value delivered in the form of digital offerings [17]. Digitized
may include digital technologies but it may not necessarily translate onto new digital
offerings or new value for the customers. The same study suggests that successful
companies in the digital economy will have both characteristics: Digital to provide
customer value and Digitized to provide scale and efficiency.

This study inquired on business objectives where digital technologies like SMACIT
contributed. We consider the data collected may include both business objectives
searching Digitization (Digitize) and Digitalization (Digital) objectives. Nevertheless
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the main assumption is that the majority of the SMEs from the target population may be
still on the Digitized stage. This cannot be verified as the study didn’t collect infor-
mation on digital strategy or specific value created for customers based on digital
offerings.

2.4 Knowledge Creating Capabilities and SECI Process

Knowledge is considered as a strategic asset to the organizations by the Knowledge-
based view [8]. Business improvement is considered also a key motivation for orga-
nizations to engage in knowledge management initiatives [5]. Knowledge Creation is
generally accepted to be part of Knowledge Management process [1, 4, 6] and by itself
is an important strategic asset of the organization [8 cited in 10].

In the area of Knowledge Creation, Nonaka and Takeuchi contributed with the
Knowledge Creation theory [13]. In their theory they acknowledged two types of
knowledge: tacit and explicit. They proposed the SECI Model process where knowl-
edge was created through the interaction and transformation of tacit and explicit
knowledge. Such interaction is considered the spiral of knowledge creation where
knowledge increases after each cycle [13].

The concern of a bottleneck in this spiral was captured by Knowledge Creating
Capabilities or “Balanced SECI” [15]. KCC was defined as the level in which all four
SECI Processes can act together and its measurement has been also done previously in
the SME context [15].

Since the study of the relationship between KCC, IT Business Value and Digital
Business Value in the preliminary research led to inconclusive findings; the current
study added the exploration at each of the four SECI processes to understand the
relationship IT and Digital Business Value.

2.5 Research Framework and Hypotheses

The main hypothesis in this study is defined as: “there is a positive relationship
between Knowledge Creating Capabilities, IT Business and Digital Business Value”.
The detailed hypotheses are:

• H1: The achievement of business objectives by digital technologies (Digital
Business Value) is related to the achievement or business objectives by IT (IT
Business Value).

• H2: Knowledge Creating Capabilities are present in organizations that achieve
business value from IT (IT Business Value).

• H3: Knowledge Creating Capabilities are present in organizations that achieve
business value from digital technologies (Digital Business Value).

The research framework is adapted from [16] (see Figs. 1 and 2).
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3 Measurements and Methodology

3.1 Target Population

One hundred Japanese SMEs selected by the Japanese Ministry of Economy, Trade and
Industry in the list of “Competitive IT Strategy SME Selection 100” from 2015, 2016
and 2017 [12] are selected as the target for this research. The SMEs are in principle
self-nominated but they needed to include a case or sample of effective utilization of IT
and demonstrated good business performance for the selection. This data set was
selected precisely due to the characteristic of having evidence showing an effective use
of technology. This was expected to facilitate testing of the relationship between IT
Business Value, Digital Business Value and with KCC. Previous studies have also used
a similar population [14–16].

Fig. 1. Research framework (adapted from [16])

Fig. 2. Research framework at component level (adapted from [16])
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A total of 34 organizations from the 100 accepted to participate in the study
(response ratio: 34%) and their industry composition is as follows: 32% Manufacturing,
18% Service, 12% Printing, 12% Wholesale, 9% Construction, and 3% for: Informa-
tion and Communication, Transportation, Gravel sampling, Food & Beverage, Dental
technology and other industries.

3.2 Data Collection

A questionnaire was conducted to evaluate IT Business Value, Digital Business Value
and Knowledge Creation Capabilities. The questionnaire was distributed to the 100
companies mailbox address and follow up calls were done to increase the response rate.
As mentioned in previous section the response ratio obtained was 34%.

The data collection for IT and Digital Business Value was organized from an
investment perspective. The organizations were requested to consider the past 3 years
and asses how much (in percentage) they had invested in IT over the four categories of
business objectives. This was done for several purposes. At first, to consider lagged
results from IT investment. Secondly, to consider that organizations may pursue dif-
ferent objectives over the years and finally, to acknowledge that organizations focus
may differ between organizations. Some may focus for example on improving financial
outcomes by IT while others could focus on increasing internal process integration or
harmonization. The study considered that for these two different categories of orga-
nizations IT Business Value exists and it is valid as IT can contribute to the realization
of business objectives.

In order to align the concepts over what category of business objective meant,
examples for each category were included as Financial (expanding revenue, improving
productivity, improving the financial structure, etc.), Customer-related (improving
customer satisfaction, improving customer loyalty, increasing sales to new customers,
etc.), Business Process (quality improvement, productivity improvement, etc.),
Learning and growth (securing human resources, human resources education, cre-
ativity, development capability, etc.).

The level of contribution used a Likert scale: Not Achieved, Partially Achieved,
Highly Achieved and Fully Achieved and it was applied for the 4 categories of business
objectives. This was used for both measuring IT Business Value as well as Digital
Business Value.

To align the understanding of the organizations on which digital technologies were
addressed in the questionnaire, a list of digital technologies with a brief explanation
was included including Mobile, Cloud, SNS (Social Networking Service), Big Data
and Analytics, Internet of Things (IoT), Artificial Intelligence (AI) and 3D printing
technology.

Knowledge Creation Capabilities were evaluated using a questionnaire that mea-
sured each of the SECI processes. The instrument has been used in previous studies
[15] and listed six items or behaviors related to each of the four SECI Model processes.
Organizations needed to select 12 out of 24 behaviors that reflected their employees’
behaviors. KCC was calculated as the minimum score from the 4 SECI Model
processes.
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4 Analysis and Findings

Both correlation and analysis of variance were applied in order to identify the rela-
tionship between IT Business Value, Digital Business Value and KCC. The exploration
included both an overall level between the variables as well as between their internal
components. For instance the score of each of the 4 SECI Processes in KCC, the
achievement level in each of the 4 business objectives types (Financial, Customer,
Business Process and Learning & Growth) for both IT BV and Digital BV.

The variables used in the study are included in Table 2.
The level of objective achievement used for both IT Business Value and Digital

Business value measures is represented in the Y-Axis for the figures in this paper. The
scale use is as follows: 1 - Not Achieved, 2 - Partially Achieved, 3 - Highly Achieved,
4 - Fully Achieved).

Table 2. List of variables used in the study.

Knowledge
Creation
Capabilities

IT Business Value
(achievement of business
objectives using IT)

Digital Business Value (achievement
of business objectives using digital
technologies)

KCC (minimum
of SECI process
score)

IT BV (average of the
achievement of 4 types)

Digital BV (average of the
achievement of 4 types)

KCC L/M/H
groups according
to KCC

IT FI-OA (achievement of
financial objectives)

DI FI-OA (achievement of financial
objectives)

SECI
Socialization and
L/M/H groups

IT CU-OA (achievement of
customer objectives)

DI CU-OA (achievement of customer
objectives)

SECI
Externalization
and L/M/H
groups

IT BP-OA (achievement of
business processes
objectives)

DI BP-OA (achievement of business
processes objectives)

SECI
Combination and
L/M/H groups

IT LG-OA (achievement of
learning & growth objectives)

DI LG-OA (achievement of learning
& growth objectives)

SECI
Internalization
and L/M/H
groups
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4.1 Relationship Between IT Business Value and Digital Business Value

The correlation analysis identified below relationships:

• Positive relationship [r = 0.810, n = 27, p = 0.000] between overall IT Business
Value and overall Digital Business Value (compound achievement of 4 types of
business objectives by the use of digital technologies) (see Fig. 3).

• Positive relationships between IT Business Value per each of the 4 types of business
objectives and their pair on Digital Business Value.
– Achievement of Financial related objectives by IT and by digital technologies

[r = 0.813, n = 23, p = 0.000] (see Fig. 4).

Fig. 4. Achievement of Financial related objectives using IT and digital technologies.

Fig. 3. IT Business Value and Digital Business Value.
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– Achievement of Customer related objectives by IT and by digital technologies
[r = 0.792, n = 24, p = 0.000] (see Fig. 5).

– Achievement of Business Process related objectives by IT and by digital tech-
nologies [r = 0.707, n = 24, p = 0.000] (see Fig. 6).

– Achievement of Learning & Growth related objectives by IT and by digital
technologies [r = 0.937, n = 18, p = 0.000] (see Fig. 7).

Fig. 5. Achievement of Customer related objectives using IT and digital technologies.

Fig. 6. Achievement of Business Process related objectives using IT and digital technologies.
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• Positive relationship between the achievement of below business objective types by
using IT:
– Business Process and Learning & Growth objectives by IT [r = 0.574, n = 22,

p = 0.005]
• Positive relationship between the achievement of the following business objective

types by using digital technologies:
– Customer and Business Process objectives [r = 0.623, n = 22, p = 0.002]
– Customer and Learn & Growth objectives [r = 0.476, n = 18, p = 0.046]
– Business Process and Learn & Growth objectives [r = 0.691, n = 18, p = 0.002]
– Financial and Customer objectives [r = 0.442, n = 21, p = 0.045]

• Positive relationship between the achievement of below business objective types by
IT and digital technologies:
– IT Customer and DI Learn & Growth objectives [r = 0.489, n = 18, p = 0.040]
– IT Customer and DI Business Process objectives [r = 0.456, n = 24, p = 0.025].

The above two not pursued in detail as considered a possible effect of the other
correlations between each of the four types of business objectives by IT and their
correspondent achievement by digital technologies.

4.2 Relationship Between Knowledge Creating Capabilities
(KCC) and IT Business Value (Organization’s Objectives
Achievement by IT)

At an overall level, neither correlation analysis nor analysis of variance identified a
direct relationship between KCC and the aggregated measure of IT Business Value
(average achievement of the four types of business objectives by the use of IT). In the
same way as the preliminary study suggested, the impact of KCC level seemed to affect
the level of achieved IT Business value in a negative way although it was not verified
statistically (see Fig. 8).

Fig. 7. Achievement of Learning & Growth related objectives using IT and digital technologies.
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From the exploration on the four types of business objectives identified a positive
relation [r = 0.435, n = 23, p = 0.038] between KCC and the achievement of Learning
& Growth business objectives by the use of IT (see Fig. 9).

The analysis of variance using the KCC score itself confirmed the relationship
statistically [F(3, 19) = 3.369, p = 0.040]. These findings were observed only as trend
without statistically significant results when the Low, Medium and High KCC cate-
gorization was used (see Fig. 10).

Fig. 8. KCC level and IT Business Value (objectives achievement using IT), not statistically
significant.

Fig. 9. KCC score and achievement of Learning & Growth objectives using IT.
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At the same time, although no significant relationship was found, a positive trend
was observed for the level of KCC and the achievement of Business Process objectives
by the use of IT (see Fig. 11). In addition, a negative trend was observed for the level
of KCC and the remaining two types of business objectives: Financial and Customer
related (see Figs. 12 and 13).

Fig. 10. KCC level and achievement of Learning & Growth related objectives using IT, not
statistically significant.

Fig. 11. KCC level and achievement of Business Process related objectives using IT.
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4.3 Relationship Between KCC and Digital Business Value
(Organization’s Objectives Achievement by Digital Technologies)

The correlation analysis did not identify a direct relationship between KCC and overall
Digital Business Value (compound achievement of 4 types of business objectives by
the use of digital technologies). The analysis of variance suggested a negative relation
but it was not verified statistically [F(1, 25) = 2.124, p = 0.157] either (see Fig. 14).

Fig. 12. KCC level and achievement of Financial related objectives using IT, not statistically
significant.

Fig. 13. KCC level and achievement of Customer related objectives using IT, not statistically
significant.
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The exploration on the impact of overall KCC on the achievement of any of the
four types of business objectives did not produced statistically significant results.
Similar negative trends could be observed on Financial (see Fig. 15), Customer and
Business Processes related objectives but was positive for Learning & Growth
objectives (see Fig. 16).

Fig. 14. KCC level and Digital Business Value (objectives achievement using digital
technologies), not statistically significant.

Fig. 15. KCC level and achievement of Financial related objectives using digital technologies,
not statistically significant.
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4.4 Relationship of SECI Processes with IT Business Value and Digital
Business Value

A deeper look on each of the four SECI Processes (Socialization, Externalization,
Socialization and Combination) in KCC and their relationship with IT Business Value
as well as with Digital Business Value was conducted. The main motivation for this
analysis was the initial findings in this study of a positive relationship between KCC
and the achievement of Learning & Growth objectives by the use of IT on previous
section (see Figs. 9 and 10).

This exploration yielded below results:

• No statistically significant relationship identified for Socialization or Externalization
and IT Business value. Neither Digital Business Value at overall level nor at
business objectives categories.

• Positive relationship for Combination and the achievement of Learning & Growth
objectives by the use of IT (IT Business Value) [r = 0.606, n = 23, p = 0.002] (see
Fig. 17). Such results were also verified with analysis of variance [F
(2, 20) = 4.738, p = 0.021] (see Fig. 18). No statistically significant relationship
for Combination and the achievement of Learning & Growth objectives by the use
of digital technologies (Digital Business Value).

• Difference [F(2, 21) = 5.707, p = 0.010] identified by analysis of variance between
Combination levels and the achievement of Customer objectives by the use of
digital technologies (Digital Business Value) (see Fig. 19). No statistically signif-
icant relationship for Combination levels and the achievement of Customer related
objectives by the use of IT (IT Business Value).

Fig. 16. KCC level and achievement of Learning & Growth related objectives using digital
technologies, not statistically significant.
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• Difference [F(2, 20) = 3.474, p = 0.051] (p > 0.05) identified by analysis of vari-
ance between Internalization levels and the achievement of Learning & Growth
objectives by the use of IT (IT Business Value) (see Fig. 20). No statistically
significant relationship for Internalization levels and the achievement of Learning &
Growth related objectives by the use of digital technologies (Digital Business
Value).

Fig. 17. SECI Combination process and achievement of Learning & Growth objectives using IT

Fig. 18. SECI Combination process level and achievement of Learning & Growth objectives
using IT.
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4.5 Relationship Between SECI Processes

The correlation analysis identified below relationships between SECI Processes:

– Socialization and Externalization [r = 0.358, n = 33, p = 0.041]
– Combination and Internalization [r = 0.356, n = 33, p = 0.042].

The Updated Framework is described as below (see Figs. 21 and 22).

Fig. 19. SECI Combination process level and achievement of Customer objectives using digital
technologies (High and Medium groups difference at sig. 0.008).

Fig. 20. SECI Internalization process level and achievement of Learning & Growth objectives
using IT (statistically significant at p = 0.051. Low and Medium groups difference at 0.047).
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5 Discussion

This research used a flexible but at the same time concrete way to measure the impact
that IT and digital technologies had on organizations. Flexibility was provided as it did
not try to align all organizations to a specific measure like revenue or productivity.
Concreteness was ensured as organizations were requested to classify IT and digital
technologies investment across four categories of business objectives they were sup-
porting and, then evaluate the level of objective achievement.

The results from the exploration of Hypothesis 1 confirmed the relationship
between IT Business Value and Digital Business Value. In other words, the level of
achievement of business objectives by the utilization of IT was identified to be related
to the level of achievement of business objectives by the utilization of digital tech-
nologies and vice versa. This was observed not only at an overall level between IT

Fig. 21. Updated Framework.

Fig. 22. Updated Framework at component level.
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Business Value and Digital Business Value but also was between each of the four types
of business objectives: Customer related, Financial related, Business Process and
Learning & Growth. For instance, the level or achievement of Customer related
business objectives by IT was related with the level of achievement Customer related
business objectives by digital technologies. All these relationships were positive.

We consider there could be several explanations for such relationship. The first and
simplest would be that organizations see digital technologies only as technological
tools which belong to IT and as such did not differentiate. A second -and the one we
consider more appropriate- is aligned with dynamic capabilities. In this case the
observed relationship may reflect that some organizations have mastered (developed or
enhanced their capabilities) how to use IT for delivering business value and, such
capabilities are also useful for delivering business value with digital technologies.
Additionally, it may be considered that since the experience that organizations have
dealing with IT spans over decades, succeeding with new technologies may be partially
moderated by the success organizations face with IT (or traditional IT).

A relationship was also identified between the achievement of Business Process
objectives and the achievement of Learning & Growth objectives supported by IT.

The relationship between the four types of business objectives was stronger on
Digital Business Value. The multiple relationships identified between Customer,
Business Process and Learning & Growth objectives, together with the relationship
between Customer and Finance type of business objectives supported by digital
technologies suggested that the organizations that are able to benefit from digital
technologies have some capabilities that allow them to succeed in any of the type of
business objectives.

These results are aligned with the preliminary study [16] where this relationship
between IT Business Value and Digital Business Value was also observed.

Hypothesis 2 clarified the impact that Knowledge Creating Capabilities have on the
achievement of business objectives by IT. In specific with the achievement of Learning
& Growth related business objectives by IT. The deeper exploration at SECI Processes
level allowed to identify that Combination process (p < 0.05) and Internalization
process (p = 0.051) were related to the achievement of Learning & Growth business
objectives by IT. Combination being the process where the explicit knowledge that was
gathered both internally and externally is combined into new knowledge. Internaliza-
tion is the process where the explicit knowledge generated by Internalization is inte-
grated onto individual’s tacit knowledge by learning and doing. Hypothesis 2 suggests
that the organizations that were able to achieve Learning & Growth objectives by the
utilization of IT had strong Combination and Internalization processes. A reason for
this could be that organizations where knowledge creation is considered valuable may
reflect such focus on Learning & Growth objectives. Such organizational focus may
also influence on actually using IT to achieve such objectives.

These results provided empirical and statistically significant evidence to initial
observations from the preliminary study [16].

Hypothesis 3 explored the relationship that Knowledge Creating Capabilities
(KCC) had with the achievement of business objectives by the use of digital tech-
nologies. Without statistically significant results, the negative relationship observed
suggests that the stronger the organizations focus on the creation of new knowledge,
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they may see a decrease in the level of achievement of business objectives in general.
The negative trend was observed for three of the business objectives types (Financial,
Customer and Business Processes) but positive for Learning & Growth objectives. This
also can be interpreted together with Hypothesis 2 findings as it shows a positive
relationship between the focus on knowledge creation by the organizations and the
achievement of Learning & Growth objectives, either it is by IT or by the use of digital
technologies. Although not validated by the statistical analysis the perceived negative
relationship between KCC and the remaining three types of business objectives may
actually remind us that the organizational resources are limited, therefore the more an
organization pursues for knowledge creation and devotes its resources to such objec-
tives then they risk of not paying attention to other business objectives categories.

These results are aligned with previous study [16].
The study provides some insights on how organizations that are looking to apply

digital technologies (SMACIT) or even further planning to engage in Digitalization
(Digital or Digital Transformation) may refer to. In particular, how the capabilities that
allow organizations to effectively deliver IT in a way that it supports their business
objectives may also help to deliver digital technologies in the same manner.

It is important to acknowledge that the organizations in this study belong to a
specific population with particular characteristics. First they were awarded by the
Japanese Government due to their effective use of IT to support and improve their
business. Another characteristic is that the organizations were Japanese SME, and
culture aspects may have influenced the self-evaluation of the level of achievement of
business objectives.

6 Conclusions

This study served to verify the contribution that IT and digital technologies (SMACIT)
have on the achievement of business objectives. Hypothesis 1 verified the close rela-
tionship between the achievement of objectives using IT and by digital technologies.
The relationship was observed at an overall level and also between each of the four
types of business objectives. These results contribute with evidence of the close rela-
tionship between success on implementation of IT and success implementing digital
technologies.

Hypothesis 2 evaluated the relationship between Knowledge Creating Capabilities
and the achievement of business objectives supported by IT. The results indicated that
the relationship exists with the Learning & Growth business objectives type. Addi-
tionally, the results confirmed that Combination and Internalization processes were the
contributors to the achievement of Learning & Growth objectives.

Hypothesis 3 tested the relationship between Knowledge Creating Capabilities and
the achievement of business objectives by the use of digital technologies. The explo-
ration didn’t yield statistically significant results but some trends were observed. They
were negative for Financial, Customer and Business Processes objective achievement
and positive for Learning & Growth objectives.

We consider this study contributes with empirical evidence suggesting that orga-
nizations that are able to efficiently apply IT towards the achievement of business
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objectives can also experience similar results while applying digital technologies.
Another way to interpret the results is also to consider that in order to be successful for
the implementation of digital technologies; an initial foundation would be the suc-
cessful delivery of IT to achieve business objectives. Organizations need to identify the
capabilities that will allow them to successfully deliver IT and implement digital
technologies in a way they support business objectives. This study explored if
Knowledge Creation Capabilities were part of such enabling capabilities. The analysis
yielded results indicating that the achievement of Learning & Growth business
objectives by the use of IT was indeed related to Knowledge Creation Capabilities. At
the same time, a clear relationship between how IT supported the achievement of
Learning & Growth objectives and how it was related to the achievement of the same
objective types by the use of digital technologies.

We recommend the future work to continue pursuing the identification of the
capabilities that organizations need in order to benefit from digital technologies or
SMACIT. A first answer to this was identified by this study providing empirical
evidence that having capabilities to successfully deploy IT in a way that generates
Business Value may be foundation for achieving similar results with digital tech-
nologies. Acknowledging such relationship is important but we consider the explo-
ration is not over as there could be other organization capabilities that could contribute
to achieving further business value from digital technologies. Some studies have
already pointed out that having a clear digital strategy focusing either on Customer
Engagement or Digitized Services & Products in one hand, together with a Digital
Services Platform supporting Agility & Innovation and, last but not least, an Opera-
tional Backbone delivering Operational Excellence are how organizations address the
challenges and opportunities that the Digital Age brings.
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Abstract. This revised study expands a series of investigations of the resilience
readiness levels (ResRLs) of information systems, including their aspects, fac-
tors, definitions, criteria, references, and questionnaires. The aim is to contribute
to the combined total maturity measures approach and the pre-operational val-
idation of shared and adaptive information services and systems. The overall
research question is followed: How can ResRLs be understood in the domain of
shared operative information systems and services? The purpose of the study to
improve the manner of information systems acceptance, operational validation,
pre-order validation, risk assessment, the development of adaptive mechanisms,
and the integration of information systems and services by actors and authorities
across national borders. The main contribution of the study is in the validation of
the maturity of operative information systems regarding their resilience,
including the examination of several factors and descriptions of technical resi-
lience. In addition to the validation of maturity, the study expands the revised
compatibility of maturity levels by upgrading the ResRLs seven-layer model to
the nine-level model according to technological readiness levels (TRLs) and
integration readiness levels (IRLs) to improve the responsiveness of the Euro-
pean Operational Concept Validation framework.

Keywords: Common information sharing � Resilience �
Resilience readiness level � Maturity model � Operational validation �
Technical resilience

1 Introduction

The aim of this study is to contribute to the maturity validation and resilience metrics of
operative information systems. The study focuses on the factors and descriptions of
technical resilience and validation maturity. It provides a revision of the compatibility
upgrade from the seven-level resilience readiness level (ResRL) model [1] to the nine-
level model based on a white paper on technological readiness levels (TRL) [2],
integration readiness levels (IRL), and descriptions of the nine levels descriptions [3]
for consistency with the European Operational Concept Validation Methodology [4].

In this study, the research questions were formulated to guide the examination of the
ways in which the descriptions and definitions of existing TRLs, IRLs, and new ResRLs
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as well as their criteria, references, and questionnaires can be employed to realize and
validate the integration, communication, and adaptive dynamic resilient functionalities
in operative information systems and information sharing. This study analyses the cases
of operative maritime and data fusion systems and focuses on the descriptions, factors,
initiators, and drivers of resilience readiness in order to contribute to future discussions
about maturity validation processes and pre-validation processes with regard to research
and innovation action funding by the European Commission H2020.

Standardization is an essential element in sharing information, information systems
resilience, and effectiveness. It requires going beyond the syntactic nature of infor-
mation technology and delving into the human functions at the semantic, pragmatic,
critical realist, and social levels of organizational functions. As shown in Fig. 1, the
research themes of this study prioritize improvements in the resilience approach of a
complex service or system as well as the descriptions and factors of TRLs and IRLs for
progress of the European Operational Concept Validation Methodology [4].

In this study, the term “external validity” refers to establishing an expanded domain
in which the study’s findings and conclusions can be generalized to the progress of
European Operational Concept Validation framework. The study adopts the method of
increasing understanding through information systems research and maturity-
integration facilities, such as utility and communication, resilience readiness, net-
worked data fusion realization capability. The focus of validation standardization is
regarded by the following: European Committee for Standardization and European
Committee for Electro-technical Standardization (CEN-CENELEC); CEN/TC391 on
Societal and Citizen Security; and the International Organization for Standardization
(ISO) Standard 16290 Space Systems.

Fig. 1. Common information systems maturity validation approach [1] which is here further
addressed to the European Operational Concept Validation Methodology [4].
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This study is based on an ongoing and cumulative data collection and the expansion
of three (n = 3) preliminary research and development (R&D) projects: (1) European
Union’s Common Information Sharing Environment (EU_CISE_2020), including
R&D-related research on work packages (n = 8) of the EU_CISE research consortium
and research agenda targets related to the public authority in Finland; (2) Maritime
Integrated Surveillance Awareness (MARISA), including eight work packages (n = 8)
in the current H2020 project and EU_CISE continuum; and (3) the Academy of Finland
Strategic Research Council’s project From Failand to Winland, which is an ongoing
National Critical Research Project (#WINLandFI), which includes five (n = 5) work
packages.

The multiple case study approach is used. The method is described in previous
studies that addressed “the case research strategy in studies of information systems”
[5]; “building theories from case study research” [6]; “case studies and theory devel-
opment in the social sciences” [7]; “qualitative data analysis” [8]; “real world research”
[9]; and “case study research design and methods” [10]. The multiple case study
followed replication logic, and the selected cases serve in a manner that is similar to
multiple experiments, and they show similar results. The cases of externally funded
projects (n = 3) emphasize the detailed contextual analysis of a limited number of
events or conditions and their relationships when the relevant behavior is not manip-
ulated and the role of the researcher is that of an “objective outsider” [11]. The selected
cases of three preliminary research and development (R&D) projects (n = 3) are
described in the following paragraphs.

EU_CISE_2020 Project: [Project ID 608385; Funded Under FP7-SECURITY].
The project’s mandate is to examine common information sharing environments
(CISE) that foster cross-sectorial and cross-border collaborations among public
authorities and the dissemination of the EU_CISE initiative and steps along the Mar-
itime EU_CISE roadmap. The EU_CISE project entails the widest possible experi-
mental environment, encompassing innovative and collaborative services and processes
between European institutions. Its reference points comprise a broad spectrum of
factors in the field of European integrated services, which arise from the European legal
framework as well as collaborative studies and related pilot projects.

MARISA Project: [Project ID 740698; Funded Under H2020]. The goal of the
MARISA project is to provide security communities that operate at sea with a data
fusion toolkit, which includes a suite of methods, techniques, and software modules for
correlating and fusing various heterogeneous and homogeneous data and information
from different sources, including the Internet and social networks, with the aim of
improving information exchange, situational awareness, decision-making, reaction
capabilities, and resilience. The expected solution will provide mechanisms for
obtaining insights from big data sources, performing analyses of a variety of data based
on geographical and spatial representation, using techniques to search for typical and
new patterns that identify connections between events, and exploring predictive anal-
ysis models to represent the effects of relationships of observed objects and
phenomena.
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#WINLandFI Project: [Funding ID 303623; from April 2016 to March 2019]. The
#WINLandFI research project moves from a Failand (i.e., a failed future Finland) to a
Winland, such as Finland where resilient policy-making has been used to respond to
key security threats. What kinds of security risks and threats could paralyze Finland
such that our country would become Failand? The project data include the argument
that Failand would become a reality if two of the most fundamental elements of a
functioning society failed—food security and energy security. Both are closely linked
to water security. In addition, these research data include reasons for setting resilience
such that failure is likely to result from the sum of three key components: long-term
pressures, shocks and surprises, decision-making, and policy responses.

In this operative domain, there is no single agreed definition of the term “resilience.”
In this study, the keyword “resilience,” which is derived from the Latin resilier refers to
the study of technical resilience and the ability to rebound, recover, or jump back in the
critical fields of systems and decision-making processes. In this study, the term “re-
silience” refers mainly to the ability of critical, institutional, organizational, hardware,
software, or operative service systems to mitigate the severity and likelihood of failures
or losses, to adapt to changing conditions, and to respond appropriately after the evi-
dence of failure, fact finding, consideration of response, scenario-based alignment, and
progressive action competencies. The relevant literature on the technical perspective of
“resilience” includes the following: on resilience engineering [12]; on viewpoints of
robustness, persistence, and resilience [13]; on genealogies of resilience [14].

In addition, the term resilience encompasses several recent and related aspects in
the social sciences. The term is also used in discussions of international finance and
economic policy, corporate risk analysis, the psychology of trauma, policy-regulation
development, urban, regional, and national planning, public health care, and national
security. The term “ecological resilience” refers to the ability of the ecosystem to
regenerate after stress and overloading. “Social resilience” was understood as the
ability of communities to withstand external shocks to their social infrastructure [15,
p. 361]. Social resilience can be observed in the positive and negative aspects of social
exclusion, marginalization, and social capital [15, p. 352]. Social resilience is under-
stood as important in forming relationships and the mutual trust of others, such as
citizens’ attitudes and responsibility.

In information systems, “resilience” is understood as a complex process that
involves multiple overlapping and iterative tasks that concern design theory and system
theory. The term also refers to a multi-methodological approach that involves thinking,
building, improving, and evaluating a successful information system and its commu-
nication regarding its suitability to the applied domain, and information sharing. In the
present study, the term applies to resilient systems [16] and resilience engineering [12].
The aim is to contribute to the information sharing and technical resilience that are
related to the ontology of information technology, data additivity capabilities, parallel
communication protocols, nexus management, and adaptive dynamic factors and
effects of high-value technological artifacts, digital infrastructures, and critical systems.

There are many reasons for the progress of resilience, such as the increasing
number of systems, interconnections, and transaction elements over time. The system’s
complexity increases, and the resulting interactions become challenging to maintain,
such as the number of updates, difficulties in use and facilitation, life cycles, continuity
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management, and understanding emergent relations and causalities between the terms
“resilience,” “elastic,” “robustness,” “complexity,” and “persistence.” In this operative
environment, the term “resilience” is first related to the term “robustness.” In this
setting, the term “robustness” refers to “the degree to which a system is able to
withstand an unexpected internal or external event or change without degradation of in
system’s performance.” The term “robustness” indicates “the degree to which system
operates correctly in the presence of exceptional conditions.” The term “resilience”
refers to the system’s ability to recover, retrieve, restore, or regenerate its performance
after unexpected events that decrease its performance [13].

The study of resilience is further challenged by the adaptive nature of networked
systems. They become increasingly difficult to understand, predict, and control.
However, although there is no single agreed definition of the term resilience, there are
numerous middle-range theories that explain resilience and its sources, paths, and
effects, such as the following: the resilience and stability of ecological systems [17];
toward common information sharing: a study of integration readiness levels [18];
resilience in globalization and transitional pathways [19]; from systems ecology to the
political economy of crisis adaptation and management [20]. In this study, the
rationality and motivation for a further description of resilience factors is based on the
usefulness of these theories and categories for data collection, data fusion, knowledge
fusion, analysis, and triangulation in real R&D cases, research consortiums, and the co-
creation of validation for externally funded R&D activities, especially the design and
implementation of thematic studies, regional-global configurations, and integration
strategies.

In this operative environment, knowledge management is understood as a discipline
that is concerned with the analysis and technical support of the practices used in an
authority-related organization and in decision-making to identify, create, represent,
distribute, and enable the adoption and leveraging of the real-world practices used in
collaborative authority settings, particularly public authority organizational processes.
Effective knowledge management and information sharing are increasingly imperative
in shared source of collaboration and rationale advantages. They are key in the ability
of successful public authority organizations to bolster the collective, shared expertise of
employees, actors, and partners. In this context, the term resilience refers to the
knowledge gained by adaptive changes. The term resilience needs on demand refers to
several aspects of resilience, such as planning and preparation; absorbing disturbance;
recovering; and adapting according to known or unknown threats.

At the macro level of this study, the research questions are formulated to guide the
examination of how existing TRLs, IRLs, and new ResRLs descriptions and their
factors, definition, criteria, references, and questionnaires can be usefully employed to
realize and validate integration, communication, and dynamic functionalities in infor-
mation systems and information sharing. At the micro level, this study examines shared
information systems in the cases of shared maritime and data fusion systems by
focusing on the following resilience readiness factors, initiators, and drivers: (i) real-
ization, such as the usefulness, sharing, and dissemination of an information system as
a common digital service, product or solution involving shared information across
appropriate borders of applied domains; (ii) validation, that is, pre-operational vali-
dation, pre-order validation for procurements, internal and external validity, which can,
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for example, be useful in national and global deployment and dissemination processes,
operational validation of information systems, improving integration success, achieving
common ontological coherence, and improving information systems’ adaptive capa-
bilities, integration, and service sharing.

The main objective of this research is to address the issue of increasing trustwor-
thiness such that related studies are comprehensible for EU Horizon audiences and
innovation funding in EC H2020. The study design is based on a thorough under-
standing of the theoretical framework and the relevant literature. The experiential
knowledge of collaborative integration is used to answer the research questions as well
as to determine the learning processes and their meanings. In this study, validity refers
to the establishment of casual relationships such as nexus impacts. Causal relationships
are interactions among shared readiness measures and information systems, realizations
from the perspective of readiness levels, information sharing across borders of various
domains, and the use of commonly shared information systems. For example, infor-
mation is shared and education is collaborative and disseminated across national
borders, which was undertaken by maritime universities throughout the European
Union by utilizing data fusion (i.e., collective interactions by owners of data), such as
through the Maritime Data Fusion User Community.

The expected contributions of this study are the operational and pre-operational
validation (POV) and utility of standardization and interconnections: (1) improvement
in metrics for information systems and services dynamics and integration; (2) advances
in global procurement management and pre-order validation; (3) pre-operational vali-
dation in information system investigations; (4) progress in the operational validation
of information system implementation; (5) the implications of the findings for the
compliance of TRLs, IRLs, and improved ResRLs; (6) usefulness of information
system sharing and interconnections; (7) expansion of large and networked
information-intensive services that can extend shared solutions and routes of shared
information utilization and common global information and information system shar-
ing; (8) educational competence-related advances in R&D-related functions in higher
education institutions, which in this case can be shared across national borders.

2 Continuum of Research

The path dependency of ResRLs and related knowledge are investigated by triangu-
lation with the relevant literature. Examples are computer networks [21], system
engineering [22], systems readiness levels [23] and the development of an integration
readiness level [3]. This study focuses on factors of ResRLs, understanding readiness
levels, realizing them in operative environments, using mid-range metrics and models
of validation, reasons for extending the maturity validation process, which are exam-
ined in the following continuum of previous studies: “Toward common information
systems maturity validation: resilience readiness levels (ResRL)” [1]; “Toward com-
mon information sharing: study of integration readiness levels” [18]; “Studies of
integration readiness levels: Case shared maritime situational awareness system” [24];
“Samples of externally funded research and development projects in higher education:
Case integration readiness levels” [25].
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2.1 Technology Readiness Levels (TRL)

The first widely well-known model used to investigate the validation of TRLs, IRLs,
and ResRLs was described in the early literature on computer networks [21]. The open
system interconnection (OSI) model was developed by [26]. Here, the OSI model is
embedded in the internal factors of TRLs, IRLs, and ResRLs. Subsequently, the OSI
model was used [23] as the starting point in the development of maturity readiness
levels. The OSI model has been widely used in computer networking to structure data
transmitted on a network. The model allows for the integration of various technologies
on the same network, networking themes [27], and system approaches to computer
networks [28]. The reflective view of technology readiness (TRLs) assessments theme
was presented in a white paper [2] and a subsequent retrospective description [29]. In
the continuum of TRLs–IRLs development, this development path was described as
follows: “it was necessary to develop an index that could indicate how integration
occurs” [23, p. 6]. This index “considered not only physical properties of integration,
such as interfaces or standards, but also interaction, compatibility, reliability, quality,
performance and consistent ontology when two pieces are being integrated.”

The TRLs includes nine levels [2]. The TRL metric was developed to assess
technology and research interventions, and it was included in numerous efforts by the
National Aeronautics and Space Administration and United States Department of
Defense. Many early works in this field included definitions of the risks and costs
associated with various TRLs. The literature indicates that TRLs were used to validate
the readiness levels and maturity of an individual technology. Hence, TRLs adopt a
given technology from the basic principles as well as concept evaluation, validation,
prototype demonstration, completion, and successful operations [23].

Table 1. Technology readiness levels (TRL).

TRLs Descriptions

TRL (9) Actual system proven in operational environment | competitive manufacturing in
the case of key enabling technologies or in space | last mile research | high-value
impacts | action research | field study | dissemination strategy | realization of canvas

TRL (8) System complete and qualified | networking and integration services | infrastructure
providing a framework for dealing with data having characteristics such as variety,
volume, velocity and complexity | components and modules with the right
capabilities to quickly and concurrently access and process data in the storage |
external data sources and legacy systems functions | tools for the user | action
research | organizational adaptions and changes

TRL (7) System prototype demonstration in operational environment | systems functions
and objects | multilingual information | entities, relations, temporal and spatial
parameters | contextual information | system-to-system interfaces | communication
measures | external systems demonstration | authorization issues | operational
validation | identity and access mgmt. | action research | design science research

TRL (6) Technology demonstrated in relevant environment | industrially relevant
environment in the case of key enabling technologies | adapters and gateways for the
integration | user refinement technology | field study | feasibility study | design
science research

(continued)
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These characterizations TRLs are useful in technology development. In this study,
they refer to how a technology is implemented and developed further according to
“needed on-demand adaptive changes” (resilience) within complete information-
intensive systems and applied services. In addition, it was recognized that, currently,
many complex systems fail in the integration phase and especially in case of “if
emergent adaptive change is needed as on demand” as the resilience phase. With regard
to this study, the readiness factors, functionalities, and capabilities of resilience are
investigated for the further development of maturity aspects, questionnaires, validation
capabilities, and metrics. Examples are the nexus of mutual causalities and the impacts
of integration processes due to the increasing speed of technological development, the
effects of new updates, and the need for increasingly adaptive and resilient systems
[30]. In this context, TRLs can be used in a systematic metric and measurement system
that supports the assessment of the maturity of a particular technology and the con-
sistent comparison of the maturity of different types of technologies, such as CISE
Information Sharing and MARISA Data Fusion technologies.

The TRL guidelines for the Horizon 2020 Work Program TRLs have been refer-
enced widely and used in H2020 proposals, evaluations, and validations. The guide-
lines include the following: TRL 1 basic principles observed; TRL 2 technology
concept formulated; TRL 3 experimental proof-of-concept; TRL 4 technology vali-
dated in the laboratory; TRL 5 technology validated in a relevant environment (an
industrially relevant environment in the case of key enabling technologies); TRL 6

Table 1. (continued)

TRLs Descriptions

TRL (5) Technology validated in relevant environment | industrially relevant environment
in the case of key enabling technologies | the basic technological components are
integrated so they can be tested in a simulated environment | supporting elements in
a simulated operational environment | pre-operational technological artifacts | design
science research | development research | field study | feasibility study

TRL (4) Technology validated in lab | following successful proof-of-concept work |
components are integrated | test results and estimations of differences between
validation and expected system goals | technological artifacts | laboratory accounting
| development research

TRL (3) Experimental proof-of-concept | laboratory tests | measure parameters | test
environment | active R&D initiated | experimental critical functions | components
availability and stability | technology transition | development research | scenario
analysis | strategy analytic and canvas

TRL (2) Technology concept formulated | application articulated | basic principles | design
of artifact | practical applications can be invented | publications or other references |
limited to analytic studies | analysis to support the concept | case study analysis |
design science research | development research | canvas

TRL (1) Basic principles observed | applied research and development | studies of a
technology’s basic properties | scenario and proactive studies | case study analysis |
studies of a technology’s basic properties | scientific research begins to be translated
into applied R&D | co-creation drivers | idea alignments | proposals | scope
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technology demonstrated in relevant environment (an industrially relevant environment
in the case of key enabling technologies); TRL 7 system prototype demonstration in
operational environment; TRL 8 system complete and qualified; TRL 9 actual system
proven in operational environment (competitive manufacturing in the case of key
enabling technologies or in space). Table 1 provides descriptions of the TRL metrics
and applied methodologies in the context of this study. However, the following sources
may also be consulted: U.S. Department of Defense (DoD) TRL definition;
NASA TRL definition; European Space Agency (ESA) TRL definition; European
Commission TRL definition; and The United States Department of Energy (DOE) TRL
definition in TRL Wikipedia.

2.2 Integration Readiness Levels (IRL)

IRL metrics were introduced by the Systems Development and Maturity Laboratory at
the Stevens Institute of Technology. They were developed to assess the progress of
information system integration and communication in the engineering field. The study
aimed at realizing and validating IRL metrics in the extended context of the ISO DIS
16290 standard development framework that was established by the International
Standards Organization. IRL metrics have been defined as a “systematic measurement
of the interfacing of compatible interactions for various technologies and the consistent
comparison of the maturity between integration points” [3, p. 5]. IRLs were used to
describe and understand the integration maturity of a developing technology by using
another technology or a mature information system.

IRLs contribute to TRLs by checking the location of a technology on an integration
readiness scale and offering suggestions to improve integration with other technologies.
In general, similar to TRLs, IRLs were designed to assess the risk and development
needs of information systems integration. The rationale for the present IRLs research is
that TRLs do not accurately capture the risk involved in adopting a new technology,
and technology can differ architecturally according to integration readiness and system
integration. In this environment, because the complexity of a system or information
could increase, and a practical situation often involves a service-oriented network and
shared systems, it is reasonable to employ a reliable method and ontology to achieve
integration readiness. Hence, other readiness levels can be combined in the develop-
ment of complex information-intensive systems of information sharing and the inte-
gration of systems in a shared system.

Described IRLs development path dependency [23] was based on the OSI model as
follows: “a generic integration index required first examining what each layer really
meant in the context of networking and then extrapolating that to general integration
terms” [p. 6]. In this description, which is shown in Table 2, IRLs were defined as the
increasing maturity of the integration between any two technologies between 2006 and
2010 through the development of an integration readiness level [3] by using a system
maturity assessment approach [30]. In Table 2, IRL metrics are described in the context
of this continuum of study.
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As shown in Table 2, IRL layer 1 represents an interface level because integration
is not possible without selecting the medium, which can affect the properties and
performance of a system. Layer 2 represents interaction, that is, the ability of two
technologies to influence each other over a given medium, which can be understood as
the proof-of-concept of integration, such as facilitating bandwidth, error correction, and
data flow control. Layer 3 represents compatibility. If two integrating technologies do
not use the same interpretable data constructs or a common language, then they cannot
exchange information and data fusion is difficult. Layer 4 represents a data integrity
check. There is sufficient detail in the quality and assurance of the integration between
technologies, which means that the data sent are received, and a checking mechanism
exists. In addition, the data could be changed if part of their route were on an unsecured
medium (cf. realizations [27] and understanding of layers [3]).

Table 2. Integration readiness levels (IRL).

IRLs Descriptions

IRL (9) Integration is mission-proven through successful operations, e.g., harmonized
operative and industrial realizations. Integration of the information system and
its sustainable maturity management is achieved; information system sharing and
information sharing is realized

IRL (8) Integration completed and mission qualified though tests and demonstrations.
Examples are test bed, living lab, and final validation. Integration of service-based
sharing level; integration of the information system is realized, implemented, and
described, and actor-specific services are activated

IRL (7) The integration and technologies have been verified and validated with
sufficient detail to be actionable. Integration of communication and interaction;
readiness for completing the information system integration is achieved and actor-
specific services are validated

IRL (6) The integration technologies can accept, translate, and structure information
for its intended application. Readiness of technological functionalities for
completing an integration is realized

IRL (5) There is sufficient control between the technologies necessary to establish,
manage, and terminate the integration. Integration process of management
facilities is validated and implemented. Quality system for integration management
is activated

IRL (4) There is sufficient detail in the quality and assurance of the integration
between technologies. Readiness of technology for integration management
functions is achieved

IRL (3) There is compatibility between technologies for orderly and efficiently
integration and interaction, such as a common language. Compatibility in the
infrastructure, architecture level, and ontology is achieved

IRL (2) There is some level of specificity that characterizes the interaction between
technologies through their interface. Infrastructure and architecture outlines are
planned and agreed; integration of “proof-o-concept” is activated

IRL (1) An interface between technologies has been identified with sufficient detail to
allow characterization of the relationship. Usefulness, scope, and need for
integration are understood, and the medium is described
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In Table 2, IRL layer 5 represents integration control, which includes establishing,
maintaining, and terminating integration, for example, it is possible to establish inte-
gration with other nodes for the high availability or performance pressures. Layer 6
represents the interpretation and translation of data, specifying the information to be
exchanged and the information itself, as well as the ability to translate from a foreign
data structure to a used one. Layer 7 represents the verified and validated integration of
two technologies, such as the integration of performance, throughput, and reliability
requirements. Layers 8 and 9 describe operational support and proven integration with
a system environment, which corresponds to levels 8 and 9 of the TRL [3]. In layer 8 of
the IRLs, a system-level demonstration in the relevant environment can be performed
(the system is proven in a laboratory test). Level 9 denotes that the integrated tech-
nologies are successfully used both in the system environment and in operations (see
also [30]).

3 Methodology

First, it was decided whether to conduct a case analysis or cross-case analysis [31]. The
first two pilot studies [25] were conducted on integration projects in the context of
industrial solutions and operative systems: “Industrial system projects” [32] and
“Operative systems” [33]. We begin with a case analysis, which involves a case study
of each integrated unit.

These results comprise a research data continuum (cf. The Art of Case Study
Research [34] and the description of multiple cases in [10]). The methodological con-
tinuum was extended in “Toward common information sharing: Study of integration
readiness levels” [18], which was a complementary case analysis. “Toward common
information systems maturity validation: Resilience readiness levels (ResRL)” [4] and
the present study are multiple case studies that include triangulation [31].

As part of the research continuum, the present study employs a complementary
multiple case analysis, in which answers to various common questions are grouped,
and different perspectives on central issues are analyzed [6]. In the descriptive setting,
formal and open-ended interviews were conducted [3]. In the cross-analysis, the case
study fits a cross case of each interview question with a guided approach. The data
collected in the interviews are grouped by topic according to relevant data from the
guide, which will not be found in the same place in each note and open-ended segment
of the interviews [9]. The selection of interviews constitutes descriptive analytics, as
mentioned in [31, p. 376]. In this operative environment, the pre-operational validation
processes are similar to the methodological validation used in a grounded approach
[35], especially in triangulation [36].

In this study, the collected data were cumulative, and they were applied in a
qualitative-descriptive analysis and triangulation between January 2010 and February
2018. In this study, the data were collected according to externally funded R&D
projects (n = 3), which were analyzed as multiple case studies, including triangulation.
The data were placed in the following sub-categories: management data, (n = 95) files,
which include strategies, drafts of visions, legislation, papers with a regional focus,
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scoreboards and indicators; data of meetings, development days, and reviews, (n = 94)
files, which include data displays, evaluations, reviews, learning diaries, development
proposals, and reports. Beginning in June 2017, the MARISA strategy canvas data
were included and analyzed (n = 38 participants and n = 4 parallel sessions). Graphical
canvas representations produced (n = 4) high-value elements of authorities and
stakeholders that were connected to the determination of development targets, purchase
choices, and continuums for the utilization of innovative data fusion functionalities,
products, and services.

In this study, a summary list of research attributes was compiled to validate and
describe the methodological rigor in the performed case studies [37]. Although
methodological rigor was used in different cases with respect to specific attributes, the
overall assessed rigor could be extended and improved (cf. [38]). The list of included
attributes was extended from [37].

In this study, the main research attributes are as follows: (1) title of the study:
Common information systems maturity validation: Resilience readiness levels
(ResRLs); (2) research question: How can ResRL metrics be understood and described
in the domain of shared information systems and services?; (3) unit of analysis:
samples of resilience aspects of information systems integration and data fusion cases
that are implemented, well documented and experienced; (4) importance of the study:
contributes to research on information systems maturity, ResRL metrics and related
development of the ISO/DIS 16290 standard series, the European Committee for
Standardization (CEN-CENELE), the European Committee for Electro-technical
Standardization, and CEN/TC391 on Societal and Citizen Security; (5) methodologi-
cal focus: continuum of case study analysis, including triangulation and cross-analysis;
(6) methodology: qualitative analysis, saturation, and triangulation; (7) research target:
information service-system validation, standardization, and dissemination; (8) data
collection methods: the collected cumulative project data between 2008 and 2018; the
questions and interviewee were recorded, coded, reduced, archived, and translated from
Finnish to English; (9) LimeSurvey questionnaires by ISDEFE were used to assess the
integration activities on a system maturity scale; (questionnaires and comparison of
research findings were based on [3]); (10) MARISA strategy canvas and graphical
canvas representations were used.

4 Research Findings

The term resilience is used in many fields, such as engineering, infrastructure, orga-
nization, psychology, ethics, law, and socio-ecology. In this study, the scope was the
technical and human-based realization of resilience readiness and decision-making.
The factors and descriptions of future development were in compliance with nine levels
of TRLs, IRLs, and ResRLs. The study focused on resilience in a domain where
operative actors and civilian decision-makers collectively utilize analysis in cross-
national border operations.

In this study, the term resilience is related to maturity and capabilities as well as the
ability to recover from adverse events. It refers to the decision-making ability related to
absorption and adaption, including the following themes: (1) readiness of clean data for
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adaptive changes; (2) resilience initiators, resilience drivers, resilience enablers, and
resilience aspects of national and global pipelines; (3) modular design and dynamic
strategy, and human action competence; (4) additive and dynamic capabilities and
mechanisms, such as hardware, software, services, and humans in a loop; (5) clusters,
high availability, parallel options, disaster control functionalities, collective activities,
and safety networks; (6) mutability of configurable mechanisms, causalities, entities,
services, and learning by resilience, adaptive operational resources, cognitive capa-
bilities, and information sharing; (7) action-based situational intelligence; (8) domain
intelligence, nexus management of various actors and stakeholders; (9) global intelli-
gence, responsibility, international interactions, global pipelines, sustainability, global
data sharing, and continuity.

The findings revealed that in this operative environment, “information systems
maturity validation” was approached in individual institutions with respect to a specific
validation depending on, for example, the rules, guidance, literature, regulation, stan-
dards, agreements, best practices, and characteristics of the system, which was then
validated. The validation processes were used to determine whether the improved or
developed service or product (artifact) met the requirements of the activity and whether
the service or product satisfied its intended use and collectively agreed needs. The
starting point in the development process was the identification of relevant stake-
holders’ and users’ needs. The outcomes were mature and validated artifacts typically
in the form of capability, which was the readiness for implementation.

Similarities were found between the activities performed in practical validation and
the type of documented information produced for the validation of integrated infor-
mation systems. One way of understanding the resilience-related practices in the
analyzed cases was to examine the canonical documents and data standards accumu-
lated in the practices of the stakeholders in question, their actor networks, and
implementations with regard to factors of resilience.

Followed functionalities of ResRLs for nine level categories setting founded:
(1) basic resilience principles and relevant user needs-based requirements for trials
(e.g., dynamic and adaptive requirements, and a resilience-threat risk study of critical
aspects (critical assets and aspects of cyber and hybrid threads)); (2) concept of
operations and field-domain related regulations (e.g., asset, risk and vulnerability
factors); (3) planned pre-operational validation, designed analytics, designed experi-
mental critical functionalities, conducted a vulnerability study, and established proof-
of-concept; (4) dynamic capabilities and modularity validation in a laboratory envi-
ronment (e.g., security and resilience measures); (5) capabilities and modularity vali-
dation in a relevant operative environment (e.g., process, human and technical factors);
(6) trial demonstration in a relevant operative environment (actionable resilience and
concept of operations); (7) demonstration of resiliency in a shared operative environ-
ment (e.g., dynamic, adaptive and resilience factors in nexus); (8) validation of resi-
lience functionalities completed and through test and demonstration; (9) harmonization
of resilient system operations through successful mission operations, implementation of
risk-threat-vulnerability assessments, performance qualification, emergency and cyber
and hybrid threats response sharing, and resilience in action competence.

The findings also showed that the use of the terms resilience readiness, function-
alities of resilience, and resilient learning depended on the case and the evolution
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domain, cultural and development paths, event mechanisms, integration, and applied
technology. “Resilience readiness” referred to the proactive achievements of surviving
capabilities in unexpected changes and ways of enhancing capabilities at all levels of
operation and the event mechanism to create adaptive decision-making paths that were
both robust and flexible. Table 3 provides a description of the first level of the com-
bined ResRL factors in event mechanisms.

The operative focus of the term resilience was the monitoring and revising of risk
models and the proactive use of resources in the face of disruption or the pressure of
ongoing activities, such as control, operations, production, resilient learning, service, or
trade-industry interactions. “Resilience” referred to the ability to recover from or build
new positions from misfortune or adaption to mandatory change. “Resilience” included
four abilities: (1) plan and prepare; (2) absorb disturbance; (3) recover; (4) adapt to
known or unknown threats. The outcomes of the genealogies of the term resilience
were as follows: the empirical and multidisciplinary R&D results contributed to
practical operations and necessitated revisions to middle-range theories, such as
modular strategy. Table 3 shows the second level of the ResRL factors proposed for
modularity.

“Functionalities of resilience” can be understood as a combination of relevant
responses, purposes, and factors that an authority or stakeholder chooses with respect to
necessary adaptive responses to the mutability of information-intensive systems.
Operative response and decision-making were path dependent on national and global
rules, testing validation readiness, legislation, regulation, standards, agreements, best
practices, trust management, risks, an ethical codex, and ethical effects, such as privacy,
confidence, and the adaptive and dynamic characteristics of the system and networked
architectures. Table 3 shows the third level of ResRLs as aspects of mutability.

In addition, the findings showed that mutual impacts and causalities, such as nexus
and responsibility aspects, were significantly related to operational processes, concepts
of operations, and resilience functionalities. The focus was on determining whether the
“needed changes on demand” and “adapted, improved or developed system” met all
requirements of the shared operational validation concepts and whether the service or
product satisfied its intended use and proofs in the collective cross-border operative
context. Table 3 shows the fourth level of ResRL descriptions as the proposed factors
of operation resources.

“Resilient learning” referred to a pedagogical outcome when faced with inevitable
difficulties and challenges, such as learning by those described frequently in national
strategic research agendas and H2020 calls. In the context of this study, “resilience”
referred to survival capabilities by the “realization of needed changes on demand”
using appropriate situational intelligence. This finding indicated new possibilities for
novel learning designs and new curriculums by adapting learning to adaptive-learning
processes, such as in collective higher education institutions. Table 3 shows the fifth
level of ResRL descriptions as aspects of situational intelligence.

A methodological example of canvas stakeholders-centered work on furthering
high-value impact-based learning and value-based learning is the following: the goals
of MARISA canvas workshops were to benefit the participants by expanding their
understanding of the contribution of data fusion and how it could be achieved and
represented by strategic reasoning. The participants worked in groups of six to seven
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stakeholders to discuss and improve their ideas of research and development (R&D),
learning, and their work-in-progress. They completed a canvas as a proposal (CaaP) in
collaboration with the developers.

The findings showed that in the shared system, ResRLs led to a common language
and a method that furthered the organizational communication of scientists, engineers,
management, and other decision-making stakeholders in systems engineering guidance,
overall response, and confidence. However, a primary difficulty was that the proposed
ResRLs criteria and integration factors were interpreted in multiple ways. Hence, it
would be easier if the expressions were more formal and more elaborate, such as the
types of operational activities needed and the concept of operations. However, the
resilience and integration functions included diversity. The findings indicated that the
descriptions should include a greater amount of case-sensitive data. In addition, there
should be a place for the criteria inserted by users and user communities. Table 3
shows the sixth level of ResRL descriptions as factors and aspects of mutual impacts.

Table 3. Resilience readiness levels (ResRL).

ResRLs Descriptions

ResRL (9) Responsibility: social and ethical; actor engagement; shared roles; attitude;
action competence and capability; education in organizations and higher
education; responsibility of citizens, actors, and authorities; mutual trust; action
formats; path dependency; cultural dependency; knowledge management; trust-
based information sharing; transparency; confidence; sustainability; proactive
views; scenario quality

ResRL (8) Mutual impacts: nexus and interactions; cooperation validation; regulation;
standards; collective resources; ontological alignment; hybrid and cyber
systems; external actors mgmt.; collective training and awareness; network
updates; collective R&D and I activities; cognitive maps and tools; impact
animation; proactive activities; global databases and services; capability sharing
management; expertise community

ResRL (7) Situational intelligence: situational awareness and analytic system; cognitive
computing; guidance services; resilient learning; machine learning; action
competence and skills; recovery automation; belief-false-bias recognizance; pre-
operational validation; priorities and decisions; adaption strategy; tensor
analysis and applications; continuous belief functions; graphical models;
simulation; rationale for target

ResRL (6) Activation: resilience demonstrated in relevant environment: industrially
relevant environment in the case of key enabling technologies; parallel adapters
and gateways for the integration; user refinement technology; field study;
feasibility study; design science research

ResRL (5) Dynamic and adaptive operation resources: adaptive capabilities in concept
of operations; human in loop; situation analytic an data fusion tools; reaction
capabilities; response design and logic; performance and adaption indicators;
data mgmt.; network management; resource management; disaster recovery;
replication management; priorities; asset management; control management;
configuration and change management; vulnerability management; incident
management; risk management; value management

(continued)
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The findings also showed that the current form of the proposed ResRLs was useful
for the realization of integration and adaptation in general. However, the proposed
ResRL descriptions were not understood as a complete solution to the realization of
resilience and integration maturity but as a specific operational validation path and tool
for communication among all parties in a critical project, including their mutual con-
fidence and trust in pre-order validation. One outcome was that the collective
responsibility included citizens, actors, and authorities. Other aspects and factors of
responsibility are shown in Table 3.

5 Discussion

This study was based on a continuum of levels of technological readiness (TRL),
integration readiness (IRL), and resilience readiness (ResRLs), which are the elements
in the thinking about, building, improving, and testing of information systems, net-
worked and distributed integration, and its domain ontology (see Fig. 1). However, this
view was furthered by combined system readiness levels (SRL), which were described
as a combination of the TRL functions of technologies and IRL integrations, which
were introduced by [23] and extended by [39].

The concept of SRL metrics is recognized as the collector of data fusion-ready
metrics represented by a single SRL metric that is defined based on the amalgamation
of other existing readiness levels, thus providing a method for linking different
readiness level metrics. One aspect of SRL’s significance is that it contributes

Table 3. (continued)

ResRLs Descriptions

ResRL (4) Resilience validated in lab: following successful proof-of-concept work;
components integrated; test results and estimations of differences between
validation and expected system goals; technological artifacts; laboratory
accounting; development research

ResRL (3) Mutability: modular strategy; configurable mechanisms-entities-services;
adaption models; dynamic systems; divergent communication routes and
methods; encryption management; mean time between failures; manual disaster
control functions; socio-technological interactions; task and sharing
management; location and time management; situational information functions;
modular compatibility; disruption identification; independent networks;
adaptive, dynamic, and resilient systems engineering

ResRL (2) Modularity: compatibility; parallel functions; clustering; high availability; data
and information refinement; manual-automation redundancy functions;
diagnostic structures; renewable components; component availability;
replicative providers; reimbursable management; modularity design; device data
and modular structure control; configuration settings and mutability control

ResRL (1) Events and Mechanisms: components; devices; drivers; kernel functions;
technological compatibility; parallel options and devices; serialization and
transactions; pool of interfaces; routing paths and network functionalities;
manual modes; attributes; parameters; sensors; logs
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credibility to the quantitative collection of readiness levels, and it opens possibilities for
expanding SRLs by incorporating other readiness and validity metrics, such as the
manufacturing readiness level, software readiness level, SRLs, and information sys-
tems maturity as well as validation on a general scale [1] and [30].

In the contexts of EU CISE 2020 information sharing and MARISA data fusion, it
is noteworthy that the review of the literature on readiness metrics yielded similarities
to a combination of decision-making items, a component of pre-operational or pre-
order validation, and procurement management activities. Integration and data fusion
could also be related to a modular implementation strategy, which is an approach to
challenges related to the mobilization, steering, and organization of multiple stake-
holders in wide-scale R&D collaboration. Here, the focus was on the challenges to
realizing large-scale technological and information-intensive systems, which were
understood not as standalone entities but as integrated with other information systems,
communication technologies, and technical and non-technical elements in the domain
of national and global information sharing, and integrated infrastructures as well as data
and information fusion. This finding also showed that an integrated system could be a
shared system in a network of shared information (cf. building nationwide information
infrastructures [40] and the case of building the Internet [41]). Figure 1 shows a slightly
revised proposal by [1] to extend the Common Information Systems Maturity Services
Validation Approach to the European Commission.

The findings of this study showed both advantages of and challenges to the stan-
dardization and maturity development related to the ISO DIS 16290 and authority-
based decision-making interconnectedness of the CEN-CENELEC and the European
Committee for Electro-technical Standardization and CEN/TC391 on Societal and
Citizen Security. However, ResRLs are a promising area R&D on maturity, which
could make an expanded contribution to the overall scale of maturity metrics for
information systems and the understanding of information system maturity.

The descriptions and factors of the proposed ResRLs present a challenge to global
procurement management, such as national–international agreements and descriptions
of work. Fine-grained descriptions and shared understandings of the pre-operational
validation of ResRLs and resilience functionalities are needed, such as the development
of terminology settings in a web ontology language. The proposed ResRLs descriptions
require further testing in operational validation contexts and information systems
development-realization phases. Further descriptions of the analyzed categories and
questionnaires for ResRLs are also required.

The proposed ResRLs are useful where collective adaptive and dynamic func-
tionalities are required. The findings of this study showed that data and information
fusion could increase resilience and adaptive reasoning in decision-making and cross-
border interactions. Relations among and the causalities of ResRLs dimensions of data
fusion and decision-making also require future research. Further research is also
required to understand resilience functionalities in expanded, large, networked
information-intensive services that extend the shared solutions and routes of big data
utilization as well as global information sharing. Resilience and nexus are mutual
effects that could be focused learning themes in research on higher education, espe-
cially in shared university networks across national borders in the European Union.
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The study has significant implications for further discussions of information sharing
and future readiness levels. The results of the TRLs, IRLs, and ResRLs did not address
enough to sub-levels and utility levels, such as user interfaces or security readiness
(e.g., cyber and hybrid threat-related aspects) or action competency. Successful inte-
gration is highly dependent on users’ and actors’ experiences and understanding, such
as the amount of work needed for successful and sustainable integration, including all
necessary sub-solutions, especially regarding cyber security resilience to hybrid threats.

Thus, questionnaires about maturity should be complemented by an expanded
checklist that would allow for the removal of the subjectivity of many maturity metrics.
The findings also indicated that the participants may have interpreted each maturity
related metric differently and that some decision-making criteria may have belonged to
a different scale, thereby altering their criticality. The findings indicated that some
presented criteria belonged in a test laboratory environment, which could be improved
by adding their descriptions to the questionnaire or creating a sheet for the test labo-
ratory to avoid conflicts in moving integration to production. The findings also indi-
cated that the scale of the pre-operational validation concept depends on the case,
development path, and system architecture. The use of a modular strategy and the
alignment of attributes for operational validation were considered because the speed
and diversity of applied technological development are increasingly high even on a
three-year scale.

The mutability category included high-level system interface diagrams that were
completed in an integration project, in which interface requirements and an inventory
of external interfaces were defined at the concept level. The proof of the functional
interactions phase was obtained by testing individual modules to verify that the module
component functions worked in combination, and the software components, the
operating system, middleware, loaded applications, subassemblies, cross-technology
issue measurement, and performance characteristic validations were completed. The
evaluation of prototype compatibility could be based on the best option of a system or
prototype for testing operability and usefulness is collectively designed.

As shown in Tables 2 and 3, the final systems readiness validation between layers
five and seven and activation followed [3]. The OSI model as included part of this
view, including an evaluation of the artifacts, such as the service or information system;
an evaluation of the efficiency, utility, performance and better, faster, cheaper factors
and functions of innovation; the analytical validation of artifacts, such as the service or
information system (e.g., technical performance, efficiency, simulation, formal verifi-
cation, socio-technical outcomes, and organizational impacts); the activation of arti-
facts, such as service or information systems and integration (e.g., proof of production,
value returns, proof of commercialization, and real-world and high-value impacts).

Finally, in the harmonization category, the findings showed that the operational
effectiveness and suitability for the operational environment is relative challenging,
measuring integration-related failure rates, and recovery from failure are fully char-
acterized. Then, the realization is consistent with the integration and resilience
requirements, and the sustainable maturity functions are activated for continuity
management. Information technology and systems or services are evaluated daily for
real-world, high-value impacts by practitioners and researchers of harmonization and
realization.
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Maturity (Tables 2 and 3) comprised the IRLs and ResRLs related to maturity, as
described in [3] and [4]. In information systems, the continuous management of
maturity was based on appropriate requirements. A model was proposed to improve the
continuity of information systems and services. This proposal extends to the man-
agement of solutions when the failure rate increases over time. For example, the model
could be useful in system recovery in the case of disruptions and interruptions in
production process-related systems.

As shown in Tables 2 and 3, quality assurance concerned the procedures, processes
and systems used to guarantee and improve the quality of operations. In this study,
quality assurance was used to define operation-enhancing and appropriate procedures,
methods, and tools as well as to monitor and develop operations in a systematic
manner. In this study, quality referred to the suitability of procedures, processes, and
systems in relation to strategic objectives such as the integration strategy. Quality
assurance and related systems combine knowledge-based structures with the body of
knowledge.

The continuums of IRLs and ResRLs explored in this study still have major
challenges: human subjectivity, confidence, and trust building in data estimates.
However, both IRLs and ResRLs could be needed increasingly to measure project and
system integration and resilience as well as demonstrate the magnitude of achieved
performance and integration level while allowing for the successful evaluation of
integration and systems harmonization. Development requirements of integration are
clearly increasing because: (1) operational and managerial independence of operations;
(2) increasing commercial value of data; (3) challenges of borders and cultures;
(4) emergent strategies and behavior (terror, cyber and hybrid aspects); (5) difficulties
in mutual trust building; (6) evolutionary and development path dependency.
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