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Chapter 1
The Atomic Force Microscopy
for Nanoelectronics

Umberto Celano

Abstract The invention of scanning tunneling microscopy (STM), rapidly followed
by atomic force microscopy (AFM), occurred at the time when extensive research
on sub-μm metal oxide field-effect transistors (MOSFET) was beginning. Appar-
ently uncorrelated, these events have positively influenced one another. In fact, ultra-
scaled semiconductor devices required nanometer control of the surface quality, and
the newborn microscopy techniques provided unprecedented sensing capability at
the atomic scale. This alliance opened new horizons for materials characterization
and continues to this day, with AFM representing one of the most popular analy-
sis techniques in nanoelectronics. This book discusses how the introduction of new
devices benefited from AFM, while driving the analysis and sensing capabilities in
novel directions. Here, the goal is to introduce the major electrical AFM methods,
going through the journey that has seen our life changed by the advent of ubiquitous
nanoelectronics devices, and has extended our capability to sense matter on a scale
previously inaccessible.

1.1 Introduction

The atomic forcemicroscope (AFM) is a special type ofmicroscope using amechani-
cal samplingmethod to form images of surfaces at the nanoscale [1]. This is achieved
by scanning an atomically sharp tip on the sample surface, at a controlled load force,
while recording the tip-sample interactions. The origin ofmodern AFMcan be traced
back to the pioneering attempts to use an optical method to probe the deflection of
a sharp stylus [2–5]. This demonstrated an effective alternative to previous imple-
mentations which involved optical interferometry or the measurement of tunneling
currents between the stylus (i.e., a tip in contact with the surface) and a second fixed
electrically conductive cantilever beam. Compared to its predecessor, the scanning
tunneling microscope (STM) [6], the AFM based on the optical method enabled the
use of functionalized probes that were easy to replace, and this turned out to be a
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disruptive innovation leading to a massive adoption of AFM to measure virtually all
types of materials and related physical quantities. As a consequence, over the past
thirty years, AFM has become one of the most important analysis technique for a
multitude of disciplines including physics, chemistry, biology, material science, and
nanotechnology [7–11]. Thus, it is not surprising that a large number of books and
review articles have covered this analysis method [7–14].

Today, the most important application is considered to be the detection of rel-
evant physical quantities such as structural, electrical, chemical, and mechanical
information with a spatial resolution ranging from 0.1 to 100 nm. The fields of
micro- and nanoelectronics have benefited greatly from the developments in AFM.
This is true also for the industrial production of integrated circuits (ICs), where
AFM techniques are used intensively at various stages of the chip manufacturing
process. This book tries to introduce to students and researchers to the vast field of
electrical AFMs, emphasizing the role that these techniques have had, and are still
having, on the development of devices in modern nanoelectronics. In each chapter,
one AFM technique is described, combining the explanation of the operation prin-
ciples with a specific area of application in nanoelectronics, without overlooking
the necessary underlying nanoscience. We introduce some of the requirements for
the next generation of semiconductor devices by addressing the AFM techniques
that are contributing to their development now and will do so in the future. In addi-
tion, our ambition is to put in context both the physical limitations encountered by
a specific device when scaled, and the associated challenges for metrology when
measuring a certain physical property. Each chapter will emphasize the must-meet
metrology challenges that various AFM modes are trying to overcome to support
the development of emerging technologies. This chapter gives a broad overview of
the use of AFM in nanoelectronics, describes the basic principles of the technique,
and explains the metrology challenges associated with future chip technology. Chap-
ters 2–4 have been organized to cover contact mode techniques and their evolution
for sensing the fundamental electrical properties such as electrical current flow, resis-
tance, and capacitance. Chapter 5 addresses the possible use of AFM for nanoscale
patterning, including electrochemical and thermomechanical lithography. The study
of piezoelectric materials and resistive memories are described in Chaps. 6 and 7.
Chapter 8 discusses the possible application of AFM for the analysis of magnetic
fields for data storage. Photoconductive probing methods and 2D materials are dis-
cussed in Chaps. 9 and 10, respectively. For their pivotal role in enabling high lateral
resolution in electrical modes, Chap. 11 describes the latest technologies for the fab-
rication of ultra-sharp conductive diamond probes. Finally, the last chapter is devoted
to microwave-based methods which extend the current capability of electrical AFMs
and is becoming increasingly important in the study of single-impurity devices and
quantum bits.
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1.2 Atomic Force Microscopy: The Swiss-Knife
of Nanoelectronics

The central role of electrical AFMs for the development of micro- and nanoelec-
tronics is shown schematically shown in Fig. 1.1. The correlation between various
techniques and the introduction of new devices clearly illustrates their side-by-side
evolution over the last few decades. Far from being complete, the list of AFM meth-
ods shown in the figure have supported the development of all the major integrated
microelectronic devices, with an active contribution during (1) the research stage,
and (2) the production phase (e.g., in-line metrology, failure analysis, etc.). This
strong partnership is even more important today, when the industry is struggling to
answer questions about the evolution of IC technology in the coming decades [15,
16].

Soon after the introduction of AFM, additional modes were rapidly conceived.
Opportunities to sense various physical quantities were offered by the wide variety
of forces detected during the tip-sample interaction. These include attractive and
repulsive forces induced by electrostatic, magnetic, and chemical coupling, opening
up multiple pathways for specialized electrical modes optimized to sense, among
others, resistance, capacitance, and electric and magnetic fields [2, 18, 19]. Devel-
opments were favored by the inherent flexibility of using dedicated tips, replacing
them, and applying/sensing customized electrical stimuli. For example, a probe can
be vibrated (in non-contact) and the forces acting on the tip recorded by tracking
the changes in the tip frequency while approaching the surface. Since long range
forces affecting the frequency shift are electrostatic or magnetic, this allows for the
direct probing of electric fields and work function differences as in electrostatic force
microscopy (EFM) [20] and Kelvin probe force microscopy (KPFM), respectively
[21]. Similarly, magnetic force microscopy (MFM) senses magnetic fields applying
the same concept and using tips with magnetic coatings [22]. Developed at the end of
the 1980s and the beginning of the 1990s, to date, lateral resolutions of c.a. 10–20 nm
have been demonstrated for these techniques, while limitations exist owing to fring-
ing fields induced by the tip-sample distance (i.e., affecting resolution), as well as
tip-apex asymmetry, which can introduce artifacts in the results [23, 24].

Two-dimensional quantitative dopant and carrier profiling has been tradition-
ally one of the most important areas of application for electrical AFMs. The first
techniques used for this purpose were KPFM, scanning capacitance microscopy
(SCM), and scanning spreading resistance microscopy (SSRM) [18, 25, 26]. In
SCM the probe creates a movable nanosized metal-oxide-semiconductor structure
whose capacitance changes with the local carrier concentration. Alternatively, one
can measure the spreading resistance at the tip-semiconductor junction, relating the
local conductivity with carrier concentration by a calibration procedure as done by
SSRM. Not surprisingly, interest in quantitative carrier profiling started at the end
of the 1980s when the transistor count on commercial chips had grown to over one
million and the minimum feature size was reduced below 1 μm (Fig. 1.1). Applica-
tions for IC process control and failure analysis continue even today. However, the
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Fig. 1.1 Schematic illustration of nanoelectronics evolution side-by-side with development of
AFM techniques over the last four decades. Adapted with permission from a collection of ref-
erences as reported in [17]
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current increase in complexity (i.e., sub-10 nm feature size, transistor counts in the
billions) has required the introduction of advanced methods such as two- and three-
dimensional Fast Fourier transform SSRM (FFT-SSRM), and scanning microwave
impedance microscopy (sMIM) [27–30]. In the former, an additional force modu-
lation is used to decouple the spreading resistance from parasitic series resistance
components, while in sMIM the probe is aGHz emitter-receiver antenna used tomea-
sure the local impedance of the sample through high frequency sensing electronics
[30].

During the 1990s when high-k dielectrics and metal gates received great atten-
tion to replace conventional SiO2/Poly-Si gate stacks, conductive atomic force
microscopy (C-AFM) andKPFMwere used, respectively, to study leakage and local-
ized states (traps) in thin oxides [23, 31, 32]. In particular, the C-AFM probe acts as
a scaled movable electrode, sensing local changes in the electrical current flowing in
the tip-sample system while in contact. Due to its ease of operation, C-AFM rapidly
became widespread beyond thin oxides for the characterization of organic materials,
nanowires and photovoltaics, to name but a few [31].

Interestingly, when in contact, the tip-induced electrical stimulation of the sample
can also induce mechanical modification of the surface with practical applications.
For example, the local oxidation of the sample can be used for nanopatterning, or the
converse piezoelectric effect can be used to study piezo- and ferroelectric phenom-
ena. This is the case for piezoresponse force microscopy (PFM) [33, 34], which has
found many applications in the development of ferroelectric random access memory
(FeRAM), sensors, and ferroelectric tunnel junctions. More recently, PFM has been
improvedby the introduction of band-excitationPFM(BE-PFM),which enhances the
signal-to-noise ratio by working at the resonant frequency of the tip-sample mechan-
ical system and allows for higher lateral resolution and hyperspectral data acqui-
sition [35]. The evolution of mass production memory including volatile dynamic
RAM (DRAM) and non-volatile floating gate (i.e., charge-trap flash) required exten-
sive use of EFM, KPFM, SCM, and SSRM to assess device electrostatics. On the
other hand, emerging memory concepts such as phase change materials (PCM), and
filamentary- and interfacial-resistive switching devices, generated interest in thermo-
chemical mapping and three-dimensional analysis of electrical transport in confined
volumes [36–38]. The development of magnetic recording for non-volatile memory
has been continuously supported by MFM [22]. However, at present, the consid-
erable research on heat-assisted magnetic recording (HAMR) has renewed interest
in techniques capable of studying radiative heat transfer, such as scanning thermal
microscopy (SThM) in combination with MFM [39].

For exploratory research such as chemical self-assembly, 2D materials- and
nanotubes-based devices, controlled environments (e.g., low temperature, ultrahigh
vacuum, or liquid) are now of the utmost importance to enable atomic resolution.
Of particular importance in this area is the advent of quartz tuning fork cantilevers
(i.e., qPlus sensors). These have high spring constants (~kN) allowing oscillation
amplitudes of a few tens of pm and have given birth to a new branch of atomically-
resolved non-contact AFM techniques [5, 40–43]. To resolve features smaller than
the diffraction limit of the applied radiation, and visualize local field enhancement
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induced by plasmonic resonances, near-field optics techniques such as near-field opti-
cal microscopy (SNOM) [44, 45], photon scanning tunneling microscope (PSTM)
[46, 47], andAFM-based infrared spectroscopy (AFM-IR) have receivedmuch atten-
tion for the development of integrated optics, high speed interconnections, plasmonic
waveguide and photonic crystals [48, 49]. Along with the evolution of IC process
technology, a growing number of new materials have been introduced, creating the
need for accurate characterization of specificmechanical properties such as adhesion,
stiffness, friction, and wear. To this end, force mapping methods have been intro-
duced to collect several force-distance spectroscopy curves in the area of interest,
thereby imaging the local variation inmechanical properties of the surface alongwith
its topography. The combination of force mapping and pre-existing modes (i.e., elec-
trical, chemical and optical) often boosted the resolution of the existing techniques,
adding mechanical information.

Recently, the introduction of three-dimensional architectures like FinFETs and
vertical memory concepts has determined another inflection point for AFMs, now
faced with the challenge of an additional spatial dimension to probe. A range of
ingenious solutions have emerged. For example, specialized tips with T-shaped ends
are used to access between fins [50]. Alternatively, tilting the scanning head elim-
inates certain tip-shape distortions and can be used to probe the side wall of adja-
cent fins [51]. Both solutions allow for the extraction of side-walls properties in
fins (e.g., line edge roughness, side-wall angle, and side-wall roughness). On an
industrial level, these wafer-compatible high-yield metrology tools are in the front
line for FinFETs and memory fabrication. However, at the moment, FinFETs are
already showing scaling issues which are mitigated by manufacturing increasingly
taller fins of reduced pitch, thus introducing new challenges for AFMs. On the con-
trary, emerging concepts in logic and memory, such as spintronics, 2D materials and
topological insulators (TIs) offer a unique playground for the introduction of new
physics in AFM sensing [52, 53]. The use of nitrogen-vacancy (NV) centers in dia-
mond, could offer a pathway for analyzing strong spin-orbit coupling, spin textures,
and topology that would be useful for spintronics in general [54, 55]. Combined
force mapping techniques and near-field optics methods are opening new areas of
research on 2D materials e.g., tip-enhanced Raman and scattering-near field optics
microcopy (s-SNOM) [56, 57], where chemical mapping and optical properties can
be explored with nm-precision. Similarly, force spectroscopy and advanced imaging
in liquids are extending the possibility for single-molecule analysis [58]. Despite
great progress, AFMs remain relatively slow among scanning instruments. Recent
work on high speed AFM (HS-AFM), which combines fast scanners and detectors
with small cantilevers, has achieved a 10–20 frames/s sampling speed [59, 60]. Inter-
esting new areas of development are currently offered by advanced data analytics,
which enables AFM to use machine-learning methods and deep learning to automate
measurements and the off-line treatment process [61, 62]. Finally, it is worth men-
tioning that the number of AFM modes available greatly exceeds the list reported in
this book. Although Fig. 1.1 shows over 20 different techniques, this list is far from
exhausting all the variations reported in the literature. Besides, there are at least as
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many dedicated techniques used by other communities such as bio-chemistry and
geology, to name but two. Here we limit ourselves to modes of operation with a
well-established track record in nanoelectronics.

1.3 Introduction to Atomic Force Microscopy

The original idea of STM to detect the tunneling current between a conductive tip
and a sample while changing the position of the scanning probe as a function of the
current intensity, uncloaked forever the manipulation and sensing of matter at the
atomic scale [12]. However, the need for electric current flow between tip and sample
hampered the application of STM in non-conductive materials, thus representing a
major limitation. Very soon after the invention of STM, AFM exceeded this limit
by changing the sensing technique from tunneling current to mechanical deflection
as experienced by the tip in direct- or intermittent-contact with the sample surface.
In AFM, a laser is shone on the rear side of the cantilever and the reflected light
is used to record the force acting on the tip-sample system. In this way, the high
conductivity of the sample was no longer a stringent requirement, nor the need for
ultra-highvacuum.Rapidly, thismethod established itself in amultitudeof disciplines
including physics, chemistry, biology, materials science, and nanotechnology. This
section describes the basic principles of operation of AFM in modern machines,
addressing the fundamental mechanisms of contrast formation for various contact
and non-contact modes.

1.3.1 Basic Operating Principles

Atomic force microscopes sense the force between a nanosized tip and the sample.
In AFM, precise tip positioning and scanning is enabled by piezoelectric actuators.
Piezoelectricmaterials can in principle deliver picometer scalemotions in response to
electrical stimuli [8]. In essence, if properly cut, quartz crystals can be used as trans-
ducers that convert electrical potential into precise mechanical motion. Therefore, an
atomically sharp probe is mounted at the end of a microfabricated cantilever which is
characterized by its spring constant k, measured in N/m. The same microfabrication
techniques used for ICs are used for tip production. The length of the cantilevers
can range from a few to hundreds of μm, with thickness generally inferior to 1 μm.
The tip shape and cone angle are two variable parameters, while the apex is typically
less than 10 nm in radius. Significant advances have been achieved in the area of
probe development, with hundreds of possible alternatives available for the user in
terms of tip size, geometry, materials, and spring constant, to name but a few [63].
In Chap. 11, we review the state-of-the-art for diamond tip fabrication, as they are
widely used in electrical AFM modes. In modern microscopes, the deflection of the
cantilever is detected with a laser beam that is reflected by the rear side of the tip
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Fig. 1.2 a, Basic setup for electrical AFM. In this design the sample is held fixed and the probe
can move in x, y, z. Tip-sample geometrical deconvolution and resolution limit imposed by the tip
radius for bmorphology and c current. We assume here that the two fins are conductive, connected
to a bottom plane and embedded in an insulating material. The biased tip scans in contact and a
current amplifier is used as the sensor for the secondary AFM channel

and collected on a four-quadrant photodiode (Fig. 1.2). As the cantilever raster-scans
the surface, the physical tip-sample interactions can be recorded by the motion of
the laser beam reflection changing the output of the photodiode. When scanning at
constant force, an electronic feedback is used to hold the amplitude of the changes
on the photodiode constant, so that the tip will scan the surface at constant load
force. In this way, topographic information about the sample can be acquired in x, y,
z coordinates and subsequently processed by a computer for image generation. Two
main configurations exist, one design using a movable stage scanning the sample (in
x and y) while the tip is fixed (i.e., tracking only z-changes), and a second design
where the sample is held fixed and the probe can move in x, y, z. A clear engineering
challenge is represented by the mechanical stability and noise isolation of the AFM
stage. For electrical modes, the tip requires a direct connection which can be used to
apply an external voltage or to connect a sensor. For a more specialized description
of the hardware, the reader is referred to various excellent overviews [8, 10, 64]. In
simple terms a microscope requires (Fig. 1.2):

1. A vibration and acoustic isolation platform
2. A tip connected to piezo transducers
3. A laser-based force detection system
4. A vibration isolated sample support
5. Control electronics (i.e., feedback) to sense and react to changes in the forces
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6. A computer with software to control the parameters and output the results (e.g.,
surface map or secondary channels).

Despite the relatively simple instrumentation, several conditions must be met in
order to obtain a good measurement. A comprehensive description of all possible
tuning issues for each AFM mode would go beyond the scope of this chapter. How-
ever, three main points can be identified qualitatively for a successful measurement.
First, understanding of the tip-sample system and selection of the right probe. Sec-
ond, the selection and optimization of analysis conditions (scan speed, load force,
etc.). And third, comprehension andmitigation of possiblemeasurement-related arte-
facts. These may originate from a specific property of the sample, such as adhesion,
hydrophilicity, etc., or by an error in the selection of the analysis conditions. Inde-
pendently of the source, measurements artefacts are extremely common in AFM
and a good practice requires the user to repeat the same experiment under a range
of conditions, e.g., probe type, environment, and load force, to discard erroneous
results.

The optimal tip selection is always relative to the sample and the specific feature
to be sensed. This is due to the AFM image formation process. As an example, the
probed surface morphology is determined by the geometrical tip-sample deconvo-
lution (Fig. 1.2b). Significant asymmetry in the tip apex will introduce morphology
artefacts, limiting the quantitative interpretation of the results. Therefore, the tip
must be as sharp as possible, with the proper rigidity and stability to maximize prob-
ing while avoiding damages to the surface. It is generally important to know the
mechanical properties of the surface, for example the pressure condition for elastic
and plastic deformation. For electrical modes, the geometrical tip-sample deconvo-
lution still applies. However, the tip must now be conductive, and the deconvolution
effect must be considered between the electrical contact area of the probe and the
electrical features. A simple example for the case of a biased tip sensing current is
shown in Fig. 1.2c. It goes without saying that asymmetry or modifications of the tip
apexwill affect the electrical contact area, thus inducing among other things, variable
current densities in the area of interest or partial loss of conduction when the tip is
contaminated or not conductive. In general, a comprehensive understanding of the
physical and electrical tip-sample contact is required for a good measurement.

Second, analysis conditions such as vacuum, controlled humidity, or an inert gas
environment must be selected depending on the chemical reactivity of the sample.
It is well known that hydrophilicity and surface termination can be used to modify
the surface morphology. For example, in the presence of absorbed humidity on the
surface, a biased tip can activate dissociative processes in the water, providing the
chemical environment for tip-induced oxidation often used to generate tip-induced
nanopatterning (Chap. 5) [65]. However, the same process can introduce artefacts in
the measurement, by altering the morphological results and adding a highly resistive
layer under the tip (e.g., in electrical measurements). For these reasons, it is common
to enclose the AFM system in environmental chambers and connect them to vacuum
systems to mitigate measurements artifacts while enhancing the sensing capability.
Finally, the third and most difficult condition to realize is the prevention of tip wear
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and contamination, which can in turn engender the appearance of various measure-
ment artefacts. If we consider a contaminated tip, the latter will affect the geometrical
deconvolution, and hence also themorphological features, and depending on the con-
taminant’s electrical properties, it could abruptly cut off the conductivity or modify
the magnitude of the observed electrical features. For this type of issue, predicting
and counteracting severe contamination is a major challenge, often requiring long
experience and perseverance on the part of the experimenter. Through the remaining
chapters of this book, the reader will become familiar with many details for estab-
lishing optimal measurement conditions in different analysis modes, from sample
preparation to tip selection.

1.3.2 To Touch, or Not To Touch, That Is the Question

The way in which the tip apex interacts with the surface is so important that defines
the entire experiment, including the name of the mode. Independently from the
application of interest and the information to sense, there exist three main types of
tip-sample contact. These determine three possible classes of operations for AFM,
namely contact, non-contact and intermittent. Each method is characterized by a
distinctiveway to probe the surfacemorphology. In general,when the static deflection
of the cantilever is measured in response to a physical contact with the surface,
we refer to this as contact mode, often referred to as static (Fig. 1.3). In contrast,
when dynamic oscillations of the cantilever are used, and no physical contact exists
between tip and surface, we refer to this as non-contact mode (Fig. 1.3). Finally, if
the morphology is reconstructed using dynamic oscillations of the cantilever, but the
tip apex has some degree of physical contact with the surface, we refer to this as
intermittent mode, often referred to also as dynamic (Fig. 1.3). While the contact
method can be intuitively understood as the tip experiencing the normal reaction force
from the sample surface, for the other two modes, we must consider the cantilever
as oscillating (at or near its resonance frequency), with a small gap between tip and
sample. Any possible interaction between tip and surface will affect the amplitude,
phase, or frequency of the oscillating cantilever. When the gap between the tip and
the sample is gradually reduced, the apex starts to interact with the force field of the
sample, thus damping the cantilever oscillation. Since the cantilever is excited by an
additional piezo transducer, the periodic forcing signal is known, and the oscillation
monitored by the laser photodiode can be compared to the original to sense the force
interaction. As for the static deflection signal of contact mode, a certain reduction
in the oscillation amplitude or shift in frequency can be used here as input to the
feedback element to adjust the z-motion during the x, y scanning (Fig. 1.3). Now,
it can be understood that when the oscillation of the apex is damped without any
physical contact with the surface, the mode is said to be non-contact. On the other
hand, if during the oscillation the cantilever touches (taps) the surface mechanically,
the mode is said to be intermittent, and this is often referred to as tapping mode [66].
Here, the existence of a real physical contact guarantees penetration through possible
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Fig. 1.3 Possible tip-sample interactions used by different AFM modes

contamination layers, but it increases the possibility of wear or contamination of the
tip apex.

It is important to mention that the tip is oscillated at the natural resonance fre-
quency (or higher harmonics), so the frequency response is primarily defined by
the cantilever’s mechanical properties (e.g., length, thickness, shape, stiffness, and
material). In common with all resonators, an oscillating tip has a quality factor (Q-
factor), which is a measure of the strength of the damping of its oscillations. Thanks
to the great variety of tips, a wide range of resonance frequencies (50–2000 kHz),
Q-factors and stiffnesses are available for various applications. However, once made
to oscillate, the tip is raster-scanned across the sample with no control over its indi-
vidual intermittent taps. The solution to this problem comes in the form of a hybrid
methodology called forcemappingmodes (Fig. 1.3) [67, 68]. In essence, the idea is to
oscillate the tip in non-resonant conditions, that is lower frequencies than the natural
resonance. In general, the range of operation is 1–10 kHz, so that fast responding elec-
tronics (i.e., high-bandwidth force sensors) can track individual oscillations of the
tip on each tap during the imaging process. This represents a considerable advantage,
as it is equivalent to acquiring thousands of individual force curves while scanning
adjacent pixels. Since the local mechanical properties of the sample can be obtained
from force curves, this mode can be used to map adhesion, modulus, dissipation, and
deformation with nm lateral resolution. Even more importantly, the force control on
each tap offers a pathway to minimize the tip-sample interaction, i.e., limiting the
contact area and reducing tip damage, while maintaining a short-controlled period in
contact to probe electrical properties. It will be clear to the reader that force mapping
modes have required recent technological advances for their implementation, mak-
ing them relatively new compared with the original methods. However, they may
be considered as belonging to the family of intermittent modes, provided that the
advantage offered by the force control capability is understood.
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1.3.3 Mechanisms of Contrast Formation

Independently of the type of information to be probed, virtually all AFM techniques
rely on one or more of the three methods for surface sensing. It is important to
understand the advantages and disadvantages of each approach if one is to select the
correct technique based on one’s needs. The tip-surface interaction contains simul-
taneous contributions from different forces, and these act in accordance with the
measurement conditions and tip-sample separations (Fig. 1.4a). Dominant forces
include chemical forces (i.e., atomic bonding forces modelled by a Lennard-Jones
potential), van der Waals forces (i.e., when interaction occurs between dipoles), and
magnetic, mechanical, and electrostatic force (i.e., assuming the tip-sample system
to be a capacitor). The latter is important when an external voltage is applied to the
tip-sample system, as an additional attractive force component must be considered.
It is thus critical to comprehend the contrast formation mechanisms for each tech-
nique if one wants to maximize information extraction and avoid artefacts [69, 70].
Here, we briefly review general guidelines for understanding the contrast formation
mechanisms of the electrical modes described in this book (Fig. 1.5).

When sensing morphological features, the AFM is a real-space imaging tech-
nique, so the collected data always represent the geometrical convolution between
the tip and sample. Therefore, sharp probes with high aspect are generally preferred,
and their results are considered to provide a more accurate representation of the sam-
ple surface (Fig. 1.2b). Similarly, better results can be obtained by minimizing the
interaction between the apex and the surface, as for non-contact versus contact modes

Fig. 1.4 a Forces acting on the tip at different heights from the surface. Scanning operation and
tip-sample contact for b contact and c non-contact modes. Note the difference between the electrical
and physical contact areas when the tip is in contact
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Fig. 1.5 Electrical AFM modes described in this book

(Fig. 1.3). Today, for topography measurements, sub-nm resolution has been demon-
strated (<1 nm lateral and <0.1 nm vertical), with true atomic resolution achievable
under proper conditions. For a detailed analysis of topography contrast formation in
the different modes, the reader is referred to one of the reviews available in literature
[8, 13, 64, 69].

Besides topography, the secondary channel of electrical AFMs (e.g.,
dopant/carrier, electrical current, resistance, capacitance, or work function, to name
but a few) has amore complex interpretation. Here, instead of the physical tip-sample
convolution between contacting objects, we must consider the electrical convolution
between tip and surface as electrical objects, i.e., contacts. In other words, depend-
ing on the tip-surface interaction (i.e., contact, intermittent, or non-contact), the main
question to answer is where the charge flow and how does it flow (contact), also what
the surface potential and capacitive coupling of the system that is formed by the sam-
ple and tip apex (especially in non-contact).

The contact mode is one of the most widely used platforms for electrical meth-
ods as shown in Fig. 1.5. Conductive atomic force microscopy, scanning spread-
ing resistance, scanning capacitance, piezoresponse force microscopy, and scanning
microwave impedance microcopy are all based on contact mode AFM. In the contact
regime, the repulsive force on the tip dominates, and physical contact exists between
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tip and sample, so this method is not ideal for high-resolution morphology imag-
ing. Depending on the materials involved, the strong repulsive force could result in
uncontrolled (or controlled) plastic deformation of the tip apex or sample surface. If
the force range is safely away from the values of tip-sample surface modification, the
force applied to the surface by the probe follows Hooke’s law F = −k * z, where F is
the force in (N), k the spring constant (N/m) and z the tip displacement (m). Mechan-
ical models exist to predict the size of the contact area (Ac) at a given force. Among
these, the Hertz, Derjaguin-Muller-Toporov and Johnson-Kendall-Roberts models
are most widely used [71, 72]. The estimated contact areas are in good agreement
with the experimental values defining the minimum feature size that can be resolved
in topography.

Asmentioned previously, it would be amistake to consider the value of the contact
area as defining the lateral resolution of the secondary channel. Indeed, for techniques
relying on a flow of charge, such as C-AFM or SSRM, the lateral resolution of the
electrical signal is generally much smaller than what is predicted by the physical
contact area. This incongruence can be explained by the tendency of electrons to
flow in the path of least resistance, and this does not necessarily coincide with the
entire physical contact area. An electrical contact area (Ae) can thus be defined as the
sub-region that poses the least resistive path for the flow of electric current. The main
consequence of this is that the electrical contact area will set the minimum feature
size that is electrically resolvable. As the electrical contact area can be as small as
a few square nanometers, lateral resolution down to 1 nm has been demonstrated
for these techniques, with atomic resolution obtained under optimal conditions for
C-AFM [73–77].

Interestingly, even though SSRM and C-AFM have comparable resolution, the
contrast formation mechanisms differ in the two cases. In C-AFM, a dc or ac electri-
cal signal is applied to the sample and the current detected as the tip scans the sample.
The contrast formationmechanism for the C-AFM current map is the passive sensing
of local changes in the tip-sample contact resistance [70]. Particularly for thin oxides
or highly resistive samples, C-AFM can be considered as STM performed without
a physical tunneling gap, with the tip acting like an ultra-scale, movable electrode.
Compared to C-AFM, SSRM is performed at relatively high load force (μN), on
samples of larger resistance range. At high pressures, Si undergoes a phase transi-
tion from semiconducting diamond face-centered cubic (fcc) to conductive tetragonal
β-Sn [76, 78]. Thus, the injection of the electrical current at the tip is mediated by
a small metallic well (β-Sn pocket) which forms in the semiconductor as a result
of the high pressure. The β-Sn pocket is formed in the area of maximum pressure
(>10 GPa), thus in a small volume compared to the contact area. Therefore, a local
metal-semiconductor junction is constantly present between the probe and the sam-
ple, defining the lateral resolution of SSRM which effectively senses the spreading
current around the confined Schottky junction [79]. Another implication of flowing
charge, is that the series of resistances present in the tip-sample-contact chain deter-
mines the effective voltage drop in the tip-sample junction as in a resistor voltage
divider (Chap. 3).
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Although based on contact mode, some techniques do not require the flow of
charge to sense the electrical properties of the sample. This is the case for scanning
capacitance, piezoresponse force microscopy and scanning microwave impedance
microscopy. Scanning capacitance microscopy leverages the presence of a thin oxide
to separate the tip from the sample, thus avoiding exchange of charge between the
two. Here the bias is modulated by an ac component, while scanning to induce
changes in the capacitance formed at the metal-oxide-semiconductor junction under
the probe. The tip-induced field effect induces local changes in the carrier concentra-
tionwhich are sensed by the capacitance sensor (i.e., ultra-high frequency resonator).
The technique is nondestructive and allows for quantitative 2D carrier profiling with
excellent spatial resolution (nm), high dopant gradient resolution (3 nm/dec), and
wide dynamic range (1015–1020 cm−3). The thin oxide that separates the tip and the
sample must be sufficiently thin not to introduce strong field fringing that would
deteriorate the lateral resolution of SCM. For this reason, in the case of SCM, sam-
ple preparation plays a crucial role in the final measurement (Chap. 4). Scanning
microwave impedance microcopy is a natural evolution of SCM in which ac biasing
is replaced by microwaves. These are applied to the sample by a specialized tip (i.e.,
mimicking a coaxial cable), and the reflected microwave signal is used to measure
the sample permittivity and conductivity extracted by the impedance [80]. One of the
main advantages of this approach is that there is no need for a complicated sample
preparation and back-contact, because the tip is acting as a microwave generator
and sensor. However, the tip is still a relatively complicated part of the setup and its
dimensions often limit the lateral resolution of the technique. On the other hand, this
technique has demonstrated the highest sensitivity of capacitance so far reported by
an AFM method, and as a relatively young technique future improvements can be
expected (Chap. 12).

Piezoresponse force microscopy, used for the analysis of ferroelectric domains,
has probably the most peculiar mechanism of contrast formation. This method oper-
ates in contact mode with an additional ac bias applied between tip and sample.
In piezoelectric materials, the converse piezoelectric effect induces voltage-induced
deformation of the sample on the tip passage. Thanks to the small tip radius, the
electric field is highly confined and decays rapidly, thus sensing only a small volume
under the tip. The volume changes (i.e., expansion and contraction) are transmitted
to the tip and sensed by a lock-in amplifier. In samples with multi domains, PFM
can directly probe the domain size, polarization orientation (i.e., in-plane and out-of-
plane), and electromechanical coupling coefficients (1–100 pm/V). Using accurate
calibration procedures, the PFM allows for the quantitative analysis of piezoelectric
coefficients [81, 82]. In PFM the tip acts as a mechanical transducer, therefore the
geometrical and mechanical properties of the tip, including the contact area, are of
the utmost importance. However, the converse piezoelectric effect is triggered by
applying the ac bias, suggesting a major role for the electrical contact area (Chap. 6).
Indeed, the contrast formation mechanism of PFM is strongly dependent on both
the physical and electrical components of the tip-sample contact. The lateral res-
olution of the technique has been demonstrated in range 10 nm, while the use of
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contact resonant modes pushed this limit below 10 nm, exploiting techniques such
as band-excitation PFM [83].

When in non-contact regime, an oscillating probe is brought close to the sample
surface, while fine control over the tip-sample distance is enabled by tracking the
amplitude, phase, or frequency of the oscillation. In these cases, for each oscillation
the probe experiences first the attractive regime and then the repulsive regime.When a
gap exists between tip and sample, long range attractive forces generally dominate the
tip-sample interaction (Fig. 1.4a, c). Holding the frequency shift constant, the tip can
follow the morphology of the surface at distances that can be lowered to minimum
tip-sample distance, with great benefit for the lateral resolution. Today, thanks to
the use of low temperature, ultrahigh vacuum, and quartz tuning fork cantilevers,
these methods have achieved a high degree of accuracy, and in conjunction with
STM atomic resolution, this has enabled single-atoms manipulation and molecular
imaging at tip-sample distances of a few angstroms [84]. However, thanks to their
ease of operation, non-contact and intermittent modes operated at room temperature
still remain very popular for sensing electric and magnetic fields, work function
differences, and chemical properties of the surface (in air, vacuum, and liquids).

When a biased tip scans above the surface, the electrostatic coupling dominates the
interaction (Fig. 1.4c). The force acting on the tip varies nonlinearly with the distance
from the surface, with a quadratic dependence on the applied voltage. In the absence
of an electric current flow, the force is F = 1

2
dC
dz V

2, where V is the applied voltage,
C the capacitance, and z the distance between the tip and sample. Considering this
relationship, at a fixed dc bias, the variations in capacitance between the metallic
tip apex and the sample surface will induce measurable changes in the resonant
frequency (i.e., amplitude and phase) [85]. This is a common contrast mechanism
for electrical non-contact modes. For example, it can be used to sense capacitance
and electric fields as in electrostatic force microscopy. Besides electrostatic forces,
thismethod canmeasuremagnetic nanodomains by replacing the coating of themetal
probe with a magnetic material. As a consequence, the frequency shift experienced
by the tip on a magnetic material will be induced by the presence and distribution
of its magnetic domains [22]. A careful selection of the tip and sample is required.
For example, objects with a small magnetic moment can represent a challenge for
detection, and for soft magnetic materials, the tip can alter the domain structure
(Chap. 8). Finally, it should be noted that even though the electrostatic force is not
used here as a contrast mechanism, its presence can introduce artefacts in MFM,
particularly when measuring biased samples of materials with high contact potential
differences. Therefore, although based on a simple physical mechanism for contrast
generation, the quantitative interpretation of EFM and magnetic force microscopy
remains a challenge [86].

Another good example of the non-contact regime is KPFM, often referred to as
scanning Kelvin probe microscopy (SKPM), which is capable of probing the contact
potential difference (i.e., the difference in work function of the tip and sample) with
high spatial resolution [21]. Here, the contrast mechanism is based on the fact that
materials with the same surface potential have no electrostatic force between them.
On the contrary, an electrostatic force proportional to the contact potential difference
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is established between different materials. In KPFM, an oscillating [e.g., V acsin(ωt)]
and dc bias are applied to the tip, while the feedback is used to nullify the frequency
shift by adjusting the dc bias. The contact potential difference causes a shift in the
mechanical vibration of the cantilever that is nullified by the application of the dc bias.
By recording the value of the dc bias on the surface, the equivalent surface potential
map can be obtained. KPFM has been widely used to study space charge regions and
junction potentials for semiconductors and photovoltaics. Trapped charges, charge
injection, and dielectric constant can now be measured by a standard non-contact
AFM equipped with a conductive tip and a biased sample [87, 88]. Clearly, for
doped samples or in the presence of trapped charges or adsorbates on the surface,
the interpretation of KPFM becomes complicated due to the contribution of these
terms [89–91]. As explained in Chap. 9, the extreme surface sensitivity of KPFM
has enabled its use for dopant concentrations, photoinduced charge generation, ionic
motion, and electronic band bending, to name but a few. To summarize, as these
techniques are sensitive to electrostatic and magnetic forces, both amplitude- and
frequency-sensitive modulation methods can be used. However, to identify the ulti-
mate mechanism of contrast formation, it is important to understand the long-range
interactions between a biased tip and the sample. In general, when measuring metals,
due to the pronounced charge screening effect, the tip radius determines the force
configuration, while in the case of dielectrics, the force will depend on the overall tip
geometry, as described in the literature [87]. Moreover, the lateral resolution of these
techniques is largely affected by the tip-sample distance (i.e., due to field fringing,
as in the inset of Fig. 1.4c), tip-apex asymmetry, and surface potential.

In the case of forcemapping (Fig. 1.3),withmust once again consider the combina-
tion of the different contrast formationmechanisms valid for contact and non-contact
modes. Force mapping methods have a short and controlled time in contact with the
surface, duringwhichmost of the electrical properties can still be sensed. At the same
time, on each tap, the probe also experiences a prolonged time when it is not in con-
tact, and this can be used to probe properties based on long-range forces. It should
come as no surprise that equivalents of C-AFM, SSRM, KPFM, and SCM have
already been demonstrated using the force mapping method as imaging technique. A
clear advantage is theminimization of the tip-sample interaction enabled by the force
control on each tap. The latter also reduces potential tip damage. It should be noted,
however, that a severe tradeoff exists between sampling force and electrical contact
quality, especially for modes involving charge flow. In other words, an extremely
weak contact combined with the absence of shear force (typical of tip dragging), can
introduce an unacceptably high series resistance. This generally makes necessary to
compensate by performing themeasurements at higher load force to achieve the same
level of electrical contact, thus reducing the advantages. However, without doubt,
force mapping represents an interesting area of development for electrical AFMs.



18 U. Celano

1.3.4 Effective Voltage Drop, Phantom Force, and Biasing
Schemes

An important aspect of electrical modes is the distribution of the voltage in the
virtual circuit formed by the tip-sample system. For techniques that rely on the flow
of charge, such as C-AFM or SSRM, a good approximation of the virtual circuit
can be a series of resistors, each one describing an individual element (e.g., the
cantilever, back contact, substrate, wires, and tip-sample junction) as in Fig. 1.6a.
Generally, a simple voltage divider canbe considered inwhich the tip-sample junction
represents the larger resistance term (RTS), so that the final applied bias will be
Veff = V∗

dc(RTS)/(RTS + Rs) + ��, where Veff is the effective voltage drop, Vdc

the applied bias, Rs the remaining series resistance (including all sample and probe
components), and �� the difference in work function. A special case is represented
by thin oxides with interfacial layers or a bilayer stack. Here, the effective voltage at
the tip-sample junction is determined by the thickness of the oxide and the relative
dielectric constant.

In simple terms, in the case of a bilayer oxide the effective voltage drop can be
described byVTS = Vdc/

((
ε∗
ox1dox2

)
/
(
ε∗
ox2dox1

) + 1
)
where ε and d are, respectively,

the dielectric constant and thickness of the two oxide layers. It is worth mentioning
that most AFM systems generate the Vdc bias internally (often limited to ±10 V).
The voltage is therefore supplied to the stage while the conductive tip is grounded
through the sensor for the mode of choice. Owing to the presence of a protection
resistor between the stage and the voltage generator, a small dc bias offset is always
present on the sample stage, even when the value selected by the experimenter is
supposedly zero. Experimental values for this undesired voltage offset lie in the range
1–100 mV (depending on the tool maintenance and the degradation of the internal
resistor). This may seem a small value, and in general it is negligible compared to
the applied bias. However, when doing low- or zero-bias experiments (ca. Vdc <

Fig. 1.6 Virtual circuit of electrical AFM modes in a contact and b non-contact methods
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100 mV), the presence of the offset can dramatically affect the interpretation of the
results.

Finally, in the absence of an electric current flowing between tip and sample, such
as in SCM,KPFM, EFMand others, the virtual circuit can bemodified as in Fig. 1.6b.
In general, an ac voltage is supplied to the sample with a modulation in the kHz
range, and a lock-in amplifier is used to sense variation of the signal at themodulation
frequency. Veff can still be used in the expression for the force, this time or the case of
non-contact. This leads to the form F = 1

2
dC
dz

(
V∗

dc(RTS)/(RTS + Rs) + �Φ
)2
, which

includes a component depending on the sample resistance.Weymouth and co-authors
have shown that this effect, often referred to as phantom force, can have an impact on
the interpretation of quantitative information in non-contact mode techniques [92].

1.4 Emerging Nanoelectronics Devices and Metrology
Challenges

For over 50 years microelectronic devices have been steadily miniaturized to reduce
the size of the final ICs, with great advantage for cost and performance.What became
known as “Moore’s law” describes this dramatic decrease in the size of components,
by fixing a clear timeline associated with the pace of miniaturization [93]. Themetic-
ulous accomplishment of this roadmap has led to the broad ecosystem of electronics
products that surround us today. Today, this translates into devices that are smaller
in dimensions and more complex in shape, while making use of non-conventional
materials like never before in the 50-year history of micro- and nanoelectronics.
However, in the next 10–15 years the size of IC components is expected to reach
the point where they can no longer get smaller due to physical atomic limitation, or
because their cost and reliability will simply make their fabrication uneconomical.
In addition, the last ten years have already seen a growing demand for application-
specificmicroelectronics products such asmobiles andwearables, translating various
design needs into new measurement methods.

The present era of transition is also associated with a massive effort to extend
current devices beyond their limits, while exploring new solutions. The aim of this
research goes well beyond mere device engineering and involves the exploration of
new physics to enable novel technologies. However, to translate new physics into
technologically relevant applications, we must be able to accurately measure all the
parameters in the systems at the level of the material. It is the task of physical charac-
terization and metrology techniques to sense the properties of the desired material at
the relevant time-scale, with high accuracy and reproducibility. In general, analysis
methods are highly specialized to sense individual material properties, thus requir-
ing different analysis tools to enable one to measure multiple physical properties.
As introduced in this chapter and described later in the book, AFM is a special case
of a characterization technique for which many specialized modes provide a wide
range of material properties thanks to the inherent flexibility of the method. This
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adaptability is attested by the continued appearance of new methodologies, devel-
oped in response to emergingmaterials requirements. Todaywe can easily count over
twenty AFM techniques which are routinely used at industrial level to translate phys-
ical observations into technological applications. The number grows rapidly to over
fifty methods if we consider also fundamental research and academic development.

A good example of the adaptability of AFM is provided by the evolution of the
main technique used to measure local magnetic fields (Chap. 8). Magnetic force
microscopy uses magnetic probes to sense the magnetic stray field originating at the
surface of magnetic layers, for example, directly probing the encoded bits in the case
of magnetic storage in the form of hard drives [22]. Here, the active component to
store information is a ferromagnetic layer in which 0 and 1 s are encoded as small
domains with opposite magnetization direction. With its high lateral resolution (ca.
10 nm), MFM has been used for years to study, control, and boost storage capacity,
while bits were scaled down from hundreds ofμm2 to a few nm2. This technique has
supported the development of magnetic layers with a dramatic impact on commercial
mass data storage right up the present time. However, manufacturers are currently
exploring new concepts to overcome the scaling limitation of current bits and exceed
the 1 Tbits/in.2 density. One solution currently under investigation is represented
by magnetic skyrmions, which are quasiparticles existing in thin magnetic films.
The recent stable observation at room-temperature has increased interest in their
application to future data storage [94]. With skyrmions, the bits can be encoded
in spin textures that are topologically different from other states with a theoretical
size of 1 nm [95]. This represents a challenge for the existing magnetic metrology,
including AFM-based techniques. While standard MFM cannot sense skyrmions
directly, a sequence of images with variable externally applied magnetic field can be
used to stabilize isolated skyrmions during the film re-magnetization phase around
the saturation field [96]. This allows some degree of observation but does not provide
information on the topology. In order to access this information aswell,MFMmust be
reinvented, this time exploring the physics of nitrogen-vacancy centers in diamond, in
order to probe the spin textures directly using a scanning magnetometry concept that
allows for spin reconstruction [97]. While magnetic recording such as conventional
hard drives are a successful commercial application of past and present, skyrmions
and more generally spintronics are considered as a future disruptive technology
for memory and logic. This brief example shows the intrinsic capability of AFM
techniques to re-adapt to present needs for sensing different material properties in
response to an emerging technological driver.

1.4.1 Device Scaling: An Increasingly Difficult
Miniaturization Landscape

Today’s main logic device for chip design is the FinFET, and projections of the inter-
national roadmap for devices and systems (IRDS) suggest that it will be extended
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to another two or three technology nodes (7, 5 and possibly 3 nm). It may be useful
here to provide the numbers for a generic 10 nm FinFET technology node, cur-
rently based on a fin width < 10 nm, gate length < 20 nm, gate half-pitch (i.e., half
the distance between two identical components) ca. 20 nm, and metal half-pitch <
30 nm. What comes next is still unclear, although concepts such as gate-all-around
(GAA) using nanowires or nanosheets are considered candidates at node 3 nm, due to
their improved electrostatic. In combination, memory-in-logic integration schemes,
heterogeneous materials, and new vertical architectures are expected to continue to
advance chip design in the near future. However, even now, IC scaling is an increas-
ingly difficult task because, as the reduction in geometrical dimensions continues, the
insurgence of parasitics, higher manufacturing costs, and ultimately the granularity
of matter pose dramatic limitations.

It is worth noting that the same physical limitations that exist for operation of
scaled devices, will also limit the techniques for nanoscale metrology, imposing clear
boundaries on existing analysis methods. Measurements are required to sense near
atomic scale dimensions, probingmultiple physical properties that often deviate from
their classical description as the quantum confinement limit (<10 nm) is approached.
As devices have moved to 3D architectures, 3D metrology has become one of the
most important topics addressed by the community. This extends to improvements
of existing techniques to achieve 3D sensing capability, as well as the introduction
of new methods. Ideally, metrology must also offer high speed and yield, low noise
and reduced sources of error. Therefore, alongside chipmanufacture, ICmetrology is
facing important challenges. Thebookdiscusses various challenges andopportunities
for AFM techniques to provide information at the required length scales in various
emerging devices, ranging frommodern logic andmemories to the discussion of new
materials.

For each AFM method we will answer the following questions

• Regarding the principle of operation, how does it work and what is it used for?
• Where are the existing limitations?
• What is the physics behind such limitations (resolution, sensitivity, repeatability,
and scalability)?

• Regarding possible improvements, can we extend capability?
• To what devices can it be applied and how far can it take us in the roadmap?

1.4.2 New Devices Based on New Physics

While the path toward the end of the roadmap seems well defined for charge-based
devices, a few disruptive technologies are arising with different operating principles
and great promise for performance. Devices based on 2D materials, single-atoms
switches, and multiferroic-based devices are an emerging area of research where
AFM finds wide application. In many cases, dedicated needs for physical analysis
drive the development of newmethods. A good example is provided by 2Dmaterials.
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Graphene, transition metal dichalcogenides (TMDs) as well as synthetic layers like
silicene and germanene are providing the building blocks for a new set of atomically-
thin devices in all areas (Chap. 10) [42, 98]. For these materials many fundamental
processes occur differently compared to their bulk counterpart due to the different
surface/bulk ratio. Here carrier profiling, strain, electrical, and chemical properties
are substantially different from anything else, as their bulk counterpart is not relevant
when considering their applications. Various extraordinary properties of these mate-
rials will involve unlocking surface and interface engineering. Similarly, as most of
the atoms are on the surface, the functionalization of these layers can be achieved by
atom substitution. Layer-dependent properties of TMDs such as band gap tunability,
optoelectronics, or spin and valley coupling can be directly probed using AFMs. The
latter also allows direct surface engineering to modify the electronic properties of
heterostructures. Alternatively, using theAFM tip as an optical antenna, 2Dmaterials
offer an important platform for light-matter interaction due to their long propagation
of plasmon polaritons [99].

In the direction of novel computing, devices to process quantum information
and quantum materials are attracting the attention of the community [100, 101]. Si
and Ge have demonstrated long electron spin coherence making them appealing for
quantum devices [102]. Among the possible devices currently under investigation,
arrays of dopant atoms in a silicon host are often considered as CMOS-compatible
building blocks for quantum computers. As for 2D materials, the research effort
in atomic fabrication for quantum computing opens a new playground to study the
quantum effects of highly confined electrons. Interestingly, these devices require the
use of atomic-precise STM lithography for their fabrication. The precise doping is
accomplished by a selective de-passivation of the hydrogen terminated Si surface
using the STM tip, followed by exposure to phosphine molecules. Here, SCM has
proven to be a valuable technique for the non-destructive characterization of buried
phosphorus nanostructures [103]. Alternatively, sMIM using impedance-matched
microwave signals (at 3 GHz) can be applied to these structures to sense the tip-
sample impedance (Chap. 12).

1.5 Present Status and Future Applications

Despite the successful half a century of development and scaling, the pace of inno-
vation of IC devices is clearly slowing. Therefore, this is the perfect time to explore
new physics and alternative computation paradigms. However, enabling large scale
production of new devices means first the development of accurate and repeatable
measurement solutions. Already today, as devices shrink in size and become more
three-dimensional in geometry, flexibility of analysis techniques can make all the
difference. Future trends in product diversification including Internet-of-things and
artificial-intelligencewill dictate new challenges and requirements. Hence, improved
instruments and novel techniques are required. AFM remains a solid methodology
to probe emerging devices in the single digit nm-range. The role of electrical AFMs
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cannot be overlooked, as these techniques are continuing to support and evolve in
response to the requirements of future nanoelectronics, as they have done already in
the past decades.

Looking forward, many emerging technologies will support the field in its con-
tinued evolution. Chemical analysis and compositional mapping are now accessible
with nanoscale resolution, andmany interesting options are currently exploring spec-
troscopic capability below diffraction limit [48, 104–106]. Thanks to recent develop-
ments in near-field microscopy and microwave technology, sophisticated techniques
are flourishing for nanoscale sensing of the temporal or spectral evolution of propa-
gating light fields, thermal properties, and impedance [30, 65, 107–109].

High-speed AFM (i.e., tens to hundreds of images per second) is rapidly evolving
thanks to new phase detectors and aggressive tip engineering, thus extending the
probing capability of dynamic processes and molecular imaging for physical chem-
istry and biology [40, 59, 62, 110, 111]. In this context, non-raster scanning AFM
imaging is also showing great potential to achieve high speed and throughput across
large areas [112].

Multi-frequency AFM, band-excitation and force mapping methods are extend-
ing our capability to extract previously inaccessible materials properties with
increasingly high accuracy [83, 113]. As a consequence, large, complex and high-
dimensional datasets are now available, stimulating the community to design new
solutions for storage, interpretation and presentation [61, 62]. Three-dimensional
probing concepts are emerging (Chap. 3). The combination of tip-induced mate-
rial removal and sensing has enabled the analysis of confined volumes (<100 nm3)
with accurate removal control (<5 Å). A dedicated design consisting in a multi-head
system for 3D tomography holds the potential for sensing structural, chemical, mag-
netic, and electrical properties of confined volumes with unprecedented resolution
[70, 114].

Increasing attention to probe fabrication has led to a continued improvement in
performance (Chap. 11). Examples are high aspect ratio full diamond tips, crucial for
high lateral resolution in electrical contact modes. Thermally conductive probes for
SThM act as nanoscale thermocouple or microbalance tips (i.e., mechanical trans-
ducers) to perform biomolecular recognition. Finally, the compact size and reduced
costs of AFM equipment are driving the rapid integration of AFMwith other analysis
techniques. The combined use of AFM in situ with beam analysis techniques benefits
the quality of information acquired (e.g., for imaging and spectroscopy), enabling
increased functionality. On a longer timescale, artificial intelligence will assist auto-
matic measurements and parameter optimization, while advanced data analytics will
help to extract and process only those data needed for critical decisions. Physical
modelling and atomistic simulation in combination with process information will
help to extract further physical quantities from 3D images with high temporal res-
olution. These are only a few of the exciting advances currently being explored by
the community in industry and academia.
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Chapter 2
Conductive AFM for Nanoscale Analysis
of High-k Dielectric Metal Oxides

Christian Rodenbücher, Marcin Wojtyniak and Kristof Szot

Abstract Conductive atomic force microscopy has become a valuable tool for
investigation of electronic transport properties with utmost lateral resolution. In this
chapter, we prevent an overview about C-AFM applications to high-k semiconduc-
tors, which are key materials for future energy-efficient information technology.

The ongoing miniaturization in nanotechnology has presented new challenges that
must be overcome by advanced material technologies in order to build up energy-
efficient logic andmemory devices. One of themost relevant issues is the suppression
of electron tunnelling in semiconductor transistors, which is present if gate thickness
is reduced to the nanometre scale. Here, the introduction of high-k metal oxides has
been proven to be beneficial allowing for an increase in the gate thickness without
lowering the capacitance. However, metal oxides often exhibit nanoscale conduction
paths related to extended defects, such as grain boundaries or dislocations that cause
enhanced leakage through the dielectric. In order to detect those leakage paths and
understand the fundamental electronic transport properties of metal oxides, C-AFM,
with its conducting tip acting as a mobile nanoelectrode, is the technique of choice
for providing a direct insight into nanoscale conductivity with maximum lateral
resolution. In this chapter, we present a comprehensive introduction of the C-AFM
technique and the basics of high-k dielectrics before illustrating the capabilities of
C-AFM by examples of local conductivity investigations of metal oxide surfaces.
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In particular, we focus on the role of extended defects in current channelling and
present possibilities on how to manipulate the conductivity of metal oxides, such as
by creating 2D electron gases or tip-induced nano-patterning.

2.1 The C-AFM Technique

2.1.1 AFM in Contact Mode with Conducting Tips

Nanoscale technology has grown rapidly in recent years, demanding the electrical
characterization of surfaces on the nanometre scale, which in turn leads to the devel-
opment of a number of current or voltage sensing scanning probe microscopy (SPM)
based techniques. In this chapter, we focus on conductive atomic force microscopy
(C-AFM),which is also called local-conductivityAFM(LC-AFM), conductive probe
AFM (CP-AFM), conductive scanning probe microscopy (C-SPM) or conductive
scanning force microscopy (C-SFM). It was introduced in the mid-1990s, when it
was used for local electrical characterization of thin silicon gate dielectrics on the
nanometre scale [1]. Since the C-AFM enables the simultaneous detection of topog-
raphy and the current, it can be applied to insulating systems (unlike the STM).
Nowadays, it is used in many applications [2], such as modern semiconductor device
design [3], molecular electronics [4] or even single-molecule biosensors [5]. Fur-
thermore, a number of other systems were successfully investigated by the C-AFM,
such as nanoparticles [6], nanowires [7], two-dimensional materials [8], local oxi-
dation [9], topological insulators [10] and photoelectricity [11]. Aside from those
examples, extensive research activities emerged in the field of redox processes on
high-k transition metal oxides [12] connected with resistive switching phenomena
[13, 14]. In these investigations, C-AFM has proven to be especially suited for the
investigation of localized filamentary leakage paths and the influence of extended
defects on the redox properties, as will be illustrated in detail in this chapter after
giving an overview of the measurement principle.

The conventional setup for theC-AFM is shown in Fig. 2.1 and consists of anAFM
operated in contact mode equipped with a conducting tip and current detection sys-
tem. This setup allows for the simultaneous detection of the current flowing through
the sample with nanoscale spatial resolution and surface topography. The working
principle is identical to the standard contact-mode AFM, where the force between
the sample and tip is detected and used for the feedback-loop on the piezo scanner
in the Z direction (constant force mode). Typically, this force is calculated from the
tip deflection that can be detected by the optical lever method. In this method, the
light from a light source (laser) illuminates the AFM cantilever and is reflected into
a 4-sector photodiode. In addition, a voltage is applied between the sample and tip.
Thus, the conducting tip serves as a mobile top electrode connected to a sensitive
current-to-voltage amplifier, allowing for the detection of currents in the pico- or
even femto-ampere range [15].



2 Conductive AFM for Nanoscale Analysis of High-k Dielectric … 31

Fig. 2.1 The schematic of the C-AFM experimental setup

It isworthmentioning that aswith other SPM techniques, the state and condition of
the conducting tip have a substantial influence on the quality of the measurements.
The tip sharpness will influence the resolution, both in the topography and local
current map. Furthermore, depending on the construction of the conducing tip (PtIr,
TiN, doped diamond-like carbon (DLC), TiO, bulk metal), various mechanical and
thermal stressors can influence the properties of the conducting tip, thus changing
its electrical properties. While the mechanical damage is relatively easy to detect
(indicated by a sudden change in the current map and the existence of artefacts),
the slow-changing tip modifications are more difficult to evaluate. For example, one
of the most popular types of conducting tip—the Pt/Ir covered silicon AFM tip—
experiences drastic changes in its mechanical and electrical properties under the
influence of the elevated temperatures [16], as illustrated by TEM images of the tip
apex after annealing under different atmospheres in Fig. 2.2. These changes include
an increased tip apex radius, reduced resolution and increased resistivity (decrease
in the local current measured with the use of such a tip). The changes originate from
the formation of new phases (such as the Pt2Si under UHV conditions, which has 60
times higher resistivity than pure Pt) or oxidation (interface SiO2 formation under
ambient conditions, which increased the resistivity of the tip by several orders of
magnitude). While the C-AFM measurements at elevated temperatures are not that
common, one must also include the increase in the temperature of the tip by means of
Joule heating. Thus, the temperature of the tip apex can substantially increase, even
with relatively low power output [17]. Naturally, the power depends strongly on the
tip (or tip coating) material; however, for the standard Si tip in contact with the gold
substrate, the 10 V and 17 mW of power was enough to raise the temperature of the
tip above 700 °C [17].
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Fig. 2.2 Influence of the elevated temperature of the conducting tip measured by TEM: a reference
tip (not used); b under the reducing conditions; c under the oxidizing conditions. Image adapted
from Wojtyniak et al. [16]

2.1.2 C-AFM Modes

The local currentmeasurement in the contactmodeC-AFMcan be obtained in several
regimes, leading to the measurement of different physical quantities.

• Constant DC voltage mode can be implemented, giving the local current value as
a response to the applied voltage (electrical resistance: R = dV

dl ). In the general
case of a nonlinear system, the entire current-voltage characteristics obtained by
ramping the bias voltage must be analysed. Moreover, 2D arrays or any arbitrary
paths of the tip can be implemented. However, the absolute value of the electrical
resistance of the investigated material is difficult to obtain, as the C-AFM is a two-
point method, meaning that all contributions to the current from the experimental
setup and tip-sample geometry must be included [18].

• Constant DC current mode is typically used for the AFM-based lithography, as
the C-AFM setup is capable of realizing arbitrary patterns for the tip movement.
Thus, by applying constant current, the properties of a material under the tip can
be changed. There are several mechanisms that can do that, and amongst others
can be identified electrochemical degradation [19], tip-induced resistive switching
[20] and local oxidation [21].

• ACmode can be implemented, giving the equivalent of the resistance as a function
of frequency (electrical impedance: Z(ω) = R(ω) + i X (ω)), where R is the AC
resistance and X is called reactance. Typically, a Nyquist plot (impedance vs.
frequency) can be obtained, which allows for the construction of the electrical
equivalent of investigated material. Often, to improve the signal to noise ratio, a
lock-in detection system is used.

• Potentiometry is typically measured using a null-force approach [22], which is
based on the applied AC and DC voltage simultaneously. Under such conditions,
the tip will oscillate due to electrostatic forces. The amplitude of oscillation at the
tip-resonant frequency will depend on the product of the DC and AC voltages.
Thus, by changing the DC voltage, the oscillation amplitude can be decreased to
zero. This means that the set voltage is equal to the voltage under the tip.
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Concerning all of the modes mentioned above, by varying the contact force,
additional information can be obtained on: charge generation and injection or contact
resistance. Naturally, the biggest advantage of the C-AFM is the ability to measure
local current maps simultaneously with topographic imaging. Thus, it is very useful
for the comparison of the local structure or morphology of the surface with local
electrical properties such as conductivity, charge distribution or even the carrier
concentration in semiconductors.

2.1.3 Electronics

• Current-to-voltage converter

The core of the electronic circuit for C-AFM measurements is a transimpedance
transducer, a so-called current-to-voltage converter (I/V). This is essentially an ideal,
virtually grounded ammeter with an internal resistance approaching zero [23–25].
The construction of an I/V converter can be realized on the basis of an electrometric
operational amplifier (op-amp) with its reference resistor in a negative feedback
configuration (see Fig. 2.3). Conventionally, the input of the I/V converter serving as
the virtual ground is connected to the conducting C-AFM tip and the voltage applied
to the sample via either the bottom electrode of a selected point or area on the surface.
Mapping the conductivity on the macro- or nanoscale of high-k dielectrics with large
band gaps, such as BO2 or ABO3 oxides, represents a major challenge due to the
extremely high resistance of those materials in the stoichiometric state. Hence, the
currents of only a fraction of pA must be detected. This can be realized using a
modern electrometric amplifier such as an AD 4530 (see the datasheet of Analog
Devices) or INA 116 (see datasheet of Texas Instruments). As these op-amps have
a high current sensitivity of a few fA (in the range of 1–20 fA) and a very high
input resistance (1014–15 � with a capacitance of 1–8 pF), they allow for the building
of an I/V converter with a feedback resistor of 109 to 1010 �. In such a system,
amplifications of 10 pA/V can be achieved. Because the resolution of a standard
analog-to-digital converter, which is connected to the output of the I/V converter
(and further with the controller of the C-AFM system to store the data), is four
decades, the current sensitivity of the C-AFM system can be very high (up to 10 fA
for the last significant bit (LSB) e.g., of 1 mV). For the optimal performance of
an I/V converter, the resistor at the non-inverting input (R+ in Fig. 2.3) should be
adjusted to that in feedback and the resistance of the sample. A further important
point for measuring currents with high sensitivity is the compensation of the thermal
drift of the op-amp (~1 μV/°C) and the time drift of the offset voltage, which would
lead to the shift of the “0” point of the I/V characteristics. Those compensations
can be obtained manually or by means of an automatic controlling system (e.g., the
ping-pong technique, chopper offset-stabilized amplifiers, etc. [26]). It should also
not be forgotten that the active compounds (here the op-amp) and resistor of the I/V
converter are, per se, the source of different kinds of the electronic noises (typically
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Fig. 2.3 Schematic illustration of a current-to-voltage converter

white noise), which can overlap with the measured signal. Therefore, it is essential to
calculate the bandwidth of the system, inwhich ameasurementwith higher sensitivity
than the level of the noise is possible. For an I/V converter employing a typical op-
ampwith a noise of 10–80 nV/(Hz)0.5, the noise level is relatively low (about 1–9μV
for a bandwidth of 10 kHz). Also, the Johnson noise of the feedback resistor must be
taken into account, e.g., for a resistor of 10 G�, the noise calculated with the formula
V = (4·kB·T ·R·�f )0.5, (kB: Boltzmann constant, T: temperature, R: resistance, �f:
frequency bandwidth) at a bandwidth of 10 kHz is of 1.2 mV, which means only
approximately 1 LSB. Hence, these parameters do not limit the applicability of the
I/V converter for the very sensitive current measurements on the sample with the
extremal high resistance of many T�.

The most critical point for C-AFM measurements with a highly sensitive I/V
converter is connected to the parasitic capacitance between the feedback resistor and
surrounding (i.e., the casing). Assuming a parasitic capacitance of only 1 pF between
a 10 G� feedback resistor and the rest of the electronic system, the bandwidth
(so-called 3 dB band) of the system is reduced to only 300 Hz, as illustrated by
SPICE simulations (Fig. 2.4a). Here, the feedback resistor was modelled as a series
connection of five resistors,Rf , and the parasitic capacitance was represented by four
capacitorsCp in between. Note that with the “perfect” amplification of “1” (meaning
without non-linearity), it can only be measured up to a few dozen Hz.

This issue can be overcome using appropriate active compensation of the potential
distribution along the feedback resistor by surrounding it with an additional resis-
tor connected to ground [15]. Thereby, the bandwidth of the I/V converter can be
increased by two or three orders of magnitude compared to a system without com-
pensation (Fig. 2.4b). Hence, a C-AFM map can be obtained with 256 × 256 pixels
in an acceptable time of a few dozen seconds.



2 Conductive AFM for Nanoscale Analysis of High-k Dielectric … 35

Fig. 2.4 SPICE modelling of a highly sensitive I/V converter using a feedback resistor of 10 G�:
a Limitation of the bandwidth by parasitic capacitance CP = 4 · Cp; b active compensation by
adjusting the potential distribution of the high-ohmic feedback resistor RF = 5 · Rf by surrounding
it with a low-ohmic resistor RC = 4 · Rc; c grounded sample configuration. Here, the bandwidth is
limited by the input capacitance, Ci
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Fig. 2.5 Schematic illustration of a constant current source, which can be realized by simply inter-
changing the position of the feedback resistor (hereR1) and the sample relatively to the configuration
of the I/V converter presented in Fig. 2.3

As the above-described configuration of the I/V converter can only be applied for
a non-grounded sample, a simple modification is necessary for the electrical analysis
of a grounded sample. This can be realized by connecting the voltage source to the
non-inverting input of the amplifier. However, the drawback of this solution is that
the bandwidth using a high feedback resistor (Rf > 100M�) is dramatically reduced
(see Fig. 2.4c). Here, not only the parasitic capacitance between resistor and casing,
but also the input capacitance Ci between both of the inputs of the op-amp play a
decisive role.

When performing C-AFM measurements not in constant voltage mode, but in
constant current mode, a precise current source is needed. Such a source can be
constructed based on an I/V converter by simply changing the connections of the
samplewith the reference resistance (Fig. 2.5). The current of this source can be tuned
by selecting the appropriate reference resistance and polarization voltage, and so it
can be applied for the C-AFM measurements of non-grounded samples (Note: the
control of the constant current flow is limited by the compliance voltage). Thereby,
measurements in constant current mode can be obtained in the range of 10 μA to
10 pA (with the resolution of a few fA in the pA-range). For the highly sensitive
current measurements, it is necessary to control the parasitic capacity of the sample
relative to the ambient. Of course, such a constant current source can also bemodified
for grounded samples.

• Electrometer

Different processes observable in high-k oxides often require more precise electrical
measurements than standard C-AFM. For example, the potential distribution in a
polarized sample gives additional information about the homogeneity and current
distribution of the investigated sample. This is especially important for subtle pro-
cesses, such as electrodegradation, resistive switching and ion transport. Thus, a pre-
cise electrometer must be implemented for the C-AFM setup to be able to precisely
detect the potential distribution on the sample surface. The design of an electrometer
can be realized analogously to the I/V converter discussed above by employing the
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Fig. 2.6 Illustration of the measurement of the potential distribution on a polarized sample using
an electrometer (voltage follower). Here, a triaxial shielding of the input connection is necessary
as otherwise, e.g., for a sample resistance of 10 G�, the typical input capacitance of about 2 pF
reduces the bandwidth of the system to a few Hz

same type of operational amplifier (Fig. 2.6). When attempting to map the poten-
tial distribution of the sample with a moderate resistance of, e.g., 10 G�, the input
resistance of the op-amp (about 1 P�) is not the limiting factor of such an investiga-
tion. Only the input capacitance of the electrometric op-amp can lead to a noticeable
reduction of the bandwidth of the system. Therefore, the position of the amplifier
should be close to the sample, or triaxial screening of the connections should be
applied. It should be noted that this consideration of input capacitance is not only
relevant for electrometricmeasurements but also for conductivity detection via an I/V
converter or constant current sources. In particular, when performing measurements
under UHV conditions, an elaborate system design employing hermetical housing
with appropriate electrical feedthroughs is of high importance.

2.1.4 Analysis of the Tip Sample Interaction: Energy Barriers

The electrical contact of a C-AFM tip contacting a typical semiconducting high-k
metal oxide sample can be approached by analysing a metal semiconductor junction
(the Schottky barrier junction) [27]. At the contact, due to differences in the work
functions of the two materials (Wm for metal and Ws for semiconductor), a charge
transfer occurs. Thus, the potential barrier emerges from the charge separation at
the contact barrier. The charge separation leads to the formation of a high resistance
region in the semiconductor. In the simple case of a metal-n-type-semiconductor
junction at equilibrium, we can observe two possible cases. First, ifWm is larger than
Ws, the electrons from the semiconductor are transferred to the metal. Second, ifWm

is smaller than Ws, an electron accumulation layer is formed in the semiconductor
near the junction. In the case of C-AFM, a small voltage is applied between the tip
and sample, and so we must consider the influence of the voltage across the junction.
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This can be discussed in the frame of voltage-current characteristics. Therefore, if
Wm is larger than Ws, the current-voltage characteristic is asymmetric (rectifying).
However, we obtain ohmic (non-rectifying) contact when Wm is smaller than Ws

[28]. For the case of a p-type semiconductor, this behaviour is reversed. In that
case, the contact is ohmic if Wm is larger than Ws and rectifying if Wm is smaller
than Ws. Additionally, adsorbate layers or interface states may also influence the
energy barrier between the tip and sample (the so-calledBardeen barrier [29]).Hence,
when measuring the local I/V characteristics of metal oxides by C-AFM, imperfect
Schottky-type curves are typically obtained, indicating complex electronic transport
mechanisms.

The contact area between the tip and surface will play a significant role in C-
AFM measurements and interpretation. It is possible to evaluate this by measuring
the tunnel current when contacting a thin dielectric material [30]. It was also shown
that the mechanical (physical) contact does not entirely contribute to the electrical
transport, but an effective electrical contact exists that is approximately 10 times
smaller than the physical contact. Additionally, the measured C-AFM current was
linearly dependent on the force load, which is both tip- and sample-dependent. Thus,
for Pt/Ir and diamond-like covered conducting tips with relatively small load forces
(below 100 nN), contact areas of 1 nm2 area or less can be expected.

Due to the small point contact between the tip and sample, the potential distribu-
tion is strongly localised below the tip. The potential distribution under the tip can
be calculated, for instance by means of finite element calculations. This has been
performed for the relatively simple case of the ideal dielectric or semiconductor with
specific conductivity σ being at one point in contact with the tip of the cantilever. The
potential distribution is hemispherical in shape and can be written as: ϕ(r) = ϕ0 · r0

r ,
where r0 is the tip radius, ϕ0 is the potential of the tip. This means that 75% of the
potential drop occurs in the radius of the contact tip-surface. Calculations performed
for two types of common conducting tips (silicon covered with DLC and Pt/Ir) [18]
show that the current density and potential distribution depends on the tip size and
shape. The finite element calculations illustrate that most of the potential drop is
localized very close to the tip’s apex and the contact point as depicted in Fig. 2.7.

Since in a standard C-AFM experiment the current measurement is performed
using a 2-point technique, the different contributions of the resistance present in
the experimental setup must be taken into consideration. These contributions can be
illustrated as a series of resistors presented in Fig. 2.8.Moreover, the Rcontact consists
of spreading resistances of the tip and the sample. These spreading resistances are
the nanocontact resistances of the material, which depend on the contact materials
and geometry [31]. To calculate the spreading resistance, classical calculations using
the Maxwell formula can be utilised [32]:

Rspreading = ρti p

4a
+ ρsample

4a

However, this formula is only valid for the cases of relatively large radii of the
tip (large compared to the mean free path of electrons or holes). For cases when the
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contact size is extremely small (only a few atoms), the electron transport becomes
ballistic and the conductance quantified. In this case, the Sharvin formula can be
used [33, 34]:

Rsharvin = h

2e2
λ2
F

π2a2

where λF is the Fermi wavelength. This equation also allows for the calculation of
the minimal resistance of the one-atom electrical contact in the form of 1/G0 =
h/2e2 = 12.9 k�. This becomes particularly important in ultra-high resolutions
C-AFM with atomic or sub-atomic resolution.

2.1.5 Requirements for Sample Preparation—The Role
of Adsorbates

Typically, the first step of an AFM experiment is the sample preparation, which
entails polishing, fracturing, heating, or ion bombardment. These steps are espe-

Fig. 2.7 Diamond-like (a) and platinum-coated (b) conducting AFM tips, along with the finite
element calculations of current density and potential distribution in the case of a contact with the
semiconducting surface. Adapted from Reid et al. [18]

Fig. 2.8 The resistance of
the different components
contributing to the total
resistance measured in a
typical C-AFM experiment
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Fig. 2.9 FEM simulation of the influence of adsorbates on the potential distribution between the
C-AFM tip and sample: a Sample without adsorbates; b sample with an additional adsorbate layer
with lower permittivity

cially important in the case of UHV measurements and/or high resolution, where
the state of the sample surface greatly influences the obtained data. In the case of
electrical measurements, such as by C-AFM, PFM or SCM, the requirements con-
cerning the surface quality are even higher. This originates from the fact that most
contaminations, such as adsorbates, will influence the electrical measurements in a
significant way. This can be seen from finite element calculations showing that the
protrusion of the potential drop in the sample is significantly hindered if an adsorbate
layer is present (Fig. 2.9).

A good example of the influence of the adsorbate layer on the electrical properties
are measurements of piezo-response performed on the surface of single crystals of
BiTiO3. The data shows [35] that there is a detrimental effect of the adsorbate layer
on the electrical signal measured from the sample. The contamination decreases the
PFM signal due to the fact that most of the voltage drops in the contamination layer.

This shows that the electrical measurements are susceptible to the state of the
surface, and typical preparation steps to clean it must therefore be made. However, a
heat treatment under UHV conditions can remove the adsorbate layer (or part of it).
As is illustrated in Fig. 2.10, showing the C-AFM measurement of a Pt surface, the
conductivity of the surface can be significantly enhanced by annealing under vacuum
conditions due to the removal of adsorbates from the Pt grains. A further method
for obtaining an adsorbate-free surface is cleaving under reducing conditions, such
as UHV or gas mixtures of Ar and H2. The concept of a cleaving C-AFM setup is
presented in Fig. 2.6b) and is particularly beneficial for obtaining a kind of 3D map
of the local conductivity of the reduced oxides (see Fig. 2.10).

2.1.6 C-AFM with Atomic Resolution

As has been shown, the electrical contact between the C-AFM tip and sample sur-
face is much smaller than the mechanical contact. Hence, the detection of localized
conductance spots smaller than 1 nm2 and, with atomic resolution, should eventually
be possible. The first reports that this is indeed the case were published in the 1990s
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Fig. 2.10 Topography and local resistance map for platinum surface before (a, b) and after (c,
d) heat treatment. The results show the influence of the adsorbate layer on the measured resistance.
Adapted from Szot et al. [35]

by Enachescu et al., demonstrating atomic resolution on HOPG [36]. An example of
such a C-AFM investigation on HOPG is shown in Fig. 2.11a, b, where the hexag-
onal lattice structure of graphite can be identified in the friction force microscopy
(FFM), as well as in the simultaneously recorded C-AFM map [37]. However, there
has been debate as to whether this is true atomic resolution or, rather, relates to a
collective effect such as the Pethica effect, which was assumed to also be present in
STM measurements of graphite. In contrast, Fig. 2.11c provides an indication that
it is possible to map the current by C-AFM with true atomic resolution. Therefore,
at first, a defective region in the HOPG was created by applying a pulse of several
volts locally through the tip, resulting in a distorted area on the atomic length scale
and in the subsequently recorded current map (V = 15 mV); even single surface
point defects can be identified. As a consequence of the ongoing miniaturization in
electronics, there has recently been an increased interest in high-resolution C-AFM
and atomically resolved current maps ofMoxW1−xSe2, SrTiO3, and TiO2 (see below)
have been published [37, 38].
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Fig. 2.11 LC-AFM measurement of HOPG. a Maps of friction force and current (U = 15 mV);
b currentmap of an inhomogeneous region onHOPGdemonstrating true atomic resolution.Adapted
from Rodenbücher et al. [37]

2.2 Basics of High-k Dielectrics

2.2.1 Scaling Limits and Challenges in Semiconductor
Technology

Ever since the development of semiconductor electronics, there has been an ongoing
miniaturization of logic circuits. As predicted by G. Moore in 1965, the complexity
in terms of the number of components of an integrated circuit doubles every one
or two years [39]. This trend is directly connected with the feature size of single
electronic components such as transistors exponentially decreasing over the course
of time, posing new challenges related to physical scaling limits [40, 41] regarding,
for example, a CMOS (complementary metal-oxide semiconductor) field effect tran-
sistor (FET), where the silicon gate is separated from the channel by a thin layer of
silicon oxide (Fig. 2.12).

Fig. 2.12 Illustration of a standard transistor: (a) with SiO2 as a gate oxide and of a transistor
employing high-k materials
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Table 2.1 Relative
permittivity and band gap of
selected technologically
important metal oxides [42,
49]. The permittivity values
of the ferroelectric materials
PZT and BaTiO3 show a wide
spread and depend on
parameters such as the grain
size of the ceramics, doping
and composition

Material Relative permittivity Band gap (eV)

SiO2 3.9 9

Si3N4 7 5.3

Al2O3 9 8.8

Ta2O5 22 4.4

HfO2 25 5.8

TiO2 80 3.5

SrTiO3 300 3.2

Pb[ZrxTi1−x]O3
(PZT)

up to 1700 3.9

BaTiO3 300–3000 3.2

When scaling down the feature size and, in turn, the thickness of the SiO2 gate
oxide, the leakage current increases due to direct electron tunnelling through the
oxide, causing the dissipation of the power of the integrated circuit to increase dras-
tically, to unacceptable values. Hence, new conceptsmust be developed that allow for
a further downscaling of CMOS technology without increasing power consumption.
Here, it is practical that the FET is a capacitance-operated device with a source-drain
current depending on the gate capacitance:

C = ε0k
A

t

where ε0 is the vacuum permittivity, k is the relative permittivity, A is the gate area
and t is the thickness of the gate oxide. Hence, the use of a material with a higher
dielectric constant k would create the opportunity to increase the oxide thickness t in
order to prevent leakage without decreasing the capacitance [42].

2.2.2 Technologically Relevant Metal Oxides with High k

Aside from the requirement that a potential gate oxide with reduced leakage current
should have a higher k value than the 3.9 of SiO2, it should also be thermodynamically
stable and compatible with the standard CMOS production processes. Moreover, it
should also be an insulatorwith a large enough band gap.As is illustrated in Table 2.1,
which gives an overview of themost relevant high-k oxides under investigation; there
is, however, a general trend thatmaterials with a higher k value than SiO2 also possess
a lower band gap demanding for a well-considered trade-off when choosing the gate
oxide [43–47].

Furthermore, materials with too high a k value are also unsuitable, as they would
cause unwanted fringing fields at the source and drain electrode [48]. Hence, mate-
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Fig. 2.13 Band gap as a function of dielectric constant for selected metal oxides

rials such as the ferroelectric BaTiO3 providing k values up to 4000 are not fre-
quently under consideration for use with CMOS technology and Al2O3 and HfO2

have become the most prominent representatives of the class of high-k materials
(Fig. 2.13).

2.2.3 Synthesis of Metal Oxides

As the properties of a metal oxide in particular in terms of leakage current are not
only determined by its thickness and band gap, but are also strongly influenced by
the presence of defects such as clusters or dislocations that evolved during oxide
growth, it is essential to analyse the synthesis methods applied.

At first, wewill discuss the growth of single crystals, which are frequently used for
the analysis of basicmaterial properties, in particular with the C-AFM technique, and
are often implemented as a substrate for the deposition of functional oxide layers.
Most of the metal oxide crystals available, such as TiO2, SrTiO3, or BaTiO3, are
produced by the Verneuil technique. In this technique, the raw materials are fed into
a tube as powders where they are melted in a flame before falling onto a support
rod, where the crystallization takes place. After cooling, the crystal is cut into slices
(typical thickness: 0.5 mm) along the crystal axes and the surfaces are polished.
Compared to other crystal growth techniques, such as the Czochralski method or the
top-seeded solution growth where the crystal is pulled out of the melt or solution,
respectively, the Verneuil method is very fast and cost-efficient, although this comes
at the expense of crystal quality. Crystallographic perfection and homogeneity is
particularly important when single crystals such as Nb-doped SrTiO3 are used as
substrates for the growth of thin films. Here, it has been found that the homogeneity
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Fig. 2.14 Illustration of the basic concepts of metal oxide thin film deposition

of donor distribution depends strongly on the growth conditions. While in carefully
prepared crystals a homogeneous Nb distribution on the macro- and nanoscales has
been found [50], inhomogeneities related to growth defects and segregation can be
present as artefacts of excessively rapid crystal growth [51]. Hence, careful analysis
is recommended before using such crystals as substrates.

In order to prepare metal oxides as thin films, as is needed in CMOS technology,
various methods, primarily based on gas phase deposition, have been applied. Here,
a distinction can be made between physical vapour deposition (PVD) involving a net
transfer of material from a target on an appropriate substrate and chemical vapour
deposition (CVD) related to chemical reactions within the gas phase above the sub-
strate [52]. PVD comprises evaporation techniques, such as molecular beam epitaxy
(MBE), sputter deposition and pulsed laser deposition (PLD).

InCVD, organic precursors that reactwithin the deposition chamber are frequently
used, leaving behind layers of metal oxides, as in metalorganic vapour phase epitaxy
(MOVPE) or atomic layer deposition (ALD), where layer-by-layer growth is induced
by a dedicated sequence of pulse and purge steps involving reactions with different
gases, allowing for a conformal coating of the substrate by the metal oxide film.
An illustration of the main concepts in metal oxide thin film deposition is shown in
Fig. 2.14. In contrast to the use of single crystals, thin film deposition methods allow
for the easy tuning of the deposition parameters, and in turn the thin film properties, in
particular the conductivity. This can be achieved by varying the chemical composition
when adjusting the oxygen partial pressure in the deposition chamber during growth,
or by modifying the local crystallographic structure, e.g., by choosing a substrate
with a slightly different lattice constant than the film, leading to mismatch and strain.
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2.3 Local Analysis of Electronic Transport Properties
in Metal Oxide Thin Films

2.3.1 Variation of Nanoscale Conductivity Seen
by Nanoelectrodes

By decreasing the feature size of nanoelectronic devices, local variations in elec-
tronic properties on the nanoscale gain ever more importance. The presence of these
variations can be readily detected when depositing an array of planar nanoelectrodes
of identical size on a metal oxide film and addressing each nanoelectrode individ-
ually to measure the conductance. This was exemplarily conducted for a PZT thin
film deposited on an SrTiO3 substrate [53]. At first, on each nanoelectrode, a DC
polarization voltage of −2.1 V was applied via a C-AFM tip and, subsequently, an
area of 7 × 7 μm was mapped in a conventional C-AFM scan with a bias of 0.9 V
applied to the tip [35]. As is illustrated in Fig. 2.15, a huge variation in conductance
between the individual electrodes can be identified. While some electrodes show
a current of several microamperes, many electrodes only show a current of a few
nanoamperes, although an identical voltage was applied. This unexpected observa-
tion poses a major challenge to the design and production of reliable metal oxide
devices with reproducible electronic properties and therefore needs to be investigated
in detail, with a particular focus on the microscopic origin of the observed variations.
C-AFM is the method of choice for this endeavour, as the conducting AFM tip con-
sisting of Pt-coated Si, for example, can be regarded as a mobile nanoelectrode that
reflects the situation of a local metal-metal oxide contact without the need to deposit
electrodes in a technologically demanding process. Furthermore, the contact area
between a C-AFM tip as a mobile electrode and the oxide is much smaller than that
of any deposited electrode and information about the local electronic properties can
be obtained with a high degree of local resolution.

2.3.2 Localized Nature of Leakage Current

In recent years, various high-k metal oxide surfaces have been investigated by C-
AFM, and it has often been shown that leakage and dielectric breakdown phenomena
are related to localized conducting paths on the nanoscale. For the prototypical high-
k material HfO2, it has been revealed that on polycrystalline HfO2/SiO2 stacks,
grain boundaries (GBs), for instance, are the primarily conduction paths through
the dielectric [54]. Electrical stress-induced breakdown sites were also found to be
located at theGBs, suggesting that the polycrystalline phase of the gate dielectricmay
impair reliability. This is illustrated in Fig. 2.16, which presents the topography and
corresponding C-AFM map obtained at a bias of 6.5 V. The line profiles obtained
across and along the grain boundary (Fig. 2.16) reveal not only that the leakage
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Fig. 2.15 C-AFM investigation of an array of nanoelectrodes deposited on a 4 nm PZT film after
DC polarization of each nanoelectrode with −2.1 V. Adapted from Szot et al. [35]

Fig. 2.16 a Topographical; and b the current images (500 × 500 nm2) of an HfO2/SiO2 stack
obtained at−6.5V (applied to the substrate, tip grounded) inUHV. The circles and squares represent
leakage sites andbreakdown spots, respectively. cTopographical and current profiles obtained across
and along the grain boundary, respectively, at the site of the largest breakdown spot (point 0 is the
position of maximum current). Adapted from Iglesias et al. [54]

current through the high-k dielectric stack preferentially flows through the GBs, but
also that the breakdown spots are located at the GBs, which in turn propagate into
the surrounding regions, preferentially along the GBs.

Another example of the importance of grain boundaries for conductance in high-
k dielectrics is polycrystalline Ta2O5 [55]. Here, it was found that upon thermal
treatment, grain boundaries develop into small gaps that create a network of insulating
material across the entire surface (Fig. 2.17). Although the grain boundaries here
were found to be insulating, in contrast to the HfO2 films discussed above, it was
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Fig. 2.17 a Topography image of polycrystalline Ta2O5 showing crystalline islands surrounded
by grain boundaries; b current image as measured by C-AFM (−0.5 V bias applied to the sample);
c C-AFM magnification of the area marked in (b). Three main features are visible: (1) a highly
conductive rounded particle in the centre; (2) crystal grain showing good insulating properties at the
top right; and (3) insulating GBs running through the entire sample surface. Adapted from Weaver
[55]

also found that some highly conductive particles consisting of TaN decorate the grain
boundaries and thus provide increased leakage through the dielectric (Fig. 2.17c, d).

An illustrative example of how C-AFM can detect localized conductance effects
on metal oxide is the investigation of NdNiO3, a prototype-correlated metal oxide
[56]. The dielectric shows a reversible temperature-dependent insulator-metal tran-
sition, making it a promising candidate for memristive applications. As is shown
in Fig. 2.18a, at low temperatures the oxide has a high resistance, which turns into
metallic behaviour upon being heated above 100 K. This transition was followed by
obtaining C-AFMmaps (Fig. 2.18c) in a warm-up run for the different temperatures
of 4, 78, 100, 150 and 300 K. Far below (4 K) and above (300 K), the MIT of the
resistive maps look roughly homogeneous, with average resistance values differing
by 2–3 orders of magnitude (around 1010–1011 � and 108–109 � at 4 and 300 K,
respectively). Upon warming (see the image at 78 K), low-resistance regions appear
in a high-resistance background. At 100 K, more of these regions nucleate, grow in
size and begin to percolate. At 150 K, the density of these low-resistance regions
is even higher, with the high-resistance ones having almost vanished. Figure 2.18b
plots the relative fraction of insulating regions deduced from the images (symbols),
along with the same quantity extracted from the macroscopic resistivity data (lines),
which shows that the transition is not perfectly abrupt, but shows a kink at a frac-
tion of about 0.5, the percolation threshold, and reflects the transition between the
nonpercolating and percolating regimes.
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Fig. 2.18 C-AFM investigation of the NdNiO3/LaAlO3 interface: a Resistivity as a function of
temperature; b insulating fraction as obtained from the resistivity data (lines) and the C-AFM
images (symbols). The inset shows the average resistance in the insulating and metallic regions
as a function of temperature. c Resistance maps acquired at several temperatures. Adapted from
Preziosi et al. [56]

2.3.3 Correlation of the Localized Conductivity
with the Surface Potential

By combining C-AFM investigations with Kelvin probe force microscopy, a deeper
understanding of the electronic surface properties of high-kmaterials can be obtained,
simultaneously providing information about local conductivity and surface potential
on the nanoscale. In particular, when the same cantilever is used for both measure-
ments, the same sample area can be scanned. This can sometimes be challenging, as
for contact mode, long cantilevers with a low resonance frequency of around 10 kHz
are normally used and are difficult to operate in non-contact mode under vacuum
conditions, where the cantilever frequency is the input parameter of the feedback
loop. Hence, for a stable oscillation, not the resonance oscillation itself, but a higher
harmonic, has been used.

In this way, the TiO2 (110) surface, for example, reduced at 750 °C under UHV
conditions, was investigated in situ [57]. The C-AFM measurement presented in
Fig. 2.19 shows an inhomogeneous, cloud-like structure typical for slightly reduced
metal oxide. In addition, the CPD map obtained at the same scan area revealed local
variations in surface potential. These variations can be visualized by calculating
histograms (Fig. 2.19, right). The conductance histogram can be simulated by a log-
normal distribution, reflecting its inhomogeneous nature, while the CPD histogram
is close to a normal distribution. This difference in the variations of the current and
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CPD maps can be understood by taking into account that the current between the tip
and sample is determined by the energy barrier (of Schottky or Bardeen type) at the
surface. As the normal-distributed variations in CPD can be regarded as ameasure for
variations in surface barrier height, they will be amplified to a lognormal distribution
in current due to a non-linear relation such as that caused by an activated transport
mechanism. This effect has also been observed on SrTiO3, indicating that local
variations in electronic properties on the nanoscale are a common effect on slightly
reduced metal oxide surfaces [58]. An inhomogeneous oxygen vacancy distribution
induced upon thermal reduction in the surface layer has been identified as the origin
of the variations in local barrier height and conductivity [57, 59].

The combined analysis byC-AFMandKPFM is particularly useful to understand-
ing the leakage mechanisms on materials with intrinsic polycrystalline morphology
such as annealed HfO2 systems. There has been intense discussion of whether grain
boundaries can act as leakage paths. With the help of C-AFM and KPFM, this issue
was tackled and now there is a general consensus that grain boundaries in HfO2 are
leakier due to the higher concentration of positive charges [54]. This is illustrated
in Fig. 2.20, which shows C-AFM and KPFM measurements of a polycrystalline
2.5 nm-HfO2 film on 1 nm-SiO2/Si stacks (crystallization was induced by annealing
at 1000 °C). It can be clearly identified that conducting spots are located in between
the crystallites at the grain boundary and that there, the surface potential is sev-
eral tens of mV higher than on the grain. This result is highly relevant for resistive
switching applications based on HfO2, indicating that the growth of the switchable
filament during an initial electroforming step would preferentially occur at grain
boundaries and could therefore offer a potential perspective on how to control the
filament position by means of material engineering.

Fig. 2.19 In situ C-AFM (U = 0.1 V) and KPFM investigation of the TiO2 surface annealed under
UHV conditions at 750 °C and recorded at the same area. The histograms of conductance and
contact potential difference were extracted from the maps. Adapted from Rodenbücher et al. [57]
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Fig. 2.20 Simultaneously collected topography-current (left) and topography-CPD images (right)
on the surface of a 2.5 nm-HfO2/1 nm-SiO2/Si stack annealed at 1000 °C. Adapted from Lanza
[60]

2.3.4 Tuning the Conductivity by Thermal Annealing

Metal oxides provide a unique opportunity to tune the conductivity by changing
the oxygen stoichiometry, making them promising candidates for future memristive
applications. This effect is mainly related to the excorporation of oxygen from the
crystal lattice, leaving behind oxygen vacancies that are compensated by electrons,
leading to a valence change of the transition metal oxide [13]. Hence, such a change
in conductivity cannot only be induced by gradients of the electric potential such as
in a memristive cell, but also by thermal annealing under reducing conditions. Using
single crystals of TiO2 and SrTiO3, the local nature of the reduction upon annealing
has been analysed in detail [61]. As an example, a C-AFM analysis of the TiO2 (110)
surface doped with 0.5 wt% Nb is shown. The epi-polished surface was annealed
at different temperatures under UHV conditions and, after each annealing step, the
local conductivitywasmapped, in situ, at room temperature [62]. The average surface
conductivity increases nearly exponentially with increasing annealing temperature,
as can be expected given that the excorporation of oxygen is a temperature-activated
process. With increasing surface conductivity, interesting changes in the local con-
ductivity can also be seen. After annealing at lower temperatures (700–800 °C), a
high level of inhomogeneity can be seen in the current maps, revealing a cluster-like
conductivity on the nanoscale. It is noteworthy that this inhomogeneity is not related
to the presence of adsorbates, as even chemisorbed organic components are released
from the surface at 700 °C, as has been confirmed by XPS investigations (Fig. 2.21).

At higher reduction temperatures above 900 °C, however, a distinct change
occurs and the surface conductivity becomes more homogeneous and, eventually,
atomically-flat steps evolve that can be easily identified in topography, as well as
in the current maps as having a slightly lower conductivity at the step edges. It has
been argued that those changes in surface conductivity often relate to changes in
reconstruction: in the case of TiO2:Nb, a transition from (1 × 1) to (4 × 2) has been
detected, while in SrTiO3 a transition from (1 × 1) to (

√
5 × √

5) R 26.6° had a
similar impact on the conductivity [59]. This indicates that the first stage of ther-
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Fig. 2.21 C-AFM investigation of Nb-doped TiO2 after thermal reduction under UHV conditions
at different temperatures. Adapted from Wrana et al. [62]

mal reduction of a metal oxide relates to an inhomogeneous distribution of oxygen
vacancies, e.g., related to the presence of dislocations, where the formation enthalpy
is significantly lower than in the bulk, thus providing easy reduction sites where
channels of high conductivity are formed (see below) [63]. After prolonged reduc-
tion, the vacancy generation within the matrix also becomes activated, resulting in
more homogeneous conductivity.

Using high-resolution C-AFM, the changes in surface conductivity upon thermal
annealing have been mapped with atomic resolution for the prototype metal oxide
TiO2. Similar to SrTiO3, the surface conductivity of the TiO2 (110) surface changes
from highly inhomogeneous to quasi-homogeneous in the course of reduction, which
also relates to a change in reconstruction from (1× 1) to (2× 1). Using friction force
microscopy (FFM), in combination with C-AFM, these changes could be tracked on
the atomic scale [37]. After a slight reduction at 700 °C in UHV, the surface shows
a flat but fairly unstructured morphology, while the local conductivity was found
to be confined to conducting spots with diameters of several tens of nanometres
embeddedwithin an insulatingmatrix (Fig. 2.22a). Remarkably, C-AFMwith atomic
resolution reveals that the transition from highly conducting to insulating is spatially
confined to only a few lattice constants, indicating a highly localized arrangement of
oxygen vacancies in linear structures or along dislocations. After a high-temperature
reduction at 1000 °C, the well-known (2 × 1) reconstruction could be identified
by STM and FFM. The corresponding C-AFM maps show that the conductivity
of the reconstructed surface is also more homogeneous than that of the slightly
reduced surface and periodic arrangement of the atoms can be identified (Fig. 2.22b).
However, this arrangementwas found to be superposed by a further local conductivity
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Fig. 2.22 Combined high-resolution friction force and local conductivity measurements on the
TiO2 (110) surface after reduction at a 700 °C and b 1000 °C. (i) FFM and (ii-iii) C-AFM current
maps (U = 20 mV). The comparison between FFM and STM in (b, i) confirms the periodic
arrangement of surface atoms in 2 × 1 reconstruction. Adapted from [37]

variation, indicating that the surface conductivity of metal oxides is a highly complex
phenomenon related not only to extended defects, such as dislocations, but also
to local variations in the oxygen vacancy density on the surface as well as in the
subsurface region.

2.3.5 Confinement of Conductivity at Surfaces and Interfaces

In recent years, the opportunity to confine the conductivity at surfaces and interfaces
has attracted enormous attention, allowing for the generation of 2D electron gases
that exhibit a variety of extraordinary properties, such as magnetism and supercon-
ductivity [64]. A prominent example is an interface between LaAlO3 and SrTiO3

(LAO/STO interface) that can be easily produced by thin film technology, using
SrTiO3 as a substrate. While this phenomenon itself has been known for several
years, it has always been a question of whether the electron gas is actually confined
to the interface as predicted or has a much broader spatial extension [65]. Using C-
AFM, this question could be solved by Basletic et al. [8], as illustrated in Fig. 2.23.
In order to investigate the thickness of the electron gas, LAO/STO structures grown
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Fig. 2.23 C-AFM investigation of the LaAlO3/SrTiO3 interface: a Temperature dependence of
the sheet resistance Rsheet ; b C-AFM resistance mapping; c CT-AFM resistance image in high-
resolution mode; d resistance profile across the LAO/STO interface extracted from (c). Adapted
from Basletic et al. [8]

by PLD were cut and polished and C-AFMmapping was performed on the sectional
plane. It has been shown that the spatial extension of the region with high conduc-
tivity depends strongly on the growth and annealing process and can be varied from
hundreds of micrometres to a few nanometres next to the interface. Additionally,
those experiments provided direct evidence for the presence of a metallic electron
gas with a carrier density of around 1021 cm−3 confined at room temperature within
a few nanometres next to the LaAlO3/SrTiO3 interface in annealed samples, being
in agreement with a proposed mechanism based on charge transfer as the origin of
this metallic state.

A further method to generate 2D electron gases is the modification of crystal
surfaces [67]. It has been shown that even simple vacuumcleaving and the subsequent
measuring of photoemission spectra is sufficient to induce metallic conductivity on
the SrTiO3 surface [68]. Similarly, using bombardment by electrons or ions, a valence
change of the transition metal ion, leading to metallic behaviour in confined surface
regions of nominally insulating metal oxides, can be induced. Figure 2.24 shows
an example of Ar-sputtered TiO2 investigated by means of C-AFM after cleaving
the sample perpendicular to the sputtered surface [66]. A well-conducting quasi-
2D layer can be observed as a bright (highly conductive) stripe in the centre of the
C-AFM map. The thickness of the well-conducting layer was estimated to be about
30 nm using the cross sections shown in Fig. 2.24b. It is noteworthy that the sputtered
surface showing metallic conductivity also revealed a certain level of inhomogeneity
whenmapped byC-AFM, related to a grainy surfacemorphology and illustrating that
defects in metal oxide surfaces tend to agglomerate and cluster under the influence
of external driving forces.
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Fig. 2.24 C-AFM measurements in the cleavage plane of previously Ar-sputtered TiO2: a local
conductivity image (225 × 225 nm2; sample-tip polarization 3.0 V); b cross sections along the
marked line; c magnification of the region of high-conductivity surface layer (60 × 180 nm2;
polarization 2.0 V). Adapted from Rogala et al. [66]

2.4 Influence of Extended Defects on the Local
Conductivity of Single Crystals

2.4.1 Current Channelling Along Dislocations

As a prototypematerial for transitionmetal oxides, SrTiO3 has been intensively stud-
ied, experimentally as well as by atomistic simulations, indicating that dislocations
play a crucial role for redox processes. It was calculated that the oxygen vacancy
formation energy in SrTiO3 is lower at sites close to the dislocation core by as much
as 2 eV compared to that in the bulk, making dislocations preferential reduction sites
during the first stage of thermal annealing under reducing conditions [63]. This effect
may also be a reasonable explanation for the presence of inhomogeneous C-AFM
maps on slightly reduced metal oxides, as discussed above. In order to elucidate the
influence of dislocations on the local electronic transport in more detail, a system
with a controlled arrangement of dislocations must be investigated. Hence, synthetic
bicrystals of SrTiO3 are the material of choice for such an investigation. Typically,
they are produced by hot pressing two crystal pieces whose surfaces have been pol-
ished with a dedicated miscut angle, resulting in a periodic array of dislocations
aligned along the bicrystal boundary. It must be noted that the quality of available
bicrystals varies and they are often not only a defined array of dislocations, but rather
a broad band of irregular agglomerations and bundles are present close to the bound-
ary [25]. In Fig. 2.25, a C-AFM scan of the 36.8° bicrystal boundary of SrTiO3 is
shown. The measurement was performed under vacuum conditions at an elevated
temperature in order to remove adsorbates from the surface. The line profile in the
inset extracted from the C-AFM scan clearly shows that the local conductivity at the
boundary is significantly increased, supporting the assumption that dislocations act
as conducting paths for the current flow. This is in line with the C-AFM measure-
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Fig. 2.25 a AFM topography; and b C-AFM map of the bicrystalline boundary (36.8°) of SrTiO3
(obtained under HV conditions at elevated temperature). The cross-section (inset) shows an
increased conductivity in a broad region perpendicular to the bicrystalline boundary. Adapted from
Szot et al. [25]

ments of the local conductivity of single or bundles of dislocations marked by etch
pits, which show an increased conductance at the centre of the etch pit [25].

2.4.2 Analysis of Bulk Conductivity by the Cleaving Method

Having seen that the surface conductivity of slightly reduced metal oxides such
as SrTiO3 reveals heterogeneity, which can be potentially related to the exits of
dislocation acting as current channels, C-AFM was applied in order to analyse the
conductivity in deeper parts of the sample towards the bulk. Thiswas done by cleaving
reduced crystals and analysing the cleaving plane, analogously to the investigation of
2D electron gases discussed above. As an example, such an investigation of reduced
SrTiO3 is shown in Fig. 2.26. In order to prevent a reoxidation and contamination
of the cleaved face, cleaving was performed inside the AFM under reducing Ar/H2

atmosphere by means of a dedicated cleaving system. The C-AFM maps reveal that
there is decreasing local conductivity from the original surface towards the bulk.
Within the first few micrometres from the surface, a highly conducting region can be
identified in the map, indicating that from a macroscopic point of view a quasi-2D
conductance within the surface layer is present in slightly reduced SrTiO3. In deeper
parts of the sample, towards the original bulk, it can be seen that single conductive
spots are present and exhibit a nearly exponential decay in density as a function
of the distance from the surface layer. This observation can be regarded as further
indication for channelling the current along the dislocations, as TEM investigations
have revealed that the dislocation density also decays exponentially from the surface
to the bulk [69]. This is due tomechanical polishing of the epi-ready surface normally
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Fig. 2.26 Distribution of the conducting filaments in the surface region of a reduced SrTiO3 crystal
revealed by C-AFM mapping. Adapted from Szot et al. [25]

done by the manufacturer of crystal substrates, thereby inducing a high density in
the dislocations in the surface layer. Hence, a dislocation network with the shape of
a hierarchical tree is present and is transformed by slight thermal reduction into a
network of metallic nanowires due to the localized formation of oxygen vacancies
and the related charge compensation by electrons [70], changing the valence of the
Ti atoms within the core of the dislocations from +4 to +3.

2.4.3 Ferroelectric Domain Walls as Conducting Paths

Amongst the class of high-k materials, ferroelectrics provide a variety of interesting
electronic properties. Due to the broken crystallographic inversion symmetry, the
spontaneous electric polarization of these materials can be easily switched by a
small external electric field that is reflected by a dielectric constant that can reach a
value of several thousand. Similar to ferromagnets, ferroelectrics can form a domain
structure on the micro- and nanoscale, consisting of areas with differently orientated
spontaneous polarization that are separated by a domainwall. Although it had already
been predicted in 1973 that domainwalls in insulating ferroelectrics can havemetallic
conductivity due to the movement of the compensating electrons or holes along the
wall [72], it took until the availability of reliable C-AFM apparatus for it to be
possible to investigate this phenomenon in detail. These investigations can easily be
combined with piezo force microscopy (PFM), which is needed to detect the domain
structure and orientations, as both measurements are conducted in contact mode
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Fig. 2.27 a PFM amplitude; b PFM phase images of a BiFeO3 sample with 109° stripe domains;
c simultaneously acquired C-AFM image of the same area showing that each 109° domain wall is
electrically conductive. Adapted from Seidel et al. [71]

and hence the same tip can be used. Figure 2.27 shows an example of a BiFeO3 film
doped with 10% La that was grown by PLD on SrRuO3/DyScO3 substrates [71]. The
amplitude and phase signal mapped by PFM clearly reveal a striped domain pattern
with a domain width of several 100 nm. The domains were separated by 109° walls.
A comparison between the PFM images and C-AFMmap reveals a clear correlation
between the domain wall position and local conductivity indicated by high C-AFM
(Fig. 2.27c). The resulting conductive stripes are about 20 nm wide.

With regard to applications, the discovery of enhanced conductivity at domain
walls is highly promising, as the domain structure of ferroelectrics and, in turn, the
geometric structure of the domain walls can be easily manipulated by applying an
electrical field.UsingC-AFM, this canbedonevia the conducting tip on thenanoscale
with high precision, as is shown for a Pb(Zr0.2Ti0.8)O3 thin film [73] deposited on
SrRuO3/SrTiO3 in Fig. 2.28. Here, a conducting domain wall has been electrically
written in the pristine film and can be directly observed by C-AFM. The domain
walls can form a complex network on the nanoscale, as demonstrated in Fig. 2.28b,
c presenting a C-AFM and PFM investigation of the PZT thin film after annealing
under reducing conditions, which resulted in a complex domain structure.

Recently, it has also been proven that the control of conducting domain walls is
possible in single crystals using, e.g., MgO-doped LiNbO3, which is of particular
interest due to its unusual optical properties [74]. Following the established method
of calligraphic poling, where a macroscopic tip is moved across the surface while
a voltage is applied, domains were oriented in a controlled way. As is shown in
Fig. 2.29a, enhanced conductivity at the domain walls could be detected even when
performing a linescan using the macroscopic tip used for poling. A more detailed
analysis by C-AFM and PFM (Fig. 2.29b, c) revealed a direct correlation between
the position of the domain wall and localized conductivity, also in this material. Due
to the potential of LiNbO3 for photonic applications, the observed effect can pave the
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Fig. 2.28 C-AFM measurement of PZT films (U = 1.9 V). The image in (a) reveals a conducting
domain wall written in the pristine film; the image in (b) shows a spontaneously formed network of
conducting domain walls in the annealed film; while c depicts an out-of-plane PFM image from the
annealed film. The spots on the film, where images in b–c were recorded, are different, but located
close to each other. Scale bars: 280 nm (a); 400 nm (b–c). Adapted from Tselev et al. [73]

Fig. 2.29 a Current J versus tip position y when scanning across a domain line in a MgO-doped
LiNbO3 single crystal with a macroscopic tip (U = 50 V); b spatial distribution J(x, y) obtained
with a C-AFM probe; c corresponding PFM image identifying the ± z domains. Adapted from
Werner et al. [74]

way to novel integrated electronic-optical devices employing calligraphically-written
charged domain walls as electrodes inside the bulk, providing electrically-controlled
local phase modulation.

It should be noted that, depending on the properties of the surface layer of the
ferroelectric material, the evolution of domains can occur when being poled by
applying a high voltage locally, either by a macroscopic tip as in calligraphic poling
or by a C-AFM tip. Figure 2.30 shows an example of a PZT single crystal where,
at elevated temperatures of 190 °C in vacuum conditions, an area of 4 × 4 μm2 has
been scanned beforehand while a poling voltage was applied. Subsequently, a 10 ×
10 μm2 scan was obtained in the same area in PFM, as well as in C-AFM mode.
The topography map (Fig. 2.30a) shows that the initial crystal surface was relatively
rough, with single grains or particles having heights of more than 100 nm. The poled
area, however, showed a flat surface without any significant particles, indicating that
during the poling scan, a transformation and removal of the material of the surface
layer had taken place. The corresponding PFM out-of-plane amplitude map (Uac =
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Fig. 2.30 Investigation of tip-induced switching on the surface of a PZT single crystal. a Topog-
raphy; b PFM amplitude; and c C-AFM map obtained with a bias of −40 V

5 V, f = 6 kHz) proves that the poled area had changed its polarization state, as
expected upon application of a high voltage (Fig. 2.30b). Surprisingly, the C-AFM
map (Fig. 2.30c) does not reveal an increased conductivity at the domain walls, as
in the case of the thin film (Fig. 2.28), but across the entire switched region and
even the surface areas, several micrometres next to this region showed increased
conductivity. Within the switched area, the conductivity is homogeneous, but in
the previously unscanned region, an inhomogeneous distribution of conductivity
following the grainy surface structure is present. This indicates that by applying high
voltage via the C-AFM tip, distinct surface modifications can be induced, allowing
for material processing on the nanoscale. Furthermore, the simultaneous presence
of polarization and conductance switching could open up applications, combining
ferroelectric and resistive switching for stable non-volatile memory applications.

2.5 Manipulation of the Conductivity by C-AFM

2.5.1 Tip-Induced Memristive Switching of Single
Dislocations in SrTiO3

As the local resistivity of high-k transition metal oxides can be easily manipulated by
gradients of the chemical and electrical potential, they are promising candidates for
non-volatile memory and logic applications based on the resistive switching effect.
Using C-AFM, this effect has been intensively investigated on prototypic memristive
cells, as well as on single crystals, offering insight into the basic mechanism of this
effect. In general, it is now widely accepted that resistive switching is related to the
generation and movement of oxygen vacancies within locally-confined regions of
the transition metal oxide, thus forming switchable filaments. In order to investigate
whether this effect is scalable, as is needed for building up highly integrated circuits,
the localized nature of the resistive switching effect has been investigated on SrTiO3
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Fig. 2.31 aAconductivitymap of the surface of a reduced and re-oxidized SrTiO3 single crystal, as
recorded by C-AFM. Inset: spot with a dimension of 1–2 nm corresponding to the core of a typical
edge-type dislocation. b Conductivity maps and line scans across a selected spot (D denoting
distance along AB) before and after application of a negative tip voltage bias; c I/V characteristics
for different dislocations crossing the surface of a single crystal; d schematic illustration of the
three-dimensional network of filaments present in the SrTiO3 single crystal after thermal treatment.
Adapted from Szot et al. [76]

single crystals as the traditional model material of functional electronic oxides [75].
Considering that dislocations in SrTiO3 act as preferential reduction sites due to the
lowered formation enthalpy of oxygen vacancies, as discussed above, it is unsurpris-
ing that dislocations also play a vital role in resistive switching phenomena. This has
been confirmed by using the conducting tip of the C-AFM as amobile nanoelectrode,
as shown in Fig. 2.31.
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2.5.2 Creation of Conducting Nanowires on LAO/STO
Structures

As was already seen in Fig. 2.23, the heterostructures of polar LaAlO3 and non-
polar SrTiO3 exhibit fascinating properties related to the evolution of a quasi-two-
dimensional electron gas at the interface. It has been elaborated that such an electron
gas is only present if the LaAlO3 exceeds a critical thickness of several unit cells.
However, if the LaAlO3 layer is thinner (in the range of 3 unit cells), the electron gas
becomes metastable, allowing for the manipulation of the conductance by the appli-
cation of an electric field probably related to the generation of oxygen vacancies at
the interface and a bi-stable insulator-metal transition can be tuned. Using C-AFM,
this can be done at the nanoscale and a dedicated metallic pattern can be written
within an insulating surrounding [78]. The schematic setup of such an experiment
[77] is presented in Fig. 2.32. On top of an LAO/STO structure, two electrodes were
deposited within a distance of several micrometres. Then, a conducting nanowire
was written by C-AFM that connected the two electrodes. It can be seen that the
conductance measured between the electrodes shows a steep increase as soon as the
connection between the electrodes by the nanowire is established (Fig. 2.32a). This
process can also be reversed by cutting the nanowire using opposite polarization and
scanning with the C-AFM tip perpendicular to the nanowire. Here, the conductance
reveals a steep drop as soon as the nanowire is cut (Fig. 2.32b).

By combining C-AFM writing with electric force microscopy (EFM), the con-
ducting nanowires have been directly visualized [79]. In this experiment, shown in
Fig. 2.33, two electrodes were written (Vwrite = +8 V) on a dLAO = 3 uc. sample
connecting to Al electrodes and an external circuit (Fig. 2.33a). Then, the electrodes
were connected (Vwrite = +6V, Fig. 2.33b), resulting in a sharp conductance increase
(label 1, Fig. 2.33e). Next, the conductive path was cut (Fig. 2.33c) by writing per-
pendicular to the wire (Vwrite = −3 V), giving a sharp conductance decrease (label
2, Fig. 2.33e). This process is reproducible, and a reconnection was made writing
vertically (Vwrite = +6 V, label 3, Fig. 2.33e). Using the EFM phase images, the sur-
face fields, corresponding to the conductive paths (dark contrast, reading tip voltage
V read = −2 V) and the insulating paths (bright contrast), which directly correlate
to the resistance changes, were imaged. These results indicate that the conductiv-
ity changes induced by C-AFM are due to the writing surface charge [80]. Writing
metallic nanowires on thin LAO/STO structures reversibly is highly promising in
order to ‘sketch’ electronic circuits with extremely small dimensions using only a
C-AFM tip as an electrical pencil. For example, it has been demonstrated that single-
electron transistors, in which single electrons tunnel resonantly between the source
and drain electrodes through a conducting oxide island with a diameter of ∼1.5 nm,
can be realized providing insight into novel device functionalities based on quantum
effects [81].
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Fig. 2.32 a Schematic diagram of the experimental set-up for writing a conductingwire. A voltage-
biasedAFM tip is scanned fromone electrode towards a second in contactmode and the conductance
between the two electrodes measured as a function of the tip position while writing a conducting
wire with 3 V bias applied to the tip; b schematic diagram of the experimental set-up for cutting
a conducting wire by a negatively bias C-AFM tip and conductance between the two electrodes
measured as a function of the tip position across the wire while cutting at−3 V. The inset shows the
conductance measured over the entire 8 μm scan length. The deconvolved differential conductance
(dG/dx)*−1 shows a full-width at half-maximum x = 3.3 nm that is also plotted. Adapted from Cen
et al. [77]

2.5.3 Electrical Nanopatterning of Oxide Surfaces

The ability of high-k metal oxides to exhibit the resistive switching effect related to
local redox processes has triggered numerous investigations employing the C-AFM
tip as mobile nanoelectrode in order to investigate the fundamental nature of the
valence change mechanism. So far, many experiments have been performed on the
prototype memristive material TiO2, revealing the possibility of switching the local
conductance state of the surface areas in the nanometer range [82–85]. Similar results
have been obtained on other binary oxides, such as NiO [86]. In these experiments,
at first, an area of the surface is scanned with a higher writing voltage applied in
order to generate and move oxygen vacancies. Subsequently, the modified area is
mapped with a lower reading voltage by a standard C-AFM scan. By combining
these investigations by EFM or KPFM, information about the changes of the local
surface potential induced by the C-AFMwriting can be analysed. Figure 2.34 shows
an example of the slightly reduced TiO2 (110) single crystal surface [57] that had
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Fig. 2.33 Writing and erasing of conductive paths for dLAO ∼ 3 uc. EFM phase images with V read
= −2 V. a Dark contrast shows the electrodes connected to the outer Al wiring, Vwrite = +8 V; b
the written wire connects the electrodes, Vwrite = +6 V, corresponding to (1) in (e); c the wire is cut
(bright phase contrast) with Vwrite = −3 V, corresponding to (2) in (e); d electrodes reconnected
with a vertical line using Vwrite = +6 V, corresponding to (3) in (e); e two-point conductance
between the Al electrodes. Adapted from Xie et al. [79]

been reduced at 750 °C under UHV conditions before the switching experiment in
order to remove contaminations and induce oxygen vacancies in the surface layer. As
an illustration of the resistive switching capability of this oxide, a pattern consisting
of 12 squares, having sizes of 200× 200 nm2,waswrittenwhile a different tip voltage
between −6 V and +6 V was applied to each square (Fig. 2.34a). Subsequently, the
local conductivity and contact potential differences were measured by C-AFM and
KPFM, respectively (Fig. 2.34a, b). It can be seen that upon writing with a positive
tip voltage, the surface conductivity was increased by more than three orders of
magnitude, while writing with a negative voltage resulted in a significant decrease
in conductivity. The CPD measurements obtained from the same modified area may
offer an explanation for this behaviour. Here, a writing with positive bias resulted
in a decrease of CPD and vice versa, showing that by tuning the writing voltage,
different resistance states can be induced, which illustrates the property of TiO2 to
allow for multilevel resistive switching, which is a prerequisite for neuromorphic
applications.

It has also beendemonstrated that the electrical nanopatterning is reversible byfirst
switching an area to the ON state by scanning with +4 V applied and subsequently
performing a smaller scan with −4 V applied in the center of the previous scan
(Fig. 2.34d). To investigate the scaling limits of electrical nanopatterning, a binary
checkerboard-like pattern with decreasing feature size was written where white color
corresponds to a switchingvoltage of+4Vandblack color to zero bias.A readoutwas
performed at 100mV, resulting in the current map shown on the bottom of Fig. 2.34e.
It can be seen that while the 50 nm pattern can be unambiguously identified (line
profile in Fig. 2.34f), an overlap of the ON and OFF areas occurs below a feature
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Fig. 2.34 Electrical tip-induced nanopatterning of the slightly reduced TiO2 surface. A pattern
(a) of squares with different voltages between −6 and +6 V was written and subsequently read
by scanning with 10 mV bias; b the corresponding CPD map; c display changes in the surface
potential upon nanopatterning; d current map (100 mV) after writing a 500 × 500 nm2 ON pattern
with +4 V and subsequently a 250 × 250 nm2 OFF pattern with −4 V; e current map (bottom) of
a region where a nanopattern (top) had been written with +4 V (white rectangles); the line profiles
(f) were extracted from regions with three different feature sizes of the nanopattern. Adapted from
Rodenbücher et al. [57]

size of 20 nm, which has been related to surface inhomogeneities such as clustered
vacancies [57].

Finally, to illustrate that a nanopattern with a controlled shape can be written,
an example from the reduced TiO2 surface is shown in Fig. 2.35. Here, it has been
reported that annealing in UHV at 1100 °C, followed by room temperature oxidation,
results in the evolution of a quasi-homogeneous distribution of switchable nanofila-
ments related to linear arrangements of oxygen vacancies, interacting with initially
present dislocations [20]. Hence, such a surface structure allows for writing conduc-
tive nanopatterns with high spatial resolution. It must be noted that the tip-induced
nanopatterning is only an electrical modification, without changing the morphology
of the crystal as provided by the topography map presented on the right of Fig. 2.35,
which promises to use this effect for reliable data storage applications.
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Fig. 2.35 LC-AFMconductivitymap (sample tip polarization 50mV) of TiO2 previously patterned
by selectively applying a low voltage (U < 4 V) in the scanned area. An enlarged section of the
centre of the pattern is shown on the right, together with the corresponding topography map. Before
patterning, the TiO2 crystal was prepared by annealing at 1100 °C in UHV and further surface
reoxidation by dosing 106 L of oxygen at room temperature. Adapted from Rogala et al. [20]
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Chapter 3
Mapping Conductance and Carrier
Distributions in Confined
Three-Dimensional Transistor Structures

Andreas Schulze, Pierre Eyben, Jay Mody, Kristof Paredis,
Lennaert Wouters, Umberto Celano and Wilfried Vandervorst

Abstract Probing the distribution of charge carriers in semiconductor device
structures is of crucial importance to better understand semiconductor fabrication
processes and how they affect the incorporation, diffusion and activation of dopants
and hence the final device performance. Scanning spreading resistance microscopy
(SSRM) has emerged as the most valuable technique for 2D and 3D carrier mapping
in semiconductor device structures due to its excellent spatial resolution, sensitiv-
ity and ease of quantification. The present chapter first introduces the principles of
the technique, thereby discussing the underlying physical mechanisms such as the
nanometer-size probe-semiconductor contact. Faced with the stringent requirements
imposed by advanced 3D device architectures, novel approaches and concepts such
as 3D carrier profiling and fast Fourier transform-SSRM (FFT-SSRM) have been
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developed in the recent years. These methods aid in extending conventional SSRM
towardquantitative carrier profiling in aggressively scaled 3Ddevice structureswhich
is illustrated on the example of selected relevant applications such as FinFETs and
nanowire-based transistors.

3.1 Introduction: The Fundamentals of SSRM

3.1.1 Basic Principles

Scanning spreading resistance microscopy (SSRM) is an atomic force microscopy
(AFM)-based technique which is widely used by research institutes as well as the
semiconductor industry to determine the distribution of charge carriers in semicon-
ductor structures and devices in two and even three dimensions with unrivaled spatial
resolution and sensitivity. SSRM has been conceived by Vandervorst et al. [1, 2] and
was first implemented by De Wolf et al. [3, 4] at imec starting in 1994.

The measurement principle is based on the spreading resistance probe (SRP),
which was used for one-dimensional carrier profiling for several decades [5]. SSRM
extends the capabilities of the classical SRP thereby enabling the in-depth study of
carrier distributions with excellent spatial resolution in all three dimensions. This
leap forward was enabled largely by the invention of the atomic force microscope
(AFM) in 1982 [6] which represents the basic building block of the technique. In
SSRM, a conductive probe is scanned in contact mode across the cross-section of
the device of interest while a DC bias is applied between the scanning probe and an
electrical back-contact on the backside of the sample (Fig. 3.1).

Due to the small apex of the probe, the electrical current experiences a geometrical
constriction and then a spreading when passing from the tiny probe into the (large)
sample volume. This current spreading is associated with an electrical resistance
typically termed Spreading Resistance. The spreading resistance for a flat circular
contact of radius a can be derived by solving the Laplace equation for the electrostatic
potential [7]

Fig. 3.1 SSRM setup and
measurement principle. A
conductive probe (A) is
scanned in contact mode
across the sample/device
cross-section (B) while a
bias is being applied between
the scanning probe (A) and a
sample back-contact (C).
The resulting current is
amplified by means of a
logarithmic current amplifier
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∇2V = ∂2V

∂r2
+ 1

r

∂V

∂r
+ ∂2V

∂z2
= 0 (3.1)

and yields

Rsp = ρ

4a
(3.2)

where ρ corresponds to the local resistivity underneath the probe.
From (3.2) it becomes apparent that the spreading resistance is directly propor-

tional to the local resistivity ρ with a sensitivity equal to one on a logarithmic scale,
i.e. the spreading resistance varies one order of magnitude if the local resistivity
changes by one order of magnitude. With other words, spreading resistance mea-
surements and hence SSRM offer a unique sensitivity toward changes in carrier
density and by using a logarithmic current amplifier it is possible to cover the entire
carrier concentration range of interest (1e15..1e21) cm−3 providing simultaneously
the required dynamic range. The local net carrier concentration |n − p| can then be
derived using dopant dependent mobility models [8, 9]:

|n − p| = 1

ρμe
. (3.3)

Due to the nanometer-scale dimensions of the electrical contact, the drop of the
electrostatic potential occursmainly in close proximity of the scanning probe. Hence,
the electric field (Fig. 3.2) between probe and back-contact is not constant but drops
sharply within the first few nanometers around the small contact. The spatial extent
of this region characterized by the decay of the electric field defines the probing depth
and lateral resolution of the technique. By establishing a small contact as indicted
in Fig. 3.2a, measurements with a lateral resolution in the nanometer-range can be
realized easily.

The unique combination of excellent sensitivity, dynamic range and spatial reso-
lution represents the key differentiator of SSRM and is the reason why the technique
outperforms all other carrier profiling methodologies such as scanning capacitance
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Fig. 3.2 a Two-dimensional distribution of the electric field in a Si sample upon applying a bias
between the semi-hemispherical nanoscale contact (radius of 1nm) and a back-contact placed at a
distance of several micrometers. The arrows indicate the direction of the electric field and hence
current flow. b One-dimensional section exemplifying the fast decay of the electric field in close
proximity to the nanoscale contact
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microscopy (also AFM-based) and electron holography (TEM-based) for most ap-
plications.

3.1.2 Physics of the Nanoscale SSRM Contact

The spreading resistance described by (3.2) holds only for a perfectly ohmic electrical
contact between the scanning probe and the sample under test without any additional
parasitic contact resistance at the interface. One can easily imagine, however, that
this requirement is not fulfilled per se for a semiconductor substrate (potentially
covered with a native insulating oxide layer) and a scanning probe made of doped
diamond or metal. In order to limit the impact of parasitic contact resistances, SSRM
measurements on Si and Ge samples are performed at a high contact force leading to
a metallic-like phase underneath the AFM tip which acts as a virtual probe forming
a Schottky-like contact with the semiconductor sample. More details on this phase
transformation and the resulting Schottky contact are provided in the following two
sections. Moreover, the electrical characteristics of the SSRM contact are influenced
by surface states distorting the band structure and carrier density on the device cross-
section which is being analyzed by the AFM tip. This phenomenon is discussed in
more detail in Sect. 3.1.2.3.

3.1.2.1 High-Pressure Phase Transformation

The sensitivity of SSRM toward variations in the sample’s net carrier concentration
critically relies on the condition that the spreading resistance dominates any potential
parasitic series resistance. At a low contact force, the interfacial contact resistance is
dominant. Since the latter exhibits only a weak dependence on the underlying carrier
concentration, the response function of the measurement (i.e. measured resistance
vs. sample resistivity) remains rather flat (dashed line in Fig. 3.3).

Fig. 3.3 Resistance
measured for different
sample resistivities (i.e.
carrier concentrations) with
low respectively high load
force applied to the scanning
probe. A sufficiently high
load force triggers the
formation of a metallic-like
β-Sn phase at which point
the spreading resistance
dominates any interfacial
contact resistances
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The picture changes significantly once the pressure underneath the probe reaches
the GPa regime. High pressure experiments have shown that Si undergoes a phase
transformation from the diamond cubic structure to the β-Sn phase at moderately
elevated pressures [10–13]. The β-Sn phase is metallic in nature and exhibits a
body centered tetragonal configuration with a coordination number of six (inset
Fig. 3.4). It is gradually formed due to the relative sliding between atoms along
the compressive direction during indentation [14]. For such a phase transformation
from the semiconducting to the metallic state a stress between 11.3 and 12.5 GPa
(assuming pure hydrostatic conditions) is typically required [12]. However, shear
stress components can decrease this value to about 8 GPa [10].

Similar to the Si case, Ge samples undergo a phase transformation toward a
metallic-like β-Sn phase for sufficiently large pressures as well. Moreover, by means
of molecular dynamics simulations and DFT calculations Lu et al. demonstrated that
the pressure induced phase transformation leads to a zero bandgap region (β-Sn
pocket) as well as a transition region of reduced bandgap between the β-Sn pocket
and the Ge substrate [15].

The formation of such a metallic-like β-Sn phase is evident from the so-called
resistance-force curves which reflect the resistance between probe and sample back-
contact as a function of the force applied to the scanning probe. At a certain threshold
force the resistance drops significantly (Fig. 3.4) which can be attributed to the for-
mation of the β-Sn pocket underneath the probe. A further force increase (above 1
µN) leads to a slower continuous decay of the resistance, consistent with the assumed
increase in contact area due to the larger indentation depth. SSRM measurements
are typically carried out in the range between (1..2) μN which translates into the
required pressure given the nanometer dimensions of the tip-sample contact area.

From Fig. 3.3 it becomes apparent that the sensitivity (i.e. slope of the response
curve) is greatly enhanced whenmeasuring at increased force due to the formation of
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Fig. 3.4 Resistance as a function of force applied to the SSRM probe for a p-type (5e19 cm−3)
Si sample. The resistance drop is due to a local transformation of the diamond cubic crystal lattice
toward the metallic-like β-Sn phase. A bias of +500 mV was applied between tip and sample. The
inset shows in cross-sectional view the number of neighbors of each Si atom in proximity of the
contact upon indentation as obtained by molecular dynamics simulations
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the β-Sn pocket which aids in suppressing the (nearly) carrier density independent
interfacial contact resistance. Nevertheless, the obtained response function clearly
deviates from the linear relationship between measured resistance R and sample
resistivity ρ one would expect based on (3.2). The deviation in the highly resistive
regime is caused by distortions in the carrier density due to the Schottky-like nature of
the β-Sn-semiconductor interface and the presence of surface states near the contact.
The parasitic probe resistance on the other hand is responsible for the reduced slope
in the low resistivity regime.

3.1.2.2 Schottky Contact

Given the existence of a metallic-like β-Sn pocket acting as a virtual probe and a
transition region characterized by a reduced band gap, the overall SSRM contact can
be understood as a series connection of the scanning probe, the metallic-like β-Sn
pocket and a Schottky diode formed between the β-Sn pocket and the underlying
semiconductor sample [7]. Through a systematic study of IV curves acquired on n-
and p-type doped samples of different carrier concentration, the work function and
thus the position of the Fermi level of the β-Sn pocket can be deduced qualitatively.

In the case of Si samples, Eyben et al. observed a strongly rectifying behavior
for lowly doped p-type samples, and a weakly rectifying contact for lowly doped
n-type samples [16, 17]. This means that the Fermi level of the β-Sn pocket must be
located above mid-bandgap, leading to a situation where for any p-type doping level
the work function of the β-Sn pocket is significantly smaller than the work function
of the semiconductor, equivalent with a rectifying Schottky contact [18]. Given the
weakly rectifying behavior observed on lowly n-type doped Si, Eyben et al. chose
a β-Sn work function equal to 4.4 eV. In case of lowly n-type doped samples this
leads to a situation where the semiconductor work function is slightly smaller than
the work function of the β-Sn pocket. For highly doped samples (p- and n-type),
charge carriers can tunnel efficiently through the Schottky tunneling barrier leading
to a symmetric IV curve respectively an ohmic-like contact. The latter is in good
agreement with experimental observations [16, 17].

For Ge samples, a comprehensive model of the electrical nanocontact has been
established by Schulze et al. [19]. Experimentally obtained IV-curves for p- and
n-type Ge of different doping levels are shown in Fig. 3.5.

The IV-curves for p-type Ge (purple) exhibit a symmetric behavior over a wide
range of carrier concentrations,whereas in case ofn-typeGe (green) amore rectifying
behavior with reduced current for positive sample bias is identified at lower carrier
concentrations. Although this observation is opposite to the Si case (see above),
it confirms the Schottky-like nature of the nanocontact between the virtual probe
(=β-Sn phase) and the Ge sample. For lowly doped p-type Ge, the symmetry of the
IV-curve cannot be explained by tunneling through the Schottky barrier in reversed
bias due to the weak band bending and hence wide tunneling barrier at the β-Sn
- Ge interface. Hence, this symmetry indicates that the work function of the β-Sn
phase must be larger than that of Ge at this particular doping level [18]. Given a
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Fig. 3.5 Point contact
IV-curves for p- and n-type
Ge of different doping level
recorded using full-diamond
tip (FDT) probes. The inset
shows the band structure
along a radial section
through the β-Sn pocket,
Schottky diode into bulk Ge

location of the Fermi level in the semiconductor approximately 100 meV above the
valence band edge EV (for a carrier concentration of 2e17 cm−3), the Fermi level
of the β-Sn phase is expected in that range or closer to EV . For n-type Ge (Fermi
level always located above mid-band gap), this implies inevitably a situation where
the work function of the β-Sn phase is larger than that of the semiconductor. Such
a configuration represents a rectifying Schottky contact [18] which is in agreement
with the experimentally obtained IV curve for lowly n-type doped Ge (Fig. 3.5). At
high doping levels, charge carriers can tunnel efficiently through the Schottky barrier
leading to a symmetric IV-curve. In order to fulfill the requirements put forward by
the (non-)linearity of the n-type and p-type IV-curves respectively, Schulze et al.
proposed a β-Sn work function of 4.56 eV, i.e. aligned to the valence band edge EV

of the compressedGe region characterized by a reduced bandgap (inset Fig. 3.5) [19].
The experimentally observed steep onset of the IV-curve obtained on lowly doped
n-type Ge (Fig. 3.5) has been explained by trap-assisted tunneling (TAT) via probe-
generated defects [19]. TAT is a phenomenon whereby electrons cross a forbidden
bandgap via tunneling and possibly thermal excitation processes via defects (traps
creating discrete allowed energy levels inside the forbidden bandgap) [20]. TAT
typically starts at a lower electric field than barrier tunneling and since the defect
density is normally smaller than the atomic density, the total TAT current at high
electric fields (high sample bias) remains smaller than the total barrier tunneling
current. For n-type Ge, the electrons tunnel from the virtual probe (β-Sn) through
the Schottky barrier into the semiconductor sample (vice versa for small negative
bias).

3.1.2.3 Surface States

So far we did not consider the impact of dangling bonds and interface/surface states
on the carrier concentration in the near-surface region and hence on themeasurement.
However, it is important to realize that SSRMmeasurements are typically carried out
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on cross-sections characterized by dangling bonds which are introduced during (1)
sample preparation and (2) the high-force measurement itself. The dangling bonds
create states in the band gap which can either accept or donate charges, depending
on the position of their charge neutral level and the work function of the underlying
semiconductor. For typical surface state densities, their impact on the underlying
carrier profile can be neglected for high doping levels. On the other hand, surface
states can cause a significant distortion of the carrier profile in the near-surface region
for carrier densities below 1e18 cm−3.

For Si, a charge neutral level of 280 meV above mid-bandgap and a surface
state density of 1e13 cm−2 have been reported [16, 17]. Depending on the size of
the β-Sn pocket, surface states present on the sample surface next to the actual
electrical contact do impact on the region below the probe and hence influence the
measurement [21]. This is of importance in particularwhen analyzing lowly doped p-
type Si which will experience an inversion of the near-surface region upon alignment
of the semiconductor Fermi level with the surface states charge neutral level. As a
consequence, lowly doped p-type Si surface regions appear as n-type. Hence, due to
the impact of surface states a cross-sectioned p−-n junction in Si turns into an n−-n
configuration where no junction cusp is being observed [17].

For the case ofGe, Schulze et al. found a charge neutral level of 100meVabove the
valence band edge [19], which is in agreement with earlier studies on the Ge surface
[22] and with the earlier reported formation of a p-type inversion layer on lowly
n-type doped Ge surfaces [23]. Moreover, the aforementioned charge neutral level
causes an accumulation of holes near the sample surface for lowly p-type doped Ge
thereby increasing the apparent hole concentration (compared to the bulk value). This
leads to a saturation of the p-type calibration curve for high sample resistivities, i.e.
a limited dynamic range of the measured resistance. By matching the onset and the
degree of simulated and experimentally observed saturation of the p-type calibration
curve in the lowly doped regime, Schulze et al. derived a surface state density of 1e13
cm−2 [19], which appears to be a reasonable value for Ge surfaces as shown earlier
[22, 23].

3.1.3 Quantification

SSRM raw data reflect the total resistance between the conductive scanning probe
and the sample back-contact which is given by

Rtotal = RSp + Rbulk + Rtip + RBC, (3.4)

where RSp is the spreading resistance (3.2), Rbulk the resistance experienced by the
current on its trajectory toward the current collecting back-contact, Rtip the intrinsic
resistance of the probe and RBC the resistance associated with the back-contact. The
spreading resistance RSp itself constitutes the only term in (3.4) which is directly
linked to the local sample resistivity ρ and thus to the local net-carrier concen-
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tration one wants to determine. Hence, the local resistivity respectively net-carrier
concentration can be extracted as long as the spreading resistance RSp dominates
the sum of the parasitic resistance terms in (3.4) significantly [24]. However, simply
applying (3.2) and (3.3) in order to derive accurate quantitative results is in practice
not feasible as

• The exact value of the contact radius a is unknown. Furthermore, a varies with
the dopant concentration [25] for which reason it is not sufficient to determine a
using a single reference sample of known carrier concentration.

• Maxwell’s spreading resistance (3.2) is valid only under the assumption of an
ohmic contact. However, in reality the carrier concentration is distorted by sur-
face states and the Schottky-like nature of the contact between β-Sn pocket and
semiconductor sample as discussed in the previous sections.

• Thehighpressure applied duringSSRMmeasurements leads to bandgapnarrowing
underneath the β-Sn pocket. Hence, the effective mass and mobility values are
affected for which reason standard mobility curves cannot be used to convert
resistivity into carrier concentration values (3.3).

Although the SSRM contact on Si [17] and Ge [19] has been modeled in detail,
it is not trivial to comprise all of the above mentioned phenomena quantitatively
to derive accurate information about the local net-carrier concentration from the
measured resistance value. For this reason, calibration samples covering the entire
carrier concentration range of interest are used to obtain an accurate quantification.
To facilitate this process, a single sample consisting of several differently doped
layers is typically used [26]. Acquiring a 2D resistance map across such a staircase
sample (Fig. 3.6a) allows one to extract a 1D resistance profile across the different
layers (Fig. 3.6b) by averaging over several lines which leads to a very precise profile
with low noise level.

The chemical dopant concentration as well as the net-carrier concentration in
the various layers have been determined by means of SIMS and SRP, respectively.

Fig. 3.6 a 2DSSRMmap obtained on a dedicated dopant (Boron) staircase samplewhich facilitates
the generation of a calibration curve with a single scan. b One-dimensional resistance profile (right
vertical axis) andBoron concentration profile (left vertical axis) visualizing the individual differently
doped layers
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Fig. 3.7 SSRM calibration
curves for Si (p- and n-type)
extracted from
measurements on dedicated
dopant staircase samples.
Such a calibration curve can
be used to assign a carrier
concentration value to a
resistance value measured
using the same probe and
identical measurement
conditions
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Moreover, the carrier concentration was confirmed using sheet resistance and mobil-
ity measurements on individual layers grown under identical conditions. By linking
the resistance measured with SSRM to the carrier concentration determined by SRP
and Rs measurements, a calibration curve can be established. Calibration curves for
both carrier types (Fig. 3.7) can be generated by repeating this procedure for an n-
type and p-type calibration sample. It is then possible to quantify resistance values
on unknown samples measured under the exact same conditions.

It is important to note that any quantification toward net carrier concentration
values using this approach holds only under the assumption that the mobility in
the reference sample and the actual sample under test are identical. This criterion,
however, is not always fulfilled in case of advanced devices, where e.g. mechanical
strain and crystalline defects can alter the charge carrier mobility. In such cases a
quantification toward a local resistivity value is more meaningful and correct.

3.1.4 Practical Aspects

In the following sub-sections the most relevant practical aspects one needs to con-
sider when targeting high-quality and artifact-freemeasurements shall be pointed out
briefly. More extended discussions on the respective topics can be found elsewhere
[7, 27, 28].

3.1.4.1 Sample Preparation

Sample preparation can typically be divided in two parts: (1) The device structure
to be analyzed needs to be cross-sectioned and (2) a lowly resistive electrical back-
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contact to the device under test needs to be established in order to drain the current
injected through the probing tip at the cross-section surface.

In order to map the carrier distribution within a device or structure fabricated
on a substrate (i.e. wafer), a cross-section through the object of interest needs to
be realized. Thereby the accurate positioning of the cross-section is not particularly
crucial when analyzing a planar structure. However, in case of a confined volume
such as a fin or nanowire-based device, the accurate positioning of the cross-section
is of the utmost importance. Moreover, the surface quality (i.e. smoothness) directly
affects the noise level of the electrical data and hence the precision of the measure-
ment and therefore represents an additional criterion. The most frequently applied
procedures for generating cross-sections for SSRM analysis are (micro)cleaving,
(chemical-) mechanical polishing and focused ion beam (FIB) milling. Cleaving
works nicely for cross-sectioning large structures but fails when targeting a specific
nanometer-scale device. Although (successive) polishing combined with scanning
electron microscope (SEM) inspection can in principle be used for sectioning con-
fined 3D structures, the approach is time-consuming and cumbersome and hence
less appealing for device failure analysis. Nowadays a focused ion beam (FIB) in
combination with a SEM is mostly applied whereby e.g. Ga ions are used to mill
a section through the device of interest. It has been demonstrated that by reducing
the ion beam energy to 2 keV and by choosing an angle of incident parallel to the
sample cross-section i.e. perpendicular to the sample surface, the amorphization of
the cross-section surface can be avoided [29]. Moreover, considering the limited di-
mensions of state-of-the-art devices, it is often sufficient to use FIB and fabricate a
cross-section a few nanometer next to the actual plane of interest and then to use the
scanning probe to remove the remaining material. This approach will be discussed
in more detail in Sect. 3.2.4.2.

As mentioned above, the actual spreading resistance has to dominate all parasitic
series resistance components in (3.4) in order to ensure sensitivity toward variations
in the local carrier concentration. By placing the electrical back-contact, one au-
tomatically defines the path of the current through the sample and hence the bulk
series resistance Rbulk. On the other hand, the way the contact is realized defines the
resistance of the back-contact RBC itself (i.e. contact resistivity, contact area). While
in case of planar structures due to the large cross-section the placement and fabrica-
tion of a back-contact is rather simple [16], the fabrication of the back-contact can
become extremely challenging for confined nanoscale devices. This has mainly three
reasons: First, the presence of electrical junctions requires contacts to all the differ-
ently doped regions to prevent the current frompassing through these junctions as this
would otherwise introduce an additional bias-dependent series resistance. Second,
the cross-sectional area available for current flow toward the back-contact is reduced
significantly leading to a dramatic increase of Rbulk. Third, due to the reduced dimen-
sions a poor contact resistivity cannot be compensated for by an increased contact
area thus inevitably leading to a large RBC. In practice, the back-contact configura-
tion depends on the particular device structure under test. Often FIB milling is used
to establish a trench parallel to the cross-section plane. Subsequently, this trench is
filled with ametal bymeans of a FIB-assisted CVD process. This approach, however,
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becomes difficult in case of aggressively scaled devices where only a very limited
volume between device cross-section and a plane-parallel back-contact would be left.
Alternatively, the actual device contact plugs established during fabrication (e.g. S/D
and gate contacts) can be used directly to drain the current [30].

3.1.4.2 Tip Requirements

In SSRM one measures an electrical current flowing between the scanning probe and
a stationary sample back-contact upon applying a bias voltage. As such, the probe
itself is part of the electric circuit and the resistance of the probe contributes directly
to the overall measured resistance (3.4). For this reason, SSRM probes need to be
highly conductive in order to keep their impact as small as possible. Only if this
is assured, the measured total resistance is dominated by the spreading resistance
and hence the measurement output signal is sensitive toward variations in the local
net carrier concentration. Additionally, SSRM probes need to be particularly wear
resistant since the apex of an SSRM probe typically experiences giant mechanical
forces during the measurement. Accordingly, the very first SSRM measurements
were carried out using natural diamond tips implanted with boron ions in order to
make them electrically conductive [4]. Over the last two decades, however, much
effort has been put into the development of integrated probes dedicated for high
resolution SSRM measurements. Nowadays, pyramidal full diamond tips (FDT)
[31, 32] as well as coated diamond tips (CDT) [33] are most commonly used
(Fig. 3.8). The fabrication process and characteristics of these probes is discussed
in detail in a dedicated chapter within this book.

3.1.4.3 Environmental Aspects

Nowadays, SSRM measurements are typically carried out under controlled envi-
ronment (glove box with <1 ppm moisture and oxygen content) or high-vacuum

Fig. 3.8 SEM micrographs of a a full-diamond tip (FDT) developed and manufactured at imec
and b a coated diamond tip (CDT)
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conditions. This leads to three remarkable improvements as compared to SSRM
measurements performed in ambient environment: (1) improved measurement pre-
cision, (2) reduced threshold force required to trigger the formation of a β-Sn pocket
and (3) improved spatial resolution. The improved precision is directly linked to
an increased signal-to-noise ratio and can be explained by the absence/reduction of
contaminants and a water meniscus between sample and probe. Moreover, sample
oxidation during the measurement is significantly reduced leading to a more stable
and reproducible electrical contact. Concerning reduction of the required force, Tang
et al. have shown that in the presence of water the formation of a β-Sn pocket was
retarded which they explained by a change in the local stress distribution due to the
water meniscus between probe and sample [34]. Moreover, Tang et al. demonstrated
that in the presence of water the volume of the transformed Si is higher which can be
explained by the fact that during the loading, water molecules behave as tiny moving
surface indenters which penetrate into the sample surface and modify the stress field
in their neighborhood, thereby increasing the volume of transformed Si leading to a
reduced spatial resolution [25, 34].

3.1.5 Application to Planar Transistor Technologies

Due to its excellent characteristics in termsof sensitivity and spatial resolution, SSRM
has been used extensively to study doping technologies and active dopant distribu-
tions in planar transistor structures. Representative, the two-dimensional spreading
resistance map obtained on a planar p-MOSFET structure is shown in Fig. 3.9a. The
various regions (S/D, extension regions, halo implants) as well as the gate electrode
are clearly visible. Targeting better performance through the use of high mobility
channel materials has led to the integration and exploration of SiGe channels into
scaled p-MOSFET devices. As the entire structure becomes heterogeneous, under-
standing and predicting the finer details of dopant diffusion, deactivation, and defect
interaction becomes challenging and extensive use of SSRM has been made to un-
ravel some of them. For instance, in Fig. 3.9b, the 2D spreading resistance map is
shown for the case of an implant-free quantum well (IFQW) device using a boron
doped SiGe layer for S/D-extension formation. The SSRM results clearly indicate the
diffusion of boron from the raised SiGe S/D regions into the SiGe channel, thereby
facilitating the extension gate overlap (approx. 15nm). Moreover, SSRM also ev-
idenced that defects at the interface between the SiGe channel and the SiGe S/D
regions reduce the degree of dopant activation [35].

3.2 SSRM Applied to 3D Transistor Architectures

The remainder of the chapter is devoted to 3D device architectures and their char-
acterization. After motivating the need for confined and fully-depleted 3D channels
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Fig. 3.9 a Two-dimensional spreading resistance map obtained on a planar MOSFET structure.
The differently doped regions (S/D, extension regions, halo implants) as well as the gate electrode
are clearly visible. b SSRM and TEM analysis of an IFQW device. The inset exemplifies the
deactivation at the interface

such as fins and nanowires, we will discuss in detail the various challenges this im-
poses on SSRM as well as the developed solutions. The value of 2D and 3D SSRM
will be demonstrated based on relevant examples.

3.2.1 CMOS Scaling and the Advent of 3D Devices

The tremendous and remarkable performance improvements related to the CMOS
technology and integrated circuits was until the 130nm technology node mainly
driven by dimensional scaling and hence rather straightforward [36]. After that point,
however, more disruptive materials and process innovations such as strained silicon
[37] and high-κ metal gates [38] were required and had to be introduced in order
to further improve the transistor performance (i.e. drive current). Interestingly, gate
length scaling was nearly omitted beyond the 90nm node in order to keep short
channel effects and transistor off-currents under control.However, gate length scaling
became relevant again to allow for a continued reduction of the contacted gate pitch
(CGP) which is crucial for area density scaling. In order to limit short channel effects
and off-currents at scaled channel lengths, improved electrostatics of the channel
region controlled by the gate electrode are of the utmost importance. Depending on
the level of acceptable short channel effects, the minimum channel length should be
between 3λ and 7λ with λ being the characteristic length often used to describe the
potential distribution along the channel [39]. λ is given by [40]

λ =
√

εSi

εox
· tchannel · toxide (3.5)
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Fig. 3.10 Evolution of device architecture from planar transistors to confined 3D structures allow-
ing for a better electrostatic control of the channel region

with εSi and εox being the relative permittivity of Si and gate oxide, respectively. tox
corresponds to the thickness of the gate oxide and tchannel to the thickness of the con-
ducting channel. In case of a planar MOSFET, tchannel is determined by the junction
depth within the channel region and can only be reduced by means of ultra-shallow
junctions and increased channel doping. However, the latter causes a degradation
of the carrier mobility and is therefore often not desired. One of the alternatives
are transistors based on fully-depleted silicon-on-insulator (FDSOI) technology [41]
whereby tchannel is solely determined by the thickness of the SOI layer. However,
FDSOI-based devices have not emerged in high-performance logic applications due
to the relatively high cost of SOI substrates, challenges related to the SOI thickness
control across the entire wafer as well as increased self-heating effects promoted
by the thermally insulating buried oxide. On the other hand, 3D FinFET architec-
tures such as dual- [42] or tri-gate transistors [43] with the channel placed on top
of the substrate have demonstrated superior electrostatic behavior and as such could
successfully extend gate length scaling from the 22nm technology node onward.
With the gate electrode covering at least two sides of the fin, the channel thickness
is effectively reduced to wfin/2 with wfin representing the width of the fin. Hori-
zontal gate-all-around transistors represent a promising option to further improve
the electrostatic control by wrapping the gate electrode around the entire channel.
The performance and feasibility of such devices is subject of extensive research at
this point in time [44, 45]. Schematics of the planar, FinFET and gate-all-around
architectures are shown in Fig. 3.10.

3.2.2 Revisiting Dopant Metrology Requirements

The characterization of junctions for planar transistors has been dominated for a
very long time by two simple metrics: the sheet resistance Rs and the junction depth
x j . Both parameters have typically been extracted from blanket layers using (micro)
four point probe (Rs) and SIMS (x j ) measurements. However, due to the advent of
ever shallower junctions and shorter gate lengths as imposed by the Dennard Scaling
[36], 1D metrology approaches were no longer sufficient to adequately characterize
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the complex carrier distributions resulting from 2D interactions such as the inter-
play between extension and halo implants and lateral dopant diffusion. Given this
increased complexity for junction engineering, additional metrics such as the lateral
junction depth (i.e. overlap between S/D and gate) and the lateral profile steepness
became increasingly important and could only be extracted from real 2D carrier
distribution maps as measured using SSRM. Dopant metrology requirements for
3D devices such as FinFETs deviate from the standard approaches for planar de-
vices in the sense that the 3D geometry needs to be considered as well. One of the
most important parameters to be measured is the degree of dopant conformality. The
latter describes potential differences between the doping characteristics on the top
and the sidewall of the fins. In principle, dopant conformality can be assessed on
a cross-section prepared perpendicular to the fin by means of a 2D measurement
(Sect. 3.2.3.1). However, due to the lateral dopant diffusion (i.e. along the fin) in case
of a real device, the dopant distribution on such a 2D map strongly depends on the
precise location of the cross-section plane in the direction along the fin with respect
to the positions of S/D, spacer and gate. Hence, to obtain a complete picture of an
actual device, a full 3D analysis is required in order to determine for instance the
source/gate overlap on the sidewalls as well as the top of the fin.

3.2.3 Understanding Dopant Incorporation and Activation in
3D Structures

As mentioned in the previous paragraph, 2D measurements are still meaningful
and can be used e.g. to determine dopant conformality in long fin (test) structures
where variations along the fin due to the absence of lateral dopant diffusion can be
neglected. In the following two sub-sections we illustrate how this approach can aid
in understanding dopant incorporation in real 3D device architectures such as fins
(Sect. 3.2.3.1) and vertical nanowires (Sect. 3.2.3.2).

3.2.3.1 Dopant and Carrier Conformality in Fins

Dopant (i.e. chemical) conformality in fins can be assessed using 1.5D SIMS [46] or
atom probe tomography [47]. However, these techniques do not provide any insight
in carrier conformality. For this reason, Mody et al. did a combined study using
SIMS/APT and SSRM in order to investigate the degree of dopant and carrier con-
formality in Si fins doped by ion implantation (As and BF2) whereby they analyzed
in particular the influence of the implantation angle. 2D carrier concentration maps
obtained using SSRM on As doped Si fins implanted under 10◦ (left) and 45◦ (right)
tilt angle are shown in Fig. 3.11. For the 45◦ implant (right), the junction depth ap-
pears to be pretty conformal, i.e. the spatial extent of the doped region is similar on
the top and the sidewall of the fin. In contrast, however, the 10◦ tilt angle (left) leads
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Fig. 3.11 Quantitative 2D
carrier concentration maps
obtained on ion implanted
(As, 5keV) Si fins using 10◦
(left) and 45◦ (right) tilt
angle. The 1D profiles
corresponding to the dashed
lines in the left image are
shown in Fig. 3.12

Fig. 3.12 Comparison of a
vertical and horizontal 1D
carrier concentration profile
extracted from the As doped
fin implanted under 10◦ tilt
angle (Fig. 3.11)
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to a shallower junction depth on the fin sidewall (i.e. horizontal junction depth) as
compared to the top of the fin.

The latter observation is further exemplified by the 1D profiles (Fig. 3.12) ex-
tracted from the 2D carrier concentration map. From these sections the horizontal
and vertical junction depths can be extracted straightforwardly. Since the implanta-
tion was carried out in two-quad mode, i.e. half of the dose from the left respectively
right side, a higher carrier concentration on top of the fin as compared to the sidewalls
can be observed.

In the case of 40nm wide Boron doped Si fins, Mody et al. found a significant
difference between the chemical and electrical conformality independent of the im-
plantation angle. While essentially all dopants on the fin sidewall are electrically
active (i.e. equal dopant and carrier concentration), only ∼(30 …50)% of the incor-
porated Boron atoms (depending on the implantation angle) were found to be active
on the top of the fin [48] (Table3.1).
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Table 3.1 Comparison of chemical (i.e. dopant) and electrical (i.e. carrier) conformality as deter-
mined by SIMS/APT and SSRM on 40nmwide Boron doped Si fins (BF2, 5keV, 1e14 cm−2) using
10◦ and 45◦ tilt angle

Conformality 10◦ tilt
(Sidewall: Top) in %

Conformality 45◦ tilt
(Sidewall: Top) in %

SIMS (Chemical) 9 36

Atom probe (Chemical) 12 39

SSRM (Carriers) 29 78

This explains the higher degree (∼ 2 to 3x) of carrier conformality as compared
to the dopant conformality. Indeed, even for the 10◦ tilt Mody et al. found a carrier
conformality of 29% [48]. This is important information as the transistor performance
eventually depends on the carrier rather than the dopant conformality.

3.2.3.2 Dopant Incorporation and Deactivation in Nanowires

SSRM has also been used successfully to study the distribution of charge carriers
in true 3D structures such as nanowire-based transistors [24, 49, 50]. For example,
Schulze et al. studied in detail the incorporation of boron by means of a tilted ion
implantation as well as its role in an unexpected and size-dependent deactivation of
As dopants. The investigated devices were fabricated by a top-down process which
is summarized schematically in Fig. 3.13. The top junction of these transistors was
formed by ion implantation (Fig. 3.13e) in four quadrant (4Q) mode at 45◦ tilt (3e15
ions/cm2, 5 keV). The 4Q-mode is essential to dope the nanowires from all sides
evenly. A nitride spacer and a Si cap layer have been added to realize the top source
contact. The cap layer has then been doped using another ion implantation step (3e15
ions/cm2, 5 keV, 45◦) followed by a spike anneal at 1050 ◦C.

Fig. 3.13 Schematic process description of Si nanowire-based TFET with implanted top junction.
a Epitaxial growth of lowly As doped layer on highly As doped substrate. b Nanowire patterning.
c Bottom oxide to isolate drain from gate. d Deposition of high-κ metal gate stack. e Fabrication
of gate hardmask and subsequent etch-back of gate stack to reveal the top of the nanowire (source)
which is doped using a 4Q-45◦ ion implantation step followed by a spike anneal
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Fig. 3.14 aComparison of the two-dimensional carrier distribution obtained by SSRM and process
simulations on 400nmwide Si-based TFET structure with implanted tunnel junction. bVertical line
sections (center and 100nm off-center) visualizing the hole concentration relative to the position
of the gate electrode

The obtained carrier distribution map for a 400nm wide structure is shown in
Fig. 3.14a. The various differently doped regions as well as the conductive metal gate
wrapped around the structure can be clearly identified. For comparison, Schulze et
al. furthermore performed process simulations using Sentaurus Process [51]. For this
purpose the process parameters of the tilted ion implantation step and the subsequent
spike anneal were used as input to predict the 2D active dopant profile. The simulated
profile is shown next to the map obtained by SSRM in Fig. 3.14a. The simulation
and measurement results are in excellent quantitative agreement and reveal both the
formation of a dual-bump structure in the nanowire top section. Two vertical line
sections, one in the center and one 100nm off-center are shown in Fig. 3.14b. By
comparing the two sections one can observe a steeper gradient in the center of the
nanowire and a longer tail for the off-center profile which coincides with one of
the implantation pockets. The formation of these pockets is directly linked to the
tilted ion implantation step, which dopes the sidewall and the top of the nanowires
simultaneously. The deeper junction (i.e. implantation pocket) is induced mainly by
the sidewall doping, whereas the shallower junction depth (in between both pockets)
is formed by doping through the top surface of the structure only.

By looking at the bottom profile of the nanowires and taking the position of the
metal gates in Fig. 3.15 as a reference, it becomes apparent that the extent of the
electron density profile from the substrate into the nanowire depends strongly on the
nanowire diameter. As indicated by the arrows, a longer tail in the nanowire bottom
(drain) could be detected by SSRM for wider structures. This is illustrated more
quantitatively by means of vertical carrier concentration profiles shown in Fig. 3.16.

The electron concentration obtained on the substrate is ∼1e19 carriers/cm3 and
the substrate surface after etching the nanowires is located at x = 0. A pronounced
diffusion tail which extents further into the nanowire for larger nanowire diameter is
evident (Fig. 3.16). According to the process flow of the investigated devices [52],
this pronounced diffusion tail is due to the diffusion of As atoms from the substrate
into the epitaxially grown layer during a LOCOS process (associated with a thermal



90 A. Schulze et al.

Fig. 3.15 Quantitative two-dimensional carrier distribution maps for nanowire diameters of a
400nm, b 300nm and c 100nm. In case of the narrower devices, the electron density decays faster
in the direction from the substrate into the nanowire

Fig. 3.16 Vertical section
(cross-section average)
through the substrate and the
bottom part of the nanowires
extracted from the carrier
distribution maps in
Fig. 3.15. A steeper gradient
in the narrower devices is
apparent
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budget of 975 ◦C applied for 200min) used to define the active respectively non-
active areas on the wafer. However, this process step and its associated diffusion
occurred before the nanowires were etched. Hence, one would expect a diameter
independent gradient of the electron profile at the nanowire bottom. Assuming that
the carrier profile is not affected by the nanowire patterning, the experimentally
observed diameter dependence of the electron profile can then only be explained by
a dopant deactivation process which is more efficient in narrower structures causing
the steeper profile for nanowires with smaller diameter.

In order to verify this assumption, a SSRM measurement on a planar stack (∼
infinite nanowire diameter) grown under identical conditions and exposed to an
equivalent thermal budget was carried out. The electron density profile obtained on
that blanket sample was determined to be in agreement with the one measured on the
largest structure (400nm) [49]. This validates the assumption of a dopant deactivation
mechanisms taking place in the narrower devices after nanowire patterning. Indeed,
the deactivation of As atoms caused by ion implantation and subsequent annealing
in case of blanket samples and high As concentrations has been reported before [53,
54]. In the present case, the bombardment of the nanowires with B ions during the
implantation introduces Si self-interstitials and vacancies which diffuse during the
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subsequent annealing step toward the substrate. Here As-vacancy complexes can
form which lead to a deactivation of As and hence a lower carrier (i.e. electron)
density. The size dependence results from the increased proximity of surfaces for
smaller structures. The surfaces act as a sink for interstitials and as such they reduce
the vacancy-interstitial recombination probability which in turn leads to a promotion
of As-vacancy agglomeration and thus a more efficient dopant deactivation in the
case of narrower nanowires [49].

The observed size dependence is a clear indication of the presence of physical
phenomena which are operative in small, three-dimensional structures but cannot be
observed in simple blanket experiments. Only high resolution, quantitative measure-
ments as done here with SSRM can provide evidence for their existence and aid in
understanding size dependent device characteristics.

3.2.4 Tomographic Carrier Mapping

As already mentioned in Sect. 3.2.2, in order to fully characterize a 3D device like a
FinFET, one needs to determine the carrier concentration in three dimensions. How-
ever, since SSRM is inherently a 2D technique, solution(s) extending the approach
into the third dimension are required. In the following sections we will discuss two
methodologieswhereby the first one is based on using a dedicated test structurewhich
facilitates the generation of a series of device cross-sections, each one placed a little
further into the third dimension (Sect. 3.2.4.1). The second approach is based on the
successive removal of material by means of the scanning probe itself which literally
moves the cross-section plane through the device under test during the course of the
measurement (Sect. 3.2.4.2).

3.2.4.1 Design for Metrology

For the first approach one generates a single cross-section through several nearby
devices. If one arranges these nearby devices in a staggered fashion such that the
position of each device is shifted by a certain distance in the direction perpendicular
to the cross-section plane, one can easily create a series of cross-section planes
whereby each plane is placed a little further into the device relative to the previous
one. If one assumes now equivalent processing conditions and thus equivalent carrier
profiles for these nearby devices, it is valid to combine the 2D carrier concentration
maps obtained on the different devices into a 3D carrier distribution map by stacking
the various 2D maps on top of each other and interpolating between them. The
offset between two neighboring devices in the staggered array then determines the
resolution in the third dimension [55–57].

In case of a FinFET, this approach can be implemented by fabricating an array of
fins and then staggering the (dummy) gate such that it is shifted for each fin in the
longitudinal direction by a certain distance (Fig. 3.17a). In case of a self-aligned gate,
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(a) (b)

Fig. 3.17 a Schematic top-view illustrating the concept of a staggered gate. By establishing a
single cross-section through such an array one actually generates a series of device cross-sections
perpendicular to the fin, each located at a different position along the fin. b 2D Spreading resistance
maps acquired on cross-section planes situated at S/D, spacer and gate, respectively

the aforementioned offset in gate position then leads to an identical shift of the entire
dopant profile in the underlying fin. By cleaving through this array one produces a
series of cross-sections moving along the fin from S/D toward the channel (i.e. below
the gate).

Mody et al. used this methodology to study the 3D carrier distribution in n-type
FinFETs whereby they used a gate stagger of 3nm. 2D SSRM maps originating
from different positions along the fin, i.e. below the gate (channel region), spacer
and in the S/D region are shown in Fig. 3.17b. Analyzing the SSRM image below the
gate (in the channel region) one can clearly see the channel implant as well as the
shape of the conductive gate wrapped around the top of the fin. Below the spacer, the
extension profile and the halo pocket can be seen. Eventually the epitaxially grown
raised S/D diamonds can be observed [57].

By stacking these multiple 2D maps and interpolating between them, a detailed
3D carrier distribution map of a FinFET structure extending from S/D till the middle
of the gate can be obtained (Fig. 3.18a). From this tomogram e.g. a 2D slice along
the fin can be extracted (Fig. 3.18b). The latter nicely illustrates the details of the S/D
(extension) carrier profile along the fin from which the gate overlap can be estimated
[57].

3.2.4.2 Scalpel-SSRM

The methodology described in the previous section enables the acquisition of a
3D carrier distribution map by collecting and combining 2D profiles from nearby
(thus different) devices. The procedure requires a dedicated test structure based on
a (staggered) array of devices for which reason the method cannot be applied to a
single device (e.g. for the purpose of failure analysis). Moreover, material removal
during the acquisition of the individual 2D maps will affect the position of each
map in the third dimension, thereby hampering a precise reconstruction leading to
a (potentially) erroneous depth scale. To overcome these limitations, we developed
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Fig. 3.18 a Reconstructed tomogram visualizing the distribution of carriers in a FinFET test struc-
ture in 3D. b 2D map along the fin extracted from the tomogram shown in (a). The gate-overlap
can be extracted straightforwardly

a slice-and-view approach whereby the scanning probe itself is used to successively
remove material which literally moves the cross-section plane through the device of
interest during the course of the analysis. Individual maps originating from different
depth are then reconstructed into a tomogram [58].

In practice, we first use micro-cleaving and FIB lapping in order to fabricate a
starting cross-section plane as close as possible (typically less than 10nm) to the
structure of interest. The scalpel concept is then used to progress in the z-direction
toward the center of the device (Fig. 3.19). In this example we chose a cross-section
plane oriented along the fin (i.e. x-y-plane) which facilitates the analysis of the
lateral and vertical dopant profile under the gate as any potential error during the
reconstruction would only affect the z-scale [59].

Through continuous scanning one can remove a certain amount of material in a
controlled manner depending on the force applied to the probe. The step size along
the z-direction (i.e. the amount of material removed per scan) can be reduced down to
below 1nm [58, 60]. We applied this approach to study the carrier distribution in the
S/D and extension regions of Si channel FinFETs. More specifically, the difference
between devices with S/D regions doped by ion implantation (Device A) and in-
situ doping (Si:P, Device B) were analyzed [59]. The process flow of the devices is
depicted in Fig. 3.19b. 2D resistance maps extracted from the obtained tomograms
at the center of the fin/channel are shown in Fig. 3.20b, c together with a TEM image
(a).

By correlating the TEM and SSRM data, the various regions of the FinFET such
as S/D and extension regions, metal gate and contacts can be clearly identified. The
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(a)

(b)

Fig. 3.19 a Schematic of a FinFET device cross-sectioned parallel to the channel. Through succes-
sive scanningmaterial is being removedwhereby the cross-section plane ismoved in a plane-parallel
manner through the device in the z-direction. b Process flow for Device 1 and 2. The different S/D
doping strategies are highlighted

(a)
(b) (c)

Fig. 3.20 a Cross-sectional TEM image indicating the position of the gate and the S/D contacts.
2D spreading resistance maps for devices A and B are shown in (b) and (c), respectively. The S/D
extension regions are highlighted in (c)

source contact appears to be more resistive in both cases which is due to a parasitic
series resistance between the source contact and the actualmacroscopic back-contact.
For this reason we focused our study on the analysis of the profile on the drain side.
Resistance data were translated into carrier concentration values using the calibration
procedure discussed in Sect. 3.1.3. Vertical and lateral carrier concentration profiles
at the drain junction are shown in Figs. 3.21 and 3.22, respectively.

By comparing Device A and Device B, a higher active dopant concentration could
be found in case of the device with the in-situ doped S/D region (Device B, Fig. 3.21).
This higher carrier concentration results in a lower access resistance which in turn
can be associated with a larger on current Ion and a reduced Ron,lin determined during
the electrical testing of these devices [59].
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Fig. 3.21 Vertical carrier
concentration profiles for
devices A and B,
respectively. The profiles are
aligned w.r.t. the position of
the gate oxide at x = 0. A
higher active dopant
concentration in case of
device B is apparent.
Furthermore, a 8nm deeper
local interconnect LI1 could
be observed in case of device
B. The inset illustrates the
position from where the 1D
profile has been extracted
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Fig. 3.22 Lateral carrier
concentration profiles for
devices A and B,
respectively. A higher carrier
concentration and increased
lateral diffusion (6nm at
1e17 cm−3) can be observed
for device B. The inset
illustrates the position from
where the 1D profile has
been extracted
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Similarly, a higher carrier concentration for Device B becomes apparent from the
lateral profile (Fig. 3.22) as well. Moreover, a significantly increased lateral diffusion
from the S/D regions under the gate could be observed in case of Device B. This
inevitably leads tomore pronounced short-channel effects. Indeed, devices fabricated
using the in-situ doped Si:P S/D regions showed stronger Vt roll-off characteristics
(Fig. 3.23a) as well as increased overlap capacitance Cov (Fig. 3.23b).

3.2.5 Outsmarting Parasitic Resistances: Fast Fourier
Transform-SSRM

Excellent sensitivity over a wide range of carrier concentrations represents the key
characteristic of SSRM and the reason for its supremacy over other carrier profil-
ing methods. However, this quality is only ensured as long as the spreading resis-
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Fig. 3.23 a Vt,sat as a function of gate length for devices A and B respectively. A more pronounced
Vt roll-off can be found in case of device B. bOverlap capacitanceCov for devices A and B showing
an increased Cov for device B. Both performance observations can be explained by the difference
in lateral diffusion detected by SSRM (see Fig. 3.22)

tance dominates the sum of all series resistance components as discussed in detail in
Sect. 3.1.3. Fulfilling this requirement is challenging when applying SSRM to highly
doped samples where the increasing impact of the tip series resistance (Rtip) limits
the technique’s dynamic range.Moreover, in case of confined volumes the bulk resis-
tance (Rbulk) experienced by the current on its trajectory toward the current collecting
back-contact as well as the resistance linked to the back-contact itself (RBC) can in-
crease significantly. This leads to a situation in which the parasitic series resistances
(which are not related to the local sample resistivity) screen the spreading resistance
(RSp) which then becomes unidentifiable.

To overcome this deficiency and to allow for quantitative carrier mapping in the
presence of parasitic resistances, Schulze et al. conceived a methodology termed
FFT-SSRM which essentially decouples the actual spreading resistance (containing
the information about the local sample resistivity) from the parasitic series resistance
components [28, 61, 62]. This is achieved by modulating the force applied to the
scanning probe at angular frequency ω which leads to a modulation of the spatial
extent of the β − Sn pocket and hence of the electrical contact radius a and the
spreading resistance RSp. Since the parasitic resistance components are force inde-
pendent, information on the spreading resistance can be retrieved by extracting the
component related to the modulation frequency out of the measured resistance signal
(Fig. 3.24) [61].

The relation between the measured resistance and the force applied to the probe
is shown for p-type doped Si of different dopant concentration in Fig. 3.25.

The resistance drop for forces <0.5 µN is caused by the formation of the β-Sn
phase whereas the gradual resistance decrease for forces >0.5 µN is linked to the
increasing electrical contact radius resulting from the larger indentation depth. Since
the contact is more stable for forces >0.5 µN, an operating point in this regime is
recommended although a larger force amplitude is required to achieve a detectable
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Fig. 3.24 Operation principle of FFT-SSRM. The spreading resistance is decoupled from parasitic
series resistances by a sinusoidal modulation of the force applied to the cantilever, which causes a
modulation of the contact size and thus a modulation of the spreading resistance. Series resistance
components remain unaffected. Using FFT, the resistance amplitude at the modulation frequency
is extracted

Fig. 3.25 Resistance-force
curves obtained on p-type
silicon for different doping
levels. The modulation of the
measured resistance signal
due to a sinusoidal force
variation is indicated
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resistance modulation given the reduced slope of the resistance-force curve in this
regime. The expected resistance variations for a force modulation with F0 = 2 µN
and a force amplitude of A = 0.5 µN) is indicated in Fig. 3.25. In order to determine
the resistance amplitude in practice one needs to sample the resistance signal at high
speed while scanning the probe under force modulation across the sample of interest.
From the resistance signal the amplitude at themodulation frequency can be extracted
using FFT or a lock-in amplifier. A typical frequency spectrum obtained by FFT is
shown in Fig. 3.26a. The peak at f = 0Hz represents the DC component of the resis-
tance signal and corresponds to the resistance value one would measure at constant
force, i.e. in conventional SSRM. Due to the periodic force modulation, a distinct
resistance peak at the modulation frequency can be observed. Additional peaks at
frequencies equal to multiples of the modulation frequency represent higher har-
monics. Their existence can be explained by the non-linearity of the resistance-force
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(a) (b)

Fig. 3.26 a Typical frequency spectrum obtained by FFT from a measured resistance signal on a
highly doped Si layer. b Calibration curves generated from a modulated resistance signal measured
across a dopant staircase sample. The calibration curve for conventional SSRMhas been obtained by
extracting the constant component of the resistance (RDC at f = 0Hz), whereas the calibration curve
for FFT-SSRM has been generated by extracting the resistance amplitude (RAC) at the modulation
frequency

relation. It must be noted that the amplitude of the first harmonic alone represents a
good proxy for the amplitude of the overall resistance signal since the amplitudes of
the higher harmonics are significantly reduced [61, 63].

By extracting the resistance amplitude RAC at the modulation frequency (first
harmonic) for different doping levels using e.g. a dopant staircase sample, a FFT-
SSRM calibration curve can be established straightforwardly (Fig. 3.26b, right verti-
cal axis). For comparison, a calibration curve based on the DC resistance component
of the resistance signal ( f = 0Hz), corresponding to conventional SSRM, is shown
(Fig. 3.26b, left vertical axis). The monotonic behavior of the FFT-SSRM calibra-
tion curve proves the possibility of quantitative carrier profiling by evaluating the
resistance amplitude (RAC) rather than the DC resistance component (RDC) as done
in conventional SSRM.

The influence of a parasitic series resistance on the SSRM calibration curve is il-
lustrated in Fig. 3.27. The solid lines in this figure correspond to the calibration curve
of regular SSRM (i.e. RDC) whereas the dashed lines correspond to the FFT-SSRM
calibration curves (i.e. RAC). Looking at the regular calibration curves, a saturation
of the DC resistance at low sample resistivities becomes apparent. This can be ex-
plained by the fact that the resistivity dependent spreading resistance component
(RSp) is screened by the parasitic bulk series resistance which causes a loss of sensi-
tivity for highly doped samples and hence limits the dynamic range of the technique.
The onset and degree of saturation depend on the magnitude of the parasitic resis-
tance with a more pronounced saturation for the higher parasitic resistance. On the
other hand, the slopes of the FFT-SSRM calibration curves (RAC) do not show any
saturation at low sample resistivities, irrespectively of the parasitic resistance. This
validates that the FFT-SSRMmethod successfully isolates information related to the
spreading resistance and hence the local carrier concentration from undesired series
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Fig. 3.27 Calibration curves for conventional SSRM (RDC) and FFT-SSRM (RAC) with a parasitic
series resistance of 1 k	 and 100 k	, respectively. As expected, the parasitic resistance screens the
spreading resistance (RDC) for lowly resistive samples leading to a saturation of the DC calibration
curve (solid lines). The saturation and hence reduction of the dynamic range is more pronounced
for larger parasitic resistances. In contrast, the calibration curve based on the extracted resistance
amplitude (RAC) resulting from the periodic force modulation does not show any sign of saturation
at low sample resistivities (dashed lines). This verifies the capability of FFT-SSRM to eliminate
undesired parasitic resistances, thereby regaining excellent sensitivity over a wide range of carrier
concentrations

resistance components, thereby enabling excellent sensitivity over the entire carrier
concentration range of interest.

The value of FFT-SSRM is furthermore exemplified by the example shown in
Fig. 3.28 which illustrates the electrical characterization of in-situ doped Si:P S/D
diamonds grown epitaxially on bulk Si fins. Given the confined nature of the fins
and the S/D regions, the current experiences a significant resistance on its trajec-
tory toward the back-contact which is plane-parallel to the cross-section plane. This
parasitic series resistance screens the spreading resistance in case of highly-doped
regions for which reason the conventional SSRM resistance (RDC) saturates within
the S/D region at approximately 7 M	.

Due to the dominance of the parasitic resistance, the true spreading resistance and
its variation in the S/D region cannot be assessed. However, by applying the FFT-
SSRM concept and extracting the resistance amplitude (RAC) it is possible to retrieve
information about the local resistivity. Since the spreading resistance is effectively
decoupled from the parasitic resistances, even fine details such as a non-uniform
carrier density profile with an increasing conductivity toward the top of the S/D
diamond can be detected.

This application nicely illustrates that FFT-SSRM aids in extending the success
story of spreading resistance-based carrier profiling toward nanometer-scale true 3D
device structures such as fins and nanowires.



100 A. Schulze et al.

Fig. 3.28 Measurements on highly doped Si:P S/D diamonds grown on lowly doped Si fins. In case
of regular SSRM (RDC), a saturation of the resistance within the S/D region due to a parasitic series
resistance caused by the confined nature of the structure can be observed. Details of the S/D carrier
profile can therefore not be assessed. In the case of FFT-SSRM, however, the resistance amplitude
clearly shows a non-uniform conductivity within the S/D region with an increased conductivity at
the top of the S/D diamond. The insets show the two-dimensional distribution of RDC (SSRM) and
RAC (FFT-SSRM), respectively

3.2.6 Toward Holistic Transistor Metrology: Combining
TEM and SSRM

Although SSRM has experienced a number of significant improvements over the
recent years, metrology requirements associated with complex device architectures
often based on heterogeneous structures are steadily increasing, thereby challenging
the state-of-the-art inmaterials characterization and diagnostics. For instance, SSRM
is capable of analyzing the carrier profile in transistors in great detail, however, it does
not provide chemical/compositional or structural information. As such, the charac-
terization of carrier profiles at a semiconductor heterojunction (e.g. between Ge and
SiGe) becomes difficult since the accurate position of the actual heterojunction (i.e.
interface between the different materials) cannot be obtained. Moreover, using only
SSRM one cannot attribute a measured variation in sample resistivity to a certain
physical characteristic in the sample (e.g. crystalline defects, strain, dopants etc.).
The correlation of SSRM with (S)TEM-based techniques on the other hand could
aid in bridging this metrology gap, especially if SSRM and TEM analysis could be
performed on the same device. Thereby SSRM and/or other AFM-based techniques
would be applied to obtain high-resolution electrical profileswhereas (S)TEMrelated
techniques would be used to obtain structural and chemical information [64].

The successful combination of SSRMandTEMcharacterization performed on the
same device is discussed in the following paragraph. This result has been achieved by
developing a dedicated sample preparation procedure that enables the nm-resolved
3D electrical and chemical analysis of Si- and Ge-based structures [65]. The main
challenge is thereby imposed by the need for an analysis flow that meets the require-
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Fig. 3.29 a A standard Cu-grid TEM holder is modified by FIB to create a small slit of approx.
2µm) in the central part of the middle pin. At this position the lamella is placed and anchored
as shown in (b). AFM techniques can now be used on the area of interest with (c) showing the
topography of the specimen. d and e show high-resolution TEM and SSRM images obtained on a
series of nearby fin structures

ments of both techniques, namely (1) electron transparency (i.e. thin sample with a
thickness well below 100nm) for TEM, and (2) mechanical stability to withstand the
forces acting on the specimen during contact-mode electrical AFM measurements
such as SSRM. Figure3.29a shows a possible solution based on a customized TEM-
sample holder. Using focused ion beam (FIB), standard holders can be modified
inserting a small slit in the central pin (inset Fig. 3.29a). The sample can be prepared
using the standard process for TEM lamella extraction and thinning. Once released
from the substrate, the lamella can be positioned in the central pin of the custom
TEM holder in correspondence of the slit, and finally anchored e.g. by Pt welds
(Fig. 3.29b). This approach ensures a certain degree of mechanical stability as well
as electron transparency and as such facilitates subsequent AFM/SSRM (Fig. 3.29c,
e) and TEM (Fig. 3.29d) analysis.

As an example, we report the in-depth analysis of the source/drain regions of
strainedGermaniumFinFETs (Fig. 3.30a). The strained channel is obtained by grow-
ing Ge on top of a Si0.3Ge0.7 strain relaxed buffer (SRB) whereby boron-doped
Si0.25Ge0.75 is used for the raised S/D regions. The specimen prepared for the analy-
sis contains a series of nearby devices as can be seen from Fig. 3.29d, e. Structural,
chemical and electrical information are now accessible for any devicewithin the anal-
ysis area. Figure3.30f–i show magnified views of one single fin probed by means of
TEM, SSRM and EDX.

As described in the previous section, the use of FFT-SSRM is essential to obtain
quantitative carriers profiles in such devices. From our analysis we could observe a
resistive interfacial layer between strained Ge and boron doped SiGe S/D diamonds
(Fig. 3.30c). This layer can be attributed to an insufficient pre-epitaxial clean treat-
ment applied to the fin surface prior to the S/D epitaxial growth. Using STEM the
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Fig. 3.30 a Boron doped SiGe S/D diamonds grown on strained Ge channels are used as test
vehicles. b–e Site-specific structural, chemical and electrical information of the same device can be
obtained by SSRM and (S)TEM. In this case, the chemical sensitivity of EDX (e) is combined with
the carrier profile capability of SSRM (c). A correlation of structural and electrical data is shown
in (d) whereby a thin interfacial layer of reduced conductivity between S/D and strained Ge could
be revealed

thin interfacial oxide can be resolved accurately and its thickness be determined to
approximately 2–3 nm. The correlation between STEM and resistance profile ex-
tracted from a SSRM map is shown in Fig. 3.30d. This highly resistive interfacial
layer degrades the overall resistance in the raised S/D area, thereby leading to an
increased access resistance and hence reduced drive current. Although the presence
of oxygen could not be verified (i.e. below the detection limit), a reduction of the
Ge intensity at the location of the interfacial layer became apparent from the EDX
analysis shown in Fig. 3.30e.

In summary, we presented a promising path toward combined structural, chemi-
cal and electrical characterization of a single device by means of subsequent TEM
and SSRM analysis on the same device. Given the ever increasing complexity of
emerging devices, such a correlative approach appears indispensable as a single
characterization technique is typically no longer sufficient to provide the required
insights into novel materials and processes.

3.3 Summary

Thanks to the unrivaled combination of excellent spatial resolution and sensitivity,
SSRM constitutes the method of choice for profiling the distribution of charge car-
riers in semiconductor devices, thereby providing invaluable information on dopant
incorporation, diffusion and (de)activation mechanisms. Like any materials charac-
terization technique, SSRM is continuously being challenged by the ever increasing
complexity of emerging devices. However, breakthrough developments enabling a
3D profiling capability, the FFT-SSRM concept as well as the continued efforts lead-
ing to advanced probes successfully aided in moving the frontiers forward. SSRM is
used to study various semiconductor materials and device structures and applications
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cover junction engineering, characterization of heterojunctions, failure analysis and
TCAD calibration.
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Chapter 4
Scanning Capacitance Microscopy
for Two-Dimensional Carrier Profiling
of Semiconductor Devices

Jay Mody and Jochonia Nxumalo

Abstract As the semiconductor technology matures from research to development
and eventually entering manufacturing, there is a consistent focus on reducing de-
fects and yield detractors. This results in engineers utilizing the Failure Mode and
Effects Analysis (FMEA) duplicate of integrated circuits. In failure analysis (FA)
of integrated circuits, Scanning Capacitance Microscopy (SCM) has been used to
identify failuremechanisms, such as regions of incorrect doping and electrical shorts,
thereby indicating the appropriate corrective actions required to remedy the device.
Because sample preparation and data interpretation are relatively straightforward, FA
applications of SCM can be performed with quick turnaround and with few ambigu-
ities that can arise in quantitative applications. In this chapter, we will focus on SCM
applications, highlighting work performed at the state-of-the-art chip manufacturing
facility of GLOBALFOUNDRIES.

4.1 Working Principle of Scanning Capacitance
Microscopy

Scanning capacitancemicroscope (SCM) is a variation of scanning probemicroscope
(SPM) that extracts the two-dimensional profile in semiconductor devices by mea-
suring the local capacitance with a tip [1–9] Fig. 4.1a. When a metallic tip is placed
on a semiconductor surface with an oxide layer in between, as shown in Fig. 4.1a, a
metal-oxide-semiconductor (MOS) capacitor is formed as shown in Fig. 4.1b.

In SCM, the tip is usually grounded and a bias voltage (V ) is applied to the
sample instead of a gate electrode as in semiconductor devices. The depletion region
formed under the tip (see Fig. 4.1a) and the associated depletion capacitance (Cdep)
is detected by measuring the capacitance (C) between the tip and the sample and
the voltage dependence of the capacitance (C-V characteristics) is mapped in the
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Fig. 4.2 C-V curves of one-dimensional MOS structure in SCM scheme

scanning area. As a practical matter, SCM measures a capacitance variation (�C)
caused by a voltage modulation (�V ) and we obtain dC/dV , because C is too small
to be measured.

SCM signal is reviewed hereafter using a one-dimensional MOS structure model
(Fig. 4.2) for simplicity. For an n-type semiconductor, a negative sample bias volt-
age causes majority carrier (electron) accumulation and then the MOS capacitance
becomes equal to that of a capacitor formed by the oxide layer as a dielectric layer
(Cox ). When a positive bias voltage is applied to the sample, a depletion region is
induced just under the oxide layer and the effective MOS capacitance is decreased
due to the series connection of Cox and the capacitance of the depletion layer (Cdep).
C decreases monotonically with positive V because of the increase of the thickness
of the depletion layer. If V exceeds the threshold voltage Vth , the inversion occurs
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under the oxide and after that, the C converges to a specific value of inversion capac-
itance (Cs) because a higher bias voltage just accumulates the minority carrier (hole)
in the inversion layer with a constant thickness (xdm) of the depletion layer. (Here it
is assumed that the carriers in the inversion layer follow only the bias voltage, not the
UHF voltage for the capacitance measurement. However, in reality, the carriers in the
inversion layer sometimes do not follow the AC bias voltage to form deep depletion
or it follows the UHF voltage due to minority carrier generation by photoexcitation
or minority carrier injection from p layer close to the measuring position. Higher
dopant concentration raises Vth and lowers xdm (i.e., increases Cs), resulting a lower
dC/dV signal through a gentler slope in the C-V curve. In the case of p-type semi-
conductor, the majority carriers (holes) depletes at a negative sample bias, giving a
dC/dV signal with the opposite polarity. Based on the principle mentioned above,
we can distinguish the carrier type by the polarity of the dC/dV signal and evaluate
the dopant concentration from the amplitude of the signal. In the real case, a dC/dV
signal has a peak at a specific dopant concentration and drops with decreasing dopant
concentration lower than the peak value because of a shift in the flat band voltage
and/or a non-negligible spreading resistance in series with the capacitance in mea-
surement. Thus, sufficient care needs to be taken while interpreting an SCM image
for the non-unique dopant concentration related to the dC/dV signal obtained.

The instrumentation of SCM is a contact mode AFM combined with an elec-
tronic system that detects the dC/dV signal (Fig. 4.3). An RCA (Radio Corporation
of America) sensor for a video disc pickup is used for capacitance detection. The
sensor consists of a UHF (c.a. 1GHz) oscillator, a resonator, and a detector. The
capacitance between the sample and the tip is used as a part of the resonator. The
capacitance variation conducts a resonance frequency shift of the resonator to change
the amplitude of the UHF coming into the detector from the oscillator through the
resonator. The dC/dV signal is obtained by lock-in detection of the detector output
with an AC bias voltage (20–150kHz) to the sample.

Capacitance
Sensor

Lockin 
Amplifier

Metallized 
Cantilever

DC Bias VDC

AC Bias VAC

C (VAC+VDC)

dC/dV (VDC )

sample

Contact Mode AFM

Capacitance 
Sensor

Fig. 4.3 Schematic illustration of SCM
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4.2 Applications of Scanning Capacitance Microscopy

Failure analysis is a key component in the development and manufacturing of new
semiconductor technologies. During the initial stages of process development and in-
tegration, feedback from FA studies is paramount to identifying root causes of device
failures and providing the subsequent process, integration or design changes that are
necessary to eliminate the observed failure mechanism and, during manufacturing
failure analysis is utilized to eliminate the yield detractors. Failure analysis uses a
wide array of analytical tools to isolate and then characterize the failure site phys-
ically, electrically, and chemically. Scanning capacitance microscopy has attracted
increasing attention as a failure analysis tool because of its ability to provide 2D free
carrier profiles in a semiconductor device, yielding information that, in many cases,
cannot be obtained with other analysis techniques.

4.2.1 Effect of Hot Carrier Stress on Device Junctions

Device reliability is a key issue for semiconductor manufacturing and development.
One of the main detractors for reliability is attributed to the hot carrier effect. During
the hot carrier stress forNFET, a constant voltage is applied to the drain and the gate of
a device, which causes device drive current, I, to degrade over time. The mechanism
of hot carrier degradation has been widely discussed over the past few decades [10–
12]. Multiple publications have attributed the degradation to hot electron injection
into the gate oxide creating trapping states at the Si/SiO2 interface, as depicted in
Fig. 4.4.

In addition to this charge trapping mechanism, an alternative model of hydrogen
passivation of dopant during hot carrier stress has been proposed for bipolar device
[13], but has been overlooked by the reliability community over the years for MOS
FET devices [10–12, 14, 15]. Wang et al. [16] discuss the direct observation of the
junction profile and active carrier concentration for hot carrier stressed devices which
are consistent with this alternative mechanism.

Fig. 4.4 Dark field STEM (Scanning Transmission Electron Microscopy) image of a device with
hot carrier stressed testing. Arrow indicates the electron flowing from source to drain and injecting
into the gate oxide, with grounded source (Vs of 0V)
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Electron holography is carried out on a dual lens holography system on a FEI
Titan microscope. The holography fringe spacing is set to 1.6nm, and microscope
operating voltage is 200kV. Samples are prepared by focused ion beam (FIB)method
to about 400nm thick. A full characterization of FIB prepared samples for junction
profile measurement can be found in the article by Cooper et al. [17]. The junc-
tion profile is obtained by tilting the sample off of the [1 1 0] zone axis along the
[1 1̄ 0] axis by about 3◦–4◦, and along the [0 0 1] to less than 1◦ tominimize the projec-
tion and optimize the spatial resolution along the channel. The principle of electron
holography is to use two coherent electron beams to form an interference hologram
with one beam passing through vacuum as reference and other passing through the
sample. Through data processing, amplitude and phase maps are derived from the
hologram using the Holoworks plugin package running within Gatan’s Digital Mi-
crograph software. Under conditions of uniform sample thickness and low elastic
scattering contrast, the recorded phase map is directly proportional to the electric
potential map. The recorded maps in this study have a spatial resolution of about
≈ 5nm (3x fringe spacing). For SCM samples, devices are delayered down to the
CA (contact to active region) level. The CA contacts are connected to the ground.
The sample is cross sectioned by polishing from one side.

In this study, three kinds of device were mapped by holography and SCM: they
are listed in Table4.1.

Device J1 (Junction 1) is an NFET silicon-on-insulator (SOI) device with gate
length of 300nm andwithAs implanted in the extension region. The extension region
is defined as the region in Si under the nitride spacer near the gate, shown in Fig. 4.5.
Device J2 (Junction 2) is a device with 280nm gate length in which a low dose of P is
additionally implanted into the extension region to broaden the junction and reduce
the electric field there. Note, the difference in gate length between J1 and J2 does
not influence the junction width under the extension region of the device. Device
J3 (Junction 3) is device J2 that has undergone the hot carrier reliability stress test
whereby the device was stressed by applying 3.1V on the drain, 1.5V on the gate and
grounding the source. The key device parameters such as saturation current, Id(sat),
and threshold voltage, Vt , were monitored periodically for the duration of the test.
After 10,000s stress, the device showed 7.3% degradation in the drive current.

Figure4.6a–c are phase maps measured by dual lens electron holography for J1,
J2, and J3, respectively. J1 and J2 in Fig. 4.6a, b show a symmetrical device: source
(right) and drain (left) side exhibit similar junctions. Equipotential lines for J1 are

Table 4.1 Sample list for the process and stress condition

Extension implant Stress condition and result

Device J1 As No stress

Device J2 As/P No stress

Device J3 As/P 3.1 V(drain), 1.5V (gate),
104 s, −7.3% (�I/I )



112 J. Mody and J. Nxumalo

Fig. 4.5 a J1 with As
implant in the extension; b
J2 (As/P implant) without
stress; and c J3 (As/P
implant) after hot carrier
stress testing, energetic
electron (blue line) injects
into drain side gate oxide,
breaking Si-H bond in the
gate oxide, generating free
hydrogen to form an H-P (or
H-Si-P) bond, and
passivating P dopant in the
extension region on the drain
side

Fig. 4.6 Junction profile by
dual lens electron
holography: phase map for
device J1, J2, and J3. The
drain is on the left side and
the source is on the right side
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closely spaced on both source and drain sides, indicating abrupt junctions; while
those for J2 are further apart indicating broader junctions. By contrast, J3 in Fig. 4.6c
shows an asymmetric device, with close packed equipotential lines on drain side and
less dense equipotential lines on the source side.

The intensity line profiles taken across the channel region of the electric potential
maps from the three devices are shown in Fig. 4.7. The trajectory of the line profile
is depicted as a dashed line in Fig. 4.4. The width of the junction on the source
and drain side, Ws and Wd , respectively, are measured from the separation of the
inflection points of these line profiles and the values are listed in Table4.2. The
junction widths of the source and drain for J1 are the same within experimental
error. This is also true for J2. The junction widths for J2 are larger than those of
J1 by approximately 46 ± 5nm (average value). For the stressed device, J3, there
is a junction width difference between source and drain of about 38 ± 5nm with
drain side being narrower. Furthermore, the reduced drain side junction width of J3
(161nm) is closer to that of J1 (152nm) than J2 (197nm).

Figure4.8a–c are the SCM active carrier maps for J1, J2, and J3, respectively.
In these images, the dark region in Si indicates n-type carrier; while the bright re-
gion indicates p-type carrier. The line profiles near the top of channel region for
these three devices are shown in Fig. 4.9 whereby a positive dC/dV value indi-
cates p-type carrier while a negative one indicates n-type carrier. As expected, for all

Fig. 4.7 Line profile of
phase obtained from Fig. 4.6
in the middle of Si (indicated
in Fig. 4.4 as the dashed line)
for the three devices listed in
Table4.1

Table 4.2 Source and drain junction width for the three devices, with the measurement error of
±5nm

Wd (nm) Ws (nm)

Device J1 153 150

Device J2 200 195

Device J3 161 199
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Fig. 4.8 SCM carrier
density maps a, b, and c
corresponding to three
devices listed in Table4.1:
J1, J2, and J3, respectively.
Left is the drain side, and
right is the source side

devices, the n carrier concentration gets lower on approaching p-n junction from
source and drain sides reflecting the effect of low dose extension doping. When ap-
proaching both junctions from the channel region for the device J1, with As dopant
only, there is a positive increase in dC/dV indicating a hole (majority carrier) de-
pletion on p-type Si in that region (indicated by the arrows). For device J2, with As/P
co-implant, there is no increase in dC/dV near either junction approaching from
the channel region, indicating no hole depletion on the p side of the junction. For
stressed device J3, although having the same implant as J2, the drain side exhibits a
hole depletion (indicated by the arrow) similar to the carrier depletion of the device
J1, while the source side exhibits no hole depletion similar to J2.

We also performed TCAD (Technology Computer Aided Design) simulation
shown in Fig. 4.10. Figure4.10a depicts the case of J1, with As extension implant
only, which shows abrupt junctions (narrow junction width) on both sides, while
Fig. 4.10b depicts the case of J2, with As/P co-implant condition, which shows broad
junctions on both sides. Figure4.10c shows simulation of a hypothetical device pro-
posed for the stressed device J3, where the source (right) side has As/P co-implant
same as J2 and the drain (left) side has As only implant without P, same as J1. This
model of asymmetric implant resembles the observed junction profile of J3.

The extension of n-type region under the gate (as indicated by the arrows in
Fig. 4.10 is known as overlap capacitance (COV ), and it is one of the parameters
which determines the turn on voltage and drive current. The smaller the COV is,
the less the drive current for the device. In this case, the COV shown in Fig. 4.10c
is smaller on the left side comparing with the one on the right side of the device.
The simulated trends in COV changes correlate well with the measured ones by
holography (Fig. 4.6).

The direct observations of stressed device junction profiles present us an alterna-
tive mechanism to explain the device degradation due to hot carrier stress. Whilst
previous studies have generally attributed the degradation to gate oxide damage near
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Fig. 4.9 SCM line profile a,
b, and c near the top of
channel region for three
devices listed in Table4.1:
J1, J2, and J3, respectively.
Left is the drain side, and
right is the source side.
Arrows indicate regions of
hole depletion on p side

the drain side by the impact of the hot electrons, this study shows that the stress leads
to an abrupt junction on the drain side of J3 which reduces COV and causes drive
current degradation as electrically measured.

The observation for J1 and J2, experimental or simulation, is as expected, which is
also depicted in Fig. 4.5a, b, respectively. The profiles of J1 and J2 can be understood
as follows: the As implant alone for J1 would result in abrupt junctions due to the
low diffusive nature of As; while, the addition of P for J2 broadens the junction due
to high diffusivity of P in Si and causes the junction fronts to move towards the
channel region as illustrated in Fig. 4.5. However, J3 exhibits an asymmetric device,
both by holography and SCM. The source side of the stressed device looks like the
unstressed As/P co-implanted device, whereas the drain side more closely resembles
the unstressed device without P co-implant. It indicates that the junction of J3 on the
source side is intact and not affected by the hot carrier stress test, while the junction
on the drain side is changed to the one similar as that of J1, where P dopant is absent
in the extension region. Thus, this leads us to attribute the observed change in the
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Fig. 4.10 Active dopant
concentration simulation: a
As only implant in extension;
b As/P co-implant; and c As
only implant on the left and
As/P co-implant on the right

junction profile and carrier concentration at the drain side of J3 to the loss of active
P in the extension region, as illustrated in Fig. 4.5c.

The loss of P dopant activity maybe due to displacement or out-diffusion of P
from the Si lattice into an interstitial position or through passivation of P. Since the
stress test was carried out at 85 ◦C, it is unlikely that P would be mobile during the
stress testing. Accordingly, P probably remains in the Si lattice but is passivated on
the drain side during the stress.

We further elaborate that P maybe passivated due to release of H resulting from
electron impact of the dielectric in the gate oxide near the drain side, as illustrated
in Fig. 4.5c. This hypothesis is in line with a theoretical model of hot carrier stress
published by Hu et al. [11]. According to Hu et al., the hot electrons inject into
gate oxide near the drain site, breaking Si-H bonds at the SiO2/Si interface, creating
trapped states and causing a change of the drive current. In this section, to explain our
experimental data,we propose that the released hydrogen is free to capture an electron
from P to form anH-P bond (or H-Si-P) thereby passivating P and causing the change
of the drive current. Such a hydrogen passivation mechanism has been previously
documented for blanket Si wafer [18–22]. It was suggested that free hydrogen can
form B-H or H-Si-P (or P-H) bonds, thereby passivating dopant in Si. One recent
experiment [19] shows that exposing P doped Si wafer to hydrogen plasma reduces
phosphorus dopant activity in various dopant concentration. A hydrogen passivating
model has also been proposed for hot carrier stress degradation in bipolar transistors
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[13, 14] and as well as in the degradation of Si based photo-emitters for solar cell
application [23–26].

One may argue that charge trapping may also influence the electric potential on
the drain side. However, since the charge from such trapping would form a line
defect in the gate oxide along the edge of the gate, the electric potential generated
by this trapping charge would fall off quickly as 1/r , which is not observed in these
measurements. Therefore, such a mechanism cannot be used to explain the observed
change of the junction profile on the drain side of the stressed device in this case.

Both scanning capacitance microscopy and electron holography show an asym-
metrical junction profile for the hot carrier stressed device. Comparing this result
with the ones for the unstressed devices with/without phosphorus extension implant
and with simulation, we interpret that phosphorus in the extension region near the
drain side of a hot carrier stressed device is likely to be inactive, which in turn leads
to an abrupt junction and reduces the overlap capacitance near the drain side, which
causes a low drive current. We further propose that the loss of active phosphorus
dopant is due to hydrogen passivation, the hydrogen being released after energetic
electrons are injected into the gate oxide during the hot carrier stress.

4.2.2 Root Cause Analysis for Pin Leakage

Pin leakage continues to be on the list of top yield detractors for microelectronics
devices. As device geometry keeps shrinking, leakage issue is becomingmore promi-
nent. From the electrical point of view, pin leakage is simply manifested as elevated
current with one pin or several pins during pin continuity test. For pin leakage is-
sue, liquid crystal analysis (LCA) [27], photoemission analysis (PEM) [28] and laser
stimulating techniques such as Optical Beam Induced Resistance Change (OBIRCH)
or Thermally Induced Voltage Alteration [29–31], are effective techniques for glob-
ally localizing its fault. However, in terms of physical defects, it is not so simple. Pin
leakage can be caused (1) by any type of defects, such as bridging type defects, open
type defects in poly gate interconnect stack, dielectric issue and transistor junction
issue etc., (2) any layers in the device, like front end of line, middle of line and back
end of line, (3) any process step, such as deposition, lithography, etch, chemical
mechanical polish and implantation etc. Thus, root cause analysis and identification
for pin leakage are still very challenging with today’s advanced failure analysis tools
and techniques.

To understand the electrical signature of the failure, Song et al. [32] perform
I-V curve tracing for a failing input pin and two output pin, comparing to several
reference pins. The I-V curves, as shown in Fig. 4.11 for input pins and Fig. 4.12
for output pins, manifested that both failing input and output pins had nearly ohmic
type leakage. As the input pin was routed to gate of input buffer and output pin was
routed to drain of output buffer, but both input and output pins had Electrostatic
Discharge (ESD) protection diode before their buffers, it suggested that a short type
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Fig. 4.11 I-V curves of a
failing input pin
(Sel_skip_in) with
reference input pins
(d1_clk and
sel_latch)

Fig. 4.12 I-V curves of two
failing output pins (SO2 and
SO5) with reference output
pins (SO0, SO1, SO3 and
SO4)

defect might present in the ESD protection diode for the failing I/O pins. Thus, the
sample was further analyzed using OBIRCH.

OBIRCH analysis was performed on leaky input and output pins biased at a
constant voltage of 0.1V. For comparison, OBIRCH analysis was also performed on
good input and output pins under the same bias condition. As expected, OBIRCH
analysis showed abnormal hotspots in the ESD protection diode area for both failing
input and output pins. Figure4.13 shows the OBIRCH images.

The ESD protection diode includes many groups of diodes, connected in parallel.
Each small rectangular shape in the OBIRCH image corresponds to a smallest group
of diodes, which are connected in parallel too. Figure4.14 is the layout view of the
smallest group of diodes. It was interesting to notice that each failing input or output
pin had multiple hotspots. Each hotspot was in oval shape and associated with a
smallest group of diodes. Based on the OBIRCH response, as well as the ohmic
leakage signature, the first hypothesis was a possible local bridging defect within the
smallest group of diodes. Thus, the sample was subjected to physical failure analysis.

Since the sample had two similar OBIRCH spots, located at different pins. The
following physical failure analysis strategy was adopted in order to allow inspection
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Fig. 4.13 OBIRCH image of a failing input pin and a failing output pin

Fig. 4.14 The layout view
of a smallest group of diodes
in an ESD protection diode

to cover any possibilities of bridging defect within same layer or vertically between
two adjacent layers. First, FIB cross-section was performed in perpendicular direc-
tion to the hotspots of the failing input pin: Sel_Skip_In. No abnormality was
observed. Then top-down SEM inspection was performed layer by layer until con-
tact level near OBIRCH area of the failing output pin: SO2. Again, no defect was
discovered. Since the sample was still at contact level, it was worth trying electrical
nano-probing to verify whether the defect was removed or still below contact. Elec-
trical nano-probing was performed with Atomic Force Prober (AFP). Before AFP
probing, it is necessary to understand the structure of the ESD protection diode. At
contact level, all groups of diodes are separated from each other and each of the
smallest group of diodes is divided into 4 diodes (see Fig. 4.14).

Figure4.15 shows the cross-sectional view of a single diode based on the layout
view in Fig. 4.14. AFP probing was performed on 3 diodes from 3 groups of diodes
with hotspots, labeled as F1, F2 and F3 and also 3 diodes from 3 groups of diodes
without hotspots, labelled as R1, R2 and R3. Figure4.16 shows the AFP two-probe
electrical probing results of the 3 diodes of F1, F2 and F3 and 3 diodes of R1, R2
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Fig. 4.15 Cross-sectional view of a single diode

Fig. 4.16 a Semi-log scale I-V plots of 3 diodes with OBIRCH hotspot and 3 diodes without
OBIRCH hotspot, which are labelled in (b)

and R3. The I-V plots with semi-log scale clearly shows that all 3 diodes of F1, F2
and F3 have elevated leakage >20µA at 0.1V, while the 3 reference diodes of R1,
R2 and R3 measured≈10 pA at 0.1V. Although the diode characteristics might have
been altered due to the 20keV SEM inspection, the data clearly indicates that the
defect causing the pin leakage is below contact level, and most likely implantation
issue.

To verify the hypothesis of implantation issue, the sample was submitted for SCM
analysis. For the first sample, SCManalysis was performed on a cross-sectional plane
of diode structure. When the sample was mechanically polished to the right cross-
sectional plane, which covered bad diodes as well as good diodes, chemical etch was
performed to remove the tungsten (W) in gates and contacts in order to minimize the
topography as well as avoid probe damage from imaging over W. Then, a very thin
oxide was deposited on the cross-sectional plane. Figure4.17 shows the SEM image
of the cross-sectional plane analyzed by SCM.
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Fig. 4.17 The SEM image
of the cross-sectional plane
analyzed by SCM

Fig. 4.18 SCM image with
corresponding signal
amplitudes for a good area

P+ N+N P+ N+NN
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Figure4.18 is the SCM image with corresponding SCM signal for a good area.
SCM measured the amplitude of �C/�V and the phase of �C/�V , which is de-
pendent on the doping concentration and types. The amplitude of �C/�V is higher
for lower carrier concentration and lower for higher concentration. In the current
measurement, the SCM is setup such that the phase of�C/�V is positive for p-type
doping and negative for n-type doping. Figure4.18 clearly shows that p+, n+ and n-
well under gate appears different contrast and different signal phases and amplitudes.
p+ region shows positive low amplitude, n+ region shows negative low amplitude
and n-well region shows negative high amplitude.

Figure4.19 is the SCM image with corresponding signal amplitudes for the bad
diode area. It shows that all signal are negative, indicating no p-type dopant at the
supposed p+ area. Since p+ implantation was missing, refer to Fig. 4.15, the structure
became n-well → n+, an equivalent resistor. This finding was consistent with the
electrical signature of ohmic type leakage.

Cross-sectional SCM analysis had showed p-type dopant missing in p+ area,
which explained the electrical signature of the leakage. To further understand the
dimensions of the affected area and the lateral geometry where the p+ implantation
was blocked, planar SCM analysis was performed on another sample after OBIRCH
analysis identifying the bad diode area. For this sample, the SCM analysis was done

Fig. 4.19 SCM image with
corresponding signal
amplitudes for a bad area

N+N P+ N+NN N
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from backside. For accessing to the backside surface of the active, the sample was
prepared with the following procedures. First, the sample was parallel lapped to M1
level and attached to a piece of blank Si. Then, an opening window was created at
the ESD protection diode area of the leaky pin with stop on BOX and subsequently,
the backside surface of the SOI was exposed using diluted HF (DHF) etching away
the BOX.

Figure4.20 shows the cross-sectional view of the as-prepared sample and the
diagram of the planar AFM and SCM analyses. First, normal AFM was performed
to analyze the topography of the backside surface after DHF etch. The topographic
image shown in Fig. 4.21 manifested that the p+ doped area was wide and brighter
for the good diode area, while narrow and darker for the bad diode area, or totally
missing for the worst case matching the OBIRCH hotspot size very well. Figure4.22
shows the height profile of line scan crossing the good diode area and the bad diode
area. It indicated that the wide and bright area had wide and tall height profile peak.
From the layout, it was understood that the long wide and bright lines between the
adjacent smallest groups of diodes are STI area, where the nitride layer was exposed
after BOX was removed. Because nitride was not etched by DHF, it appeared as the
tallest peaks in the height profile for good and bad diode area. For the good diode
area, the p+ doping region also appeared as high peaks, see the blue line in the height
profile, while the corresponding “supposed to be p+” region in the bad diode area
appear short peaks or totally missing, see the red line and the peaks pointed by red
arrow in the height profile. First, in the good diode area, p+ regions were implanted
deep enough to reach theBOX.When the bottom side of SOIwas exposed toHF, the p
doped siliconwas etched slower than surroundingN doped silicon. As a result, the p+
doped region remains a topographically higher than the surrounding n-type region.
Differential etching of doped silicon in DHF was published in a study of the etching
mechanism of silicon in HF [33, 34]. The authors concluded that etching of heavily
doped silicon is driven by the availability of free electrons at the silicon surface,
and therefore n-type silicon is etched faster than p-type silicon in DHF. Secondly, as
shown in Fig. 4.19, P doping in the bad diode area are shallow ormissing. This means
that initially only n-type SOI is exposed to DHF in the bad diode area. Consequently,
since both areas (good and bad diode) are etched simultaneously, partially blocked

Fig. 4.20 The
cross-sectional view of the
sample and the diagram of
the plan-view AFM and
SCM analyses
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Fig. 4.21 AFM topographic
image aligned with the
OBIRCH hot spot analysis
image

andmissing p+ implant regionswill be topographically lower than p+ regions in good
diode areas. Therefore, the line profiles in Fig. 4.22 indicate that the shorter peaks
and no peak areas manifest the partially blocked and shallow p-dopant or missing
p-dopant regions.

Carrier profile analysis was also performed on the diodes in the OBIRCH hotspot
area using SCM analysis. Figure4.23 shows an SCM image and the corresponding
line scan carrier profiles. Profile 1, shows the carrier profile along a line scanning
through 5 good groups of diodes. It is seen that each group has 2 positive peaks
(≈10mV) and 3 negative peaks (≈25mV), indicating 2 regions of p+ doping and
3 regions of n+ doping, respectively. This is consistent with the layout shown in
Fig. 4.14. Profile 2 shows the carrier profile through the bad diode area. The 4 positive
tall peaks (≈80 mV) in the profile 2 are associated with the 4 bright lines in the SCM
image, and indicate p-type doping with lower concentration at the group of diodes
with small OBIRCH hotspot. In the group of diodes with a big OBIRCH hotspot,
there is no positive peak in the carrier profile 2 in position located between 8 and 11
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Fig. 4.22 AFM topographic
image with corresponding
scan line height profiles

on the X-axis. The absence of a positive peak at this location indicates a missing p+
dopant. This location corresponds to missing topographic peak in Fig. 4.22 (worst
diode leakage).

4.2.2.1 Discussions and Conclusions

SCM analysis has shown that the pin leakage was due to blocked p+ implantation.
But, what caused it? The OBIRCH hotspot showed that each hotspot was in oval
shape and matched the rectangle area of a smallest group of diodes. The SCM image
in Fig. 4.23 also showed that either the two bright lines at the center position between
the red lines within a group of diodes are uniform and narrower than normal or both
lines are totally missing.

It indicated that the p-type doping missing or with low concentration was always
confined within a group of diodes and within the same group, two p-type doping
missing or low doping was even. Thus, it was believed not to be random particle
blocking implantation issue. The cause was likely an under-etch issue. Consider
3 situations of hard mask opening for p+ implantation as shown in Fig. 4.24 A:
fully opening, B: partially opening and C: fully blocked, during the subsequent p+
implantation, the fully opening areawill form normal p+ implantation, which reaches
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Fig. 4.23 SCM analysis
image with corresponding
line scan carrier profiles

BOX; the fully blocked area will not have any implantation at all; while the partially
opening area will have narrow and shallow p+ implantation, as shown in Fig. 4.25.
Since the etch was symmetrically within the spacing between two dummy poly, the
partially open area due to under-etchwas always at the center between the twodummy
poly. It resulted in the p-type doping with low concentration at the center, which was
confirmed by the planar SCM image in Fig. 4.23. After p+ implantation was done,
the physical evidence of p+ implantation hard mask under-etch was removed during
hard mask removal. That was why top-down SEM inspection did not discover any
abnormality. When the BOX was etched away by DHF during planar AFM sample
preparation, due to differential etch dependent on dopant type and concentration [33,
34], the 3 situations of p+ doped regions were delineated at different height and
width, with normal p+ doped region being higher and wider, as shown in Fig. 4.26.
It was consistent with the observation in AFM topographic image (Fig. 4.22) and
further confirmed with SCM analysis (Fig. 4.23).

Thus, in conclusion, a case study, demonstrating how to combine multiple tech-
niques to identify underetch issue during p+ implantation hardmask opening for ESD
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Fig. 4.24 The cross-section view of 3 situations of p+ implantation hard mask opening

Fig. 4.25 The cross-section view of 3 situations of p+ implantation responding to the 3 situations
of P+ implantation hard mark opening shown in Fig. 4.23

Fig. 4.26 The cross-section view of the 3 situations of p+ implantation after DHF etching away
BOX

protection diode, responsible for the pin leakage issue of a device manufactured by
advanced technology node.

4.2.3 Junction Profiling of Ge Photodetector Structures
Using Scanning Capacitance Microscopy and Electron
Holography

4.2.3.1 Background

Advanced high speed communication as well as increased data transfer rates and
bandwidth devices are rapidly incorporating sophisticated optical components in
the fabrication of silicon based integrated circuit, commonly called silicon photon-
ics. Regular CMOS manufacturing and materials suitable for optical transmission
waveguides and photon sensors are combined. A monolithic IC that integrates op-
tical modulators and germanium photodetectors has been demonstrated on a 90nm
CMOS technology node [35, 36]. Recently, major microelectronic manufactures and
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research institutions have stepped up development efforts to optimize various aspects
of silicon photonics to enable the integration of optical waveguides and efficient
photodetectors into the challenging geometry of advanced technology nodes. Major
challenges include material compatibility, co-design and co-simulation of photonic
and electronic circuits [37].

A critical component of silicon photonics is the use of p-i-n diode photodetec-
tors to convert optical energy into electrical signals. The material of choice for p-i-n
diodes in this application is germanium because of its lower bandgap (0.67eV) com-
pared to silicon (1.1eV). Figure4.27a, b show illustrations of a photodiode and the
energy band structure of a p-i-n photodiode, respectively. The p-i-n diode consists
of a wide intrinsic layer (“i”) between highly doped p and n regions. Under reverse
bias conditions, the diode depletion width (Wd ) extends throughout the intrinsic “i”
region. A photon incident on the intrinsic layer is absorbed and creates an electron-
hole pair that are excited and transferred to the conduction and valence bands. Under
the electric field in the depletion region then drifts towards doped regions creating
electric current. The advantage of a wide intrinsic width is large light absorption
region and reduced junction capacitance. Photodetectors are optimized for high pho-
ton conversion efficiency and bandwidth, without affecting performance of regular
CMOS devices. Diode photo conversion efficiency is characterized by its respon-
sivity (R) that relates the output electrical current to the input optical power by the
expression:

Fig. 4.27 P-i-N diode a
doping and b reverse biased
diode energy band diagram
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Responsivity : R ∝ Ip/P (4.1)

where, Ip is the circuit photocurrent and P is incident optical power. The operation
speed is characterized by the bandwidth and defined by:

Bandwidth : BW ∝ 1/RLCJ (4.2)

where, RL is the load resistance, and CJ is the diode junction capacitance.
In this section, Nxumalo et al. [38] describe a study of active dopant and junction

profiles of germanium photodiode detectors used in a monolithic silicon photonics
IC based on 90nm SOI CMOS technology. Electrical measurements have revealed
low responsivity of Ge diodes. To understand the root cause, we have used scanning
capacitance microscopy (SCM) (Sect. 4.1) to map 2D carrier profiles and p/n junc-
tions of Ge photodiode cross-section.We alsomeasured the internal electric potential
across the intrinsic region using electron holography [39, 40]. The combined results
show that while internal electric potential suggest consistent “intrinsic” layer width
between a good and poor responsivity diodes, carrier map reveal misalignment of p/n
junction with respect to the waveguide between the input and output ends of a 15µm
long structure. Furthermore, p/n map reveal folded junction geometry, significantly
different from design expectation. The junction geometry has increased junction area
which may be responsible for low diode bandwidth. Evidence of boron segregation
along the edges of the “intrinsic” Ge layer while phosphorus dominates the central
portion is also revealed. To adequately characterize the intrinsic region of a p-i-n
junction it is essential to combine SCM that to image majority carrier profiles in
doped regions, with electron holography that is capable of imaging electric potential
profiles within a depletion region of a p-i-n junction diode.

4.2.3.2 Germanium Photo Diode Process

Germanium photodiode analyzed in this paper were fabricated on SOI platform
using a selective epitaxial growth and high temperature melt and regrowth (RMG)
process [36]. Figure4.28 shows an illustration of the RMG process flow. Following
the formation of the front-end of the device CMOS process a window is open through
silicon waveguide passivation; polycrystalline Ge is deposited; temperature raised to
liquefy Ge layer; rapid cooling and selective epitaxial growth of Ge using waveguide
Si as a seed; and finally sequential implantation of phosphorus and boron to form
the p-i-n diode (Fig. 4.29).

The optical waveguide is aligned with the intrinsic layer and extends from the
input end of the Ge photodetector to the window side where epitaxial growth begins.
The designed p-i-n diode doping is illustrated by the cross-section shown in the
insert.
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Fig. 4.28 Rapid melt
regrowth (RMG)
photodetector fabrication
process flow

Fig. 4.29 Layout of Ge
photodetector with insert
illustrating designed doping
at the x3/x4 cross-section

4.2.3.3 Photodiode Analysis and Conclusion

Optimization of Ge photodetectors involved performance characterization through
electrical testing to measure the diode bandwidth and responsivity. Electrical re-
sults were followed by physical analyses including crystal defect imaging by TEM,
silicon diffusion into germanium diode during RMG process by EDX, and active
dopant distribution in the active p-i-n regions of the Ge photodiode using SCM and
holography.

Low responsivity measurements on a product wafer initiated characterization
of junction profiles in the Ge photodiode. High and low responsivity diodes were
analyzed by SCM and holography to determine the root cause for low responsivity.
Figure4.30 shows aTEMcross-section of aGe diode taken throughX4 section shown
in Fig. 4.29. TheTEMmicrograph shows a contrast in theGe layer between the region
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Fig. 4.30 TEM
cross-section of a Ge
photodiode

Fig. 4.31 SCM image of a
Ge diode X3 cross-section
showing a 2D carrier map
and b lateral 1D carrier
profile

under the right side contacts and left side. The contact regions were implanted with
phosphorus on the right and boron on the left. No implantation was performed in the
middle intrinsic region. Crystal defects are observed on the phosphorus implanted
right side, and none on the boron implanted left side.

Figure4.31a shows the active dopant profile of a Ge diode taken at section X3
shown in Fig. 4.29. Line profiles taken laterally along the central portion of Ge layer
and through the waveguide are shown in Fig. 4.31b. It shows p-type on the left side
of the diode and n-type in the “intrinsic” and right end of the Ge layer as well as
the waveguide. The p/n junction is positioned near the left edge of the waveguide.
The signal is lower (n−) in the “intrinsic” compared to the phosphorus implanted
(n+) right side. After imaging the X3 plane, the sample was polished further to the
X4 plane and imaged again. High magnification images of the intrinsic region at
X3 and X4 are presented in Fig. 4.32a, b, respectively. More details of the “folded”
junction geometry are highlighted with dashed lines. Lateral overlap of p-type on
along the edges of Ge layer whilst n-type remains within the central portion. Junction
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Fig. 4.32 SCM
cross-section of the intrinsic)
region of a low responsivity
diode taken at a X3 and b
X4 planes of Fig. 4.29

Fig. 4.33 Line carrier
profiles showing p/n junction
displacement between X3
and X4 planes in Ge
photodetector

“folding” is limited to the region above the waveguide. The X4 plane shows more
severe junction “folding” with the n-type clearly narrower compared to the X3 plane.
Furthermore, the p/n junction position is centered over the waveguide in X4 whereas
it is displaced to the left edge at the X3 plane. Line profiles through the two planes
at the center of Ge in each of Fig. 4.32 are presented in Fig. 4.33.

The line profiles in Fig. 4.33 show that the p/n junction position is displaced by
approximately 215nm between X3 and X4 planes. Junction displacement is most
likely the result of differential diffusion of phosphorus at the window side of the
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photodetector compared to the input side. In the RMG process, Ge recrystallization
starts at the window where using silicon waveguide as a seed. Consequently, inter-
mixing of Si withGe occurs at this end of the diode and the Simole fraction decreases
towards the input side. Intermixing was confirmed by EDX mapping where the re-
sults showed a high silicon at the window and reduced below EDX detection limit
at about 7um from the window. Furthermore, a longitudinal carrier profile analysis
showed that the profile changes significantly at approximately the same location and
the lowest detected silicon location.

Figure4.34 shows electric potential maps acquired from two Ge diodes, one with
poor responsivity and the other with good responsivity, using dual lens electron
holography. Figure4.34a, c are 2D map and 1D profiles, respectively, acquired from
a diode with good responsivity, whereas Fig. 4.34b, c are the correspondingmeasure-
ments from a diode with poor responsivity. The line profiles show a negative electric
potential for p-type and positive potential for n-type. The central portion with ap-
proximately zero electric potential indicates that the fermi level is near the mid-gap
of Ge energy band and therefore active dopant concentration is very low. The results
show that the width of the low doped (labeled “intrinsic” here) regions for both good
and bad are approximately the same (200nm). The width is significantly lower that
design dimensions (≈1µm).

Figure4.35 is a comparison of electric potential with carrier profiles in the “in-
trinsic” region. The carrier line profiles are aligned with the corresponding elec-
tric potential profile, and the position of the waveguide is indicated. For the good

Fig. 4.34 Electron holography showing electric potential profiles from (a and c) a good and (b and
d) bad responsivity diodes
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Fig. 4.35 Comparison of electric potential and carrier profiles in good versus poor responsivity
diodes

responsivity diode, the intrinsic region indicated by electric potential corresponds to
low p-type carrier concentration and the step on the right corresponds to electrical
p/n junction, whilst the step on the left represents transition from low to high p-type
carrier concentration. For the poor responsivity photodetector diode the intrinsic re-
gion corresponds to low n-type carrier concentration. In this case the left step in
the electric potential profile corresponds to an electrical junction whilst the right
step corresponds to change in concentration. Both SCM carrier profiles and elec-
tric potential results show that the designed “intrinsic” region has low active dopant
concentration.

Thus, in conclusion scanning capacitance microscopy results demonstrate that a
low responsivity Ge photodetectors manufactured with the RMGprocess has “folded
p/n junction profile”. This geometry increases the diode capacitance which reduces
diode BW. The position of the electrical junction is misaligned with the optical
waveguide at the silicon rich compared to the input end. A misaligned junction
may reduce the quantum efficiency, and hence the diode responsivity. Both electron
holography and SCM results show low carrier concentration in the intrinsic region
of the p-i-n photodiode. Electron holography results show that the apparent width of
the intrinsic layer is the same for good and poor responsivity diodes and SCM reveal
more details of the junction geometry.
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4.2.4 Innovative Use of FA Techniques to Resolve Junction
Scaling Issues at Advanced Technology Nodes

4.2.4.1 Introduction

With new technology nodes (<14nm), scaling introduces many new technical chal-
lenges, especially in junctions.Among these are the lateral straggle of counter-doping
of adjacent n and p regions. Counter-doping of neighboring p/n regions by lateral
straggle plays a more important role in device electrical performance as the size goes
smaller. In finFET technology, the lateral straggle of dopants from Shallow Trench
Isolation into the subfin region may play a role in SRAM leakage.

A typical process improvement methodology involves identifying an electrical
problem, changing the process across multiple splits, and then choosing the option
which best improves the electrical property. There are a number of possible limi-
tations to this approach: (1) Too often there is a working assumption of complete
process uniformity, without taking into consideration the possibility of local varia-
tions. Evidence that such an assumption has been relied upon is the making a random
cuts of features, even if one does center/edge, etc. (2) Some process problems may
not be completely visible by XTEM or XSEM sections. The implant distribution is
one such example. (3) Process modeling by such means as TCAD not have adequate
confirmation. (4) One may also presume to know the mechanism (thinness of layer
changes electrical property in such a way) without having in-situ proof of the actual
effect on the electrical property being studied. In this section, we demonstrate an
integrated physical analysis that solves these problems. (5) Device engineering may
rely on high currents to warn of a device problemwhen it is plausible that some cases
may be due to physical defects (gate to tungsten stud shorts, etc.).

Johnson et al. [41] present a novel device engineering approach that combines
three analysis methods to examine leakage in SRAM-like test structures at advanced
technology nodes. This system exploits the physics of laser-based failure analy-
sis, combined with carrier profile measurements by SCM, and TCAD simulation
for verification of process conditions responsible for leakage. This system accounts
for process non-uniformity, finds nonvisual implant differences, thoroughly proves
which variations actually cause electrical problems, and eliminates spurious find-
ings. They also provide two unique findings where different types of local implant
distribution problems were shown to cause either reverse bias leakage or early diode
turn-on at low voltage forward bias.

Scaling test structures, built like an SRAM up through tungsten stud, but wired
to allow one to test specific components (Vdd , etc.) in parallel, were examined in
process development. The I-V curves of various diode leakage analyses, depicted in
Fig. 4.36, show three distinct camps in the current-voltage relationship. There were
(1) massive ohmic shorts, (2) samples with considerable reverse bias leakage, and (3)
samples with early diode turn on. A thorough approach was undertaken to examine
all three camps. In contrast, a good diode would show a relatively flat curve in reverse
bias.
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Fig. 4.36 Current-voltage
relationships for a wide
variety of chips examined in
this study. Positive voltages
here are forward bias

4.2.4.2 Massive Ohmic Short

A failure analysis regimen ofOBIRCH scans, followed by passive voltage contrast on
a sample delayered to tungsten stud, was able to identify gate to tungsten stud defects.
There were two responses to this finding: (1) A lithography dose change fixed this
problem of oversized gates. (2) A test structure design improvement (elimination of
long gates) was undertaken to prevent this specific current path from being detected
in the diode leakage test. Elimination of these samples enabled better concentration
on the other two camps.

4.2.4.3 Diode Leakage

OBIRCH scans analyses in reverse bias voltage conditions were undertaken. The
resolution of the image was sufficiently high to allow counting to specific rows in
the test structure. Note, that there are large regions of the macro with apparently no
leakage sites at all (compare the top and bottomareas of the scan as shown inFig. 4.37.
A consequence of this non-uniformity in leakage is that arbitrary center/edge cuts of
the test structure would likely have completely missed the problem.

A cross-section was then made of this chip, carefully marking the rows of the
structure with and without leakage sites (OBIRCH spots). These areas were then
examined with SCM. Figure4.38 shows typical results from a SCM analysis from a
non-leaky area of the chip. In this image, dark brown regions are n-well (NW) and
yellow is p-well (PW). One can see some variability to the strength of the wells, but
hardly a definitive cause for action.
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Fig. 4.37 Optical Beam
Induced Resistance Change
scan of failing macro when
stressed under reverse bias
conditions

Fig. 4.38 Junction profiles
in SRAM showing normal
FIN doping occurring in
pairs of alternating N and P
types, captured from region
with low OBIRCH activity

In contrast, Fig. 4.39 shows a SCM analysis of the area with very high OBIRCH
activity. One can see that there is a continuous path (blue arrow) of PW in the PFET
region from top to bottom. There should have been NW (brownmaterial) underneath
the p-fins. Thus there would locally be a source for p+ to PW leakage in this region.

This integrated approach provided not only pinpointed examples of where the
leakage had occurred but also direct proof that the variability was associated with
leakage. As a result, TCAD simulations were carried out with new process and the
process correction was implemented and diode leakage corrected. Figure4.40 shows
a schematic with (a) old process showing diode leakage and (b) improved process
that corrects leakage. The p/n junction profile in the old process correlates with SCM
results.

Using this insight, new lots were run comparing the new and old processes. The
red and blue curves below compare the leakage as a function of junction & well
proximity for the two processes. A remarkable improvement is seen in leakage, as
shown in Fig. 4.41.
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Fig. 4.39 Junction profile in
SRAM shows Well CD
variations and a Fin (blue
arrows) counter-doped to
p-type rather than intended
n-type, captured from high
OBIRCH activity site

Fig. 4.40 Schematic
illustrating process changes
required to mitigate Diode
Leakage

Fig. 4.41 Junction leakage
as a function of junction and
well proximity for the new
and old process
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4.2.4.4 Early Diode Turn-On in Forward Bias

A third, more subtle problem was also observed in the original data set, that of
early leakage in diode turn-on. In the previous case of reverse bias leakage, we were
relatively free to choose any voltage, since the current was so low. Here, we were
interested in determining the leakage before diode turn-on. Typical OBIRCH scans
are shown in Fig. 4.42. One can see that for −0.2, 0.0, and +0.2V, both the pattern of
hotspots and the measured current are nearly identical. There are both current and
hotspots at zero volts. Also note that the sign on the current is the same at ±0.2V.
This is due to the thermal promotion of carriers, or intrinsic conduction. The heating
of a junction will result in a slight reverse bias current to do the thermal promotion
of carrier. There may also be a very slight yield of creation of electron-hole pairs,
which are then swept along the electric field of the junction, being detected by the
OBIRCH system. This is an unuseful signal if we were need to find leakage in these
voltage regimes.

If, however, we take the voltage slightly higher, black spots start to appear against
the background of white OBIRCH signals, as shown in Fig. 4.43. On the left side, at
0.2V of forward bias, there are white spots, which we have previously determined to
be the reverse biased leakage from thermal promotion of carriers. The laser caused
this. When we slowly ramp up in higher forward bias, here 0.5V, we finally find a
regime where a few black spots start to appear. This is due to the detection of current,
and these spots constitute an “early” forward bias. These spots are the places to look
for our forward bias leakage problem.

These forward-bias early spots were examined in SCM.On the left in the Fig. 4.44
below is a control or good area of fins. Again, n-type is brown and PW is yellow.
On the right is a scan of the spot associated with forward bias leakage. One can see
there are locally fins with deeper junctions than their neighbors, as seen in Fig.4.44.
This is believed to be the cause of the early turn-on. It is believed that this problem
was also fixed by the process improvement suggested by TCAD modeling.

Fig. 4.42 OBIRCH scans of the diode macro at several voltages around 0V
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Fig. 4.43 Comparison of OBIRCH patterns for the junctions in 0.2V versus 0.5V, showing some
“early” forward biased spots (black on right image)

Fig. 4.44 SCM analyses comparing region from bulk of sample versus area shown to have higher
forward bias current

Thus, in conclusion we have shown a novel process for the successful identifica-
tion of implant distribution problems, associated with not only reverse bias leakage
but also early diode turn on. The problems were isolated by an OBIRCH technique
that needed to be aware of the physics of photon/device interactions, a technique that
provides proof that mere anomalies were real contributors to an electrical problem.
The extreme regionalization in the leakage profile provided by OBIRCH demon-
strated the likely futility of a yield management system that relies on random, or
even center/edge cuts. The leakage spots were thoroughly characterized for junction
imaging using high-resolution SCM. A single fin with counter-doping which would
provide direct p+ to PW leakage was identified. These data were then fed into a
sophisticated TCAD model that not only duplicated the current profile but was able
to run multiple process simulations until one likely to give substantial improvement
in electrical performance was found. The improvement was verified on hardware.
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4.3 Summary

With the capability of delineating junction and differentiating dopant types SCM as
a technique has proved itself as an indispensable method for profiling carrier dis-
tribution of semiconductor devices to understand the root cause of fails. Used in
conjunction with TCAD, SCM has been utilized to tweak process parameters for
optimum device performances. In this chapter, SCM has been successfully demon-
strated on planar silicon devices, silicon photonic devices and FinFETs.

Acknowledgements The authors acknowledge K. Barton, T. Su and C. Molella for their skillful
sample preparation, Justin Clements and Danielle Clements for proof-reading and Globalfoundries
for providing the support with this chapter.
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Chapter 5
Oxidation and Thermal Scanning Probe
Lithography for High-Resolution
Nanopatterning and Nanodevices

Yu Kyoung Ryu and Armin Wolfgang Knoll

Abstract The strength of scanning probe lithography (SPL) lies in the operation
at ambient conditions, sub-10 nm resolution capabilities, the in situ non-destructive
inspection of the fabricated structures, the nanometric accuracy in positioning, the
versatility in modifying any kind of materials, and the freedom in the patterning
geometries. On the other hand, the tip size and lifetime-related issues hinder the
achievable throughput, and a precise niche of application has yet to be determined
for its implementation in technological applications. The complementarity of the
high-resolution and precise positioning patterning by SPL and the high through-
put and low-resolution patterning by other well-established lithographies (optical,
electron beam, nanoimprint) can be achieved by the development of mix-and-match
lithography strategies.

5.1 Introduction

Shortly after the invention of the scanning tunneling microscope (STM) by Gerd
Binnig and Heinrich Rohrer in 1981, beyond the possibility of atomic resolution
imaging, it was a straightforward matter to use a sharp probe to manipulate or change
the composition of materials at the atomic and nano scales. Among early examples
in this direction, we may mention the reversible pinning and unpinning of individual
organic molecules on a graphite surface [1], the positioning of individual Xe atoms
on a crystalline Ni surface [2], and the first local oxidation experiment on a hydrogen-
passivated Si (111) surface [3].

The same path was followed with atomic force microscope (AFM), developed by
Gerd Binnig, Calvin Quate, and Christoph Gerber in 1986. In fact, more or less at
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the same time‚ Majumdar et al. [4] were the first to point out an advantage of AFM
over STM, namely, that it could control the force between the tip and the sample,
holding it constant during lithography to avoid them entering into contact. Another
point was the possibility of decoupling the imaging and patterning modes using an
AFM. Day and Allee [5] were the first to report local oxidation on silicon. Excluding
scientific problems whose specifications absolutely require the use of an STM, the
atomic force microscope has become the tool of choice to perform scanning probe
lithography due to its ability to operate with insulating samples and under ambient
conditions. For this reason, only lithography performed with AFMwill be described
in this chapter.

Scanning probe lithography encompasses all the processes where a sharp tip mod-
ifies a small area of a material surface by means of electrical, thermal, mechanical,
or chemical interactions. Some processes involve a combination of several of such
interactions. The interaction chosen to modify a given surface will depend on both
the properties of the material and the targeted application. In Levy’s group, a ‘write
and erase nanowires’ process with a conductingAFM tip has been developed [6]. The
probe enters into contact with LaAlO3/SrTiO3 heterostructures. When it is biased
positively (negatively) with respect to the surface, it creates a metallic (insulating)
state. The process is reversible and has been used to fabricate several nanoelectronic
devices [7–9]. In another recent study, a heated AFM tip reversibly modifies the
magnetization on ferromagnetic/antiferromagnetic layers under the application of a
magnetic field, without changing the material either chemically or structurally [10].
In a final example, since the insulator-to-metal phase transition of samarium sul-
phide (SmS), a heavy fermion compound material, is dependent on the pressure, an
AFM tip has been used to fabricate arrays of periodic gratings by applying controlled
force/pressure to create colour gradients by local strain modulation [11].

The present chapter will focus on two of the existing modalities: oxidation and
thermal scanning probe lithography. Oxidation SPL relies on confined electrochem-
ical reactions for direct local modifications at the nanoscale. Its patterning abilities
extend to a wide range of materials including polymers, self-assembled monolayers,
semiconductors, and metals. Up to now, this has been the modality of choice to fab-
ricate high-resolution nanoelectronic devices such as quantum dots, quantum rings,
single electron transistors, and nano-channel field effect transistors (FETs). On the
other hand, among the scanning probe lithography modalities, thermal SPL has the
most mature technological development, including a commercial tool (Nanofrazor,
SwissLitho AG), and is the closest to CMOS processing integration. It is also this
modality that presents the fastest nanopattern prototyping and has allowed a mix-
and-match processing strategy with laser writing. The development of this hybrid
lithography approach could further generalize the SPL technique for the fabrication
of nanodevices. Some recent reviews of these modalities explain the details of the
technique and will allow the reader to keep track of the latest results [12–15].
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5.2 Oxidation Scanning Probe Lithography: Direct
Chemical Modification at the Nanoscale

5.2.1 Mechanism and Growth Kinetics. Oxidation
Parameters and Operation Modes

5.2.1.1 Reactions in an Electrochemical Nanocell. Role of the Water
Meniscus and the Electric Field

Oxidation scanning probe lithography refers to the anodic oxidation process occur-
ring at the surface of the material inside and in the direct vicinity of a water meniscus
when the AFM tip is biased negatively (or the sample positively, depending on the
instrumental setup). The tip, the sample, and the water meniscus form the analogue
of an electrochemical cell at the nanoscale (Fig. 5.1).

In the case of silicon, the half (anodic) reaction occurring on the surface is
expressed by

Si + 2h+ + 2(OH−) → SiO2 + 2H+ + 2e− (5.1)

and the half (cathodic) reaction occurring at the tip by

2H+(aq) + 2e− → H2 (5.2)

The anodic reaction of two other relevant semiconductor compounds oxidized by
SPL, viz., GaAs [16] and MoS2 [17], are, respectively,

2GaAs + 12h+ + 10OH− → Ga2O3 + As2O3 + 4H2O + 2H+ (5.3)

Fig. 5.1 Schematic view of
the electrochemical process
taking place between the
AFM tip and the sample
surface in oxidation-SPL
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2MoS2 + 9O2 + 4H2O → 2MoO3 + 4H2SO4 (5.4)

In the case of the anodic oxidation of a metal, specifically niobium, the corre-
sponding reaction is [18]

2Nb + 5H2O → Nb2O5 + 10H+ + 10e− (5.5)

Generalizing to any elemental metallic surface, the anodic oxidation process can
be expressed by

M + nH2O → MOn + 2nH+ + 2ne− (5.6)

Despite the chemical reactions described in (5.1–5.6), whose products are oxides
with a specific stoichiometry, the exact composition of the resulting oxides are not
always straightforward to determine. In addition, during the o-SPL process, sev-
eral oxides can be formed simultaneously, depending on the characteristics of the
sample or the patterning conditions. Therefore, different spectroscopic analyses have
been performed: photoemission spectroscopy on n-type Si [19]; X-ray photoelectron
emissionmicroscopy on SiCx [20], MoS2 thin flakes [21], and graphene [22]; Raman
spectroscopy on graphene [23] and MoS2 [24]; and Auger electron spectroscopy on
GaAs [25] and Nb [26]. Among these studies, it is worth noting a study of photoe-
mission spectroscopy on epitaxial GaAs/AlAs/GaAs layers after performing o-SPL,
where the formation of Al oxides together with the Ga oxides on the top GaAs layer
was demonstrated [27], and a study of the desorption dynamics of oxides formed by
o-SPL on GaAs under X-ray irradiation [28], in which it was found that the oxides
desorb completely after 160 min.

The anodic oxide grows above and below the surface baseline. In Si (100), it
was measured that 40% of the oxide thickness was grown below the surface [29]
(Fig. 5.2a). This can be measured by etching the oxide with HF. However, a 1:1 ratio
of above/below surface growth was observed in GaAs oxides [30] (Fig. 5.2b). In this
case, the oxidewas removed by a developer orHCl etching. Thiswas used to calibrate
the oxide thickness needed to reach a certain depth of the effective insulating barrier
to avoid leakage currents in the final quantum device. Finally, in the case of WSe2
[31] thin layers, the oxides formed by o-SPL were eliminated by deionized (DI) H2O
etching to fabricate nano-FET conduction channels (Fig. 5.2c).

Reduction processes (tip biased positively or sample biased negatively) have been
much less exploited. Among the studies of this kind, we find one in which reduction
SPL (negative sample bias)was performed to obtainAg,Cr,Cu, andPt nanostructures
from various metal resists [32]. In another study, both reduction and oxidation SPL
were used to apply a reversible writing-erasing process on organic semiconductor
thin films without modifying the topography of the material, just switching from the
conductive to the insulating state [33]. For the relevance of reduced graphene oxide
(rGO) and graphene surfaces terminated with different chemical compositions and
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Fig. 5.2 Growth of o-SPL fabricated oxides above and below the material surface. The total thick-
ness of an oxide is estimated as the sum of the height above the surface after patterning plus the
depth of the groove left below the surface level after chemical wet etching. a AFM cross section
of silicon oxide. The measured height of the oxide above the surface was 2.1 nm and the depth
of the groove measured after HF etching was 1.0 nm [29]. b AFM cross-sections of GaAs oxide
nanowires, shown in the insets. The top cross-section shows the measured height of the oxides
above the surface, and the bottom cross-section the grooves left after etching with a developer [30].
c AFM topographic images of tungsten oxide nanowires fabricated by o-SPL on a WSe2 thin layer
(top) and the grooves left after deionizedH2O etching (middle). Their corresponding cross-sections,
indicated by the dashed lines, are shown in the bottom image [31]

defect densities in a range of applications, the reduction of graphene oxide [34] and
graphene [35, 36] by o-SPL have also been studied.

Sugimura and Nakagiri [37] were the first to note the role of adsorbed water in the
electrochemical process triggered by o-SPL, ruling out a field-enhanced chemical
mechanism. This role of thewatermeniscus is twofold: it supplies the oxidant species
(principally OH− ions) needed to modify the surface [38] and confines the reaction
area laterally. This confinement represents one of the main parameters that defines
the smallest pattern size and thereby determines the resolution of the technique.

The role of the electric field is also twofold: it dissociates the water molecules
that form part of the meniscus to obtain the oxyanions and it is responsible for the
migration of these anions towards the sample surface for oxidation to take place. This
flux of the oxygen species and OH− ions between the tip and the sample is associated
with a Faradaic current that has been measured experimentally to be of the order of
sub-pico amperes [39–41]. The high electric field formed during the o-SPL process is
on the order of 109–1010 V/m. The shape of the electric field depends on the shape of
the AFM tip and this will have an influence on the oxide geometry [42]. In addition,
depending on the material, above certain values of relative humidity and applied
bias, electrical breakdown occurs, and a conduction regime dominated by electrons
will surpass the Faradaic ionic current [43]. Therefore, ring-like nano-explosions can
occur, caused by shock wave propagation [44].

By tuning the chemical composition of the atmosphere in which oxidation takes
place, nanomaterials different from oxides can be fabricated. In Garcia’s group,
several gases rich in organic solvent content have been used to create carbonaceous
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structures [45, 46]. Concretely, by performing o-SPL under an ethanol (CH3CH2OH)
meniscus, SiCx nanowires were produced [20] according to the reaction

Si + x/2CH3 − CH2OH → SiCx + xH2 + x/2H2O (5.7)

Later, Lorenzoni et al. [47] used 1,3,5-trimethylbenzene as organic solvent to
perform o-SPL. Playing with the polarity, two different reactions can be triggered at
the silicon surface: silicon oxide formation by anodic oxidation (negatively biased
tip) and carbonaceous nano-patterns by solvent decomposition (positively biased
tip).

Finally, using hexadecane as organic solvent and applying o-SPL with the
same polarity (positively biased sample), on a hydrophilic (OH− terminated) and
a hydrophobic (HMDS layer passivated) Si substrate, two different compounds were
fabricated [48]. In the case of the hydrophilic Si surface, silicon oxide was formed by
regular anodic oxidation. However, on the hydrophobic Si surface, a meniscus could
not be formed, and due to the high electric field, solvent decomposition occurred and
carbonaceous structures were deposited instead.

5.2.1.2 Growth Kinetics and Oxidation Parameters

In the o-SPL process, the experimental data of several groups have shown that the
height of the oxide follows a power-of-time law [49–52]. Teuschler et al. [53] gave
the empirical expression

h(t) α btγ (5.8)

where b is a constant which depends on the doping of the Si surface and the experi-
mental conditions. The exponent γ ranges from 0.12 to 0.4.

In the case of non-contact AFM o-SPL, the dependence of the height on the
oxidation time and voltage was calculated empirically to be [54]

h(t,V) = h0(V) + h1(V)lnt (5.9)

where h0 = −2.1 + 0.5V − 0.006V2 and h1 = 0.1 + 0.03V − 0.0005V2 for p-type
Si (100).

The oxidationmechanismbySPLexhibits space-charge-limited growth behaviour
[55–57]. For short oxidation times (in the range ofμs–ms), there is fast initial vertical
growth dominated by the conversion of the surface atoms and the anionic species
supplied by the electric field. During this initial stage of anodic oxidation, unreacted
OH− ions generate a negative space charge [58, 59]. However, for longer oxidation
times, the creation of positive charge defects at the oxide/surface interface involves
the build-up of a space charge that decreases the effective electric field, hinders the
diffusion of anionic oxidant species, and slows down the oxide growth.
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Dagata et al. [52] proposed a model to relate the empirical power law found by
Teuschler et al. (5.8) to the two growth regimes (fast and slow) mentioned above.
According to this model, during the anodic oxidation process, two different reactions
take place. There is a direct reaction at the initial stage of the process where the oxide
grows fast due to the reaction of OH− ions with the silicon surface:

Si + h+ + 2OH− → SiO2 + 2H+ (5.10)

In this stage, the γ that fits (5.10) is 0.4. However, for longer oxidation times, due
to the creation of fixed charge traps at the Si/oxide interface, a slow growth rate with
γ ≈ 0.2 is reached and an indirect reaction dominates in this regime:

H+ + OH− → H2O (5.11)

H − Si ≡ Si3 + H2O + h+ → ∗Si ≡ Si3 + H3O
+ (5.12)

H3O
+ + OH− → [H3O

+ − OH] (5.13)

Si + h+[H3O
+ − OH] → SiO2 + 2H+ (5.14)

This model fits fairly well with almost all the existing experimental data from
different groups, and not only for silicon.

In order to reduce or neutralize the build-up of the space charge, and in this way
enhance the vertical growth rate of the oxide, several groups have proposed the use
of techniques using ac voltage modulation [60–62] or polarity reversing cycles [63].

5.2.1.3 Amplitude Modulation Oxidation Scanning Probe Lithography

Contact AFM is the simplest modality for performing o-SPL. In this case, the water
meniscus is formed spontaneously by capillary forces when the tip enters into contact
with the surface. The patterning is achieved by displacing the tip with speeds in the
range of 0.1–50 μm/s.

For o-SPL carried out in amplitude modulation AFM (AM-AFM) in the non-
contact regime, a critical electric field must be applied to form the water meniscus.
An experimental value of about 1.3 V/nm was measured as the ratio of the threshold
voltage to the tip-sample distance by Garcia et al. [64]. A model was proposed to
predict the value of the threshold voltage needed to form the meniscus as a function
of the relative humidity and the tip-sample distance [65]. The lateral and vertical
size of the water meniscus formed by the applied electric field can be estimated
experimentally by measuring the snap-off separation [66].

In Garcia’s group, one cycle of the oxidation process comprises (a) application of
a pulse, (b) the formation of a water meniscus and the subsequent oxidation during
the pulse, and finally (c) the breaking of the meniscus when the pulse is switched off.
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Fig. 5.3 a Schematic view (top) and corresponding experimental data (bottom) of the different
steps occurring in an oxidation cycle. In I, the tip oscillates few nanometers above the surface.
In II, under the application of a voltage pulse, the water meniscus is formed. Then, the sample is
oxidized. The tip is pulled closer to the substrate as a result of electrostatic and capillary forces. In
III, when the pulse is switched off, the tip is held by the capillary forces until the meniscus breaks.
Finally, in IV, the tip is retracted by the z-piezo to position I [14]. b Comparison of the aspect ratio
(height to width) as a function of the oxidation time between silicon oxides fabricated by contact
(open circles) and non-contact (filled squares) o-SPL under Vox = 20 V (top graph) and Vox =
14 V (bottom graph). The experiments were performed under a RH of 36% [67]

This cycle can be monitored in real time by an oscilloscope during the lithography
[64, 65]. An example is shown in Fig. 5.3a with a schematic of the process.

For similar oxidation parameters, the nanopatterns created by non-contact o-SPL
have higher aspect ratios than the ones fabricated by contact o-SPL [67] (Fig. 5.3b).
This is due to several factors. First, the mechanical work that the oxide has to do
against the cantilever in order to grow reduces the achievable vertical growth in
contact mode. Second, the o-SPL in non-contact mode adds the tip-sample dis-
tance/oscillation amplitude as an oxidation parameter, and this allows the exper-
imenter to control the largest tip-surface separation that maintains a stable water
meniscus. A larger tip-surface separation gives a smaller meniscus diameter and
hence a narrower oxide. In addition, using the contactmode to performo-SPL implies
a faster degradation of the tip and therefore a limitation in the resolution and repro-
ducibility achievable by this technique. The use of amplitudemodulation non-contact
o-SPL reduces this issue and gives higher resolution in the imaging mode to inspect
the patterns after fabrication.

The common probes used for contact o-SPL are Si3N4 or Si cantilevers, with
force constants and resonant frequencies in the range of 0.1–1 N/m and 10–50 kHz,
respectively. The main probes used in amplitude modulation non-contact o-SPL are
commercial n+-type doped Si cantilevers with force constants and resonant frequen-
cies of around 40 N/m and 350 kHz, respectively.
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5.2.1.4 Patterning Parameters

The main o-SPL parameters are the applied voltage (Vox), the oxidation time (tox),
and the relative humidity (RH). Commonly used values are in the range 10–30 V,
μs–ms, and 30–60%, respectively. The best combination of the three parameters is
short time and high amplitude voltage pulses under the lowest relative humidity.
Such combinations generally produce the highest and narrowest oxides, therefore,
the patterns with the highest aspect ratio.

Other factors that influence the oxidation process are:

• The roughness of the surface has to be as low as possible, normally less than 2 nm
peak to peak. The density of nanoparticles or organic residues on the surface must
be minimized as well. Therefore, protocols are sometimes required to clean the
surface before the o-SPL process. For example, on Si or silicon-on-insulator (SOI)
substrates, variants of the RCA standard process reduce the amount of inorganic
nanoparticles and make the surface more hydrophilic. If the o-SPL is performed
after other lithographic steps, the resist residues can be removed by oxygen plasma
or UV light exposure in an ozone atmosphere.

• The doping level and conductivity of the substrate affect the oxidation growth
rate. It has been shown that, in p-doped silicon substrates, there is a faster vertical
growth rate because the holes have a predilection to react with anionic species
favouring anodic oxidation [53, 68].Morimoto et al. [69] investigated the influence
of the doping level on the oxide density using XTEM images. The nature of the
substratematerial, i.e., metal, semiconductor, organic, etc., is clearly relevant to the
threshold voltage required to oxidize it. The influence of the sample conductivity
on the width and shape of the oxides was studied by Cambel and Soltys [70].

• The hydrophilicity/hydrophobicity of the substrate surface influences the lateral
confinement of the water bridge for a given relative humidity [71].

• Fang [72] has studied the influence of the crystalline orientation of the silicon on
the oxidation rate.

• When the oxidation of a given surface requires a tip with higher conductivity, the
commercial Si tip can be coated with a metallic layer, commonly Pt or Au. How-
ever, this means a loss in the lateral resolution of the oxides. Recently, Yamamoto
et al. [73] reported the use of Pt-coated tips for local catalytic oxidation of Si
immersed in water into water-soluble silicates.

5.2.2 Materials Modified by Oxidation Scanning Probe
Lithography

5.2.2.1 o-SPL on Semiconductors and Metals

Despite the superior quality of III–V compound semiconductors for high mobility,
high power, and high frequency applications, and the rise of 2D material-based
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electronics, silicon is still the main element of choice in micro- and nanoelectronics
due to its abundance and cost, the ease with which high quality crystalline wafers
can be obtained, its mechanical stability, the well-developed doping processes, and
its oxide. For these reasons, it is also the most widely investigated material in o-SPL.
There are several examples of early work in which Si field-effect transistors were
fabricated by o-SPL [74–76]. The common approach uses the top Si thin layer of
a SOI as a starting substrate. The Si FET fabrication steps vary depending on the
research group, but mainly involve the definition of oxide hard masks by o-SPL and
a subsequent wet or dry etching transfer process [77–79].

The steps of the fabrication process employed in Garcia’s group are described
below. First, two metal electrodes are defined by photolithography on the SOI Si top
layer to be used as localization markers (Fig. 5.4a). Then, an oxide nanowire is fabri-
cated between the markers by o-SPL (Fig. 5.4b). This oxide line constitutes the hard
mask for the pattern transfer step. The oxide line cannot reach the metal electrodes,
since the high electric field formed during o-SPL degrades them. Therefore, a sec-
ond photolithography step is performed to contact the nanowire with the source and
drain electrodes (Fig. 5.4c). Finally, the pattern is transferred to the Si top layer after
processing by reactive ion etching (RIE) and a back-gate Si nanowire (SiNW) FET is
produced (Fig. 5.4d). After rapid thermal annealing treatment, the o-SPL fabricated
SiNWFET shows similar mobility and subthreshold swing values to those fabricated
by electron beam lithography. Both have been fabricated with similar feature sizes
and the same device configuration (Fig. 5.4e) [79]. The optimization of the RIE pro-
cess allows the use of o-SPL oxide masks as thin as 0.3–1 nm to transfer to 2–12 nm
thick SiNWs [29] with a SiO2:Si width ratio close to 1 and an etching selectivity of
about 11 (Fig. 5.4f). A TEM cross-section of one of the SiNWs fabricated using this
process is shown in Fig. 5.4g [80]. SiNW FETs fabricated by o-SPL have been used
as label-free biosensors to monitor the DNA repair process by the RecA protein [81].
Another group recently used similar o-SPL Ni-silicide/SiNWs as gas sensors [82].
Finally, o-SPL has been used to oxidize patterns at selective locations on a silicon
photonic crystal. After the removal of the created oxides by HF etching, nanocavities
with ultrahigh-Q (106) were demonstrated [83].

Various quantum devices based on III–V compound semiconductors have been
produced by o-SPL [84–87]. The o-SPL step is performed to fabricate narrow dielec-
tric barriers on high quality heterostructures to define the different point contacts and
in-plane gates. Ensslin’s group developed the multiple layer o-SPL [88] for the fab-
rication of complex quantum devices (Fig. 5.5a–c). In this approach, a first o-SPL
step is performed to define in-plane gates and conduction leads on the GaAs-AlGaAs
substrate (Fig. 5.5a). Then, a thin Ti film 6–7 nm thick is deposited on the structure
and a second o-SPL is performed to define additional in-plane or top gates (Fig. 5.5b),
which allow the individual tuning of each quantum point contact (QPC) or dot (QD)
in a multicomponent device, such as the one shown in Fig. 5.5c.

Si3N4 is a relevant material in micro- and nanoelectronics as a dielectric and
a hard transfer mask for its high etching and growth selectivity with Si. Gwo and
coworkers have shown that Si3N4 could be converted locally to SiOx by o-SPL [89,
90]. This circumstance was used [91] to fabricate SiO2/Si3N4 bilayer thin masks
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Fig. 5.4 SiNW FET fabrication process by o-SPL and its characterization. a–d Fabrication steps.
aMetal contacts are fabricated by photolithography on the Si top layer of a SOI.bAnoxide nanowire
hard mask is defined by o-SPL between the electrodes, without reaching them with the AFM tip.
c A second photolithography is performed to contact the hard mask with the contact electrodes.
d After pattern transfer by RIE processing, the finalized back-gate SiNW FET is produced [79].
e Transfer curves of SiNW FETs fabricated by o-SPL (open circles) and electron beam lithography
(filled circles) before and after a rapid thermal annealing treatment to improve the performance
of the device. The two transistors were fabricated with similar feature sizes and the same device
configuration to enable a comparison. It can be shown from the similar subthreshold swing values
that the electrical characteristics of the SiNWs depend on their geometry but are independent on
the lithographic method. f AFM topographic images and their corresponding cross-sections of a
roughly 1 nm thick SiO2 hard mask fabricated by o-SPL (top) and the SiNWs produced after RIE
transfer onto a 12 nm thick Si layer of an ultra-thin SOI substrate [29]. g TEM cross-section of one
of the SiNWs fabricated by the process depicted in (f) [80]

Fig. 5.5 Multiple layer o-SPL process [88]. a In the first step, the two-dimensional electron gas
(2DEG) area located below the oxide lines fabricated on the top GaAs thin layer by o-SPL is
depleted. Therefore, these oxide lines serve as narrow dielectric barriers to define the in-plane gates
and conduction leads of multiple QPCs and QDs. b Then, a Ti thin film is deposited on top of the
structure depicted in (a). Oxidation SPL is performed on the Ti layer to define additional top gates
that will allow the individual control of each QPC and QD. c AFM topographic image of a double
QD fabricated by the multiple layer o-SPL process
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for the selective growth of Si nanodots and nanowires. Later, Pérez-Murano and
coworkers [92] patterned arrays of lines on silicon nitride thin films (<10 nm) by
o-SPL to use them as hard masks for transfer in silicon by wet etching. The potential
application was a cheap and fast method for fabricating stamps with nanometric
features to be used in nanoimprint lithography.

The strategy of using o-SPL to pattern nanostructures on the top layer of a transfer
stack was explored by Rolandi et al. [93]. They developed a 4 nm thick Mo/35 nm
thick PMMA [poly (methyl methacrylate)] bilayer transfer stack to fabricate 8 nm
thick and 35 nmwide Ti electrodes after electron beam evaporation and lift-off. Later,
Pellegrino et al. [94] used a very similar stack of 8 nm thick Mo/50 nm PMMA
to obtain 100 nm resolution (Fe,Mn)3O4 nanostructures and measured the room-
temperature ferromagnetism to explore spintronics applications. The same group
opted later to use anMo layer only 20 nm thick on top of an Al2O3 (0001) crystalline
substrate, then after removal of the oxides formed by o-SPL by deionized water,
deposition of 150 nm wide Fe2.5Mn0.5O4 lines by pulsed laser deposition (PLD) and
removal of the unmodified Mo by H2O2 etching, obtaining a structure for potential
ferromagnetic random access memory applications [95].

SiC is a wide band gap semiconductor relevant for high-power and high-
temperature microelectronics applications. Given the possibility of growing silicon
oxide directly on SiC and thereby integrating this material in CMOS processing,
the local oxidation of silicon carbide by o-SPL has been studied by various groups
[96–98]. In Garcia’s group, SiCx nanowires were obtained by performing o-SPL on
a Si (100) substrate in an ethanol (CH3CH2OH) atmosphere [20].

Niobium and its compounds are important materials in superconducting and elec-
tronic devices. Therefore, the process and kinetics ofNb oxidation by o-SPL has been
studied [18], and various Nb/NbOx or NbN/NbNOx based nanodevices have been
fabricated: single electron transistors at room temperature [99], superconducting
quantum interference devices (SQUIDs) [100, 101], and superconducting single-
photon detectors [102].

One of the first o-SPL fabricated electronic nanodevices was based on titanium
[103]. Moreover, some of the highest resolution patterns by o-SPL have been fabri-
cated on this material. Using a SWNT grown byCVDonto the apex of a conventional
Si tip to oxidize Ti thin films, line widths of 5 nm have been achieved [104]. This
fabricated small oxide was used as the tunnel junction of a single-electron transistor.
Later, using commercial conductive tips (NT-MDT, Russia) and by optimizing the
oxidation parameters, 8 nm wide TiOx lines were achieved by two different groups
[105, 106].

The strategy for creating oxides by scanning probe lithography in selective areas
of a substrate to place or grow nanostructures with determined periodicities has
been explored in different studies. By patterning oxides by o-SPL and, after etching,
creating holes in a silicon substrate, single PbS colloidal quantum dots were trapped
inside these holes [107]. In another study, arrays of Ni oxide nanodotswere fabricated
on a 10 nm thick Ni film. Then, the unoxidized nickel was removed after etching in
a nitric acid solution. The nickel oxide nanodots in the substrate were subsequently
used as catalytic seeds for the growth of vertical carbon nanotubes with diameters
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of 30–80 nm by inductively coupled plasma chemical vapour deposition [108]. In a
third group, an array of GaAs oxide nanodots with 2-μm pitch was fabricated by
o-SPL. Then, these oxides were removed by HF etching. The nanoholes were used as
selective sites for sub-100 nm diameter InAs quantum dot nucleation by molecular
beam epitaxy [109, 110]. The optical properties of these InAs quantum dots were
studied, showing single-photon emission capabilities [111].

The level of adhesion offered by a surface is important in nanoscale research for
topics such as cell and biomolecule adhesion to a substrate ormicroelectromechanical
systems (MEMS) engineering. With this in mind, oxide nanopillars with different
geometries, viz., rectangular, triangular, circular, and ring-shaped, were fabricated
by o-SPL on a GaAs surface and their adhesive force was measured by AFM force
spectroscopy [112]. In another investigation, an array of o-SPL fabricated GaOx

nanostructures with a density of 107 cm−2, patterned on top of a stack of InGaN/GaN
multiple quantum wells (MQWs), showed enhanced photoluminescence intensity
and a blue shift in the emission peak by acting as a graded-refractive index layer
[113].

To conclude this section, the oxidation parameters and kinetics of o-SPL pattern-
ing have been studied in several other materials: InN and GaN [114], Al [115], Co
and Ni [116], Ni [117, 118], Hf [119], Zr and ZrN [120], Ge [121], perovskite
oxides such as SrTiO3-δ [122], and La0.67Ba0.33MnO3-δ [123].

5.2.2.2 o-SPL on 2D Materials

In the last few years, 2D materials have been extensively explored for electronic,
optoelectronic, spintronic, and superconducting applications. Thesematerials present
an extremely high surface-to-volume ratio, due to their atomic monolayer or few-
layer thickness. As a consequence, they possess a high chemical sensitivity that
makes them appealing as sensors. Their properties can be tailored by the number of
layers and by defect, edge, strain, and doping engineering. The standard lithographic
processes available to define patterns on these materials generally involve the use of
resist coatings and subsequent cleaning protocols with solvents or plasma treatments,
which can sometimes introduce undesired modifications in device performance. In
this case, the o-SPL technique provides a way to pattern the material directly into
nanostructures with arbitrary geometry and nanoribbons with a chosen periodicity.

The strategy for generating narrow dielectric barriers to fabricate quantum nan-
odevices as mentioned in the previous section has been applied several times on
graphene [124–126]. The quantum dots defined by the o-SPL insulating barriers on
monolayer graphene (Fig. 5.6a) display the characteristic Coulomb blockade peak
conductance (Fig. 5.6b) [127]. Later, to assess the quality of the o-SPL patterns on
graphene for future high performance nanodevices, a combination of high resolution
TEM (HRTEM) and spectroscopic analysis was performed [128]. One of the TEM
cross-sections of an o-SPL nanowire is shown in Fig. 5.6c.

In the case of transition metal dichalcogenide (TMDC) thin layers, the oxides
formed by o-SPL are soluble in deionized water. On the other hand, the oxides also
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Fig. 5.6 2Dmaterial-based patterns and devices fabricated by o-SPL. aAFM topographic image of
a graphenemonolayer quantum dot with a diameter of about 70 nm. The brightest lines on the image
correspond to the oxide lines defined by o-SPL, acting as insulating barriers [127]. b The electrical
characterization of the device shown in (a) exhibits Coulomb blockade diamond behaviour, as
expected from QDs [127]. c HRTEM cross-section of a graphene oxide nanowire fabricated by
o-SPL, 17.5 nm wide. From the image, it can be seen that the o-SPL process has oxidized the
graphene layer and also around 1–2 nm of the SiC substrate [128]. d AFM topographic image of
oxide dots and lines defined by o-SPL on a few-layer thin WSe2 flake [31]. e AFM topographic
image of the flake in (d) after etching in DI H2O for 30 s. The oxides have been removed, showing
that they have penetrated the whole thickness of the flake. In this way, an electrically isolated 80 nm
wide nano-channel has been obtained from the initial flake-wide channel of around 1 μm in its
narrowest part [31]. f Transfer curves of a few-layer WSe2 FET after photolithography (blue), with
a channel width of around 1.3 μm and after o-SPL and wet etching (black), with a channel width
of 240 nm [31]

grow below the surface of the material, as mentioned previously. Combining these
two characteristics, field effect transistors with nano-channels have been fabricated
by o-SPL onMoS2 [129] andWSe2 [31, 130]. The starting point of the process is the
transfer of a TMDC thin layer flake on a SiO2/Si substrate by mechanical exfoliation
and subsequent FET fabrication by photolithography. In the next step, o-SPL is used
to fabricate oxide lines that grow the whole thickness (4–12 nm) of the flake below
the surface (Fig. 5.6d). Then, wet etching in deionized water for 30 s is performed to
remove the oxides, ensuring the electrical isolation of the nano-channel FET from
the rest of the flake (Fig. 5.6e). The transfer curves of a transistor before (1.3 μm
wide channel) and after (240 nm wide channel) o-SPL are shown in Fig. 5.6f. The
nano-channel FET shows an improved subthreshold swing.

Other recent work on TMDC thin layers patterned by o-SPL are have used NbS2
[131] and TaS2 [132].
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5.2.2.3 o-SPL on Self-assembled Monolayers

Anothermajor application of o-SPL is the selectivemodification of organicmonolay-
ers into chemically active radicals for template growth and fabrication of molecular
architectures.

Sagiv’s group developed the ‘constructive nanolithography’ approach [133–135].
In this process, a high quality OTS (n-octadecyltrichlorosilane, CH3-(CH2)17-SiCl3)
monolayer deposited on a Si substrate is first modified in selective sites by o-SPL.
The chemical reactions that take place at the tip (5.15) and at the surface (5.16) are,
respectively:

2H2O + 2e− → H2 + 2OH− (5.15)

R−CH3 + 2OH− + 2h+ → RCOOH + 2H2 (5.16)

The oxidation process transforms the –CH3 groups into carboxylic acid –COOH
groups, which are chemically active. Then, successive functional monolayers can be
deposited only in the OTS modified sites by o-SPL. Finally, metallic nanoparticles
such as gold [136] or silver [137] can be attached selectively in the top functional
monolayer. The additive hierarchical self-assembly nature of this process justifies the
name ‘constructive nanolithography’. This process was exploited later by the same
group to fabricate an ionic transport device [138].

Shubert’s group has studied in detail the two regimes of patterning present in the
OTSmonolayer/Si substrate [139], depending on the oxidation parameters. For small
and short voltage pulses, which corresponds to the <8V andms regime, only the OTS
monolayer is oxidized. For higher amplitude and longer time pulses, the monolayer
is completely degraded, and the Si substrate is oxidized. The same group has applied
constructive nanolithography to fabricate ring-like structures with a rim of organic
molecules and a core of silicon oxide [140], nano-gap structures to trap individual
metal nanoparticles [141], carbon nanotubes crossed in a pre-selected location [142],
and Au NP cluster arrays for surface-enhanced Raman spectroscopy measurements
[143].

Constructive nanolithography and variations on it have been employed in other
groups to selectively deposit magnetic particles [144–146], for biomolecular pattern-
ing [147, 148], and to define pH-responsive polymer brushes [149].

Sometimes, o-SPL modification of different substrates can lead to the fabrication
of direct guiding templates, without the need to deposit further organic monolayers.
The electrostatic interaction between silicon oxide patterns and different molecules
[150, 151] and the direct assembly of block copolymers [152] have been demon-
strated.
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5.3 Thermal Scanning Probe Lithography: Fast
Turnaround Nanofabrication in Ambient Conditions
Combining Thermal Probes and Focused Lasers

Thermal scanning probe lithography (t-SPL) is based on scanning probe cantilevers
comprising integrated heaters, which have been developed at IBM for more than
two decades. Soon after the invention of the AFM, heated tips were used to form
indents on a PMMA substrate [153] for high density data storage applications. This
idea was further developed in the so called “Millipede” project by the team led by
Vettiger andBinnig [154] and produced a prototype [155] that demonstrated ultrahigh
areal densities for data storage combined with massively parallel scanning probe
devices. The technical know-how for writing high-resolution patterns on polymer
surfaces using a heatable tip then provided the foundation for nanoscale lithography
applications.

Owing to the two integrated heaters for tip heating and thermal topography sens-
ing, the silicon cantilever used in t-SPL involves a specific design and fabrication
process [156, 157], illustrated in Fig. 5.7a. The structure consists of highly doped
silicon legs and integrated lower doped silicon heaters with a doping concentration
of 1017–1018 cm−3. Three voltage inputs at the three legs selectively power the resis-
tors. The central leg comprises a large area platform in order to provide additional
capacitive force for actuation of the cantilever (force constant of 0.7 N/m). During
patterning, the tip raster scans the substrate at a defined distance from the surface. For
each programmed pixel, two different voltages are applied for a few microseconds
to write the patterns: Vh to resistively heat the tip and Vf applied to the substrate to
pull the tip into contact with the surface (Fig. 5.7b). The heater sustains temperatures
of over 1000 °C for a time scale of days.

A TEM image of a pristine tip is shown in Fig. 5.7c. The most common resist
on which the nanopatterns are generated by t-SPL is polyphthalaldehyde (PPA), a
self-amplified depolymerisation polymer with a decomposition temperature of Tunzip

= 120–150 °C (Fig. 5.7d). When the heated tip forms a mechanical contact with the
polymer at sufficiently high temperature, PPA decomposes into volatile monomers
[158], leaving behind a void of defined size and controllable depth. Using this fast
decomposition process, fast turnaround scanning probe lithography has been devel-
oped to provide a complete patterning system featuring 4 × 104 μm2/s throughput
at 15 nm resolution [159]. The speed is limited by the mechanical setup (Fig. 5.7e),
which was optimized to achieve scan speeds of 20 mm/s and patterning rates of
2 μs/pixel to write 8 × 105 pixels in 12 s. Moreover, the technique has demonstrated
nanometric depth level control, sub-10 nm lateral resolution capability, and sub-5 nm
overlay accuracy [160–162]. An example that condenses some of the aforementioned
capabilities is the Guinness world record for the smallest magazine cover, with a size
of 11 × 14 μm2, produced in 10 min.

Owing to the conical shape of the tip, highest resolution patterning is achieved
at low writing depths of the patterns. This leads to a minimization of the resist
thickness for pattern transfer, as seen similarly for other lithography methods [163].
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Fig. 5.7 a SEM image of a typical silicon cantilever specifically designed to perform t-SPL. The
different components are indicated and identified by arrows [159]. b Schematic view of the t-SPL
writing process. Vh is the voltage applied to the resistive heater to control the writing temperature
and Vf is the voltage applied between the substrate and the cantilever to pull the tip into contact
with the PPA layer [156]. c TEM image of a pristine tip with an apex radius of around 3 nm and
an estimated half-angle of 16° [162]. dMolecular unit of polyphthalaldehyde (PPA). The time and
temperature needed to decompose it into a monomer are indicated next to the arrow. Modified from
[158]. e Tool setup for fast turnaround imaging and patterning by t-SPL [159]

To address the challenge of an ultrathin imaging layer, a specific high-resolution
transfer stack was developed, together with high-aspect-ratio dry-etch processing
[164, 165]. The transfer stack consists of three layers including, from top to bottom,
a 9 nm thick PPA layer, a 2–3 nm thick thermally evaporated SiO2 layer, and a 50 nm
thick transfer polymer layer. A schematic view of the stack is shown in Fig. 5.8a.
Using the same stack and processing it is possible either to fabricate tight half-pitch
silicon nanowires (using HM8006) or to perform high-resolution metal lift-off for
contacting nanostructures (using PMMA), just by replacing the polymeric transfer
layer. Exploiting the high-resolution imaging capabilities of t-SPL to precisely detect
the location of buried nanostructures beneath resist layers [161], metal contacts were
fabricated on a 27 nm diameter InAs nanowire with 3 nm overlay accuracy [164].

Recently, small modifications have been introduced to further optimize the trans-
fer stack for high-resolution patterning [162]. First, the minimum thickness of the
PPA imaging layer that reliably provides the highest resolution after pattern transfer
to silicon was found to be in the range 6–7 nm. In addition, a 2 nm thick PMMA
layer was placed between the imaging layer and the 2.5 nm thick SiO2 hard mask
layer. The PMMA layer acts as a soft landing layer to minimize tip wear and pro-
vides additional thermal isolation. Moreover, the optimal geometry of the written
lines leading to a successful pattern transfer was determined by screening the t-SPL
patterning force and temperature. Under these conditions, 11 nm half-pitch dense
lines were transferred into polymer (HM8006) and 14 nm half-pitch SiNWs with a
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Fig. 5.8 High-resolution silicon patterning. a Scheme of the pattern transfer process using the
three-layer stack configuration for silicon nanopatterning (left column) and metal lift-off (right
column) [164]. b SEM image of an array of 14 nm (top) and 16 nm (bottom) half-pitch SiNWs
[162]. c STEM cross-section of one of the 14 nm half-pitch SiNWs. The image shows that the
nanowire has sub-10 nm feature sizes [162]. d TEM cross-sections of 50 nm deep SiNWs produced
by t-SPL processing, using a novel transfer stack and conversion of the PPA imaging layer into an
etch resistant Al2O3-C hard mask [163]. e Scheme of the mix-and-match laser writing + t-SPL
tool setup. The laser beam is focused through a lens that is mounted on the holder of the AFM
cantilever [166]. f AFM topographic image of a set of two single-electron transistors defined by the
mix-and-match processing in a single step on the PPA layer. The high-resolution devices contained
inside the green boxes were written by t-SPL. The remaining area was defined afterwards by laser
writing in less than 30 s [166]

line-edge roughness (3σ) of 2.6 ± 0.4 nm (Fig. 5.8b) were fabricated. The STEM
cross-section of one of these nanowires shows that they have sub-10 nm feature sizes
(Fig. 5.8c).

In spite of the progress mentioned above, t-SPL resolution is still limited by the
minimal PPA thickness of 6–7 nm, which is required due to the low etch resistance of
the PPA imaging layer. For this reason, a strategy has been developed to transform the
PPA layer into a highly etch-resistant mask by sequential infiltration synthesis [163].
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The method simplifies the transfer stack and removes the need for the SiO2 layer,
which is considered to be a major factor for tip wear. A homogeneous sequential
infiltration of PPA by tri-methyl-aluminium and water was successfully performed
at room temperature. As a result, SiNWs with widths in the range of 10–60 nm and
a depth up to 50 nm were fabricated (Fig. 5.8d), demonstrating >10× amplification
and low surface roughness.

Recently, the high-resolution patterning and nanometer-accuracy overlay capa-
bilities of t-SPL have been paired with high-throughput low-resolution laser writing
for hybrid lithography of the same PPA resist layer in the same tool [166]. In this
approach, an aspherical lens was mounted on the holder of the AFM tip to focus
the laser beam on the sample (Fig. 5.8e). The setup provides a fixed offset between
the laser focus and tip writing positions, this being determined by t-SPL imaging
of laser written structures. Using the mix-and-match setup, device components can
be fabricated by laser writing and by t-SPL in a single patterning step and aligned
accurately relative to existing features on the substrate. To demonstrate this, a set of
two room temperature single-electron transistors were fabricated within an area of
30 × 30 μm2 in 4.5 min (Fig. 5.2f).

Beyond high-resolution patterning, t-SPL also provides greyscale patterning with
single-nanometer accuracy of the patterning depth in thicker PPA layers [14, 158].
The achievable depth accuracy and lateral resolution is high due to the absence of
proximity or redeposition effects, characteristic for charged beam techniques such
as electron beam lithography and focused ion beam [167]. By applying 3D t-SPL
patterning, photonic molecules with Gaussian profiles [167] and nanofluidic ratchet-
shaped Brownian motors [168, 169] have been fabricated.

Finally, mirroring the o-SPL applications, t-SPL has been employed for the fabri-
cationof awide rangeof nanodevices andnanopatterns ondifferent types ofmaterials.
Using the above-mentioned high-resolution transfer stack processing [164], an array
of 384MoS2 monolayer nanoribbons with 18 nm half-pitch and 350 nm length along
the zigzag direction (Figs. 5.9a–c) have been fabricated at IBM. Other recent work
includes nanochannel pentacene field-effect transistors [170], graphene-based nan-
odevices [171], guided assembly of gold nanorods [172] and block copolymers [173],
and supramolecular polymer-based color-switchable QR codes [174] (Fig. 5.9e).

5.4 Conclusion. Strengths and Limitations of SPL

In this chapter we have illustrated the versatility of scanning probe lithography in
terms of modified materials (polymers, self-assembled monolayers, Si and III–V
compound semiconductors, 2D materials) and fabricated nanodevices (electronic,
optoelectronic, spintronic, magnetic, superconducting). The main advantages of the
technique are the sub-10 nm resolution patterning of arbitrary geometries in a mask-
less single-step, the ability of in situ non-destructive inspection after fabrication with
the same tool, operation in ambient conditions, and the possibility of fabricating a
wide range of nanostructures and nanodevices using the same tool with minimal
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Fig. 5.9 a AFM topographic image of an array of 384 MoS2 monolayer nanoribbons with 18 nm
half-pitch and 350 nm length along the zigzag direction. This work was performed in collaboration
with the LANES group, at EPFL. b AFM phase image of the device shown in (a). In this image the
periodic nanoribbons patterned by t-SPL are clearly resolved, spanning the entire MoS2 monolayer
flake. c High-resolution image of the MoS2 nanoribbons contained in the white dashed box marked
in (c). e Fabrication of QR codes from a fluorescent supramolecular polymer film by t-SPL. The
AFM topographic image (top right) shows very little modification of the surface by t-SPL, but the
fluorescence microscope image (bottom right) clearly resolves the successful transformation of the
polymer structure into a fluorescent material [174]
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setup modifications. Oxidation SPL provides a way to perform direct writing on
materials that are sensitive to resist residues, such as 2D material thin layers, or on
organic monolayers to change their free radicals and hence their functionality, in
order to build molecular architectures. Thermal SPL is the modality that has reached
the fastest prototyping and the highest throughput bymix-and-match processingwith
laser writing. It has developed a high-resolution transfer stack that can be used either
for sub-10 nm Si nanopatterning or lift-off processing for contact fabrication. It has
also developed a greyscale lithography scheme with nanometer accuracy.

Despite the above-mentioned capabilities of the technique, there are two main
drawbacks that prevent SPL from being used for technological applications. First,
for sub-10 nm resolution, all the SPL modalities suffer from the relatively short
endurance of the tips. This is due to blunting or the picking up of residues during the
lithographic process, which change the AFM tip apex radius. A further enhancement
in o-SPL resolution was explored by attaching a carbon nanotube (CNT) tip to the
apex of conventional silicon tips [175, 176]. Some of the strategies that have been
explored to reduce the wear of the probe are the use of carbon nanofibers attached to
conventional tips [177] or the use of monolithic conductive polycrystalline diamond
probes [178]. However, all these approaches share low viability due to the difficulty
in fabrication, the high cost, and the insufficient endurance improvement of such
probes.

The second drawback of the technique is its small throughput compared with
other established lithographies. The serial nature of the technique slows down the
patterning process and the size of the AFM probe imposes a limit in the maxi-
mum patterned area achievable. To overcome this issue, some strategies explored so
far have been high-speed AFM implementation [159, 179] and parallel fabrication
approaches using either arrays of probes [154, 180, 181] or stamps [182–184].

A third strategy to improve the throughput of the technique has come closest to
implementing it for technological applications:mix-and-match lithography.With this
idea, the fabrication of high-resolution nanometric patterns by SPL can be pairedwith
the fabrication of contact electrodes with micron-squared areas using low-resolution
high-throughput lithography. So far, this has been done with electron beam [185]
and optical [166] lithographies.
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Chapter 6
Characterizing Ferroelectricity
with an Atomic Force Microscopy:
An All-Around Technique

Simon Martin, Brice Gautier, Nicolas Baboux, Alexei Gruverman,
Adrian Carretero-Genevrier, Martí Gich and Andres Gomez

Abstract Atomic Force Microscopy (AFM) arises as an all-in-one characteriza-
tion technique, capable of measuring several physical quantities by slight equip-
ment’smodifications. In particular, for piezo and ferroelectricity properties, theAFM
overcame the limitations of macroscopic techniques. This chapter covers all the
aspects of piezo and ferroelectricity measurements performed with an AFM. The
chapter is divided in three main parts, one for each available technique: Piezore-
sponse Force Microscopy (PFM), Nano-PUND method and Direct Piezoelectric
Force Microscopy (DPFM). While PFM method is based in the converse piezo-
electric effect, nanoPUND measures polarization charges and DPFM measures the
direct piezoelectric effect. The working principle and characteristics for each AFM
mode is fully exploited and explained from entry level to more advanced users. The
chapter also focuses in useful guidelines and practical hands-on explanation for max-
imizing the image quality and data acquisition. Finally, a set of different application
based in the use of piezo and ferroelectric materials is depicted, in which the AFM
characterization took an important role as the primary characterization technique.
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6.1 Introduction

While piezoelectric and ferroelectric materials started as laboratory rareness materi-
als, during the 20th century their applications expanded from laboratory to industry
and common electronic components. More recent industrial applications include
their use as electromechanical systems, energy harvester for sensors in the Internet
of Things (IoT), memory devices and as gate dielectric materials, among others. This
broad range of applications relies on the same key: the understanding and control at
the nanoscale of the piezoelectric effect.

In this sense, Atomic Force Microscopes have provided a platform from which
both piezoelectricity and ferroelectricity can be studied. In this chapterwewill review
and analyze the state-of-the-art techniques from the family AFM advanced modes.
The chapter covers from the most classical approach, exploiting the converse piezo-
electric effect, to novel techniques relying into the use of the direct piezoelectric
effect. More importantly, we describe not only methods to map ferroelectricity and
piezoelectricity, but also an AFM-based technique that can be used to acquire the
polarization charge density of the material, which is of special interest to capacitors
and electronic components. A set of novel and promising applications closes the
chapter, to give ideas into what are the uses and implications of piezoelectricity in
the near future.

6.2 Piezoresponse Force Microscopy as a Domain Imaging
Technique

Piezoresponse Force Microscopy (PFM) is an advanced Atomic Force Microscopy
(AFM) mode capable of imaging ferroelectric domains through the converse piezo-
electric effect, measuring the material displacement as a function of the applied bias.
In order to exploit the technique, an introduction into the imaging mechanism is
provided, followed by a hands-on step-by-step guide.

6.2.1 Principles of Imaging Ferroelectric Domains

Piezoelectricity includes two different and equivalent definitions [1]. For one side,
piezoelectricity is the amount of charge density that is generated when a mechanical
strain is applied to the material. This approach was given in the 19th century by Curie
brothers [2] while in a later time, “converse” effect was discovered. The Converse
Piezoelectric Effect (CPE) is defined as the mechanical strain as a function of the
applied electric field [3]. The direct and converse piezoelectric effects are expressed
by the following equations:



6 Characterizing Ferroelectricity with an Atomic Force Microscopy … 175

Pi = di jk · X jk, for direct effect (6.1)

Si = di jk · E jk, for converse effect (6.2)

where P is the polarization, X the stress, S the strain, E the electric fields and d the
“piezoelectric coefficient”. In fact, since these equations are related both to vectors
(polarization and electric field) and second rank tensors (stress and strain), d is a
rank three tensor. Since stress and strain tensors are symmetric, d consists of 18
independent coefficients represented by a 3 × 6 matrix dij with i = 1–3, j = 1–6. If
we simplify the equation for the out-of-plane perpendicular case, the equations take
the form:

σ = d33 · F, for direct effect (6.3)

A = d33V, for converse effect (6.4)

In which σ is the surface charge density, F is the force per unit area applied by the
tip to the sample in the direction perpendicular to its surface, V is the applied bias
and A is the displacement. In both cases, the constant d33, is called the piezoelectric
constant, which has either units of pC/N or pm/V (1 pm/V = 1 pC/m) [3, 4]. The
converse and direct piezoelectric effects offer two alternatives to study piezoelec-
tric and ferroelectric materials. For each possibility, there exists one AFM-based
technique, namely Piezoresponse Force Microscopy (PFM) which is based on the
converse effect and Direct Piezoelectric Force Microscopy (DPFM), based on the
direct effect.

6.2.2 The Converse Piezoelectric Effect as Imaging
Technique

For a given Material-Under-Test (MUT), an expansion and contraction as a function
of the applied bias is induced through the converse piezoelectric effect. For instance,
for a given d33 = 100 pm/V and an applied bias of+1V, thematerial expands 100 pm,
if the polarization is parallel to the applied electric field, see Fig. 6.1, in which Pup
denotes an upwards polarization state.

However, if the opposite bias is applied, −1 V, the material contracts by 100 pm.
As a consequence, piezoelectricity can be studied by an electrical stimulus applied
to the material, while the displacement is simultaneously measured with a suitable
method. Typical piezoelectric d33 constant can range from 1 to 2000 pm/V, which
represents a small displacement to be measured; hence a high precision instrument
is required. An AFM is capable of measuring such tiny displacements with a suitable
tip. The tip coated with a metallic layer or made of full-metal, touches the surface of
theMUT. At the same time, a bias is applied to the tip, and hence, thematerial shrinks
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Fig. 6.1 The CPE explained: without bias applied the material rests in its initial position, a For a
given positive bias applied, the material expands, b while for a negative bias, c MUT contracts

Fig. 6.2 3D scheme of the movement of the tip while performing PFM. If the applied bias to the
tip is positive, the material will expand for an upward domain configuration. However, once the
voltage is the opposite, the material will contract. The tip vibration is represented as an amplitude
and phase signal, which gives information of the material properties

or expands as a function of the applied bias, see Fig. 6.2. In order to improve the
signal-to-noise ratio, a Lock-In Amplifier (LIA) is employed in which its reference
is directly connected to the tip. A sinusoidal reference bias, “VAC”, generates the
following displacement, “ATIP”:

ATIP = V d33 sin(ωt + ϕ) (6.5)

In which VAC = V sin (ωt) is the voltage applied to the tip, with amplitude V, at
frequency ω.

By measuring the deflection signal of the cantilever, it is possible to record the
cantilever vibration by acquiring the amplitude and the phase signals. The amplitude
signal, A, is related to the amount of vibration induced at the probe. The amplitude
is an absolute value; it does not map expansion or contraction of MUT. The phase
signal, ϕ, is related to the phase difference between two signals, the applied AC bias
and the vibration of the probe. If the phase is 0°, the cantilever vibration signal is
in phase with the applied stimulus, meaning the material will expand for a positive
bias applied. However, a phase value of 180° represents that when the AC bias is
positive the cantilever will move downwards, hence the material shrinks. Thus, the
phase signal gives direct information about the ferroelectricity of the sample while
the amplitude alone, is used to map only the piezoelectric property. Both the phase
and the amplitude are used to studyMUTs and typical studies performed in PFMmay
include the acquisition of topography, amplitude and phase image. In contrast to the
vertical PFM (VPFM), there is also the possibility of mapping the lateral movement
of the cantilever, which is called lateral PFM (LPFM), capable of measuring the
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Fig. 6.3 a VPFM phase image, b VPFM amplitude image, c LPFM amplitude and d LPFM phase.
The image depicts the natural domains of a 40 nm thick Bismuth Ferrite sample grown over a
STO/LSMO bottom electrode. https://doi.org/10.1039/C8NR05737K

ferroelectric domains with the polarization lying in the same plane as the sample
surface, see Fig. 6.3.

Another important application of PFM is the possibility of creating and manip-
ulating ferroelectric domains, both with electrical stimulus and mechanical strain
[5–8]. A common experiment comprises the recording of a specific domain pattern
with a suitable dc bias applied to the AFM tip, see Fig. 6.4. In this experiment, an
outer square is recorded with a given bias, in this case +7 V dc. After the recording
event, a concentric, smaller square is recordedwith an opposite bias,−7V dc. A third
image in PFM is carried out centered depicting the recorded domain structure. This
same experiment can be synthesized into a graph; an example is shown in Fig. 6.4c.
In this graph, an ac bias is applied to the tip, while, at the same time, an additional dc
bias is applied. Through this approach, a spectroscopy graph is collected-it is shown
in Fig. 6.4c. From this experiment a butterfly ferroelectric loop can be obtained,
which may match with a ferroelectric like response [5, 9, 10].

6.2.3 Piezoresponse as a Quantitative Technique

Following (6.5), PFM can be interpreted as a quantitative technique [11, 12]. How-
ever, scientific community has proved that this simple equation may not be sufficient
to describe the imaging mechanism [10, 12, 13]. Available bibliography has shown
that in a few cases, the method has provided quantitative measurements following
the aforementioned equation [14–17]. Despite such successful experiments, other
authors have proved that a piezoelectric and ferroelectric like response can be mea-

https://doi.org/10.1039/C8NR05737K
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Fig. 6.4 a PFM amplitude image; b PFM phase image and c spectroscopy experiments. Data
acquired for a thin film of 40 nm BaTiO3–δ on silicon. A full 0–180º phase image is acquired while
the domain wall is clearly depicted in the amplitude image

sured in non-piezoelectricmaterials [9, 10, 18]. Thus, at this point, “quantitativeness”
cannot be granted for all kind of materials. This controversy in the scientific commu-
nity has brought the attention of research to develop new solutions to overcome this
situation which include: special sensor systems [19], longer tips [20], specifically
designed probes with shielding [21], use of stiff cantilevers [22], data treating meth-
ods [23], among others [24]. Even though these innovations are extremely promising,
there are many circumstances that may affect the measurements: ionic motion, dif-
ferent conduction states or trapped charges. The vast majority of this phenomena
is related to parasitic electrostatic effects that could induce an electromechanical
behavior to the PFM tip which can be interpreted as piezoelectricity. There is a fasci-
nating horizon in investigating the influence of such effects in the electromechanical
behavior and the possible solutions [13].

The reliability of PFM has been brought recently into the attention of the most
prominent scientists in the field. Most of the materials, independently of piezoelec-
tricity, may generate a tip vibration in PFM mode [13]. Hence, PFM cannot be used
a technique to report piezoelectricity of an unknown material. A similar approach
happens with ferroelectricity, as a ferroelectric like response can be read in PFM
for a non-ferroelectric material [10]. As a conclusion, PFM cannot be used either to
discern if a material is ferroelectric or piezoelectric, uniquely. Even with such limi-
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tation, PFM is a uniquely and powerful domain imaging technique to report domain
structures at the nanoscale.

6.2.4 Practical Aspects for Doing PFM

This section is devoted to users that want a kick-off for their PFM measurements; in
this section we summarize all the corks and tricks of an experienced PFM user.

1.4.a. A testing platform

A known ferroelectric sample is mandatory for the users carrying out PFM mea-
surements. The most common testing sample, is called “Periodically Poled Lithium
Niobate” (PPLN) that can be purchased in major optical retailers or AFM compa-
nies. This sample is used firstly to introduce you in PFM and acquiring your very
first images but also, it is employed as a troubleshooting testing platform. An alterna-
tive sample may comprise a piezoelectric buzzer, commonly presented in electronic
stores, polished and heated to create a natural domain structure. Both lithium niobate
and the piezoelectric buzzer, which normally is composed of lead zirconate titanate
material, are known to be piezoelectric and ferroelectric materials.

1.4.b. The probe selection

The probe is one of the most important parts for any AFM method. From all the
available technologies, a conductive tip has to be employed. The most common
one is the Pt/Ir coated AFM probe, however the coating tends to degrade easily.
Another common approach is to use full metal tips, on which wearing does not
affect its conductivity and a longer tip shank length reduces electrostatic interaction.
The probe is commercialized mounted in different cantilevers, with different spring
constants. The recommendation is to employ relatively stiff cantilevers, for instance,
in Pt/Ir technology a common cantilever has a k = 3 N/m while, for a solid platinum
tip, a common k constant of 18 N/m is found. A stiff cantilever is recommended
to provide a good tip-sample mechanical contact and reduce electrostatic effects.
Since typical ferroelectric materials are hard ceramics, there is no sample plastic
deformation upon scanning. Other metallic probes may include doped single crystal
diamond tips, titanium coated tips and doped diamond coated tips.

1.4.c. The equipment

Thevastmajority ofAFMmicroscopes are equipedwith components to performPFM
by feeding the probe with a suitable AC signal and routing the deflection signal into
a Lock-In Amplifier (LIA) input. However, a common modification for PFM users is
to bypass the commercial electronics and feed the AC voltage signal directly to the
tip with an external coaxial cable. This improves the capacitive coupling between
the signal cables and the AC generation that can influence the measured signals.
An external lock-in amplifier can be used to overpass the equipment built-in LIA,
if necessary. Other common modifications include improving the trans-impedance
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Fig. 6.5 Testing images performed in PPLN with different bandwidths, a, b PFM Amplitude and
phase with BW = 80 Hz; c, d PFM Amplitude and phase with BW = 200 Hz and e, f PFM
Amplitude and phase with BW = 1000 Hz

amplifier from the photodetector, upgrading the laser spot with a superluminescent
diode or changing the spot size projected into the cantilever.

1.4.d. The equipment’s parameter

The laser spot has to be localized into the exact top of the cantilever, as near as
possible to the tip location. An incorrect laser position, for instance, in the middle
of the cantilever, will result in possible cantilever buckling effect. The reflected spot
has to be as circular as possible, and should cover all the photodetector. The pho-
todetector has to be adjusted, so that the image is collected as near as possible to the
0.00 V deflection value, to maximize the signal acquired. The most important imag-
ing parameters to be set are the force exerted by the probe and the LIA parameters.
Typically, forces range between 0.1 and 2 μN. Using a high force normally results
in a highly stable image due to the good mechanical contact between the tip and the
sample. However, for a coated tip, it may result in tip wearing and loose of image,
hence, it is preferably to switch to a full metallic tip. The LIA’s parameters have to
be set to maximize the input signal, through raising the internal gain, and reducing
the LIA’s bandwidth (or, equally, increasing its time constant). However, extremely
high gain may substantially increase the noise of the images. The best gain value
should be found by the user in each equipment by scanning the PPLN test sample
with different LIA’s parameters. The LIA’s bandwidth (or time constant) is the next
parameter to look at. A small bandwidth gives the best filtering option, and hence
is the recommended starting point. However, a too slow LIA will not be sufficient
to feed the necessary throughput data for the image. For instance, if you perform an
image of 100 × 100 pixels, scanned at 1 line per second, you will need 200 points
per second to completely feed the image with information. This means that the pixel
time constant is 1/200 s. If the time constant of the amplifier is higher than this value,
the LIAwill be too slow to perform an image, and hence, horizontal lines may appear
in the image, see Fig. 6.5a. If the BW is increased, data throughput is increased, but
also, a noisier image is obtained. In this case, the best results can be acquired with a
time constant that matches the pixel time constant.
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1.4.e. The environment

To perform experiments in PFM, it is important to control the environmental con-
ditions inside the AFM box. Typically, experiments are carried out in controlled
atmospheric conditions with low humidity environment. If the AFM does not have
a climate chamber, it is possible to fill the complete AFM box with compressed air,
which reduces the ambient humidity to values of less than 6%. Another common
approach is to fill the chamber with nitrogen gas to reduce the humidity further to
3% and getting rid of oxygen. However, security measurements have to be taken.

1.4.f. Procedure

A step-by-step guide into acquiring PFM images is provided in the following page:

a. Place the AFM tip into the tip holder. It has to be placed as centered as possible,
which is very important for thismode. Laser spot is adjusted so that it is as close as
possible to the top of the tip location-which is not the same as the very end of the
cantilever. Laser photodetector is adjusted so that its value is as close as possible
to 0.00 V, to maximize the sensitivity. A coaxial cable is connected directly to
the tip-or a suitable switch to route the AC signal to the tip is configured. Sample
is mounted into a conductive plate, which is connected to the DC generator of
an AFM (typically, “sample bias” channel) with suitable silver paint. With the
sample ready to scan, the box is closed and compressed air/nitrogen is filled
inside. The imaging software has to be configured to acquire LIA’s “Amplitude”
and “Phase” channels.

b. Once humidity is below 10%, the tip can be approached to the sample. Once
engaged, the LIA’s generator can be feed into the tip, a typical starting amplitude
is 2 VAC and frequency set to 20 kHz. The LIA’s is configured with an aggressive
time constant, for instance 10 ms (100 Hz BW) for images at 1 lines per second.
The gain parameter is maximized so that the signal is not clipped. With these
parameters, an image can be acquired. If natural domains can be seen, you can
use this frame to adjust the time constant and gain parameters of the LIA. A
common trick at this point is to reduce the scan speed, which enables the use of
even higher LIA’s time constant, hence a better filtering is achieved.

c. If at this point no stable signal can be obtained in the frames, you can increase
the AC voltage applied to the tip up to the maximum value. In case the image is
not stable, check the topography channel to see if topography image is obtained.
In case the piezoelectric signal is not measured, you can change the applied
AC frequency to the contact resonance frequency-which increases the signal-to-
noise ratio. To do so, a frequency sweep over a range of 20–200 kHz is typically
employed to look for the resonance peak. The resonance peak should be found
between the first and second resonance of the cantilever,measured in air. Once the
peak is found, the frequency can be changed to match such resonance frequency.
After all these steps are carried out and there is still no signal, we can conclude
that either natural domains are not present or they are too small to be imaged. If
you can see the domains, you can set the Dual-Resonance Amplitude Tracking
feature in your AFM, whenever such option is available.
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d. The next step is to prove if you can create a domain configuration into the MUT.
To do so, you can start by performing a spectroscopy experiment-similar to one
that is found in Fig. 6.4c.With the same starting parameters described in b a curve
for “Amplitude and “Phase” channels versus applied DC bias can be run. The
typical sweep goes from 0 to +6VDC, then from +6VDC to −6VDC to back +
6VDC. The sweep rate can be set to ranges from 5–20 V/s with data throughputs
of 80–500 points per second. If in the spectroscopy window you cannot obtain a
similar graph like shown in Fig. 6.4c, you can switch to the resonance frequency
as for the case c, and repeat the curves. If you are able to reproduce a butterfly-like
ferroelectric loops you should be able to record a suitable domain configuration.

e. Recording the domain configuration is a multistep process. A typical domain
recording is found in Fig. 6.3 consisting of 2 consequent squares. For one side, a
bigger image, typical of 6 × 6 μm is performed with 0 VAC and applying a DC
bias to the tip. From spectroscopy data obtained at d you can, approximately,
calculate the necessary voltage to record the domains. Too much voltage, and the
layer may undergo breakdown conditions, leading to the appearance of undesired
topographic features. The voltage has to be high enough to record the domain,
but not too high to break the sample. After the big square is recorded, a smaller
one is created concentric to the bigger one. Typically sizes are 4 × 4 μm or 2 ×
2 μm. These image sizes are enough for most common AFM to avoid drifting
occurring in smaller images. After the two consequent squares are recorded, it is
time to read the domain structure. To do so, a bigger than initial image has to be
employed, for instance, 10× 10 μm, to read the domain configuration following
b.

6.3 The Nano-PUND Technique

Nano-PUND is a technique introduced in 2017 [25] which has been developed to be
used as a complement to PFM analysis or as an alternative to it. PFM has become
the most widely used technique to assess ferroelectricity at the nanoscale but suffers
from numerous possible artifacts. Indeed, electrostatic [26] and electrochemical [27]
contributions are responsible for parasitic andmisleading PFMsignals in e.g. leaky or
oxygen vacancies-richmaterials [18, 28–30]. It has become obvious that PFM images
and loops could be obtained on non-ferroelectric materials, highlighting the need for
a complementary technique which could assess ferroelectricity in a more reliable
way in such cases. PUND technique, already implemented on several hundreds of
microns large electrodes, has thus been adapted at the nanoscale to detect andmeasure
remnant polarization with an atomic force microscope.
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6.3.1 The Principle of PUND Measurement

PUND technique has been introduced for the first time by Scott et al. [31] in 1988.
This technique is the best way to characterize ferroelectric materials because it deals
with the remnant part of the signal i.e. the purely ferroelectric part. The Polarization-
Voltage (P-V) or Polarization-Electric field (P-E) hysteresis loopwhich characterizes
ferroelectric materials is obtained by measuring a transient current in response of
specific excitation voltage pulses: two positives (P and U) and two negatives (N and
D) pulses (see Fig. 6.6a). Figure 6.6b shows the typical current response of PUND
voltage sequence measured on a PZT layer.

When a ferroelectric material is connected to a closed electrical circuit and the
ferroelectric polarization is switched, a displacement current I f appears. As ferro-
electricmaterials are also dielectric (or because there are capacitive elements inherent
to the measurement circuit), any variation of applied voltage at the sample terminals
generates also a dielectric displacement current Iε. In the case where the capacitance
C of the structure remains constant, Iε can be written:

Iε = C
∂V

∂t
(6.6)

Eventually, some leakage currents I leak can be also present especially when sam-
ples have a very small thickness: tunneling or defect-induced currents are possible in
this case. The leakage current is a location-dependent value, however all the cycles
are performed in the exact same spot. As long as there is no drifting of the AFM
tip, i.e. as long as the loops are performed fast, there is no reason to substract the
leakage current as a background, following a similar procedure as in standard PUND
method. As a result, the total current I total obtained with a ferroelectric sample can
be written:

Itotal = I f + Iε + Ileak (6.7)

Fig. 6.6 PUND excitation signal (a), current response measured on PZT ferroelectric material (b)
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During the measurement triangular voltage pulses are applied to the sample and
the current measurement is operated in several steps:

• At the very beginning of the procedure, a negative voltage pulse is applied in order
to switch all the ferroelectric dipoles.

• Then a first positive triangular voltage pulse, called “P” pulse is applied (called
“switching pulse”), during which all the components of the current are detected:
IP = I f + Iε + I leak.

• A second positive triangular voltage pulse, called “U” pulse is then applied (called
“non-switching pulse”), during which only IU = I ε + I leak is recorded, since all
ferroelectric dipoles have been switched during the “P” pulse and won’t switch
again.

• The same sequence is repeated with negative voltages: a “N” pulse (switching
pulse) measures IN composed of all contributions of the current. Eventually, a
“D” pulse (non-switching pulse) leads to the measurement of only Iε and I leak.

If the dielectric and leakage current are the same during “P” and “U” pulses,
respectively “N” and “D”, then the ferroelectric switching current can be found from:

I+
f = IP − IU (IP−U ) (6.8)

for positive applied voltages and:

I−
f = IN − ID(IN−D) (6.9)

for negative applied voltages.
The time integration of currents allows calculating the corresponding charge Q+

r
and Q−

r . Then, the remnant charge Qr is given by:

Qr = Q+
r + Q−

r

2
(6.10)

6.3.2 Nano-PUND: PUND Method Implemented in an AFM

Implementing thePUNDtechnique in anAFMrequires adjustments because of signal
to noise ratio issues. For macroscopic measurements, I f > Iε (Fig. 6.6b) whereas for
nanoscale measurements Iε � I f . It can be easily understood: the total capacitance
of the AFM system (≈0.5× 10−12 F [32], including the tip/sample, lever/sample and
chip/sample capacitances) is several orders of magnitude higher than the capacitance
formed by the apex of the tip and the sample (≈10−17 F). Therefore, the capacitive
displacement current due to the setup geometry, which is proportional to the first
capacitance, is dominating the ferroelectric switching current (which is proportional
to the second capacitance) at the nanoscale. Tiedke et al. [33] have already suggested
a technique to measure ferroelectric current switching on PZT sub-micron capacitors
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Fig. 6.7 Experimental setup for nano-PUND

with anAFM.However, thismeasurement requires a lot of nanofabrication operations
and the compensation of the stray capacitance is not complete. Then, it leads to noisy
measurements on the smallest capacitors. Prume et al. [34] have introduced a parasitic
capacitance modeling of the AFM contact between the tip and the sample surface.
This technique is not the best way to compensate stray capacitance because it does
not solve experimentally the problem of the signal to noise ratio (the correction has to
be done after themeasurement). Schmitz et al. [35] presented an in situ compensation
method,which is not completely described, butwhich allows to observe a polarization
switching current on sub-micron capacitors with a pretty good signal to noise ratio.

Here, we suggest to significantly lower the capacitive current due to the parasitic
capacitance of the setup. To do so, a compensation procedure is implemented to
reduce the influence of capacitive current. An opposite PUND sequence (called
NDPU) is applied on a reference capacitance Cref in order to generate the exact
opposite of the current due to stray capacitive current. This current is subsequently
added to the signal obtained from the PUNDmeasurement on the sample of interest.
It must be noted that the synchronization of PUND (Channel A) and NDPU (Channel
B) sequences is crucial for the whole process. Figure 6.7 illustrates the experimental
setup.

6.3.3 Examples and Applications of Nano-PUND
Measurements

Experimental measurements of nano-PUND on a 200 nm thick PbZr0.52Ti0.48O3

sample are shown inFig. 6.8. In this case, the leakage current is negligible. Figure 6.8a
shows a nano-PUNDmeasurement without any correction of the parasitic capacitive
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Fig. 6.8 Nano-PUND measurement without compensation of stray capacitive current on PZT (a),
nano-PUND measurement with compensation on PZT (b)

Fig. 6.9 Ferroelectric switching current measurement on several materials (a), average remnant
charge on several materials (b)

current (corresponding to Channel A on Fig. 6.7). There is no difference between
switching pulses (P and N) and non-switching pulses (U and D). The ferroelectric
switching current is covered by the stray capacitive current which is several orders of
magnitudes higher. Following (6.6), the total stray capacitancevalue canbe calculated
from this measurement. In this example, the parasitic capacitance is 0.65 pF. This
step is important in order to choose the suitable capacitance Cref and the amplitude of
the voltage to apply on Channel B. Figure 6.8b displays a nano-PUNDmeasurement
after the compensation of the parasitic capacitance (applied through Channel B on
Fig. 6.7). Consequently, the capacitive current has been lowered by a factor 100
compared to the first measurement. Now, a difference between IP and IU (resp. IN
and ID) is clearly observed, proving that the ferroelectric switching polarization of
the material can been evidenced (Fig. 6.8b). The ferroelectric switching current is
plotted after the subtraction step in Fig. 6.9a (blue line).

The remnant charge can be obtained by time integration of I f (IP−U in the posi-
tive part and IN−D in the negative part) and is estimated at Qr = 4.2 fC. A similar
value of remnant charge have been measured on two PZT layers of different thick-
nesses deposited with the same growth method, which shows the reproducibility
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of the technique. We have compared Qr to the remnant polarization (Pr) measured
at macroscopic scale on large Metal-Ferroelectric-Metal (MFM) structures. If we
assume that Pr is scale-independent then the radius of the tip-sample contact can be
deduced and estimated at 79 nm in this case. This pretty large radius is in accordance
with the kind of AFM tip used for this experiment which have an average radius of
50 nm (diamond coated tips). Moreover, the experiments have been performed in
ambient environment, therefore the presence of a water meniscus between the AFM
tip and the sample surface can also account for the large calculated radius [36].

Additional measurements have been done on several non-ferroelectric materials
(LaAlO3, Al2O3, SiO2) in order to determine the background noise of the technique
(Fig. 6.9). The remnant part of the current (IP−U and IN−D) is displayed on Fig. 6.9a
and shows no current peak for these non-ferroelectric materials. The measurements
confirm the reliability of nano-PUND technique considering the fact that PFM images
and loops have been obtained on the same LaAlO3 sample [18]. Remnant charges
are calculated by time integration of these current and results are plotted in Fig. 6.9b.
From this graph, the extraction of the background level is possible and is estimated at
0.5 fC (gray stripe) which is therefore the average value obtained from paraelectric
materials with nano-PUND.Although PZT remnant charge is almost ten times higher
than this value, this background noise could become a limiting factor for materials
with far lower remnant polarization.

6.3.4 Future Developments of Nano-PUND Technique

The decrease of the background noise is an important issue that must be solved if
ferroelectric switching currents have to be detected on ferroelectric materials with
a weak polarization. A high performance transimpedance amplifier with the lowest
possible noise level must be used. Any solution which could decrease the stray
capacitance of the tip-lever-chip/sample structure would help increasing the signal
to noise ratio.

Another evolution of this technique would be to compensate not only displace-
ment but also leakage current during measurement. Indeed, any voltage wave can
be applied on Channel B, allowing not only to compensate dielectric displacement
current but also any kind of parasitic contribution, including leakage current. This
makes nano-PUND a very versatile method but imposes that the leakage current
remains exactly the same for both P and U (respectively N and D) voltage pulses.
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6.4 Direct Piezoelectric Force Microscopy as a Quantitative
Tool

In part one of this chapter,we analyzed how theCPE is used as an imagingmechanism
to map ferroelectricity in MUTs. In this part we will introduce and analyze how the
direct piezoelectric effect provides a different and complementary view to the PFM
information.

6.4.1 Principles of DPFM

The direct piezoelectric effect is used in DPFM as imaging mechanism by applying a
mechanical stress and measuring the generated charge [3, 37]. The piezo-generated
charge measuring protocol is not trivial, and it is not until 2017 in which the fea-
sibility and implementation of DPFM was demonstrated [37]. The main limitation
for this implementation arises from a technologically point of view as an appro-
priate operational amplifier (OA) was not available. As an example, if a suitable
piezoelectric sample, with d33 value of 50 pC/N, is strained with 100 μN force, the
generated charge is 50 × 10−4 pC, which indeed, it’s an extremely tiny amount of
charge for the existing sensing electronics. The direct piezoelectric effect is schema-
tized in Fig. 6.10, for a given ferroelectric material with an upwards out-of-plane
polarization, a pulling force generated a negative charge (see Fig. 6.10a). Reversing
the applied force, inverses the generated charge sign (see Fig. 6.10b) [3, 38].

A correct selection of appropriate electronics to measure such charge is crucial.
Typical OAs have a leakage current in the order of pA range, hence, the generated
charge is likely to be absorbed by the leakage current of the OA [39–41]. In this con-
figuration, the OA is configured like a transimpedance amplifier, in which the circuit
acts as a current-to-voltage converter, with a current gain matching the feedback
resistor of the circuit, R2, see Fig. 6.11 [42].

Fig. 6.10 Explanation of the direct piezoelectric effect phenomena. If a force pulls a material and
expands it, a negative charge is built up on top of its surface as in (a). However, if the force is applied
in the opposite direction, the generated charge sign inverses as in (b)
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Fig. 6.11 Operational Amplifier (OA) configured as a transimpedance amplifier topology. In this
configuration, the BandWidth (BW) of the system is limited by the low pass filter formed from the
parallel configuration of R2 and C1

At this point, in order to maximize the signal-to-noise ratio, a higher feedback
resistance is desirable in this case the feedback resistor value is 1 T�. Due to inherent
parasitic capacitance present in the feedback path, the bandwidth (BW) of the system
is determined by the RC low pass filter of the feedback, for the case of 1 T� and
a parasitic capacitance of 0.1 pC, the BW can be approximated to 1.59 Hz, with
the formula 1/(2πRC) [40]. For each value of R and C it is crucial to apply the
RC filter formula to calculate the BW, to ensure that the amplifier is working in
the transimpedance amplifier regime. The transimpedance amplifier output can be
connected to a subsequent voltage amplifier stage to increase the total gain of the
system however, it is preferable to use cascade amplifiers rather than a high gain
voltage-to-voltage amplifier [43]. The very first image acquired in thismode is shown
in Fig. 6.12which depicts the domain configuration of the PPLN-which is the primary
testing platform for PFM [37].

Figure 6.12c, d correspond to the PFM phase and PFM amplitude image obtained
simultaneously with this mode. Such images, helps us to spatially locate the ferro-
electric domains for Fig. 6.12e, f. For DPFM images, frames 6.12e, f, the current
is only recorded when the AFM tip crosses from one domain to the other, however,
when the tip scans in one single domain the current drops by one order of magnitude.
The images can be interpreted through the understanding of the direct piezoelectric
effect. As denoted by (6.3), a charge density is generated when a certain strain is
applied to the material. In our case, we have two different domain structures, so it
makes sense to divide (6.3) into two terms, a term for the pressure applied to the up
polarization state and a term for the pressure applied to the down polarization state:

dσ

dt
= d33

(
dFUP

dt
− dFDW

dt

)
(6.11)
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Fig. 6.12 DPFM images acquired for PPLN, Topography (a), and friction (b), are typical frame
images acquired in contact mode. PFM Phase (c) and PFM amplitude (d), acquired with the settings
depicted in point 1 of this chapter. DPFM-Si (e) and DPFM-So (f), from which the tip travels from
left to right, and vice-versa, respectively, for the case of PPLN. All the six images are acquired
simultaneously, consisting of a 256 × 256 pixels image
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Fig. 6.13 3D model of non-piezoelectric and piezoelectric material scanned with DPFM, a While
the tip scans the non-piezoelectric material, there is no charge and current generated, left. However,
as the tip loads the piezoelectric material, generation of charge occurs, and hence, a current flows
through the system, middle. Once the tip completely enters in the piezoelectric material, as the force
is constant, the charge is maintained constant with time, and hence the generated current is zero.
The process is described with graph showing the Charge and Current in b while the tip crosses from
left to right

In which dσ/dt is the current distribution, and dFUP

dt , dFDW

dt are the pressure
momentum for up and down domain areas. Hence, in order to record a current,
time dependency of the terms d33 and F should occur. As the mode is employed
in a constant-force contact mode, the force is maintained constant through-out the
image, and, as consequence, dF/dt is always 0 [44]. However, when the tip crosses a
domain wall, the generated charge changes its sing giving a generated current signal.
In order to provide an intuitive view of this approach, a 3D model of the tip crossing
from a non-piezoelectric material, to a ferroelectric material is given in Fig. 6.13.

Once the tip scans the non-piezoelectric material and the force is kept constant,
there is no charge built up. Once the tip goes from left to right, the tip unloads the
non-piezoelectric sample, and loads the piezoelectric part of the sample. Hence, as
the tip is increasing the pressure into the piezoelectric material, there is a current
flowing, which may depend upon the tip speed and tip load parameters. In this case,
the term dFUP

dt of (6.11) is different from 0. Once the tip enters completely into
the piezoelectric material, the generated charge is kept constant with time and, as
a consequence, the generated current is zero. While the tip reverses its direction,
the exact same reasoning can be employed to explain an inversion of the recorded
current. This process is graphically depicted in Fig. 6.13b, in which the vertical green
line depicts the middle of the tip apex crossing from one domain to the other. The
charge at the side of the non-piezoelectric sample is 0, see red line of 6.13b, while
at the side of the piezoelectric domain, the charge is positive. The current, in grey
line is found by numerically differentiating the generated charge profile, red line. If
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we now substitute the non-piezoelectric material part, with a domain with reverse
polarization, we find that a combination of two processes occurs. Hence, when the
tip goes from left to right, the downwards polarization state is unloaded, and the
upwards polarization is loaded. Hence, the (6.11), can be simplified by assuming
dFUP

dt = − dFDW

dt :

dσ

dt
= 2d33

(
dFUP

dt

)
(6.12)

Substituting the tip speed, v, in the above equation,

dσ

dt
= 2d33v

(
dFUP

dx

)
(6.13)

From which we can interpret that the recorded current is directly proportional to
the scan speed, v, the piezoelectric constant, d33 and to the applied force per unit
area, dF

dt . For a tip crossing from antiparallel out-of-plane domain structures, such
equation can be integrated to:

Q = 2d33F (6.14)

As expected, the generated charge is independent of the scan speed while the
current is proportional to the applied load and the scan speed.

6.4.2 Quantitative Data in DPFM

The main application of DPFM is to acquire quantitative data from nanoscale piezo-
generated charge images. At this point, the direct approach provides an accurate
way of quantitatively measuring the piezoelectric constant of a MUT. In order to
acquire the d33 value, [66] is used. Hence, both the collected charge and the applied
force need to be calculated. In order to precisely calculate the applied force, the
cantilever’s spring constant is obtained through a direct measuring approach or a
thermal tune approach [45, 46]. Through a standard Force-versus-Distance curve,
the deflection sensitivity can be calculated and, with the spring constant, the applied
force is obtained [47]. In order to measure the charge, the recorded current profile is
time integrated, see Fig. 6.14.

From the current integral it is found that the generated charge is 5.9 and −6.4 fC
for each DPFM-Si and DPFM-So images respectively. By applying the (6.13) the d33
value for the material can be obtained, with, for this case, it give the value of 14 ±
3 pC/N, which is inside the range obtained in literature [48]. The profile integration
approach is a direct way of measuring the charge generated, however, it might not
be convenient for the case of complex domain structures [49]. For such cases, it is
possible to simply obtain an image data histogram from the current collected frames.
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Fig. 6.14 Quantitative data analysis acquired from DPFM images. DPFM-Si image (a); average
profile acquired from all the lines from DPFM-Si frame (b); DPFM-So image (c); average profile
acquired from all the lines from DPFM-So frame (d)

For instance, such approach is applied in Fig. 6.15 for the case of a PZT with natural
domains. In such complex systems, it is difficult to obtain a well-defined line as for
the case of PPLN in which the tip crosses antiparallel out-of-plane domain structure.

The histogram is plotted for the different force values, named “F1” for 264 μN,
“F2” for 384 μN and “F3” for 146 μN. It is seen that as the load increases, the
corresponding current value increases accordingly. More importantly, both SI and
SO images represent a similar amount of current for each of the applied loads, despite
the highly localized measurements inherent to DPFM.

6.4.3 Practical How-to Guide for Imaging with DPFM

In this part of the chapter, you will learn how to get your fist DPFM image. In order to
implement this mode into an AFM, you need the following elements: a low leakage
amplifier ADA4530-1 from Analog Devices, a test sample, coaxial cables and the
correct tip, currently “RMN-25PT200H”.

Amplifier: The amplifier has to be configured as a transimpedance amplifier
topology [39]. A feedback resistor of 10–100 G� is recommended as a starting
point, while no feedback capacitor is placed in the feedback path. A suitable voltage
regulated sourcewith±8Vcan be used to power the amplifier.An additionalVoltage-
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Fig. 6.15 DPFM images on PZT ceramic with natural domains structure. DPFM-Si image (a) and
DPFM-So image (b). From these images, a histogram for different applied forces is calculated (c),
where each count is referred to a single image pixel

to-Voltage amplifier can be used to increase the total gain of the system. A calibration
step-by-step guide is given further in the text and more details can be found in the
supplementary material of the following reference [37].

Test Sample: The same PPLN test sample, as for the PFM case, can be used for
testingDPFM.However, this sample has a low d33 constant of ~10 pC/N so obtaining
an additional sample with different d33 is mandatory. A low cost alternative is the
use of PZT sample with natural domain structure as explained in point 1.5.a.

Coaxial cable: The AFM system used has to be modified so that a coaxial cable
can be connected directly to the tip. This coaxial cable is a critical component; it has
to be as short as possible, with coax cable reference RG174. One side of the cable
is soldered to a high quality BNC connector, while the other side, coax core, can be
directly connected to the tip or throughout another connector.

The tip: A specific tip made of full platinum and high spring constant is used. The
references RMN-25PtIr200B-H and RMN-25Pt200B-H can be used. This specific
tip is very important, because it allows you to apply loads of hundreds ofμNwithout
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permanently deformation the cantilever. More importantly, the tip is made of full
metal, preserving the conductivity of a degraded tip.

Procedure: Once all these components are available the analysis can start and
DPFM images collected. The tip is placed in the tip holder, and the laser is configured
as for the case of PFM. We recommend a feedback resistor of 10–100 G� for
the case of the transimpedance amplifier. The photodetector is adjusted with a low
level deflection signal-for instance, −3 V is a good starting point. With everything
connected, the regulated voltage source can be connected to the low leakage current
amplifier. The output of the transimpedance amplifier can be routed to an additional
voltage-to-voltage amplifier before feeding the signal into a suitable AUX input
channel of your AFM controller If using such additional amplifier, check that the
signal read by the AFM is not saturated and correct to suitable REF input of the
voltage amplifier. The PPLN sample is connected to the ground, typical “sample
bias”, through its bottom electrode. At this point, the tip can be approached towards
the sample surface. For the first collected image, a set of recommended parameters
are as follow: 128× 128 pixels, 25× 25 μm, speed of 0.1 ln/s and a deflection value
of 0 V. The signal recorded is the AUX input channel to which the transimpedance
amplifier output is connected, for both trace and retraces scan directions. This channel
relates to the current that is circulating through the transimpedance amplifier, and
hence, it is the current that youwillmeasure. If topography channel looks like a PPLN
surface, then you can increase the load to the sample. Setpoint deflection value up to
+3 V can be typically used without losing the topography PID signal path. If after
this procedure, you are not able to record an image like the one shown in Fig. 6.12e,
f you can do the following:

1. Use the AFM motor to apply to the sample a much higher load, as compared
to the force exerted by Z-piezo. The exact force value could reach the range of
milliNewtons easily, making the tip blunt, and likely causing permanent damage
to the cantilever. However, for testing purposes, you can do this in order to record
a signal similar than in the case of Fig. 6.12e, f. In order to do this step, ensure
that the piezo-scanner from the AFM is free to move, otherwise you may damage
it. Use the AFMmotor to manually approach the tip to the PPLN sample surface,
until the cantilever is considerably bended. The laser spot should go out of the
projection screen, but you could still enable the high voltage X and Y piezos and
start a 25 × 25 μm scan. Topography, Friction and Deflection frames should be
constant, but a suitable pattern similar to Fig. 6.12e, f would be recorded. An
example of the frames recorded in this procedure is depicted in Fig. 6.16.
This means that the setup is working correctly, but the leakage current is too high,
and hence you have to find the leakage path and reduce it.

2. Increase the scan speed of the measurements to 1–2 ln/s. It is important, at
this step, to note that the tip remaining time for each image pixel has to be
larger than the coefficient of 1/BW to ensure that the amplifier still behaves as a
transimpedance amplifier and not as a charge amplifier.

3. Place an external resistor in the tip holder, so that the external resistor completes
the signal from the tip holder to ground. A suitable resistor, of 10–100 G�, can
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Fig. 6.16 Test images acquired for the case of PPLNwith the procedure described. Image acquired
while the tip is traveling from left to right (a), and from right to left (b). In this test the force applied
is not controlled, however it is much easier to acquire a signal and hence, it can be used for
troubleshooting purposes

be used as a test resistor. Route the DC bias to the tip holder-or sample bias-
and record a curve depicting “AUX channel INPUT” versus applied DC bias.
You should be able to see a linear straight curve. Otherwise the amplifier is not
working correctly.

4. Start scanning the PZT sample, with a higher d33 value, the generated current
should be of at least 10 × the values of PPLN. Depending on its thickness, the
domain structure should look like Fig. 6.15a, b.

6.5 Applications of Nanoscale Ferroelectric
Characterization into Semiconductors

In this section, we will review how the proposed set of techniques has helped provid-
ing information in several other fields, giving special importance to the application
of nanoscale characterization of solar cells, sensors, memories, transistors and wide-
band gap semiconductors.

6.5.1 Solar Cells

Ferroelectric could boost the solar cell efficiency by favoring the separation of the
photogeneration electron-hole pairs due to the internal polarization present in such
materials. This property has been discussed for the case of the new technology of solar
cells based on lead halide perovskite, and the role of ferroelectricity in such systems
[50]. In this case, the specific domain patterning revealed with PFM technique is used
to distinguish the ferroelectric property. Other authors have measured such domain
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Fig. 6.17 a, d, The side-view illustrations of the expected mode shape of the cantilever show
decoupling (a) and coupling (d) of the signal with cantilever dynamics; bottom insets show top-
view images of the laser spot location on the cantilever. b, e, Amplitude images with the LDV spot
in the locations a and d, respectively. c, f, Phase images with the LDV spot in the locations a and
d, respectively. Scale bars, 1 μm. Reprinted from [51]

structure and correlated it to ferroelastic domains, rather than ferroelectric domains,
see Fig. 6.17 [51].

By using a different sensor rather than the standard Optical Beam Deflection
System, Yongtao Liu et al. were able to decouple artifacts coming from PFM mea-
surements. Another important application of these techniques relies in the characteri-
zation ofmethods to increase the efficiency of the cell through the ferroelectric effect,
for instance, by adding ferroelectric polymers [52]. Ferroelectric materials present
absorption and electron-hole generation properties at wavelengths very close to vis-
ible light. One of the most promising fields of application of ferroelectrics is in the
so-called “Abnormal Photovoltaic effect” in which the open circuit voltage of the
cell is increased over the common material band gap. In this sense, the nanoscale
patterning of ferroelectric surfaces with nanoscale domains is a key factor to enhance
this abnormal effect. It has been shown by Akash Bhatnagar that Bismuth Ferrite, a
common ferroelectric material, grown over a special substrate, generated a domain
structure that can influence the efficiency of the cell [53]. Also, the efficient separa-
tion of electron-hole pairs can be combined with tunning the bandgap of multiferroic
systems to increase the absorption as demonstrated by Nechache et al. [54].
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6.5.2 Sensors

Ferroelectric materials can also provide solutions to other technological challenges
including lower energy consumption devices and inertial sensors for distance, move-
ment and acceleration detection. As an example, the Internet of Things (IoT) globally
needs billions of sensors andWNS to remotely sensing and transferring information.
Moreover, these billions of sensor nodes and bio-sensors will need to be powered.
Using batteries for that purpose poses an unmanageable economic and environmental
issue. Luckily, sensors for communications nodes or biomedical applications con-
sume little power (~1 μW) and thus, powering them from environmental vibrations
using the same ferroelectric sensor materials is a viable option. In general, ferro-
electrics provide the most compact option, allowing micro- and nano-scaling energy
harvesters for remote, autonomous and fit-and-forget powering of wireless network
sensors [55]. In this direction, integrating high quality epitaxial ferroelectric films
and nanostructures on silicon could boost the fabrication of a number of devices
with the traditional Si-based complementary metal-oxide-semiconductor (CMOS)
technology [56]. Moreover, advances in micro and nanofabrication technologies,
open the possibility to implement a large scale integration of miniaturized piezoelec-
tric materials into innovative electromechanical devices with nanosizedmoving parts
(MEMS / NEMS) with prospective applications in electronics, biology and medicine
[57–60]. For the first time, A. Gomez et al. established a hybrid chemical solution
route to prepare nanostructured epitaxial lead free ferroelectric oxide materials on
silicon wafers [5]. In particular, the authors designed a nano-structured multilayer to
amplify the flexoelectric response of ferroelectric n-type semiconducting BaTiO3–δ

films. In this work, PFM technique demonstrated a simultaneous and independent
mechanically-controlled switching of the ferroelectric polarization and the resistive
state at the nanoscale. This nanoscale ferroelectric characterization is among the
first examples that prove the integration on silicon of nonvolatile multilevel devices
with mechanoelectric control and enhanced flexoelectric response, which could find
applications in sensing and harvesting energy (Fig. 6.18).

6.5.3 Negative Capacitance

In a typical capacitor, an increased bias results in an increased charge accumulated
at the capacitor electrodes. However, for the case of negative capacitance (NC), the
opposite occurs, an increase in the applied bias voltage decreases the charge accumu-
lated. NC has also been demonstrated experimentally by other authors, for instance,
Asif Islam Khan et al. reported negative capacitance experimentally in a bilayer of
ferroelectric Pb(Zr0.2Ti0.8)O3 and dielectric SrTiO3 [61, 62]. The implications and
uses of this effect include mainly the electronic industry, specifically to improve the
dynamic capabilities of MOSFET technology. The effect of negative capacitance
could enhance some of the specifications related to MOSFET technology [63]. From
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Fig. 6.18 a Lowmagnification Z-contrast image of a columnar epitaxial BTO/LSMO/STO/Si(001)
multilayer viewed along the [110] Si axis. b High resolution Z-contrast image of the BTO/LSMO
interface viewed along the Si [110]-crystallographic direction, and higher resolution Z-contrast
image of the coherent interface between the BTO and LSMO layers. c Phase image of a 45 nm
thick BaTiO3 film after the generation of the downward-oriented ferroelectric domains by electrical
poling and mechanical loading force. e Mapping of electrical current of the same film showing the
piezo-driven resistance switching between two different resistance states by electrical poling and
mechanical load. Reprinted from [5]

a theoretical point of view,withNC itwould be possible to enhance the 60mV/decade
limit of typically employed gate oxides [63]. This possibility has been demonstrated
recently by Mengwei Si et al., in a system using a ferroelectric hafnium zirconium
oxide layer in the gate dielectric stack and molybdenum disulfide as semiconductor,
see Fig. 6.19 [64].

By using MoS2 NC-FET researchers report excellent on-off capabilities with a
drain current of up to 5 × 10 μA μm−1. Another application of NC is using it as
a step-up voltage converter to power up nanoscale devices [65]. In this application,
the NC effect is used as a reliable and efficient voltage booster.
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Fig. 6.19 a Schematic view of a MoS2 NC-FET. The gate stack includes heavily doped Si as the
gate electrode, 20 nm HZO as the ferroelectric capacitor, 2 nm Al2O3 as the capping layer and
capacitance-matching layer. A 100 nm Ni layer was deposited using an electron-beam evaporator
as the source–drain electrode. bCross-sectional view of a representative sample showing the bilayer
MoS2 channel, amorphous Al2O3 and polycrystalline HZO gate dielectric. c Corresponding EDS
elemental map showing the distribution of Hf, Zr, Al, O, Mo and S. Reprinted from [64]

References

1. C.R. Clayton, Materials Science and Engineering: An Introduction (1987)
2. J. Curie, P. Curie, Development by pressure of polar electricity in hemihedral crystals with

inclined faces. Bull. Soc. Min. Fr. 3, 90 (1880)
3. T.O. Ikeda, Fundamentals of Piezoelectricity (Oxford University Press. Oxford University

Press, Oxford, 1990)
4. W.G. Cady, J. Valasek, BOOK REVIEWS: Piezoelectricity: An Introduction to the Theory and

Applications of Electro-mechanical Phenomena in Crystals (1965)
5. A. Gómez, J.M. Vila-Fungueiriño, R. Moalla, G. Saint-Girons, J. Gázquez, M. Varela, R.

Bachelet, M. Gich, F. Rivadulla, A. Carretero-Genevrier, Electric and mechanical switching
of ferroelectric and resistive states in semiconducting BaTiO3–δ Films on silicon. Small. 13
(2017). https://doi.org/10.1002/smll.201701614

https://doi.org/10.1002/smll.201701614


6 Characterizing Ferroelectricity with an Atomic Force Microscopy … 201

6. H. Lu, C.W. Bark, D. Esque De Los Ojos, J. Alcala, C.B. Eom, G. Catalan, A. Gruverman,
Mechanical writing of ferroelectric polarization. Science (80-.). 335, 59–61 (2012). https://doi.
org/10.1126/science.1218693

7. H.D. Espinosa, R.A. Bernal, M.Minary-Jolandan, A review of mechanical and electromechan-
ical properties of piezoelectric nanowires. Adv. Mater. 24, 4656–4675 (2012). https://doi.org/
10.1002/adma.201104810

8. H. Lu, D.J. Kim, C.W. Bark, S. Ryu, C.B. Eom, E.Y. Tsymbal, A. Gruverman, Mechanically-
induced resistive switching in ferroelectric tunnel junctions. Nano Lett. 12, 6289–6292 (2012).
https://doi.org/10.1021/nl303396n

9. P. Sharma, S. Ryu, Z. Viskadourakis, T.R. Paudel, H. Lee, C. Panagopoulos, E.Y. Tsymbal,
C.B. Eom, A. Gruverman, Electromechanics of Ferroelectric-Like Behavior of LaAlO3Thin
Films. Adv. Funct. Mater. 25, 6538–6544 (2015). https://doi.org/10.1002/adfm.201502483

10. R.K. Vasudevan, N. Balke, P. Maksymovych, S. Jesse, S.V. Kalinin, Ferroelectric or non-
ferroelectric: why so many materials exhibit “ferroelectricity” on the nanoscale. Appl. Phys.
Rev. 4 (2017). https://doi.org/10.1063/1.4979015

11. S.Xie,A.Gannepalli,Q.N.Chen,Y.Liu,Y.Zhou,R. Proksch, J. Li,High resolution quantitative
piezoresponse force microscopy of BiFeO3 nanofibers with dramatically enhanced sensitivity.
Nanoscale 4, 408–413 (2012). https://doi.org/10.1039/C1NR11099C

12. S.V. Kalinin, E. Karapetian, M. Kachanov, Nanoelectromechanics of piezoresponse force
microscopy. Phys. Rev. B. 70, 184101 (2004). https://doi.org/10.1103/PhysRevB.70.184101

13. D. Seol, B. Kim, Y. Kim, Non-piezoelectric effects in piezoresponse force microscopy. Curr.
Appl. Phys. 17, 661–674 (2017). https://doi.org/10.1016/j.cap.2016.12.012

14. E. Soergel, T. Jungk, A. Hoffmann, Quantitative analysis of ferroelectric domain imaging with
piezoresponse force microscopy. Cond-Mat/0510005. (2005)

15. S.Xie,A.Gannepalli,Q.N.Chen,Y.Liu,Y.Zhou,R. Proksch, J. Li,High resolution quantitative
piezoresponse force microscopy of BiFeO3 nanofibers with dramatically enhanced sensitivity.
Nanoscale 4, 408 (2012). https://doi.org/10.1039/c1nr11099c

16. C. Harnagea, A. Pignolet, M. Alexe, D. Hesse, Piezoresponse scanning force microscopy: what
quantitative information can we really get out of piezoresponse measurements on ferroelectric
thin films. Integr. Ferroelectr. 44, 113–124 (2002). https://doi.org/10.1080/10584580215148

17. J. Stephen, S. Jesse, J. Stephen, Quantitative mapping of switching behavior in piezoresponse
force microscopy. Rev. Sci. Instrum. 77, 73702 (2006)

18. A.S. Borowiak, N. Baboux, D. Albertini, B. Vilquin, G. Saint Girons, S. Pelloquin, B. Gau-
tier, Electromechanical response of amorphous LaAlO3 thin film probed by scanning probe
microscopies. Appl. Phys. Lett. 105 (2014). https://doi.org/10.1063/1.4889853

19. A. Labuda, R. Proksch, Quantitative measurements of electromechanical response with a com-
bined optical beam and interferometric atomic force microscope. Appl. Phys. Lett. 106 (2015).
https://doi.org/10.1063/1.4922210

20. A. Gomez, T. Puig, X. Obradors, Diminish electrostatic in piezoresponse force microscopy
through longer or ultra-stiff tips. Appl. Surf. Sci. 439, 577–582 (2018). https://doi.org/10.
1016/j.apsusc.2018.01.080

21. E.A. Eliseev, S.V. Kalinin, S. Jesse, S.L. Bravina, A.N. Morozovska, Electromechanical detec-
tion in scanning probemicroscopy: tipmodels andmaterials contrast. J. Appl. Phys. 102 (2007).
https://doi.org/10.1063/1.2749463

22. S.V. Kalinin, D.A. Bonnell, Imaging mechanism of piezoresponse force microscopy of ferro-
electric surfaces. Phys. Rev. B—Condens. Matter Mater. Phys. 65, 1–11 (2002). https://doi.
org/10.1103/physrevb.65.125408

23. N. Balke, P. Maksymovych, S. Jesse, A. Herklotz, A. Tselev, C.B. Eom, I.I. Kravchenko, P. Yu,
S.V. Kalinin, Differentiating ferroelectric and nonferroelectric electromechanical effects with
scanning probe microscopy. ACSNano 9, 6484–6492 (2015). https://doi.org/10.1021/acsnano.
5b02227

24. G.A. MacDonald, F.W. DelRio, J.P. Killgore, Higher-eigenmode piezoresponse force
microscopy: a path towards increased sensitivity and the elimination of electrostatic artifacts.
Nano Future 2, 015005 (2018). https://doi.org/10.1088/2399-1984/aab2bc

25. S.Martin, N. Baboux, D. Albertini, B. Gautier, A new technique based on current measurement
for nanoscale ferroelectricity assessment: nano-positive up negative down. Rev. Sci. Instrum.
88 (2017). https://doi.org/10.1063/1.4974953

https://doi.org/10.1126/science.1218693
https://doi.org/10.1002/adma.201104810
https://doi.org/10.1021/nl303396n
https://doi.org/10.1002/adfm.201502483
https://doi.org/10.1063/1.4979015
https://doi.org/10.1039/C1NR11099C
https://doi.org/10.1103/PhysRevB.70.184101
https://doi.org/10.1016/j.cap.2016.12.012
https://doi.org/10.1039/c1nr11099c
https://doi.org/10.1080/10584580215148
https://doi.org/10.1063/1.4889853
https://doi.org/10.1063/1.4922210
https://doi.org/10.1016/j.apsusc.2018.01.080
https://doi.org/10.1063/1.2749463
https://doi.org/10.1103/physrevb.65.125408
https://doi.org/10.1021/acsnano.5b02227
https://doi.org/10.1088/2399-1984/aab2bc
https://doi.org/10.1063/1.4974953


202 S. Martin et al.

26. S.V. Kalinin, D.A. Bonnell, Electric scanning probe imaging and modification of ferroelectric
surfaces. (2004), pp. 1–43. https://doi.org/10.1007/978-3-662-08901-9_1

27. S.V. Kalinin, S. Jesse, A. Tselev, A.P. Baddorf, N. Balke, The role of electrochemical phenom-
ena in scanning probe microscopy of ferroelectric thin films. ACS Nano 5, 5683–5691 (2011).
https://doi.org/10.1021/nn2013518

28. S. Martin, N. Baboux, D. Albertini, B. Gautier, Interpretation of multiscale characterization
techniques to assess ferroelectricity: the case of GaFeO3. Ultramicroscopy 172, 47–51 (2017).
https://doi.org/10.1016/j.ultramic.2016.10.012

29. H. Miao, C. Tan, X. Zhou, X. Wei, F. Li, More ferroelectrics discovered by switching spec-
troscopy piezoresponse force microscopy? Epl. 108 (2014). https://doi.org/10.1209/0295-
5075/108/27010

30. N. Balke, P. Maksymovych, S. Jesse, A. Herklotz, A. Tselev, C. Eom, I.I. Kravchenko, P. Yu,
S.V. Kalinin, Differentiating ferroelectric and effects with scanning probe microscopy. ACS
Nano 9, 6484–6492 (2015). https://doi.org/10.1021/acsnano.5b02227

31. J.F. Scott, L. Kammerdiner, M. Parris, S. Traynor, V. Ottenbacher, A. Shawabkeh, W.F. Oliver,
F. Scott, Switching kinetics of lead zirconate titanate submicron thin-film memories. 64, 787
(2007). https://doi.org/10.1063/1.341925

32. I. Estevez, P. Chrétien,O. Schneegans, F.Houzé, Specificmethodology for capacitance imaging
by atomic force microscopy: a breakthrough towards an elimination of parasitic effects. Appl.
Phys. Lett. 104 (2014). https://doi.org/10.1063/1.4866607

33. S. Tiedke, T. Schmitz, K. Prume, A. Roelofs, T. Schneller, U. Kall, R. Waser, C.S. Ganpule,
V. Nagarajan, A. Stanishevsky, R. Ramesh, Direct hysteresis measurements of single nano-
sized ferroelectric capacitors contacted with an atomic force microscope. Appl. Phys. Lett. 79,
3678–3680 (2001). https://doi.org/10.1063/1.1421638

34. K. Prume, A. Roelofs, T. Schmitz, B. Reichenberg, S. Tiedke, R. Waser, Compensation of
the parasitic capacitance of a scanning force microscope cantilever used for measurements on
ferroelectric capacitors of submicron size by means of finite element simulations. Japan. J.
Appl. Phys., Part 1 Regul. Pap. Short Notes Rev. Pap. 41, 7198–7201 (2002). https://doi.org/
10.1143/jjap.41.7198

35. T. Schmitz, K. Prume, B. Reichenberg, A. Roelofs, R. Waser, S. Tiedke, In-situ compensation
of the parasitic capacitance for nanoscale hysteresis measurements. J. Eur. Ceram. Soc. 24,
1145–1147 (2004). https://doi.org/10.1016/S0955-2219(03)00583-1

36. A.V. Ievlev, A.N. Morozovska, V.Y. Shur, S.V. Kalinin, Humidity effects on tip-induced polar-
ization switching in lithium niobate. Appl. Phys. Lett. 104 (2014). https://doi.org/10.1063/1.
4867979

37. A. Gomez, M. Gich, A. Carretero-Genevrier, T. Puig, X. Obradors, Piezo-generated charge
mapping revealed through direct piezoelectric force microscopy. Nat. Commun. 8 (2017).
https://doi.org/10.1038/s41467-017-01361-2

38. K. Uchino, Piezoelectric Actuators and Ultrasonic Motors (Springer Science & Business
Media, 1997)

39. P.R. Gray, R.G. Meyer, Analysis and Design of Analog Integrated Circuits (1984)
40. I. Hickman, Analog Electronics (1999)
41. J.R. Singer, Operational amplifiers, theory and practice. Proc. IEEE 64, 1456 (1976). https://

doi.org/10.1109/PROC.1976.10358
42. F. Tavernier, M. Steyaert, High-Speed Optical Receivers with Integrated Photodiode in

Nanoscale CMOS (2011)
43. P.T. Krein, Elements of Electronics (1998)
44. P.E. West, Atomic Force Microscopy (2007)
45. J.L. Hutter, J. Bechhoefer, Calibration of atomic-force microscope tips. Rev. Sci. Instrum. 64,

1868–1873 (1993). https://doi.org/10.1063/1.1143970
46. N.A. Burnham, X. Chen, C.S. Hodges, G.A. Matei, E.J. Thoreson, C.J. Roberts, M.C. Davies,

S.J.B. Tendler, Comparison of calibration methods for atomic-force microscopy cantilevers.
Nanotechnology 14, 1–6 (2003). https://doi.org/10.1088/0957-4484/14/1/301

47. H.J. Butt, B. Cappella, M. Kappl, Force measurements with the atomic force microscope:
Technique, interpretation and applications. Surf. Sci. Rep. 59, 1–152 (2005). https://doi.org/
10.1016/j.surfrep.2005.08.003

https://doi.org/10.1007/978-3-662-08901-9_1
https://doi.org/10.1021/nn2013518
https://doi.org/10.1016/j.ultramic.2016.10.012
https://doi.org/10.1209/0295-5075/108/27010
https://doi.org/10.1021/acsnano.5b02227
https://doi.org/10.1063/1.341925
https://doi.org/10.1063/1.4866607
https://doi.org/10.1063/1.1421638
https://doi.org/10.1143/jjap.41.7198
https://doi.org/10.1016/S0955-2219(03)00583-1
https://doi.org/10.1063/1.4867979
https://doi.org/10.1038/s41467-017-01361-2
https://doi.org/10.1109/PROC.1976.10358
https://doi.org/10.1063/1.1143970
https://doi.org/10.1088/0957-4484/14/1/301
https://doi.org/10.1016/j.surfrep.2005.08.003


6 Characterizing Ferroelectricity with an Atomic Force Microscopy … 203

48. R.S.Weis, T.K.Gaylord, Lithiumniobate: Summaryof physical properties and crystal structure.
Appl. Phys. A Solids Surf. 37, 191–203 (1985). https://doi.org/10.1007/BF00614817

49. A. Gruverman, O. Auciello, H. Tokumoto, Scanning force microscopy for the study of domain
structure in ferroelectric thin films. J. Vac. Sci. Technol., B 14, 602–605 (1996)

50. H. Röhm, T. Leonhard, M.J. Hoffmann, A. Colsmann, Ferroelectric domains in methylammo-
nium lead iodide perovskite thin-films. Energy Environ. Sci. 10, 950–955 (2017). https://doi.
org/10.1039/C7EE00420F

51. Y. Liu, L. Collins, R. Proksch, S. Kim, B.R. Watson, B. Doughty, T.R. Calhoun, M. Ahmadi,
A.V. Ievlev, S. Jesse, S.T.Retterer,A.Belianinov,K.Xiao, J.Huang,B.G.Sumpter, S.V.Kalinin,
B. Hu, O.S. Ovchinnikova, Chemical nature of ferroelastic twin domains in CH3NH3PbI3
perovskite. Nat. Mater. 1 (2018). https://doi.org/10.1038/s41563-018-0152-z

52. Y. Yuan, T. Reece, P. Sharma, Efficiency enhancement in organic solar cells with ferroelectric
polymers. Nat. Mater. 10, 296–302 (2011). https://doi.org/10.1038/nmat2951

53. A. Bhatnagar, A. Roy Chaudhuri, Y. Heon Kim, D. Hesse, M. Alexe, Role of domain walls in
the abnormal photovoltaic effect in BiFeO3. Nat. Commun. 4 (2013). https://doi.org/10.1038/
ncomms3835

54. R. Nechache, C. Harnagea, S. Li, L. Cardenas, W. Huang, J. Chakrabartty, F. Rosei, Bandgap
tuning of multiferroic oxide solar cells. Nat. Photonics 9, 61–67 (2014). https://doi.org/10.
1038/nphoton.2014.255

55. Kompis, C.: Energy harvesting technologies to enable remote and wireless sensing. Security.
20, 2010 (2008)

56. R. Guo, Z. Wang, S. Zeng, K. Han, L. Huang, D.G. Schlom, T. Venkatesan, Ariando, J. Chen,
Functional ferroelectric tunnel junctions on silicon. Sci. Rep. 5 (2015). https://doi.org/10.1038/
srep12576

57. M.P. Warusawithana, C. Cen, C.R. Sleasman, J.C. Woicik, Y. Li, L.F. Kourkoutis, J.A. Klug,
H. Li, P. Ryan, L.-P. Wang, M. Bedzyk, D.A. Muller, L.-Q. Chen, J. Levy, D.G. Schlom, A
ferroelectric oxide made directly on silicon. Science (80-.). 324, 367–370 (2009). https://doi.
org/10.1126/science.1169678

58. R. Ramesh, MATERIALS SCIENCE: Orienting ferroelectric films. Science. 296, 1975–1976
(2002). https://doi.org/10.1126/science.1072855

59. S.H. Baek, J. Park, D.M. Kim, V.A. Aksyuk, R.R. Das, S.D. Bu, D.A. Felker, J. Lettieri,
V. Vaithyanathan, S.S.N. Bharadwaja, N. Bassiri-Gharb, Y.B. Chen, H.P. Sun, C.M. Folkman,
H.W. Jang, D.J. Kreft, S.K. Streiffer, R. Ramesh, X.Q. Pan, S. Trolier-McKinstry, D.G. Schlom,
M.S. Rzchowski, R.H. Blick, C.B. Eom, Giant piezoelectricity on Si for hyperactive MEMS.
Science (80-.). 334, 958–961 (2011). https://doi.org/10.1126/science.1207186

60. H.G. Craighead, Nanoelectromechanical systems. Science (80-.). 290, 1532–1535 (2000).
https://doi.org/10.1126/science.290.5496.1532

61. A. IslamKhan,D.Bhowmik, P.Yu,S. JooKim,X.Pan,R.Ramesh, S. Salahuddin,Experimental
evidence of ferroelectric negative capacitance in nanoscale heterostructures. Appl. Phys. Lett.
99 (2011). https://doi.org/10.1063/1.3634072

62. A.I. Khan, K. Chatterjee, B. Wang, S. Drapcho, L. You, C. Serrao, S.R. Bakaul, R. Ramesh, S.
Salahuddin, Negative capacitance in a ferroelectric capacitor. Nat. Mater. 14, 182–186 (2015).
https://doi.org/10.1038/nmat4148

63. A.I. Khan, C.W. Yeung, C. Hu, S. Salahuddin, Ferroelectric negative capacitance MOSFET:
capacitance tuning&antiferroelectric operation. Tech.Dig. Int. Electron.DevicesMeet. IEDM.
(2011). https://doi.org/10.1109/iedm.2011.6131532

64. M. Si, C.-J. Su, C. Jiang, N.J. Conrad, H. Zhou, K.D. Maize, G. Qiu, C.-T. Wu, A. Shakouri,
M.A. Alam, P.D. Ye, Steep-slope hysteresis-free negative capacitance MoS2 transistors. Nat.
Nanotechnol. 13(1) (2017). https://doi.org/10.1038/s41565-017-0010-1

65. S. Salahuddin, S. Datta, Use of negative capacitance to provide voltage amplification for low
power nanoscale devices. Nano Lett. 8, 405–410 (2008). https://doi.org/10.1021/nl071804g

66. A. Gomez, M. Gich, A. Carretero-Genevrier, T. Puig, X. Obradors, Piezo-generated charge
mapping revealed through direct piezoelectric force microscopy. Nat. commun. 8(1), 1113
(2017)

https://doi.org/10.1007/BF00614817
https://doi.org/10.1039/C7EE00420F
https://doi.org/10.1038/s41563-018-0152-z
https://doi.org/10.1038/nmat2951
https://doi.org/10.1038/ncomms3835
https://doi.org/10.1038/nphoton.2014.255
https://doi.org/10.1038/srep12576
https://doi.org/10.1126/science.1169678
https://doi.org/10.1126/science.1072855
https://doi.org/10.1126/science.1207186
https://doi.org/10.1126/science.290.5496.1532
https://doi.org/10.1063/1.3634072
https://doi.org/10.1038/nmat4148
https://doi.org/10.1109/iedm.2011.6131532
https://doi.org/10.1038/s41565-017-0010-1
https://doi.org/10.1021/nl071804g


Chapter 7
Electrical AFM for the Analysis
of Resistive Switching

Stefano Brivio, Jacopo Frascaroli and Min Hwan Lee

Abstract Resistive switching (RS), the property of reversible changes in electri-
cal resistance of a metal/insulator/metal cell upon electrical stimulation, has been
widely studied in the last few decades for non-volatile memories and, more recently,
for logic, alternative computation and sensor purposes. Atomic force microscopy
(AFM) has been widely used to characterize switching behaviors and understand
their underpinning mechanisms due to its unique capability and versatility for highly
localized in situ and ex situ studies. The present chapter provides a brief introduction
to the physics of RS and AFM schemes used to study RS, followed by an overview
of recent research on RS performed by means of AFM. A particular emphasis is
given to innovative AFM techniques and AFM-based studies of significant scientific
contribution to the field of RS in the last few decades.

7.1 Introduction to Resistive Switching

Resistive switching (RS) usually refers to the phenomenon of electrical resistance
transition in a metal/insulator/metal (MIM) structure caused by electrical stimuli.
RS, observed in a plethora of different combinations of materials, can be ascribed
to several physical processes, including trapping/de-trapping of charges, drift and
diffusion of ionic species and phase transitions. In this section, the devices exploiting
RS and their applications are introduced, and various physical mechanisms behind
RS are presented.
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7.1.1 Devices and Applications

Two terminal MIM structures can feature resistance variations upon application of
voltage stimuli. An RS effect can be appreciated when two distinct resistance values
result from a reading at a relatively low voltage (<1 V), before and after applying a
relatively high voltage (from some Volts to tens of Volts).

An archetypal distinction of RS ismade on the basis of the voltage polarity needed
for a complete RS cycle. The bipolar RS requires both polarities of voltage biases,
while the non-polar RS does not pose any constraint on the polarity for a complete
switching cycle to be performed [1–4]. Typical current–voltage (I–V ) characteris-
tics of bipolar and non-polar switching operations are presented in Figs. 7.1a, b,
respectively.

The operation bringing the device from high to low resistance (solid line in
Fig. 7.1) is called SET; the operation causing a low-to-high resistance transition
(dashed line in Fig. 7.1) is called RESET. High and low resistance states, HRS and
LRS, respectively, can be maintained for several years with minimal degradation
[4–6]. Switching operations can be performed more than billions of times before
an irreversible breakage of the cell [4, 7, 8]. Furthermore, low voltage and low
power operation [9, 10] and scalability below 10 nm [10, 11] have been successfully
achieved by employing fab-friendlymaterials [1, 4]. All these features havemade RS
devices attractive for memory applications (resistive switching random access mem-
ories, RRAMs), mainly as a storage class memory, i.e. a low latency, long retention
memory capable of filling the gap left open in the computing architecture between
fast and volatile working memory and slow and non-volatile storage [12].

In addition, the recent classification of RRAMs asmemristive devices has resulted
in a broadening of their application spectrum.Recently,memristive devices have been
proposed as key elements for alternative computing schemes, as logic in memory
computing [13], stateful logic [14], parallel computing for neural network accelera-
tors [15, 16], or bio-inspired neuromorphic computing [17–19].

Fig. 7.1 Representative I–V characteristics of a bipolar switching device (a) and of a non-polar
switching device (b). SET operations are indicated by a continuous line and RESET operations are
indicated by a dashed line. In (b), RESET operation can be alternatively performed with positive
or negative voltages
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7.1.2 Physics of Resistive Switching

This short section aims at providing an introduction to the basic physical processes
underlying RS phenomena that are necessary for the understanding of this chapter.
Even though a clear comprehension and a unified theory of RS phenomena have
not been established yet, detailed discussions of the physics of RS can be found in
various review papers published in recent years [1–3, 20].

RS phenomena are usually classified into interface- and filamentary-type RS. In
the interface-type RS, physical processes modifying the device resistance involve
the entire surface of one or both metal-insulator interfaces of the MIM structure.
As a consequence, the resistance of every undertaken state linearly scales with the
device area. Conversely, there are devices in which the resistance is changed by the
formation and (partial or complete) dissolution of conductive paths that disconnect
the two electrodes. These conductive paths are generally known, and will be called
throughout the chapter, as conductive filaments (CFs). In filamentary switching,
resistance and switchingproperties are independent of the device area, at least in afirst
approximation. For the sake of completeness, it must be mentioned that a resistance
change can occur over the entire volume of the insulatingmaterial in aMIM structure
(e.g. phase transition-based RS). The most representative class of this type is phase
change memories (PCMs), in which a chalcogenide material can switch between
insulating amorphous and polycrystalline conductive phases upon short temperature
shocks driven by Joule heating [20]. PCMs are usually considered a device class by
themselves and their physical processes are well understood. Therefore, PCM will
not be discussed in the present chapter.

For both interface- and filamentary-type devices, it is usually considered that
migration of ionic species (and defects such as ionic vacancies) produces the resis-
tance change. Indeed, a high voltage bias allows a temperature increase by Joule
heating, which activates ionic mobility. The rearrangement of ionic species also
modifies the electronic conduction.

In devices in which the electronic conduction is limited by the presence of an
interfacial barrier against electrons at a metal/insulator interface (e.g. a Schottky
barrier), a sufficiently high voltage with the suitable polarity can cause an accumu-
lation of electrically active defects at an interface and lower the electronic barrier,
thus the overall device resistance. An application of voltage with the opposite polar-
ity is usually able to restore the previous condition of blocking interface and the
high resistance state. This general picture is at the basis of interface-type switch-
ing devices, which display bipolar switching operation [1–3]. Usually, insulating
materials featuring interface-type switching are oxides and, therefore, interface-type
RRAMs belong to the general class of oxide RRAMs.

The second class ofRSdevices is identified as filamentary-type and their operation
is based on migration of either anionic or cationic species. Let us present the former
class that belongs to the oxide RRAM class. In every insulating material, defects,
which introduce localized electronic levels within the forbidden energy gap, can be
created or are already present after synthesis and fabrication. A close packing of
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defects produces a superimposition of such localized states and a formation of a
band close to the Fermi energy that enables electronic conduction. Indeed, a CF is
constituted by electrically active defects with a density that instates a delocalized
band for electronic conduction [21, 22]. The initial creation of a CF in a fresh device
is called electroforming (or simply forming), which is distinguished from subsequent
switching operations that necessitate a much smaller voltage. The forming process
can be considered a soft oxide breakdown. For filamentary devices, a technical trick
is required to prevent a complete and irreversible device breakdown by limiting the
current flow, which can be achieved by defining the so-called compliance current (i.e.
maximum allowed current) in themeasurement system or by using a load resistor or a
series transistor [23]. The CFs can be partially dissolved through a RESET operation
by an application of voltages of either polarity. If an application of voltage with
the polarity used for electroforming is effective in restoring a high resistance state,
the device is non-polar, and the process of filament dissolution is mostly thermally
driven [24, 25]. This type of devices are also referred to as fuse/anti-fuse type [2, 3].
Conversely, in bipolar switching, the electric field during RESET causes electrically
active defects to migrate in the direction opposite to the one induced by the forming
operation and partially dissolves the CFs. The SET process brings the resistance
back to a low value by reinstating the CFs. As the RESET process only partially
dissolves the CFs, the voltage values needed for SET are lower than those needed
for electroforming operations [6, 22, 26, 27].

Filamentary operation can also be based upon the motion of cationic species,
typically positively charged Cu or Ag ions, which enter the insulator after an oxida-
tion process from an active electrode of the same element. Afterwards, they diffuse
through an electronically insulating and ionic conducting film (oxide or chalco-
genide) and eventually deposit onto the opposite (inert) electrode after a reduction
into metallic phase, instating a CF between active and inert electrodes [2, 3, 20].
These cation-based devices, named conductive bridge RAMs (CBRAMs), typically
exhibit bipolar switching because cation migration is driven by the electric field, and
thus dependent upon the applied voltage polarity.

It is noted that filamentary RRAMs, especially CBRAMs, when programmed
at a very low current significantly limiting CF growth, are very likely to show the
so-called threshold switching behavior, a volatile transition from a high to a low
resistance state. That is, in a short time after the transition, the device switches back
to the original high resistance state [2, 28, 29].
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7.2 AFM Experimental Setup for Resistive Switching
Characterization

7.2.1 Advantages of AFM

Although RS behavior has been actively studied over the past several decades,
many details of the switching and conduction mechanisms still remain unclear
[1, 2, 4]. This is partially because the active RS regions are tiny in both the lat-
eral (e.g. the size of CFs) and vertical directions (e.g. effective thickness where
interfacial switching occurs) and not exposed to accessible surfaces. These factors
make the direct characterization of the RS region highly challenging. While RS is
often dominated by nanoscale phenomena, most studies have usually relied on bulk-
type (i.e., area/volume averaged) measurements through pad-type devices with areas
much larger than the dimensions of interest (e.g. CF width). Transmission electron
microscopy (TEM) can provide information on the localized static and evolutionary
information on the geometry, phase, and chemistry of active switching areas in the
most direct fashion [28, 30, 31].However, TEMnecessitates elaborate anddestructive
sample preparation processes. The setup also precludes a continuous characteriza-
tion during repeated RS processes. Furthermore, the environment of characterization
is also significantly different from operational conditions due to the requirement of
ultrahigh vacuum condition [32].

Atomic force microscopy (AFM) may be the tool of choice for in situ characteri-
zation of RS behavior at a true nanoscale by integrating with conventional electrical
measurement schemes (e.g. dc voltammetry, impedance spectroscopy, current inter-
rupt). In addition, by leveraging the versatility and flexibility of AFM, a variety
of characteristics including electrostatic [33, 34], ferroelectric [35] and mechani-
cal/chemical properties [31] can be also quantified at the nanoscale, and the charac-
terization can be achieved simultaneously under a controlled electrical, thermal and
gas environments if needed. Furthermore, sample preparation is much simpler than
other nanoscale analysis schemes [36]. Due to these significant merits, there have
been numerous AFM-based studies of RS behavior.

7.2.2 Contact AFM Techniques

The mode of scanning probe-based electrical measurements can be categorized
depending upon whether the tip is in direct contact with the sample surface or
detached from it. In the so-called conductive AFM (C-AFM) scheme, local elec-
trical current is measured while a controlled voltage bias (either ac or dc) is applied
between the tip and the sample (see Fig. 7.2a). During the current measurement,
the tip needs to make a consistent solid contact with the sample surface. Therefore,
the conventional force feedback scheme is in action (i.e., contact-mode AFM) [37],
which maintains a constant tip-sample force during the measurement. The C-AFM
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Fig. 7.2 Simplified schematic diagrams depicting the setups for a C-AFM, b EFM and KPFM

can be performed by obtaining I–V spectra at a local contact of choice or mapping
a spatial variation of electrical current under a constant voltage bias while scanning
a specific area of interest on a sample.

For RS characterization, the C-AFM can be used either to incur RS in a selected
area of substrate surface (or at a tip-sample point contact) by applying a pre-designed
amount of voltage bias or to characterize the RS states of the substrate at various
locations by measuring electrical current under a small controlled voltage bias. In
most cases, a RS MIM structure is implemented by placing a metal-coated tip on a
bi-layered insulator/metal substrate in an AFM setup. A sequence of in situ RS incur-
rence followed by a localized C-AFM characterization is one of themost widely used
approach for AFM-based RS studies. While in situ RS study allows a convenient and
sequential RS behavior without a limit in the number of switching processes, the con-
figuration of RS is significantly different from the usual device cell configuration,
and thus the observation from this AFM-based configuration may not be directly
applicable to the interpretation of RS behaviors in actual devices. The acute geom-
etry of the tip enhances the electric field around the tip/substrate contact, which is
likely to facilitate surface electrochemical reaction(s) at the contact [38]. To avoid
complications in interpreting AFM-based data, there have been efforts to performRS
processes (forming, SET and/or RESET switching) in a usual device configuration
before using C-AFM for a local characterization. For this, the top electrode used for
the device-level switching should be removed by ion [39, 40], chemical etching [41,
42], or by mechanical treatments [43, 44], before a C-AFM-based characterization.
Examples can be found in the Filamentary Switching section in the present chapter.

The tip-sample force in contact mode normally ranges from 1 nN to 1 µN [45].
If the force between the tip and sample surface is too weak, the current information
during C-AFMwould not be stable [46–48]. On the other hand, a strong contact force
tends to result in an accelerated tip-coating wear, hence the interfacial nature and
contact area are not conserved [47]. A pressing force as small as ~50 nN can cause a
plastic deformation of metal-coated tips, which makes a quantitative evaluation of a
physical quantities by C-AFM challenging [36]. A wise choice of pressing force is
therefore required to achieve a stable contact while preserving the tip geometry. The
tip-sample adhesion force is also known to largely affect the rate of tip degradation
[47].
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Tip degradation can be additionally caused by an electrical stress on the tip-sample
interface. Even when a mild electrical bias is applied, an electrostatic discharge upon
contact and/or an unexpected high charge flux (for example, caused by a sudden
change in the device resistance) can damage the tip geometry significantly [36].
Given the tiny tip-sample contact area (a few to tens of square nanometers), even
a low voltage bias would induce a current density and Joule heating significant
enough to locally melt the tip apex. Considering dramatic variations in electrical
resistance are expected in an RS system, it is necessary to have a self-limiting current
scheme integrated in the measurement setup (e.g. inserting an electrical resistor in
the loop) [36, 49]. Artefacts from morphological convolution between the tip and
sample surface are another source of complication [50]. As some degree of surface
roughness and/or surface contaminants cannot be avoided, it is generally appropriate
to take a statistical approach by comparing the averaged resistances (or current level)
obtained in an area with those from other areas.

7.2.3 Non-contact AFM Techniques

While the contact AFM techniques, i.e. C-AFM, measures the actual electrical cur-
rents flowing through a tip-substrate contact, non-contact AFM techniques senses
electrostatic interactions between the tip and substrate at a tip-substrate separation
of a few tens of nanometers. The local variation of electrostatic (capacitive) interac-
tion is largely affected by the work function and charge distribution of the substrate
[33]. The non-contact electrical measurement scheme can be divided into electro-
static force microscopy (EFM) [51] and Kelvin probe force microscopy (KPFM)
[52] depending upon the output signal.

The EFM provides a map of local electrostatic force in a relative term while the
KPFM renders a map of surface potentials of the substrate (see Fig. 7.2b). A combi-
nation of dc and ac bias with a fixed oscillatory frequency (V = Vdc + Vac sinωt) is
provided between the tip and cantilever while the tip is positioned off the surface by a
controlled distance. The applied voltage induces oscillatory capacitive tip-substrate
interaction, which results in a cantilever vibration at the same frequency, ω. The
vibratory amplitude should be proportional to the amplitude of capacitive force, F:

F = −1

2

∂C

∂z
(V − φ)2

where C is the tip-sample capacitance, z is vertical spatial vector from the sample
surface, V is the tip-sample voltage bias, and φ is the surface potential. An appli-
cation of combined dc and ac-voltage bias therefore incurs an oscillatory capacitive
interaction:
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F = −1
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∂z
V 2
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= Fdc + Fω + F2ω

The capacitive interaction then results in corresponding cantilever deflec-
tion/vibration with dc and oscillatory terms, which turns into a laser photo-detector
signal, A, of the AFM system. The first harmonic signal, Aω, which is expected to be
proportional to Fω and thus to (Vdc − φ) is extracted by the use of a lock-in amplifier.
When the first harmonic signal (Aω) itself is measured and displayed as a function
of surface location by fixing Vdc at a constant value, we call the scheme as EFM.
In the KPFM mode, on the other hand, local surface potential is directly quantified
through a negative feedback scheme, in which the Vdc is actively tuned to nullify the
first harmonic Aω signal during the scan. When Aω is nullified, Vdc coincides with
φ, and can be collected to obtain a map of the surface potential of the sample (see
Fig. 7.2b).

During the electrostatic measurement, the tip is supposed to be at a constant dis-
tance of a few or a few tens of nanometers away from the surface. The separation
control is realized in the (1) tapping, (2) frequency-modulation or (3) lift modes. In
the tappingmode, theAFMcantilever ismechanically vibrated close to the resonance
frequency of the cantilever by applying an oscillatory electrical bias to a piezoelectric
plate attached to the cantilever. The amplitude of the cantilever vibration is reduced
as the tip comes close to the substrate and possibly taps on its surface. A negative
feedback scheme finely controls the tip-surface distance, indirectly evaluated from
the cantilever vibration amplitude. The frequency of ac voltage applied to the piezo-
electric material should be away from the frequency used for EFM/KPFM so that the
signal from electrostatic interaction can be differentiated from that used to control
tip-substrate separation. In the frequency modulation mode, the used signal is the
resonance frequency of cantilever vibration as opposed to the vibratory amplitude.
This mode leverages the fact that an attractive/repulsive force causes a shift in res-
onance frequency of a structure. The lift mode does not rely on a feedback scheme
unlike the former two modes. During the electrostatic measurement, the tip is lifted
above the surface by a fixed amount (usually a few tens of nanometers) by tracing
the surface morphology of the substrate, which was acquired in a preceding scan in
contact, tapping or frequency-modulation mode.

7.3 Noteworthy AFM Scientific Results

In this section, we present recent noteworthy scientific findings in the field of RS
enabled by versatile AFM techniques. The section is divided into the following sub-
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sections: Interfacial Switching, Filamentary Switching and C-AFM as a Nano-probe
for Critical Morphologies. The second subsection is the heftiest because the merit
of AFM in spatial resolution makes AFM more suitable for a direct observation of
nanoscale filaments.

7.3.1 Interfacial Switching

Interface-type RS in anMIM cell is closely related to the valence state of the RS film
in the vicinity of the interface with metal electrodes [1, 53]. The height and width
of a Schottky-like barrier at the oxide/metal interface is modulated by the change of
local valence state in the oxide film. Anions (oxygen ions or oxygen vacancies, VÖ)
are usually more mobile than cations in oxides, and thus they play a determining role
in the electronic barrier modulation [54].

Figure 7.3a depicts the charge transfer at the interface and charge transport within
the RS film caused by an electrical voltage bias application. A positive tip potential
would result in an oxygen evolution reaction (VÖ formation), electron (e′) extraction
and/or hole (h·) injection at the tip/substrate interface. Simultaneously, the positive
bias would repel positively charged VÖ and holes away from the contact. In view of
local charge redistribution, especially in the vicinity of the tip/surface interface, the
aforementioned two processes are competing against each other. For example, if the
surface charge transfer process contributes more than the charge migration process
to the space charge formation, positive charges will be accumulated at the interface
by a positive tip bias. In the opposite case, the interface will be negatively charged.

In the aforementioned reasoning framework, a combination of C-AFMandKPFM
was used to understand the mechanism of interface-type RS [55]. Figure 7.4 shows
surface potential (by KPFM) and current maps (by C-AFM) of a Pt tip/TiO2/Ti
back electrode (BE) and a Pt tip/NiO/Pt BE cell. TiO2 and NiO were chosen as

Fig. 7.3 Schematic drawings of oxygen exchange, ionic migration, and hole (electron) injection
under an electrical bias of a positive and b negative potential in an AFM-based MIM configuration.
Reformatted [55]. Copyright 2011 Springer
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they are representative n-type and p-type conducting metal oxides widely studied
for RS. Before KPFM and C-AFM measurements, a RS operation was performed
by scanning a positively biased Pt-coated tip on a rectangular area of NiO/Pt surface
followed by another scan of smaller rectangular area with a negative tip bias. From
the KPFMmaps (Fig. 7.4a, b), a positive (negative) tip bias application was found to
increase (decrease) the surface potential, indicating that the surface charge exchange,
rather than the charge migration, plays a dominant role in determining the charge
state in the vicinity of the interface. This was the case regardless of the conducting
character of the RS films (n-type or p-type). However, the KPFM images alone could
not reveal whether the RS is caused by the movement of ions or electronic species
because oxygen vacancy formation and hole injection, both of which can be caused
by a positive tip bias, would produce the same KPFM result. A C-AFM observation
can complement the KPFM analysis. If electronic charge injection/extraction were
the determining factor for the RS, a C-AFM would have resulted in maps with the
opposite contrast to those shown in Fig. 7.4c, d. For example, in the case of n-type cell
(Pt tip on TiO2/Ti), a positive tip bias would extract electrons from the RS film and
thus reduces the concentration of the majority carrier (electron), which would shift
the resistive state to an HRS. For a p-type cell, on the other hand, a positive tip bias
increases the concentration of the majority carrier (hole) at the interface, changing
the state to an LRS. However, as shown in Fig. 7.4c, d, a positive tip bias resulted
in an HRS on the n-type cell and an LRS on the p-type cell, indicating that those
exchanged at the interface are mainly ionic species (oxygen ions), not electronic
species (electrons or holes).

The important role of oxygen exchange in RS was also revealed earlier by a
combination of C-AFM and time-of-flight secondary ion mass spectroscopy (TOF-
SIMS) [56]. In a Rh-tip/NiO/Pt BE system, either +7 or −7 V were applied during
a tip scan over a specific area of the oxide surface, giving results well aligned with
that of [55]; a positive (negative) tip bias incurred an HRS (LRS). In addition, the
TOF-SIMS elemental analysis showed that a high concentration of 18O ions are
accumulated in the area where a negative tip bias was applied in 18O containing
environment. This proves that a significant oxygen incorporation was achieved by a
negative tip bias application. Oxygen incorporation is considered as a prerequisite
of RS because in oxygen deficient ambient (i.e. vacuum) RS cannot be detected [56,
57]. There have been other studies using similar approaches for TiO2 [33], Cu-O/Si
[58] and Nb:SrTiO3 [59] based systems.

7.3.2 Filamentary Switching

C-AFM has been employed as a research tool of choice to investigate the filamentary
nature of RS devices by virtue of its unrivalled combined topographic and electric
resolution. The studies of conductive regions formed after electroforming date back
to the experiments addressing the reliability of oxide barrier for electronic applica-
tions [60–62] and unleashed many studies aimed at the investigation of filamentary
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Fig. 7.4 a, b Surface potential and c, d current imagesmeasured through a, c Pt tip/TiO2/Ti BE and
b, d Pt tip/NiO/Pt BE. The measurements were performed in a high vacuum (∼10−6 torr range).
Reprinted with permission from [55]. Copyright 2011 Springer

operation of RS devices exhibiting both bipolar and non-polar operation [38, 39, 43,
63–66].

In the following,wepresent the investigations of filamentaryRS that span through-
out all the stages from the pristine conduction to CF creation and dissolution and to
CF characterization.

7.3.2.1 Pristine Conduction Through Insulating Films

The investigation of an RS process starts from the pristine state of a functional dielec-
tric material and its electroforming process, which is the initial step of a filamentary
switching. C-AFM allows to identify nanometric inhomogeneities in the conductiv-
ity of pristine dielectric materials, which are believed to be the precursors of local
CF development. A local high conductivity spot provides a path for a vertical current
flow and local temperature increase by Joule heating, which promotes the migration
of preexisting ionic defects, generation of new ones and the eventual formation of
CF.
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Fig. 7.5 Topography (a) and current map (b) of the surface a HfO2/SiO2/Si structure. Reprinted
with permission from [61]. Copyright 2011 American Vacuum Society

Prior studies revealed the critical role of grain boundaries of polycrystalline
dielectrics in localized electrical breakdown [60, 61]. An incipient leakage con-
duction and thermal Joule heating tend to occur at the regions localized at grain
boundaries, where the formation and migration of defects are promoted. The pristine
conduction properties are usually investigated on a dielectric film grown on a conduc-
tive substrate and an AFM tip is used as the top mobile electrode. Figure 7.5 shows
a surface topography exhibiting a polycrystalline nature in a HfO2 film (Fig. 7.5a),
and the corresponding electrical map (Fig. 7.5b) showing higher conductivity along
the grain boundaries [61]. A remarkable special case of incipient conductive region
that can give rise to filamentary RS is a dislocation in single crystalline insulating
films. For instance, [67] demonstrates that dislocations give rise to CF formation in
a SrTiO3 film.

Subsequent studies extended the analysis of the pristine conduction properties
to amorphous dielectric films. Against the intuitive expectation that amorphous
films would exhibit a uniform conductivity, conductivity inhomogeneity has been
observed, which acts as the precursor of CF formation [60, 68]. Despite the fact
that defects in amorphous structures are hardly definable [69], localized variation of
stoichiometry or unpaired bondings are considered to introduce energy levels within
the forbidden gap, which would assist hopping conduction through the bulk of the
dielectric film.

7.3.2.2 Filament Formation and Dissolution

The application of a large enough voltage in close proximity of the incipient conduc-
tive paths (being associated to grain boundaries or other generic defects in amorphous
films) in a pristinematerial produces the formation of large and stableCFs. It has been
demonstrated that a moderate voltage is sufficient to generate CFs close to incipi-
ent conductive paths, whereas a voltage as high as 20 V (maximum voltage that
can be applied by a commercial C-AFM setup) would not produce any appreciable
resistance change at locations away from them [70].
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Fig. 7.6 a–d Current map acquired sequentially during a forming (V substrate = −3.5 V), a reading,
a RESET (V substrate = 3.5 V) and another reading (Vsubstrate = −0.5 V) scans. Re-arranged from
[68]

An electroforming step can either enable subsequent RS processes or lead to an
irremediably destructive breakdown. The use of a voltage divider (a series resistance)
or a prolonged low voltage application, instead of an abrupt high voltage application,
can prevent irreversible breakdown [23, 49, 68]. Figure 7.6 shows a current map
acquired during a slow scan at relatively low voltage that produces the formation of
CFs (Fig. 7.6a). The subsequent reading scan at a voltage lower than that or forming
(Fig. 7.6b) certifies the CF formation and allows to resolve the details of the CFs [68].
A current map acquired applying an opposite voltage polarity (Fig. 7.6c) resulted
in a RESET operation, as verified in a subsequent reading scan (Fig. 7.6d). The
presence of multiple current spots in the current map of Fig. 7.6b is attributed to the
formation of ramifying branches originated from a common root, which is localized
in proximity to electrically active defects at the bottom interface. According to the
study, such filament geometry is the consequence of the formation of CFs driven by
a mobile electrode that scans throughout the surface with an electrical voltage bias
[68].

On the other hand, another AFM study reported an observation of multiple inde-
pendent CFs formed during an electroforming process in a standardMIMbutton cell.
The C-AFM measurement was performed after the top electrode was removed [64].
Different approaches have been followed to access the top metal/insulator interface
underneath the top electrode: the use of a Hg drop as a removable electrode [64], the
opening of a window through the top electrode by ion etching [39, 40], the removal
of top electrode by chemical etching [41, 42], mechanical delamination procedures
[43] and mechanical tip-induced material removal [71].

The combination of nanometric lateral resolution and high current sensitivity
makes C-AFM suitable also for quantitative measurements at a scale hardly acces-
sible by a conventional electrical setup. For instance, by contacting individual CFs
in a HfO2 film by a C-AFM tip, I–V characteristics have been measured at low
current levels, allowing to reveal the relationship between RESET current and CF
resistance [72]. The phenomenon of conductance quantization, which affects fila-
mentary RRAMs with an additional source of telegraphic noise, was analyzed at the
level of single CF again in a HfO2 film [73]. C-AFM has been used also to study the
retention of individual CFs [74], enabling a link between nano- and macro-scopic
scale measurements.
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7.3.2.3 Characterization of Conductive Filaments

In this section, novel techniques for detailed characterization of CFs are discussed. In
all the aforementioned studies, CFs in vertically stacked metal/oxide structures are
detected only if they extend up to the free surface where a C-AFM tip can establish
an electric contact. In addition, the use of other SPM variants and/or of alternative
cell geometries can provide further insight into the switching mechanism.

Recent studies based upon a combination of C-AFM and KPFM observations, in
which the former is sensitive to flowing current and the latter responds to trapped
charges, suggested that CFs are comprised of ionic species that render a fluent electric
conduction between top and bottom electrodes [33, 74, 75]. In the experiment on an
Al2O3/TiN structure reported in Fig. 7.7, different voltages are applied at different
location as specified by the yellow spots in the topography map of Fig. 7.7a. The
voltage application leads to CF formation only for voltages above ~10V, i.e. 11–13V
spots inFig. 7.7a. Interestingly,KPFMreveals the permanent presence of electrostatic
charges only in correspondence of those points (Fig. 7.7b, c). The result attests the
role of charge injection in the establishment of a CF [74].

The filamentary switching phenomena can be better understood by an investi-
gation of CF geometry. The study of vertically stacked metal/insulator structures
allows to probe only the very end of vertical CFs exposed on the surface, making the
CF geometry inferred indirectly [68, 76]. In order to visualize a CF in their growth
direction, two solutions have been attempted: the use of planar device structures and
C-AFM tomography.

Lateral structures, in which two electrodes are patterned on each end of a RS
material, are used as an alternative configuration for CF characterization (Fig. 7.8a).
The structure enables a voltage application by two standard electric probes through
sufficiently large contact padswhile leaving room for anAFMtip to detect electrically
induced morphology changes after electroforming (see Fig. 7.8b, c acquired before
and after electroforming, respectively) [77]. On the other hand, planar geometries
induce a non-optimal electric field layout, usually sufficient for driving the cationic
motion of CBRAMs. For instance, Sun et al. used planar Pt/SiO2/Ag devices to
monitor the filament evolution during the transition from threshold switching and
memory switching through topographic andKPFMcharacterization [28]. They found
that volatile threshold switching is associated with the presence of disconnected Ag

Fig. 7.7 Topography (a), 1ω component (b) and 2ω (c) of the KPFM signal. Circles in (a) indicate
the location where the indicated voltage has been applied (C-AFM). Re-arranged from [74] in
agreement with Creative Commons CC BY license
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Fig. 7.8 a I–V characteristic of a forming process of a graphene-based planar whose structure is
reported in the inset. AFM image of the whole device and height profiles of the graphene sheet
before (b) and after (c) the electroforming. Reprinted with permission from [77]. Copyright 2012
American Chemical Society

Fig. 7.9 a Sketch of a CF sectioned in various layers; b image of the oxide RRAM stack in cross
section and c layer-by-layer conductivitymaps acquiredwhile progressively removingmaterial from
the device. Reprinted (adapted) with permission from [79]. Copyright 2015 American Chemical
Society

islands in between the two electrodes. Conversely, memory switching occurs because
of the formation of a stable continuous CF [28].

Recently, a different technique has been developed to access the complete CF
length in vertical devices. Celano et al. [44, 78, 79], demonstrated that a conductive
AFM tip can be used as a scalpel to etch a material progressively. They also demon-
strated that it is possible to acquire localized electrical information during the etching
process and thus build a tomography map of the CFs, i.e. layer-by-layer-conductivity
maps, as shown in Fig. 7.9 [44, 79].

The technique has the potential to unveil the full geometry of CFs in 3D, which
has significance for the interpretation of the physics related to the RS behavior. For
instance, in [44, 79], the authors study the orientations of conical shaped CFs in
order to attest the roles of the processes of ion migration and injection for the CF
formation in both ionic and cationic filamentaryRRAMs. Part of the team also proved
that the presence of multiple CFs in a device leads to different RESET dynamics in
CBRAMs [80]. The tomography technique has proved even more powerful than
TEM-based investigations in that C-AFM can detect localized electrical changes
resulting from slight chemical/compositional modifications of the insulator material
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Fig. 7.10 a Conventional (left) and alternative (right) AFM-based configurations for RS study. b
Distribution of measured adhesion forces after SET (with 20 µA compliance current) and RESET
processes. c A schematic drawing to depict the conjectured SET process. Reprinted (adapted) [31].
Copyright 2017 Nature Publishing Group (an open access article)

that would produce negligible contrast in TEM maps. As a consequence, C-AFM-
based tomography has been adopted for other device types [81] and also by other
groups [82].

An insight on the chemical nature of CFs and their interfaces has been obtained
by combining an innovative definition of device geometry together with an exploita-
tion of the AFM versatility to acquire signals of diverse physical properties. In a
recent study, Moon et al. demonstrated the critical impact of chemical bonding at
the interface of insulator/metal on the RS behavior of an MIM cell by leveraging
the AFM capability of quantifying nano-Newton level adhesion force in addition to
electrical properties [31]. The unprecedented observation was made by employing
an unconventional configuration, in which an AFM-based nanoscale MIM cell was
implemented between a metal/insulator-coated tip and a metal-coated substrate, as
opposed to the conventional coupling of metal coated tip and insulator/metal sub-
strate (see Fig. 7.10a). Due to the uncontrollable drift (1–10 nm/min) of the tip
location with respect to substrate, it was not possible to repeat RS processed through
the same MIM cell in an AFM setup. Even in the new configuration, the location of
metal/insulator-coated tip with respect to the substrate changes uncontrollably over
time. However, at least the area within the insulator layer that would be affected by
any previous RS process is still part of the nano-cell of characterization wherever
the tip is located.

In the newAFMsetup, a non-polarRS could be initiated by a repeated SET switch-
ing with a positive bias on the substrate at a compliance current of �20 µA. After
reaching a non-polar RS regime, the adhesion force between the RS film (TiO2) and
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the metal substrate (Pt) was measured by utilizing the so-called force spectroscopy
scheme [83], a widely used functionality of AFM. From the observation, it was found
that the adhesive force at the interface in a unipolar LRS is much higher than those
measured in a HRS cell by more than an order of magnitude on average (Fig. 7.10b).
The interface was also found to return to a low adhesive state after a RESET switch-
ing regardless of the switching polarity. In addition, once a tip-substrate interface in
an LRS cell is mechanically detached, the cell behaves like an HRS cell even after
the tip is re-attached to the substrate; the cell can be electrically SET to an LRS
again. The LRS comes with a high adhesive state again. These observations prove
that the non-polar RS behavior is highly coupled with the interfacial bonding at the
active interface. Based upon the amplitude of adhesive force and density function
theory (DFT) calculations, the nature of the adhesion at the active interface of an
LRS cell was proposed to be an oxygen-mediated chemical bonding, rather than a
van der Waals interaction or electrostatic force [31].

The following RS procedure was proposed based upon the aforementioned obser-
vations. The repeated switching processes is conjectured to have formed a CF within
the insulating layer (process ➀ of Fig. 7.10c) as observed by other groups. The CF
formed in TiO2 layer is known to be in a conical structure with Magnéli phase [30,
84]. For a n-type RS material, it is believed that the cone-shaped CFs are thicker at
the interface where a negative voltage bias is applied and form an ohmic contact with
the neighboring electrode [85]. The other interface where the CFs are narrower plays
the determining role in RS and thus is referred to as the “active” interface. When
the CF grows enough to ‘touch’ the bottom Pt, most of the electric field will be con-
centrated around the interface causing a significant Joule heating there (process ➁).
The thermal energy will facilitate the rearrangement of the interface in a thermody-
namically stable configuration and the formation of a stable chemical bonding. Once
it is achieved, a unipolar LRS is attained and thus the electric field that used to be
concentrated at the interface will be spread throughout the whole CF and electrodes.
This results in a quenching effect (i.e., an abrupt temperature drop) at the interface
and forms a quasi-permanent chemical bonding to maintain the resultant RS state
(process ➂).

7.3.3 C-AFM as a Nano-probe for Critical Morphologies

Several patterning techniques are available for the fabrication of nanostructures
which can be used to investigate RS properties in highly scaled morphologies. How-
ever, one of the greatest challenges is to provide an electric contact to those nanos-
tructures with sufficient flexibility and lateral precision. The sharp conductive tip of
C-AFM suits the task of accessing highly scaled and compact morphologies with
a lateral precision of a few nanometers. The high lateral resolution of morphology
maps allows locating the structures of interest, while the scanning probe can act as
a mobile electrode to achieve a selective contact on the scanned surface. Contact
mode is usually necessary to achieve an electrical contact between the tip and the
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sample. A notable exception is the methodology developed by Otsuka et al. [86],
called point-contact current-imaging AFM. Tapping mode was adopted to locate the
nanostructures with high accuracy and avoiding any destructive tip – sample interac-
tion. Then, cantilever oscillation was interrupted and the tip was approached in the
desired position to achieve the electric contact.

In many situations, C-AFM can be preferred over conventional contact pad pat-
terning by lithographic techniques to perform electrical testing on nanostructures.
The main advantage is undoubtedly the flexibility to access multiple positions on
the sample surface in a non-predetermined and non-destructive way. In case of sub-
micron features, the ease of contact formation byC-AFMsignificantly lowers process
complexity, time and costs associated with advanced lithography, which makes it the
tool of choice for explorative lab-level investigations. In addition, the electric contact
is reversible since the contact location can be changed by simply moving the tip posi-
tion. This aspect is significant for example in the in-plane switching configuration
for the investigation of the switching phenomenon.

As an example, a lateral switching morphology can be applied to contact RS
elements grown by bottom-up techniques in the formof nanowires and then dispersed
on an insulating substrate. This permits to exploit well established bottom-up growth
techniques to synthesize highqualitymaterials.C-AFMallows to investigatemultiple
portions of the switching element, extract the resistivity of the formed structure, to
inspect wire continuity and to locate the switching end. Oka et al. [87] fabricated
single crystalline core/shell nanowires composed of a MgO core and a NiO shell.
After dispersion of the nanowires on a SiO2 substrate, a metal contact was created at
one edge by Pt patterning. The other nanowire extremity was located by morphology
maps operated in tapping mode, then the Ir/Pt coated tip was contacted at about 1µm
from the Pt electrode and I-V curves demonstrated a bipolar switching operation.

The application of C-AFM find its main motivation in highly compact morpholo-
gies, especially when the density of the nanostructures makes contact formation
challenging when adopting advanced patterning methods. An example can be found
in the investigation of individual nano-features. A large interest has raised in the last
few years about switching properties of individual nanoparticles in order to prove
the fundamental scalability limit of different switching materials, in particular when
filamentary-type switching is concerned. Several examples can be found of RS in
nanostructures down to a few nanometers fabricated by various methods, both based
on chemical synthesis [88] or template-assisted methods [89, 90]. In a notable exam-
ple, Uenuma et al. [89]. exploited a biological process involving a supramolecular
protein as a reaction cage to form magnetite nanostructures with a diameter or 6 nm.
C-AFM was used to address individual nanoparticles and to prove bipolar switching
operations.

Fabrication by template-assisted methods attracted large interest because of the
ability to fabricate RRAM devices in a controlled fashion. Self-assembled templates
in particular offer the potential to form large ordered arrays of nanostructures with
size and spacing controlled by the process parameters. Although self-assembled
patterning techniques still pose significant challenges in terms of process integration
and features placing and alignment, at the laboratory level C-AFM offers a unique
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combination of lateral resolution, flexibility and cost effectiveness to fully exploit
the possibilities offered by self-assembled patterning techniques. For a short review
about bottom-up template-assisted fabrication of RS devices, see [4].

A largely employed fabrication method to form arrays of RS elements uses
anodized aluminum oxide (AAO) membranes. Regular pores with high aspect ratio
are formed in the Aluminium material with hexagonally packed symmetry that can
be filled with the desired material. Brivio et al. [49, 91], fabricated vertical arrays
of hetero-structured unipolar Au/NiO/Au nanowires by electrodeposition through
the AAO template followed by thermal oxidation (Fig. 7.11). Selective addressing
of individual nanowires by the C-AFM tip demonstrated the unipolar behavior at
very low switching current (Fig. 7.11c, d). Interestingly, by evolving the nanowires
structure to Au/NiOx/Ni/Au, the switching behaviour changed from unipolar to bipo-
lar. A similar approach was developed by other authors to prove unipolar switching
in Ni/NiO/Ni nanowires [92], bipolar switching operations in a Cu/CuOx/Cu pat-
terned structure due to Cu migration in the CuOx film [93] and unipolar switching
in Au/HfO2/Pt nanostructured devices [94]. In this latter work, multiple devices in
close proximity were tested to provide device distributions of high and low resistance
states, as well as of the SET and RESET switching voltages.

Concerning the investigation of multiple nanostructure, C-AFM has the disad-
vantage of being relatively slow when compared to patterned electrodes that can be
accessed externally in parallel. However, it offers the flexibility of inspecting multi-
ple devices even at densities usually difficult to contact with top-down lithography.
This particular property made possible the analysis of multiple devices in the initial
state in a work by Frascaroli et al. [76]. C-AFM scans of the sample surface allowed
to build the distribution of the conductivity level of different devices, which showed

Fig. 7.11 a Pictorial view of a C-AFM tip contacting Au/NiO/Au nanowires fabricated in regular
arrays by AAO template. b Topographic AFM image of the nanowires protruding out of the sample
surface. c, d Examples of set and reset I-V switching curves obtained on a single nanowire. Adapted
from [49]
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a clear correlation with the density of electrically active defects in the HfO2 film.
In this work, a self-assembled template formed by block copolymers was applied
to pattern the top metal electrodes of Pt/Ti/HfO2/TiN memory elements in regular
arrays. This self-assembly method offers higher flexibility and easier process inte-
gration when compared to other methodologies and allowed the fabrication of arrays
of metal electrodes down to 12 nm [95]. However, it should be noted that the typical
curvature radius of conductive metal-coated or diamond-coated C-AFM tips hinders
the clear identification of features at this dimension.

Block copolymer self-assembly allows to reach a density of patterned features
above 1010 cm−2 in a relatively straightforward way [96]. In [76] when probing bipo-
lar switching on nanoscale electrodes, different devices showed a crosstalk behavior,
which was assigned to connected conduction paths in the underlying continuous
films.

A different patterning approach was adopted by Ye et al. [97], which makes
use of self-assembled nanospheres of different diameters on the sample surface. By
depositing the top electrode though the space left open by the nanospheres, electrode
sizes from50 to 300 nmwere realized on aNiOfilm and tested byC-AFMcontacting.
The experimental results, supported by Monte Carlo simulations, unveiled a strong
dependence at nanoscale of the switching probability on the device size and filament
dimension.

In summary, C-AFMallows to perform investigations on nanoscale systemswhich
would be hardly accessible by means of other techniques. The unique features and
the ease of use of C-AFM instrument provided the first indication of the high scala-
bility of filamentary based RRAM down to a few nanometers and unveiled peculiar
phenomena that only arise in highly scaled devices or at high density.

7.4 Conclusions

The chapter presents an overview of recent AFM-based studies of RS in addition
to a short introduction to the application and operating fundamentals of RS. AFM
technique has led to significant advancement in the understanding of RS behaviour at
the nanoscale, taking advantage of the combination of localized electric characteriza-
tion (of both electrical conduction and charge distribution) andmeasurement of other
physical properties (e.g. morphology and adhesion force, to name a few). Notable
RS studies employing different sample geometries, operative modalities and various
AFM schemes are reviewed, demonstrating the potentiality of AFM in probing RS
phenomena and unveiling the related mechanisms.
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7.5 Perspectives

Since RS attracted a renewed interest at the beginning of the twentieth century,
AFM has played a crucial role in studying RS phenomena thanks to the operational
simplicity, easy sample preparation, and versatility. Over the past decade or so,
RS has dramatically expanded its applicability; while RS was initially considered
predominantly for non-volatile memory applications, global semiconductor industry
trend towards “diversification”, in terms of product functionalities and computational
paradigms, has widened the potential applications of RS [12]. The realization that
RS is at the base of the memristor device operation opened new opportunities for
RS devices ranging from logic-in-memory and neuromorphic computing [13–18],
to sensing and signal detection [98]. New device paradigms have driven researchers
to pay attention to different aspects of RS phenomenology, including its dynamics,
stochastic operation and sensitivity to external perturbations of various types (e.g.
mechanical, chemical and other). Furthermore, research on RSmaterials has recently
expanded even to organic and biological substances [99].

Aligned with the trend, we envision that AFM will continue to play a crucial role
in RS studies. First, the fundamental studies of non-linear dynamics or stochasticity
of RS transitions, which are ascribed to nanoscale effects, will be pursued actively.
Further, the physical principles underlying the sensitivity of RS to various external
perturbations (optical, mechanical and thermal, to cite a few) in a controlled envi-
ronment can be investigated with AFM analysis, in view of alternative applications
for RS devices. On the other hand, the conduction and RS behavior of organic or
biological materials, a very recent research field, requires the investigation of novel
conduction mechanisms and switching processes [99]. For these reasons, AFM is
likely to continue to be one of the main experimental techniques for innovative
investigation of RS.
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Chapter 8
Magnetic Force Microscopy for Magnetic
Recording and Devices

Atsufumi Hirohata, Marjan Samiepour and Marco Corbetta

Abstract By coating a tip of a non-contacting scanning probewith amagneticmate-
rial, scanning probemicroscopy can become sensitive to a stray field from the surface
ofmagneticmaterials and devices,magnetic forcemicroscopy. The behaviour of such
magnetic samples is well-known to be controlled by the formation and reversal of
magnetic domains, each of which has a uniform magnetic moment separated by a
region with moment rotation, a magnetic domain wall, to minimise total energy. The
formation of the magnetic domains and walls is dependent upon size changes even at
an atomic scale, which defines a critical length scale in muchmore strict manner than
a semiconductor and metallic sample. It is therefore important to image magnetic
domain structures of the magnetic samples precisely to reveal the corresponding per-
formance. Magnetic force microscopy is one of the most convenient techniques for
magnetic imaging with nanometric resolution as detailed in this chapter.

8.1 Introduction

In the development of new advanced magnetic materials and devices, it is critical to
evaluate their properties not only in their bulk form but also in the form to be used,
such as multilayered junctions, nanoparticles and nanocomposites. Recent progress
in nanotechnology enables the production of atomically flat or abrupt interfaces in
multi-layered junctions. The progress has been, for instance, allowed us to continue
the increase in the number of transistors in a processor, as known as Moore’s law.
Similar increase has been achieved in the other electronic devices, such includes
data storage and communication. However, we have not achieved uniform electron
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transport across the entire interfacial area in such junctions due to the existence of
local defects, which introduce differences in resistance. The defects are hence known
to cause local heating and reduction in transport efficiency. To date, structural junc-
tion uniformity has been predominantly assessed by cross-sectional transmission
electron microscopy (TEM) in atomic resolution. On the other hand, the correspond-
ing imaging of magnetic information with similar atomic resolution is still under
development.

8.1.1 Magnetic Imaging

The magnetic imaging has been achieved via interactions between a probe and mag-
netic fields (or magnetisation) of a specimen [1]. In the Bitter method, which is one
of the most commonly used magnetic powder patterns, colloidal magnetite particles
are used as a probe to form domain patterns due to the stray field from the sample
surface. This is still an important method because of the simplicity and high sensi-
tivity (~sub-micron resolution within a ~sub-micron subsurface region), however, it
makes sample surface dirty.

For the deeper imaging, magneto-optical (MO) imaging can be used as listed in
Fig. 8.1. MO effects, MO Faraday effect and Kerr effect (MOKE) can be used to
observe magnetic domain configurations. Samples need to be flat and transparent
for the Faraday effect observation. The MOKE also requires a flat surface but can
measure local hysteresis and dynamic behaviour. These techniques can offer mag-
netic information up to about 20 nm (on metallic materials) below the surface with
a resolution down to approximately 200 nm.

In order to improve the resolution of magnetic imaging, electron-beam and X-ray
techniques have been used as an imaging probe.Among them, one of themost popular
technique is Lorentz transmission electron microscopy (Lorentz TEM). In out-of-
focus (defocused) mode, electrons are refracted within a sample due to the Lorentz
force, and the interference contrast corresponds to the magnetisation distributions of
the sample.

Using a similar TEM setting, electron holography can also be realized. The phase
distributions of electrons transmitted through a specimen are recorded as an off-axis
hologram using a collimated electron beam. The hologram can be reconstructed by
using an interferometer [2].

On the other hand, using scanning electron microscopy (SEM), an electron beam
(<10 keV) introduced perpendicular to the conductive sample generates secondary
electrons, whose intensity corresponds to the stray field from the sample. Here,
backscattered electrons can also be used for magnetic imaging.

Scanning electron microscopy with polarisation analysis (SEMPA) has also been
used for high-resolution magnetic imaging. Since the secondary electrons from a
sample are spin-polarised, these electrons are collected andmeasured as a normalised
difference signal in a Mott detector. This method is sensitive to the surface magneti-
sation vector, and can be in situ [3].
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By replacing electron-beamwithX-ray,X-ray topography can be achieved.Align-
ing a slit to fulfil the Bragg condition with a monochromatic X-ray, the crystalline
imperfection due to magnetostriction can be detected, e.g., X-ray magnetic circular
dichroism (XMCD) and X-ray photo-emission electron microscopy (XPEEM),

8.1.2 Magnetic Force Microscopy

In comparison to the above techniques listed in Sect. 8.1.1, magnetic force micro-
scope (MFM) is one of scanning probe microscopes (SPMs) and is sensitive to a
magnetic stray field from the sample (within 100 nm below the surface) by coating a
tip for an atomic force microscope with a ferromagnetic layer. The development of
MFM has started in 1980s, followed by the introduction of a commercial system in
the early 1990. MFM is an easy method with the resolution better than ~10 nm with-
out requiring any preparation for imaging among conventional magnetic imaging
methods. This is why MFM has been widely used for magnetic imaging in funda-
mental research and device development. The details of the working principles and
image examples will be described in Sects. 8.2 and 8.3, respectively.

Fig. 8.1 Major techniques for the magnetic imaging against penetration depth of probes. After [1]
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8.1.3 Other SPM-Based Magnetic Microscopy

8.1.3.1 Spin-Polarised Scanning Tunnelling Microscopy

Based on scanning tunnelling microscopy (STM) with a ferromagnetic tip, spin-
polarised (SP-STM) has been developed. SP-STMwas proposed in 1990 by Johnson
and Clarke [4] and Wiesendanger et al. [5]. Spin-polarised secondary electrons can
be generated using STM in the field-emission mode [6], which holds promise for
nanoscale magnetic imaging. By comparing the signals of ferromagnetic (FM) and
non-magnetic (NM) STM tips, atomic scale magnetic imaging can be achieved [5].
These reports were theoretically supported byMolotkov [7] and Laiho and Reittu [8]
in 1993. This technique uses a direct-gap semiconductor tip. This is expected to be
used to observe the surfacemagnetic configurationswith an almost atomic resolution.
Spin-polarised electron tunnelling from a Ni STM tip into a GaAs substrate was
first demonstrated by Alvarado and Renaud [9]. The Ni tip is magnetised by an
electromagnet and is used as a spin injector. It scans over the sample surface in its
measurement state. Spin-polarised electron tunnelling through the vacuum is detected
as circularly polarised EL signals in which the change is ~30% at room temperature
(RT). This value corresponded to a minority electron spin polarisation of Ni(001)
at the Fermi level. This suggests that minority spin electrons provide the dominant
contribution to the tunnelling current.

After the first photoexcitation measurement by Prins et al. [10], modulated circu-
larly polarised light has been used to excite spin-polarised electrons in a semicon-
ductor (e.g., GaAs). Although optically excited electrons are scattered mainly at the
semiconductor surface with back illumination [11], Sueoka et al. have demonstrated
the possibility of detecting spin-polarised signals by scanning a Ni STM tip over a
GaAs film with circularly polarised light shone through an AlGaAs membrane [12].
Suzuki et al. have performed a similar observation by scanning a p-GaAs STM tip
over a Co film with back illumination through a mica/Au/Co film, and have obtained
magnetic domain images [13]. GaAs tips are fabricated using photolithography and
anisotropic etching to prevent limitations due to facets {105}. A three monolayer
(ML) Co film exhibits perpendicular magnetisation and shows less than the magnetic
circular dichroism (MCD) effect of 0.14%. This is much smaller than the observed
polarisation response of about 10%. Polarisation modulation response images of the
SP-STM show very good agreement with MFM images. In order to avoid the MCD
effect and possible light scattering through the sample structures, Kodama et al.
introduced photon helicity into a GaAs tip in the vicinity of the sample, which is
equivalent of front illumination [14]. They detected a change of approximately 7%
in Current-voltage (I-V ) curves between right and left circular light irradiation of
NiFe films.
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8.1.3.2 Scanning Hall Probe Microscopy

AsubmicronHall probe associatedwith precise STMpositioning can be used to sense
a stray field from a sample for scanning Hall probe microscopy (SHPM) [15]. This
method is very sensitive to amagnetic field (~10e), however, it can be operated only at
low temperature (≤90 K). This technique can be used to detect a local perpendicular
magnetic field from the surface of a sample [16]. The SHPMcan also imagemagnetic
induction under applied fields up to ~1 kOe and over a wide range of temperatures
(a few 100 mK–300 K) which make this method suitable to study the effect of
temperature on some phenomenon such as a domainwall structure in a ferromagnetic
semiconductor and conventional vortex patterns on superconductors. In SHPM a
nano-Hall probe with dimensions of ~50 nm × 20 nm has been fabricated by a
combination of optical lithography and focused ion beam milling [17]. The probe is
mounted on a piezoelectric tube (PZT) at a small angle with respect to the surface
of a sample to minimise the distance between the probe and the sample surface
during the measurement. By decreasing the distance between the Hall probe and the
sample surface to 500–700 nm, the field resolution of the Hall can achieve 0.1Oe.
The scanning area of a single image is between 14 × 14 (at 4 K) and 24 × 24 (at
30 K) µm2 [18].

8.1.3.3 Scanning Superconducting Quantum Interference Device
Microscopy

A superconducting quantum interference device (SQUID) can be used as a field
detector. This SQUID microscopy is typically only valid at 4.2 K [19]. SQUID is
a direct method to detect magnetic flux using a pick-up loop at low temperature
(4 K). By measuring the magnetic flux in a mesoscopic ring, the current which is
first derivative of the free energy of the ring dependent on the magnetic flux can
be extracted as a fundamental thermodynamic property. SQUID is one of the most
reliable instruments to measure a magnetic field. Traditionally the pick-up loop and
SQUID sensor are used in flip-chip geometry. SQUID susceptometer has first been
produced by Ketchen et al. [20]. The smallest current measured is reported to be
100 mA at 4.2 K. In 1993, a special SQUID technique has been developed where the
sample and the SQUID sensor are patterned on the same chip [21]. The measured
current of (4 ± 2) nA is comparable to the computed value of 5 nA in liquid Helium.
In all these experiments, both the SQUID sensor and the sample are maintained
at 4.2 K initially but only the sample is elevated up to room temperature. At room
temperature, the sample has been separated from the SQUID loopwith a thin window
in a cryostat. Here, the spatial resolution plays an important role. In 2001, a German
group has achieved a spatial resolution of 1 pT/

√
Hz using a 50 µm thick sapphire

window [22].
Furthermore, SQUID is a non-destructive technique which can also be used to

detect the remanent magnetisation such as scratches, dents and mechanical stress
in some stainless steels. A scanning SQUID susceptometer on a micrometric scale
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objects has been reported in 2008 [23]. In this design, the pick-up loop (4 µm in
diameter) and a modulation coil are separated to reduce cross coupling between
them, allowing better coupling between the pick-up loop and the sample. The ability
to isolate the sensor from the samples and background subtraction maximises the
device utility and sensitivity. The completed model of the response of SQUID with
sub-micron pick-up loops to different sources of magnetic fields has been calculated
[24]. In this method, the coupling with London’s and Maxwell’s equations for a full
geometry of measured magnetic flux is solved. The result of this calculation is in
good agreement with experimental imaging with a deep sub-micron sized pick-up
loop.

8.1.3.4 Scanning Near-Field Optical Microscopy

By introducing light through a submicron aperture, the diffraction limit of light can
be circumvented, which provides an image 10–50 times better than a conventional
optical image, known as scanning near-field optical microscopy (SNOM). Combin-
ing the SNOM with MOKE optics, both imaging and writing magnetic domains
can be achieved [25]. SNOM is used to overcome diffraction in classical optical
microscopy which limits spatial resolution. In SNOM, the excitation laser focuses in
an aperture with diameter smaller than the excitation wavelength. The sample locates
at small distance (near-field) below the aperture. The optical resolution is in the order
of 30–50 nm [26]. This method made good progress on nanotechnology research,
surface structures and bio-materials. By the microfabrication of SNOM probes, the
resolution of the images can be better by a factor of 5–10 as compared with the clas-
sical microscopy [27]. Even though SNOM can achieve high-resolution imaging,
SNOM requires challenging processes for the fabrication of the aperture since its
pioneering demonstration in 1989. Fisher and Pohl have used the scattering of sur-
face plasmons in ametallic film instead of aperture to image a sample in the near-field
[28]. Themain difficulty of thismethod is a veryweak signal due to large illumination
background and the influence of an extended part of tips other than just far extreme of
the tip. One of reliable procedures is to use a single gold nanoparticle on very sharp
glass fibre, achieving the resolution of an optical measurement of 100 nm [29]. A
newmagnetic microscope was introduced by a combination of SNOM and magneto-
optical contrast which is called time-resolved near-field scanning magneto-optical
microscope [30]. This microscope is used to study ultrafast magnetisation dynamics
on sub-nanoseconds. J. Rudge et al. havemeasured a gyrotropic resonance frequency
of vortex core in a micron-sized CoFeB disc at ~240 MHz. Recently, time-resolved
scanning Kerr microscopy in the near-filed became one of intense methods to inves-
tigate magnetisation dynamics [31].
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8.2 Principles of Non-contact/Tapping Mode

8.2.1 Principles of Non-contact Atomic Force Microscopy

Scanning probe microscopy (SPM) provides opportunities to obtain various kinds of
information, such as height, magnetic pole and friction, using interactions between
a probe and sample surface. As detailed in Chap. 1, the first SPM is scanning tun-
nelling microscopy (STM) invented by Binnig et al. [32]. By scanning a very sharp
conducting tip in the vicinity of a sample surface with a bias application between
the tip and the sample, a tunnelling current I t can be detected as I t ~ Vexp(−Cd),
where V is the bias voltage, C is a constant of the sample material and d is the dis-
tance between the lowest atom of the tip and the highest atom on the sample surface.
Accordingly, I t can be used in a feedback loop to control the precise movement of a
piezoelectric scanner, which can be directly converted as topographic information.
The ability of STM to measure surface morphology is clearly outstanding (atomic
resolution). However, the most severe limitation is that both the tip and the sample
must be almost perfect conductors.

In order to avoid the limitation in STM, Binnig et al. have invented atomic force
microscopy (AFM) [33]. AFM also uses a very sharp tip for scanning over a sample
but with a long cantilever with a low spring constant (~1 N/m). Since the tip senses
interatomic force (van der Waals force), the cantilever is bent, the magnitude of
which is detected as an electrical signal from a 2-segment photodiode using laser
light reflection.

When the tip approaches the sample surface, the tip first feels the attractive force
and is bent towards the sample surface.With further approach the sample surface, the
tip encounters the repulsive force from the sample. At a certain distance these two
forces are balanced, at which distance the AFM measures the topographical profile.
One way of measuring the profile is to maintain the distance between the tip and
the sample, and detect the amplitude of the force via the magnitude of the cantilever
distortion (constant height mode). Another way is to keep the force constant, and
measure the movement of the tip (constant force mode).

In AFM observation, well-known problems which one should be aware of are the
large repulsive force from a contamination layer on the sample surface, the influence
of statistic electronics from either the sample or the probe, and the friction between
the sample and the tip during the AFM scan. To avoid such issues, Martin et al. have
developed non-contact AFM (NC-AFM) [34]. When a probe resonating with small
amplitude (�1 nm) is scanned 5–10 nm above the sample surface, the resonating
frequency ω0 shifts to ω′

0 due to the atomic force F from the sample. If we take the
sample plane normal as z axis, ω′

0 is given by

ω′
0 = ω0

√
1 − 1

kz

(
∂F

∂z

)
,
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where kz is the spring constant of the cantilever. In the Q-curve of the cantilever, a
frequency ω+

D , which satisfies

ω+
D = ω0

(
1 + 1√

8Q

)
.

ω+
D is typically used for non-contactAFMobservation. This provides an amplitude

shift of

�A = 2A0Q

3
√
3kz

(
∂F

∂z

)
.

When the probe is scanned as �A constant, topographical information can be
obtained similarly to AFM. The resolution of NC-AFM typically depends upon the
tip height from the sample, which is slightly less than that for contact AFM (5–10 nm
[35]).

8.2.2 Principles of Magnetic Force Microscopy

With a magnetic tip magnetised in one direction, NC-AFM can become sensitive to
magnetic force [36]. There are relationships between tip-sample distance z and force
gradient F ′ = ∂F/∂z as shown in Fig. 8.2 [37]. In the distance range of 5 < z <
20 nm, the tip mainly detects atomic force (van der Waals’ force), while the tip is
sensitive tomagnetic force with 50 < z < 500 nm.Magnetic forcemicroscopy (MFM)
senses magnetic force gradients from a sample due to the perpendicular component
of the sample stray field. The cantilever is excited at its first longitudinal resonance
(typically 50 kHz) and magnetic interaction with the surface is detected as shift of
the resonance (typically of a few Hz, detected using phase-locked loop technology).

A magnetic probe, whose tip is magnetised perpendicular to sample surface,
should be mounted on a tip holder. A schematic phase curve of the cantilever is
shown in Fig. 8.3. The phase curve decreases with increasing frequency, and the 90°
phase lag point (at the centre of the curve) corresponds to the peak frequency of the
cantilever. The phase curve then measures the phase lag between the drive voltage
and the cantilever response, and hence the vertical gradients in the magnetic force
cause a shift �F0 in the resonance frequency. This resonance shift �F0 gives rise to
a phase shift �φ, which provides an image of the magnetic force gradients (phase
detection). Typically, phase detection is used to obtain MFM images because phase
detection results are generally superior to those obtained with amplitude detection.
Frequency modulation, which provides quantitative images of force gradients by
directly detecting the drive frequency at 90° phase lag, can also be achieved. Further
details about the tip-sample interactions can be found in [38]. The �F0 also gives
variations in oscillation amplitude �A, which can be used for imaging the magnetic
force gradient (amplitude detection) (see Fig. 8.4 [39]).
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Fig. 8.2 Schematic energy diagram of force gradients for both van der Waals’ and magnetic force

Fig. 8.3 Phase shift of a MFM cantilever at fixed drive frequency. After [39]



240 A. Hirohata et al.

Fig. 8.4 Amplitude shift of a MFM cantilever at fixed drive frequency. After [39]

Fig. 8.5 Block diagram for MFM measurements

InMFMobservation (see Fig. 8.5), a tapping cantilever first scans over the sample
surface to obtain topographic information. Using lift mode as shown in Fig. 8.6, the
tip is then raised just above the sample surface, where lift scan height hlift is typically
set as 100 nmunless samples have excessive surface height variations, and the surface
topography is profiled while responding to magnetic influence on the same trace line.

In the lift mode, the total tip-sample distance htotal is the sum of the average tip-
sample distance in the tapping mode ht and the lift scan height hlift as shown in
Fig. 8.6. ht is equal to the oscillation amplitude of the MFM cantilever, which is
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Fig. 8.6 Tip-sample distance and oscillation amplitude in both the tapping and the lift mode for
MFM measurements

Fig. 8.7 Schematic views of typical magnetic force microscopy probe

determined by a setpoint. Typically, the setpoint of the measurements was chosen to
be 1 V, which typically corresponds to ht ~ 15–20 nm.

8.3 Magnetic Tips and Specifications

8.3.1 Magnetic Tips

Figure 8.7 shows schematics of a typical MFM probe. A standard etched Si probe
with a CoCr coated tip is commonly used forMFM imaging. Specifications are listed
in Table 8.1. The back of the cantilever has a reflective coating for better resolution.
Here, the laser spot should be introduced around the centre of the cantilever to avoid
optical interference.

In MFM, a Si-based cantilever is bent by attractive force between the different
polarity, i.e., between the N- and S-poles, and repulsive force between the same
polarity, i.e., between the N- and N-poles or the S- and S-poles, occurring between
the ferromagnetic tip located at the end of the cantilever and a stray field from
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Fig. 8.8 Principle of
magnetic force microscopy
over a sample surface with
a in-plane and
b perpendicular
magnetisation. The
magnetically-coated tip
detects the vertical
component of the stray field
(grey arrows) emanating
from the surface. Hence, the
MFM signal (in red) exhibits
peaks at the domain
boundaries

a specimen. The tip has the height of ~10 µm with the curvature of 25–50 nm,
which is coated by 10–100 nm thick ferromagnetic layers, e.g., CoCrPt and CoTa, as
detailed in Sect. 8.2. By detecting the displacement of the cantilever by the attractive
and repulsive force via a photodetector, magnetic imaging can be achieved. Here,
the force F between the MFM tip with the magnetisation m and the stray field from
the specimen H can be defined as F = ∇(m · H). By directly detecting the force,
static MFM can be achieved, which is relevant for a large stray field (>6 kOe [40])
from a specimen, e.g., bulk permanent magnets. However, a stray field from a thin-
film device (<2 Oe [40]), such as hard disk media and magnetic memory, is too
small to be detected. Hence, dynamic MFM has been developed by vibrating the
cantilever perpendicular to the specimen plane to detect changes in the amplitude,
phase and frequency of the vibration as described in Sect. 8.2.2. Here, the gradient
of a magnetic force∇Fz from an in-plane magnetised specimen is detected as shown
in Fig. 8.8a. As shown in Fig. 8.8a, the MFM signals are reversed depending on the
attractive and repulsive force. For the case of perpendicularly magnetised specimen,
the representative schematics are shown in Fig. 8.8b.

In MFM images, brighter contrast means positive frequency shift which in turn
depicts repulsive interaction or a magnetic stray field of the surface anti-parallel to
the magnetisation of the tip. Darker contrast translates as negative frequency shift,
or attractive interaction and a magnetic stray field of the surface parallel to the tip
magnetisation.
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8.3.2 Improvement of Specifications

Magnetic imaging is performed by detecting displacement of Si-based cantilever
with a MFM tip coated with a ferromagnetic layer [41–46]. In order to increase
the imaging resolution, the distance between the MFM tip and the specimen needs
to be closer but it increases the contributions from the specimen topology. Hence,
for the high-resolution imaging, a sharper tip [43–47] and improvement of the field
gradient [45, 46] are necessary. As listed in Table 8.1, commercial MFM tips have
their resolution of 20–40 nm, which requires further improvement for high-density
recording media. In addition, for highly anisotropic recording media and permanent
magnets, the magnetisation of the MFM tip is affected by the stray fields from
these specimens [48]. It is therefore essential to achieve both high resolution and
high coercivity for imaging [49, 50], requiring a highly anisotropic material as a
ferromagnetic coating layer on the MFM tip.

By introducing an alternative magnetic field to a ferromagnetic nanoparticle
attached on a MFM tip, alternating magnetic force microscopy (A-MFM) has been
developed with higher resolution. The alternative field has a frequency different from
the resonant frequency of the cantilever, so that alternating gradient field can be gen-
erated by the nanoparticle, which can be detected from the highly coercive MFM
tip independently. This method is sensitive to a stray field near the specimen surface
with the resolution better than 10 nm [51].

8.4 Applications for Magnetic Recording

Since the 1970s, commercial mass data storage has been available with continuously
diminishing costs and increasing storage capacity. The old eight-inch floppy disk
displayed a storage capacity of 250 kB, which today might seem like an incredibly
low capacity, however large-scale production was a technological prowess back then.

From the first floppies to the currently available terabyte hard disk drives (HDDs),
the principle of data storage continues to be the same: the active component is a
magnetic layer that stores information in the form of 0 s and 1 s by being magnetised
locally in one direction or its opposite. The layer is placed on a spinning disk that
can be written and read by a mobile head.

One remarkable progress in magnetic media recording was accomplished with
the discovery of the Giant Magnetoresistance effect (GMR) by Albert Fert and Peter
Grünberg, which got him theNobel Prize in 2007. This effect facilitatedmoving from
in-plane magnetic media recording to perpendicular media recording (PMR), thus
expanding the storage capacities by over three orders of magnitude. Technologists
today are discovering new tricks to improve density and pack more terabytes in hard
disks measuring just a couple of inches wide.
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Fig. 8.9 Photograph of a floppy disk

Fig. 8.10 75 × 200 µm2 MFM image of a floppy disk. Magnetisation is in-plane, contrast arises
from themagnetic stray field at the domain boundaries. The orange square illustrates the dimensions
of Fig. 8.12 (25 × 25 µm2 MFM image of a zip drive)

8.4.1 3.5-in. Floppy Disk Introduced in 1987

In the 1970s, magnetic storage made its appearance and a decade later became a
widespread consumer good (Fig. 8.9). The bits of an 8 in. floppy disk were macro-
scopic so that they can hardly be imaged with an MFM. Since 1987, the next-
generationfloppies, the 3.5-in. disks, alreadyhadbits that had shrunk to amicroscopic
2 × 100 µm2, as shown in the MFM image as shown in Fig. 8.10.

Here, magnetisation in this case is oriented in the plane of the layer and hence the
MFM detects the vertical magnetic stray field originating at domain boundaries, as
shown in Fig. 8.8a.

The floppy disk shown here is a “High Density” disk with 1.44MBytes of storage,
or 11.52 Mbits (1 Byte = 8 bits) dispatched on a 3.5 in. platter. Taking into consider-
ation the one-inch rotor, that makes an area of 8.84 in.2 of active layer. However, not
the entire area is available for data storage: for example the rims of the disk cannot be
written and formatting also occupies space. Counting the bits in the 75 × 200 µm2

MFM image (approximately 37 bits), a density of 1.6 Mbit/in.2 can be established.
Thus, 7.2 in.2 or 81% of the whole surface is requested to store 11.52 Mbits of infor-
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Fig. 8.11 Photograph of a
zip disk

Fig. 8.12 25 × 25 µm2

MFM image of a zip drive.
Magnetisation is again
in-plane. The red square
illustrates the scale of
Figs. 8.14, 8.15, 8.16 and
8.17 (500 × 500 nm2 MFM
image of HDDs)

mation. This leads to the areal density of 1.6 Mbit/in.2, to put the number to scale
with the following Hard Disk Drives that is a density of 0.0016 Gbit/in2.

8.4.2 Zip Drive Introduced in 1994

After the arrival of the floppy disk, the zip drive was introduced in 1994. The size
of the medium was still a 3.5 in. platter, and magnetic information was still stored
in-plane, but due to its decreased bit size, the storage capacity could be expanded to
100 MB or 800 Mbits (Fig. 8.11).

In Fig. 8.12 showing aMFM image of 25× 25µm2, the bit dimension is assessed
to be 1 × 10 µm2, which is 20 times smaller than in the floppy disk.

On the MFM data, 54 bits are counted, amounting to a density of 56 Mbit/in.2,
which makes 403 Mbits on the available 7.2 in.2 (assuming the same active area as
on a floppy disk) or approximately 800 Mbits when considering both faces of the
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Fig. 8.13 Photograph of
HDD

Fig. 8.14 500 × 500 nm2

MFM image of a Fujitsu
HDD from 2007.
Magnetisation is
perpendicular to the surface

zip. This figure is in seamless agreement with theManufacturer’s specifications. This
leads to the areal density of 56 Mbit/in.2, that is just 0.0056 Gbit/in.2.

8.4.3 Fujitsu HDD Introduced in 2007

After the discovery of the GMR effect, the bits could be written vertically in the
medium and much more information could be packed into the same area. From the
early 2000s onwards, Perpendicular Magnetic Recording (PMR) became the norm
and Hard Disk Drives were launched (Fig. 8.13).

The following 500 × 500 nm2 MFM image was captured on a Fujitsu HDD from
2007 comprising of a single 2.5 in. platter and stipulating a total storage capacity
of 40 GB or 320 Gbits. The bit dimension derived from the image is approximately
25 × 200 nm2 which makes it 2000 times smaller than in a zip drive. Logically, the
density also makes a massive leap: on average 37.4 bits are counted on this MFM
data, on an area of only 0.25 µm2: that comprises a density of 100 Gbit/in.2.
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Fig. 8.15 500 × 500 nm2

MFM image of a Seagate
HDD from 2009

Fig. 8.16 500×500 nm2

MFM image of a Western
Digital HDD from 2012

Fig. 8.17 500 × 500 nm2

MFM image of a Seagate
HDD from 2016
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8.4.4 Seagate HDD Introduced in 2009

Since then, the race for ever-shrinking bits was propelled. In the spring of 2009,
Seagate commercialized aHardDiskDrive totaling 500GB (4000Gbits or 4Terabits)
split on two 2.5 in. platters.

The 500 × 500 nm2 MFM image above represents 83.2 bits on average, the bit
sizes amounts to ca. 20 × 125 nm2. This signifies a gain of over a factor of two in
bit size over the Fujitsu HDD. Logically, the bit density increases to 215 Gbit/in.2.

8.4.5 Western Digital HDD Introduced in 2012

In 2012, Western Digital commercialized a HDD that had 1 TB or 8 Tbits of storage
capacity divided over two 2.5 in. platters. The 500 × 500 nm2 MFM image below
displays 190 bits on average, the bit sizes totals to ca. 17× 80 nm2,which is becoming
hard for anMFM to image. The bit area represents again a gain of over a factor of two
in bit size over the earlier Seagate HDD, the bit density increasing to 490 Gbit/in.2.

8.4.6 Seagate HDD Introduced in 2016

Since 2015, the battle for bit size reduction became harder as the physical limitations
to the stability of the bits were increasingly reached. HDDManufacturers have exam-
ined two tricks as workarounds in the existing Perpendicular Magnetic Recording
technology. Both have the objective of reducing the width of the bits:

• Shingled Magnetic Recording (SMR): similar to roof tiles, a track is written over-
lapping the earlier neighbouring track.

• Two-DimensionalMagnetic Recording (TDMR): so as to prevent inter-track inter-
ference during readout of very narrow tracks, an array of read-heads is used to read
adjacent tracks and correlate data. This technology, combined to SMRwould gain
another 5–10% of storage capacity.

The HDD from Seagate illustrated below is from the BarraCuda series (up to 5 TB
of storage on three 2.5 in. platters) and according to the Manufacturer employs the
SMR technology. However, from the MFM image, only a weak increase of storage
density can be noticed. The 500 × 500 nm2 MFM image below displays 208 bits on
average, the bit size amounts to ca. 16 × 77 nm2: compared to the earlier Western
Digital HDD there is only a minor improvement of the bit size of a factor of 1.1. The
bit density is 540 Gbit/in.2.

Both TDMR and SMR technologies are thought to be stop-gap measures where
read heads can be made smaller but write heads not. Moreover, SMR highlights the
issue of re-writing a track, which has an incidence on the following adjacent tracks.
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8.4.7 Outlook

Beating the 1 Tbit/in2 limit is the next challenge HDD Manufacturers are currently
facing. Bear in mind: a storage density of 1 Tbit/in2, that is a bit size of just 12.7 ×
50 nm2.

The active layer of present day HDDs is made up of magnetic grains (usually
CoPtCr alloys) clustered together, with dimensions of just few nanometers, typically
8 nm. The actual bit size is so small that less than 20 grains make up each bit.

Intuitively, to expand capacity it would be enough to reduce additional bit size and
hence have fewer grains composing a bit. But this would weaken the Signal-to-Noise
ratio and would make readout more complex.

Alternatively, one could think of decreasing the grain size. However physics stalls
this: a smaller grain cannot hold its magnetisation anymore as thermal activation at
room temperature will serve to flip its spin.

However, there are technological solutions, which are currently under investiga-
tion. One possible technology enabler would be to employ other alloys with higher
anisotropy and hence greater thermal stability. The downside to it is that writing
would become a lot more laborious and would require to local energy introduction,
such as heat and microwave, onto the active layer to provisionally lower the magneti-
sation barrier. This so-called heat-assisted magnetic recording (HAMR) [52, 53] and
microwave-assisted magnetic recording (MAMR) [54] would hence not only need
new materials but also new and intricate read/write heads.

In HAMR, a laser beam is employed to heat the media up locally and reduce the
thermal stability of the data bit to bewritten.A scanning near-field opticalmicroscope
is implemented into a writing head and a successful demonstration has been reported
[55]. In 2012, TDK demonstrated a new HAMR head with the areal density of
1.5 Tbit/in.2 and bit-error rate of 10−2. Seagate also demonstrated a new HAMR
drive in 2012. HAMR contains many properties, such as grain size, characterisation
and optimisation of a laser unit, media thermal stack and magnetic distributions. The
optimisation of these properties can improve the density ofHAMRand can reduce the
corresponding energy consumption. In 2015, Seagate demonstrated a HDD using the
HAMRtechnologyby laser pulse instead of continuouswave [56]. Fruchart et al. have
suggested the utilisation of thermal gradients generated in HAMR can determine the
polarisation of tunnelling electrons across the media grain boundaries [57]. Matlak
and Komvopoulos have reported a role of pulsed substrate bias voltage and a C+ ion
incident angle as well as the thickness of 1–4 nm thick amorphous C films deposited
by filtered cathodic vacuum arc deposition method (FCVA) [58]. They show FCVA
can produce extremely thin and uniform protective a-C films with high sp3 contents
ideal for HAMR heads.

Microwave-assisted magnetic recording (MAMR) was proposed by Zhu et al.
[54]. The MAMR utilizes microwaves to reduce the switching field by an order of
magnitude [59].WesternDigital announced that theywill introduce aMAMR system
within a few years. Instead of a conventional one-dimensional transverse microwave
field, an ac field with a circular trace can increase efficiently of MAMR [60]. By
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Fig. 8.18 500 × 500 nm2

MFM image of a BPM.
Sample courtesy of Seagate

utilising a circular ac field, a damping constant increases by an order of magnitude
as compared with a linear ac field which achieves the areal density of 1.9 Tbit/in.2.
Following the utilisation of a circular ac field in MAMR a new micromagnetic mod-
elling on MAMR shows the areal recording density can exceed 3 Tbit/in.2 with
medium signal-to-noise and thermal stability at KuV = 60kBT 300K. This model uses
a perpendicular spin oscillator (PSTO) to generate localised a circular ac field [61].
Muraoka et al. have showed a stable spin torque oscillator (STO) requires a large
and well-shaped gap field [62].

Another solution that can be considered is to pattern the active layer so as to
physically define the shape of the storage unit: these are called bit-patterned media
(BPM) [63] and are also under investigation as shown in Fig. 8.18. By patterning
nano-scale island-shaped bits typically consisting of 10–20 grains, the media can
achieve 10 Tbit in.−2. Production of the layers would then need additional steps,
which is a huge disadvantage in keeping production costs low. According to a recent
calculation model, the areal density can even achieve beyond 10 Tbit/in.2 with a
grain size of 5 nm in diameter and 10 nm in height [64]. As Advanced Technology
Consortium reported that by utilising BPM in HAMR, the areal density can lead
to 10 Tbit/in.2 by 2025. Nano-imprint lithography is suggested to use for high-
density data storage applications. In BPM, the metallopolymer precursor is used as
photoresist, which can be imprinted on the substrate [65].

In Fig. 8.18, there are on average 92.5 dots over an area of 500 × 500 nm2 which
makes a density of just 240 Gbit/in2. The pitch between each dot is 50 nm in this
sample from 2009. To realise a density of 1 Tbit/in.2, the pitch between each dot
would have to be halved to 25 nm.

HAMR, MAMR, BPM, or a combination thereof: in the days to come it will
be known which path technologists have chosen to take to solve the challenge
of data storage capacity. The Advanced Storage Technology Consortium (ASTC)
roadmap, issued by the International Disk Drive Equipment and Materials Asso-
ciation (IDEMA) provides a hint of what is anticipated in the next 10–15 years
(Fig. 8.19).
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Fig. 8.19 ASTC
Technology Roadmap gives
an insight of the evolution of
storage density in the coming
5–10 years in relation with
the development of new
technologies [66]

8.5 Applications for Magnetic Memories and Devices

8.5.1 Magnetic Random Access Memory and Spin Random
Access Memory

After the commercial success of the HDD heads and media as described in Sect. 8.4,
one of the major ongoing device studies is to realise a magnetic random access
memory (MRAM) and/or spin random access memory (SpinRAM) [67]. MRAM
can achieve the following features [68]: (i) non-volatility similar to HDD without
using a mechanical head, (ii) read and write times of the order of nano-seconds, (iii)
high density and (iv) low-power consumption. Hence, MRAM/SpinRAM is a good
candidate for a universal memory. MRAM/SpinRAM can also avoid the delay and
unnecessary power consumption due to circuit leads, and can provide a high-density
circuit by the converting passive current leads in conventional electronic devices into
memory cells.

For the next-generationMRAM/SpinRAM, the following issues need to be solved:
the reduction of the switching field or critical current density and a reduction of the
fabrication rule. Based on the scalability of MRAM/Spin RAM bits, spin-transfer
torque (STT) must be used as discussed above. For the reduction of power con-
sumption, the thermal stability of the free layer has to be compromised. A synthetic
ferromagnet, such as CoFeB/Ru/CoFeB, has been implemented as the free layer by
AIST [69], resulting in a five times increase in thermal stability with only an 80%
increase in the critical current density. This configuration can achieve a 10 Gbit
SpinRAM device. The remaining issue to realize a high-density SpinRAM is the
reduction of the fabrication rule, which may be achieved by replacing the additional
transistor with a possible new device design.

For the design improvement, MFM imaging can play an important role to remove
any edge domains andmagnetic defects tominimise the correspondingmagnetisation



260 A. Hirohata et al.

Fig. 8.20 a MFM topography image of patterned Mo/CoFeB/MgO/CoFeB/Mo p-MTJ pillars of
125 nm in diameter and b phase images from the magnetic structure of the same sample of p-MTJ
pillars of 500 nm in diameter, representing the pillars after out-of-plane ac-demagnetisation [70]

damping. MFM was used for imaging perpendicular magnetic tunnel junction (p-
MTJ) pillars after ac-demagnetisation in a perpendicular field [70]. Figure 8.20a,
b show AFM topography and corresponding MFM images of an array of pillars
made from a Mo/CoFeB/MgO/CoFeB/Mo film. The topography shows a uniform
set of pillars with height of about 40–50 nm, corresponding to the thickness of the
Mo/CoFeB/MgO/CoFeB/Mo/Ru. As shown in Fig. 8.20b, the ac-demagnetisation
generates up and down magnetisation of the ferromagnetic layers in p-MTJ. The
images for 500 nm pillars sizes show single domain structure even at this large size.

8.5.2 Racetrack Memory

In order to minimize the total magnetic energy of a ferromagnetic structure, a domain
wall (DW) with a width of the order of 100 nm can be formed between magnetic
domains. The competition among the energy terms, magnetostatic, exchange and
anisotropy, produces magnetic domains, mainly due to the magnetostatic energy in a
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mesoscopic ferromagnet. Within a DW, the spins gradually rotate from the direction
of the domain to the direction in the neighbouring domain. If the ferromagnet is
thick, the spin rotation within the wall is out-of-plane, forming a Bloch wall. For
thin ferromagnet films, in-plane rotation, known as a Néel wall, occurs. For an inter-
mediate ferromagnetic film thickness, a combination of these two walls, a cross-tie
wall, forms [71].

Following Slonczewski and Berger [72, 73], STT has also been applied to displace
a DW by flowing an electrical current (see Fig. 8.21). A ferromagnetic micro-wire
has been prepared with a DW, giving a current density between 1011 and 1012 A/m2

for wall motion [74, 75]. The velocity of the wall motion has also been estimated to
be 2–6 m/s [76]. A similar experiment has also been performed in a dilute magnetic
semiconducting wire [77].

8.5.3 Magnetic Skyrmion Logics

Asimilar concept to Sect. 8.5.2was demonstrated by employing amagnetic skyrmion
[78] and magnon [79] instead of a DW, which are expected to warrant reproducible
motion by a lower current density as compared with the studies described as above.
A magnetic skyrmion is a topologically protected structure by forming a rotating
structure of spins. Depending on the rotating structure, the skyrmions can be cate-
gorised into three types, Néel, Bloch and anti-skyrmions. They have these chirality
and the polarity of the centre spin, which can be used as information carrier. Due to
the diameter of the skyrmion (typically ~10 nm), the corresponding critical current
density can be reduced by five orders of magnitude.

The displacement of a magnetic skyrmion can also be imaged using MFM [80].
In Fig. 8.22, the velocity of the skyrmion generated on the Pt (5 nm)/FM/Au
(3 nm)/FM/Pt (5 nm) multilayer, where FM = Ni (0.4 nm)/Co (0.7 nm)/Ni (0.4 nm),
was measured by applying a 3-ns-long current pulses with a density of j = 3.9× 1011

A/m2. Under a magnetic field application of −60 Oe, the velocity was measured to
be 60 m/s.

These results unambiguously confirm the importance of MFM imaging for the
development of magnetic and spintronic devices. Due to the easy use of MFM, it can
be utilised in broader fields in research and development.



262 A. Hirohata et al.

Fig. 8.21 a MFM image after the introduction of a DW. DW is imaged as a bright contrast, which
corresponds to the stray field from positive magnetic charge. b Schematic illustration of a magnetic
domain structure inferred from the MFM image. DW has a head-to-head structure. c Result of
micromagnetics simulation (vortex DW). d Result of micromagnetics simulation (transverse DW).
e MFM image calculated from the magnetic structure shown in (c). f MFM image calculated from
the magnetic structure shown in (d). g Magnified MFM image of a DW. h MFM image after an
application of a pulsed current from left to right. The current density and pulse duration are 1.2 ×
1012 A/m2 and 5 µs, respectively. DW is displaced from right to left by the pulsed current. (i)
MFM image after an application of a pulsed current from right to left. The current density and pulse
duration are 1.2 × 1012 A/m2 and 5 µs, respectively. DW is displaced from left to right by the
pulsed current [77]
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Fig. 8.22 Series of images showing magnetic skyrmions shift along the track between 3 ns, j =
3.9 × 1011 A/m2 electric pulses. Scale bar is 500 nm
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Chapter 9
Space Charge at Nanoscale: Probing
Injection and Dynamic Phenomena
Under Dark/Light Configurations
by Using KPFM and C-AFM

Christina Villeneuve-Faure, Kremena Makasheva, Laurent Boudou
and Gilbert Teyssedre

Abstract Fine description of the electrical properties of solids at their surfaces is a
very old problem, difficult to tackle because the surface of a solid itself represents
a break in the periodic structure of crystallized materials, hence a defect, and most
importantly because of the potential impact of surface oxidation, contamination,
humidity, atmosphere, etc., on the material response (Galembeck et al. in Polymer
42:4845, 2001 [1]). For dielectrics, electrical charging of the surface leads to the
build-up of a surface potential. The occurring mechanisms depend on the kind of
charges being deposited, e.g. by triboelectrification, and are particularly difficult to
anticipate (Lacks and Sankaran in J Phys DAppl Phys 44:453001, 2001 [2], Shinbrot
et al. in Phys Rev E 96:032912, 2017 [3]). Aside these difficulties in defining the
surface properties, nanosciences and nanomaterials have brought us new paradigms
with the tremendous increase of the amount of interfaces between particles and host
matrix, and with the variety in the material nature and interface linked to the different
elaboration processes. In a way it may constitute a chance to better describe what
interfaces on an electronic properties standpoint are, because materials are better
controlled. Besides the nanostructuration of materials, the miniaturization of devices
is a further challenge to face. When dealing with thin layers (thicknesses of less than
100 nm) the rules for bulk properties behavior are broken. Obviously, in both cases
the experimental approach is more demanding, since the tools that are implemented
for the study must have a spatial resolution compatible with the scale at which
phenomena should be probed. In this Chapter we illustrate on a few examples the
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need for ever lower scale characterization of the electrical properties of dielectric
materials.

9.1 Context

Fine description of the electrical properties of solids at their surfaces is a very old
problem, difficult to tackle because the surface of a solid itself represents a break
in the periodic structure of crystallized materials, hence a defect, and most impor-
tantly because of the potential impact of surface oxidation, contamination, humidity,
atmosphere, etc., on the material response [1]. For dielectrics, electrical charging of
the surface leads to the build-up of a surface potential. The occurring mechanisms
depend on the kind of charges being deposited, e.g. by triboelectrification, and are
particularly difficult to anticipate [2, 3]. Aside these difficulties in defining the surface
properties, nanosciences and nanomaterials have brought us new paradigms with the
tremendous increase of the amount of interfaces between particles and host matrix,
and with the variety in the material nature and interface linked to the different elabo-
ration processes. In away it may constitute a chance to better describewhat interfaces
on an electronic properties standpoint are, because materials are better controlled.
Besides the nanostructuration of materials, the miniaturization of devices is a further
challenge to face. When dealing with thin layers (thicknesses of less than 100 nm)
the rules for bulk properties behavior are broken. Obviously, in both cases the exper-
imental approach is more demanding, since the tools that are implemented for the
study must have a spatial resolution compatible with the scale at which phenomena
should be probed. In this Chapter we illustrate on a few examples the need for ever
lower scale characterization of the electrical properties of dielectric materials.

9.1.1 Miniaturization of Thin Dielectric Layers

The specifications from the semiconductor technology sector are particularly
demanding for what concerns gate dielectrics for transistors, with equivalent oxide
thickness (EOT) of less than 1 nm in applications such as microprocessors (MPUs),
or with low leakage current combined with EOT of less than 2 nm in applications
such as cell phones, where the static power consumption is the major limiting factor
[4]. This is an example of the break of bulk properties where the leakage current is
through tunneling across the layer. To overcome this issue for gate dielectrics, high-
k dielectrics are searched for replacement of the relatively low permittivity value
of SiO2, with both fundamental (intrinsic material properties) and manufacturing
limitations.

In the era of miniaturization, many benefits are being brought by Micro-
ElectroMechanical Systems (MEMS), and now Nano-ElectroMechanical Systems
(NEMS), to the downsizing to nanoscale, to exploit their capabilities in device size
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reduction, in response speed, energy conservation, autonomy, integration of com-
plexity with combining sensors, actuators, energy harvesting, etc. There seems to
exist a limitless possibility in MEMS-NEMS development. Because of their com-
plexity, and of the necessity of motion of piece parts, theMEMS-NEMS are naturally
exposed to ambient stresses such as vibration, humidity or pollution, which makes
their reliability an issue [5]. The stresses endowed by materials can be relatively
strong, an example being of electrostatic origin due to the charging of materials that
can lead to malfunction of voltage-driven actuators. Though driving voltages are
relatively small, the electric fields are high and the device geometry often imposes
high diverging field such as the charge deposition is highly effective. Another impor-
tant issue for the reliability of MEMS is tribological effect particularly appearing
on the contacts [6]. For probing devices with such outcomes, appropriate techniques
and methodologies are needed to provide information on charges and forces at the
relevant scale [7–9].

Whereas the charge trapping represents an issue forMEMS devices, it is exploited
in non-volatile memory devices to store the information. Here again the objectives
are to miniaturize and to improve reliability. Indeed, in order to keep up with the
demand for increased memory capacities, flash memory devices have been contin-
uously scaled down. The main benefits of down-scaling the cell size and increasing
integration are enabling lower manufacturing cost while keeping high performance.
Charge trapping memory is regarded as one of the most promising flash memory
technologies at further down-scaling strategies. High-k dielectrics are usually pre-
ferred as charge trapping layer, blocking layer, and tunneling layer [10]. SiO2 is the
first dielectric used as blocking layer in the flashmemory. However, as for transistors,
the large tunneling current through SiO2 is not acceptable upon continually scaling
down the dimensions of the flash memory.

9.1.2 Interfaces

In organic solar cells, the low diffusion length of excitons imposes that donor and
acceptor materials segregate to form small size domains with high interface area
to reach reasonable efficiency. To optimize the efficiency, intermixing of the donor
and the acceptor moieties on the nanometer scale is essential. This insight led to the
development of the so-called bulk-heterojunction concept [11]. Connected domains
with a typical size of several tens of nanometers are formed in the film. At the same
time a small amount of the acceptor material may be dissolved in the donor domains
or vice versa. Obviously, control and optimization of such structures require adequate
tools [12].

Parameters of outmost value, when dealing with interfaces, are the energy level
estimations of one material relative to the other one as they determine the working
conditions of the device.When going to thin films, these energy levels becomemodi-
fied and very new properties are being introduced with the use of 2D heterostructures
made of few atom thick layers [13]. Besides the physical properties of materials and
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junctions, the behavior of materials under stress should also be evaluated. With the
new tools brought by scanning probe techniques, Atomic Force Microscopy (AFM)
in particular, it becomes now possible to evaluate in details the mechanisms at the
origin of charges generation into dielectrics, and to assess and revise the models for
charge injection currently under use [14, 15].Moreover, it is important to characterize
how such charges are dissipated in the bulk or at the surface.

Specific dielectric properties of nanocomposite materials, made of nanoparticles
(not necessarily insulating) dispersed into insulating matrices have been recently
reported [13, 16]. The claimed effect has been associated with the structuration of
the matrix under the impact of the nanoparticles or to “charge trap” formation at
the interfaces [17]. It has also been shown that differences imposed by the polymer
dielectric interface processing can lead to substantial changes in the macroscopic
response of the material [18]. However, future developments should contribute to
assess the different hypotheses put behind changes in the charging behavior of bulk
materials.

The above given examples are only a flavor of how broad can be the field of
electronic properties and electrical charges profiling into materials. Certainly many
other aspects could be addressed. Our purpose in the following is to present newly
developed methods likely to provide information at pertinent scale to address these
problems of electrostatics: local information is needed either because the investigated
process is actually at the interface like for charge injection or energy levels estimation,
or because the structures have been downsized and existing methodologies to probe
the properties cannot be easily adapted. This is for example the case of charge density
distribution measurements.

9.2 KPFM and C-AFMMeasurement Under Dark
and Light Configurations

9.2.1 Introduction to Surface Potential

In electrochemistry the surface potential in a solid is classically defined as the dif-
ference between the internal and the external electric potentials i.e. Galvani and
Volta potentials, respectively [19]. Consequently, it depends on the material proper-
ties (crystallographic structure…) and the surface features (adsorbed molecules…)
and for the different materials is defined as follow: For a metal (Fig. 9.1a), the sur-
face potential therefore corresponds to the work function φm which is the amount
of energy required to extract an electron from fundamental state in the material to
the vacuum level [20]. For a semiconductor, the surface potential corresponds to the
energy of Fermi level (Fig. 9.1b). It is influenced by the interface states, which induce
band curvature, and by the level of doping [21]. Indeed, n-doping type decreases the
Fermi level and consequently, the surface potential (9.1c). For an insulator, the defi-
nition of surface potential is scarcely reported in the literature. However, the surface
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potential reflects the charge distribution present in the insulation [22]. In the pres-
ence of electrons (holes) the surface potential is decreased (increased). So, as for the
semiconductors, the surface potential should be considered as the energy difference
between the vacuum level and the last energy level under the conduction band (CB).

9.2.2 Surface Potential Measurement in AM-KPFM

Kelvin Probe Force Microscopy (KPFM) permits to probe the surface potential dif-
ference between an AFM tip and the sample surface. This difference, named �φ,
corresponds to Contact Potential Difference VCPD which is expressed by:

�φ = VCPD = φm − VS, (9.1)

where φm is the work function of the conductive AFM probe and VS is the sample
surface potential. To enable surface potential measurements a lot of different KPFM
modeswere developed during the past decade. In this section, AmplitudeModulation
KPFM (AM-KPFM) is presented to introduce the principles of surface potential
measurement and their limitations.

9.2.2.1 Principles

The AM-KPFM is performed in lift mode, that is to say the measurement runs in two
steps. During the first pass, surface topography is acquired in tapping mode (with
mechanical oscillation of the AFM probe at its resonance frequency ω0). During the
second pass, the tip is moved away from the surface by a fixed height, h (called lift
height) and the mechanical oscillation at ω0 is stopped. Instead, a voltage Vbias is

Fig. 9.1 Energy level of ametal and b semiconductor or dielectric material with the corresponding
surface potential VS. c In presence of doping (semiconductor) or charges (dielectric) the surface
potential is modified. Positive charges induce surface potential increase. εF is the Fermi level. CB
and VB are the conduction and valence bands, respectively. EVL is the vacuum level
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applied to the AFM probe constituted by a DC component Vdc and an AC component
Vac at the same pulsation ω0 as the mechanical oscillations:

Vbias = Vdc + Vac sin(ω0t) (9.2)

During KPFM measurement, the AFM probe scans the material surface at lift
height and the surface potential difference �φ is superimposed to the applied bias.
For Vbias applied on the tip, an electrostatic force Fe is induced on the AFM probe
that depends on the sample tip distance z [23].

Fe = −1

2

dC

dz
(Vdc − �φ + Vac sin(ω0t))

2, (9.3)

with C being the capacitance formed by the AFM probe and the sample. The elec-
trostatic force can be split into three components:

Fe = FDC + F(ω0) + F(2ω0), (9.4)

with

theDC component : FDC = 1

2

dC

dz
(�φ − Vdc)

2 + V2
ac

2
, (9.5)

theω0-component: F(ω0) = −dC

dz
(�φ − Vdc)Vacsin(ω0t), (9.6)

the 2ω0-component: F(2ω0) = 1

4

dC

dz
· V2

accos(2ω0t + 2ϕ) (9.7)

In AM-KPFM mode, the VDC bias is adjusted as to cancel the electrostatic force
at ω0. It is determined at each point and corresponds to the potential difference �φ

between the tip and the surface of the sample. Using thismode, it is therefore possible
to probe simultaneously surface topography and potential difference between the tip
and the surface.

9.2.2.2 AM-KPFM Performances and Limitations

According to the literature, the smallest surface potential value measured by AM-
KPFMis of 5mV[24]. It ismore difficult to determine a common lateral resolution for
all kinds of samples. Indeed, the lateral resolution depends on several parameters [24,
25] such as the AFM tip curvature radius, the lift height, the surface topography, the
nature ofmaterial, etc. The lateral resolution is estimated between 10 and 100 nm [26,
27]. However, it is mainly limited by three parasitic contributions: (i) measurement
environment, (ii) probe contribution due to parasitic capacitance and (iii) topography.
These effects are detailed in the following:
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Fig. 9.2 Contribution of
parasitic capacitance (blue
arrow) compare to main
contribution (red arrow)
during KPFM measurement
over a spot

– Environment
KPFMmeasurements in air environment exhibit the worst resolution and the low-
est potential sensitivity. This is mainly due to the water layer formation on the
sample surface. Measurements performed under controlled environment (dry air
or N2 atmosphere) prevent from water layer formation and improve KPFM per-
formances. However, measurements done under vacuum present the best spatial
resolution and the highest sensitivity due to quality factor improvement and sample
surface cleanness. So, this configuration is required for absolute surface potential
measurements. Moreover, under vacuum, the surface topography is measured no
more in tapping mode but in Non-Contact mode [28]. The later was extensively
used to investigate thin dielectric films and managed to reach atomic resolution
[29, 30].

– KPFM tip contribution
Parasitic capacitance is the main issue during surface potential measurement by
KPFM. Indeed, as shown on Fig. 9.2, surface features localized close to the mea-
surement point (here a spot) contribute to the KPFM signal. Jacobs et al. [24]
demonstrated that the parasitic capacitance reduces the measured potential and
deteriorates the lateral resolution due to averaging effects. This phenomenon is
amplified when the lift height is increased. To determine the real potential from
the KPFM measurements, an approach based on deconvolution of the measured
potential profile by a Gaussian type function was proposed [31]. This function,
called Point Spreading Function (PSF) of the system represents the transfer func-
tion of the AFM probe. The Full-Width at Half maximum (FWHM) and the maxi-
mum of the PSE are calculated for given height of the lift and for curvature radius
of the AFM probe [32] (Table 9.1).

– Topography influence
The crosstalk between topography and surface potential mapping is mainly related
to the dC/dz contribution in (9.6). For samples with flat surfaces, presenting rough-
ness of only few nanometers, the contribution due to the crosstalk remains in the
same range as the spatial resolution and the topography influence are quite small.
However, topography features such as steps and grooves are often present. Zer-
weck et al. demonstrated that the real magnitude of a potential step is not reached
for distances as large as 500 nm away from the step [27]. To weigh this influ-
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ence, Sadewasser et al. have shown that step and groove topography has different
contributions to the potential peak/step (Table 9.2) [33]. Moreover, this effect is
strengthenedwhen increasing lift height and tip oscillation amplitude duringpoten-
tial measurements [34]. Consequently, these two parameters should be maintained
as small as possible to reach the best spatial resolution and to avoid artefacts. So,
even if the AM-KPFM presents some drawbacks, it remains the most used KPFM
mode.

9.2.3 Surface Potential Measurement in FM-KPFM

Another commonmode for surface potentialmeasurements is FrequencyModulation
KPFM (FM-KPFM). In this mode, the surface potential can be measured in lift
[35] or single pass [27, 36] configurations. The single pass mode permits to probe
topography and surface potential simultaneously. In this mode, the frequency of AC
excitation ω is lower than the mechanical resonance frequency ω0. For single pass-
measurement, this difference is exploited to discriminate topographical and surface
potential contributions.

Contrary to AM-KPFM, the FM-KPFM close-loop tunes VDC to null force gra-
dient at ω, which is linked to the frequency shift � fω by the following relation:

� fω ∝ dF(ω)

dz
= −d2C

dz2
(�φ − Vdc)VAC sin(ωt) (9.8)

The use of the force gradient allows better spatial resolution and measurement
of the surface potential close to the real one. Indeed, this effect is confirmed by
the corresponding PSF parameters that present lower FWHM and higher amplitude
than the AM ones (Table 9.1). Moreover, the FM-KPFM mode has lower noise
level compared to the AM-KPFM, thus leading to an increase of the sensitivity and
allowing detection of smaller surface potential [35].

Relative merit of the AM and FMmodes was studied in details byMeliz et al. [28]
and Ziegler et al. [35]. In summary, the spatial resolution of VCPD when measuring
in FM-KPFM mode is higher than in AM-KPFM mode. In contrary, the energy
resolution of VCPD in measurements under FM-KPFM mode is lower than in AM-
KPFM mode. However under AM-KPFM mode the VCPD is measured from the
resonance peak of the oscillating cantilever which greatly enhances the signal-to-
noise ratio.

9.2.4 Surface Potential Measurement in PF-KPFM

Peak Force-KPFM (PF-KPFM) is a quite new mode introduced in 2010 by Bruker©.
It combines the advantages of Peak Force Quantitative NanoMechanical (PF-QNM)
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Table 9.1 PSF FWHM and maximum (peak) computed for AFM probe with curvature radius of
30 nm for different lift heights in AM and FM mode [32]

Lift height (nm) 2 5 10 20 50 100

AM-
KPFM

PSF
HWHM
(nm)

9 20 33 48 82 165

PSF
peak

1.8 ×
10−3

3 × 10−4 1 × 10−4 4.5 ×
10−5

7 × 10−6 1.5 ×
10−6

FM-
KPFM

PSF
HWHM
(nm)

6 17 25 35 65 110

PSF
peak

8 × 10−2 1 × 10−3 7 × 10−4 3 × 10−4 1 × 10−4 3 × 10−5

Table 9.2 Influence of step
and groove topography on
potential peak/step profile

Small topography
step

Groove topography

Potential peak Increase of the peak
width
Peak maximum
remains constant

Maximum is slightly
decreased

Potential step Potential step shifts
toward lower terrace

No general effect

mode and the high spatial resolution of FM-KPFM [37]. The PF-KPFM is performed
in lift mode in two measurements steps:

(i) Topography is measured in PF-QNM which allows improvement of the lat-
eral resolution, decrease of the interaction force while probing simultaneously
surface mechanical properties [38].

(ii) Surface potential is measured in lift mode using FM-KPFM.

Themain advantages of PF-KPFMare related to theAFMprobewhich is specially
designed with high quality factor Q, low spring constant k and without coating (very
small tip radius). As a consequence the surface potential profile can be probed by
PF-KPFM with high spatial resolution and with close to the theoretical VCPD values
[37]. However, until now this mode is dedicated to surface potential mapping and
does not appear suitable to investigate charge distribution in dielectric films. Indeed,
a strong limitation of the method seems to be the repetitive contact of the AFM tip
that can modify the charge distribution during contact step in PF-QNM topography
measurement.
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9.2.5 Photoconductive and Photo-KPFM Modes

Essentially three different current measurement methods using a conductive AFM
tip have been developed depending on the available current range:

(i) Scanning Spreading Resistance Microscopy (SSRM) which uses logarithmic
amplifier to probe current in the range from 100 nA to 100 μA. This is an
indirect current measurement method because an abacus is needed to convert
the measured bias to resistance [39].

(ii) Conductive AFM (C-AFM) that uses linear amplifier to probe current in the
range from 100 pA to 100 nA.

(iii) Tunneling AFM (TUNA) which is a mode derived from the C-AFM and uses a
low noise linear amplifier to probe current at lower range from 50 fA to around
100 pA [40].

From a general point of view the current measurements are obviously performed
in contact mode. In this configuration the contact force between the AFM tip and the
sample surface is a crucial parameter. Indeed, this force is determined as compromise
between a high force to ensure reliable mechanical contact and a low force to avoid
tip degradation (coating damage, tip radius increase, etc.).

Recently, in the attempt to find the best compromise for the contact force, a mode
using Peak-Force technique named PF-TUNA was developed [41]. In this mode the
current is probed in different configurations: Peak Current (current at the maximum
contact force), Contact average Current (current mean value over the entire contact
phase) andCycle averageCurrent (currentmeanvalue over the entire approach/retract
process). Other advantage of this mode is to probe simultaneously surface topogra-
phy, mechanical properties and electrical current. However, a comparison between
theC-AFMand PF-TUNA revealed that higher contact force is required in PF-TUNA
than in C-AFM to reach the same current value [42].

In some applications as solar cells or water-splitting photochemical cells, light is
one of the main components of the system. Accordingly, to understand the influence
of the active layer properties under illumination on the device performance, a light
source was added to the AFM set-up to probe electrical current under dark and light
conditions. Figure 9.3 represents a classical AFM set-up modified to provide sample
backside illumination, thus allowing realization of electrical measurements (mainly
C-AFM, KPFM and EFM) under light conditions [43]. Various light sources have
been implemented to evaluate the measurement procedure: laser with accordable
wavelength, reverse microscope and solar cell simulator. Independently on the light
source, the light power density should be controlled accurately to avoid thermal
effects that can induce abnormal carrier conduction or thermal expansion leading to
an increase of the contact force between tip and surface [44].
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Fig. 9.3 Schematic diagram of AFM set-up for C-AFM/KPFM measurement under back side
illumination

9.2.6 KPFM Modelling

The modelling of the electrostatic force and potential produced by interaction of
the AFM tip and the sample surface faces the problem of strongly divergent field
and requires multiscale approach. Therefore, simplifying hypotheses have been con-
sidered for the geometry. The aim of the modelling is multifold: first it serves as
optimization tool for operating conditions and design of the instrument; second it
may help identifying artefacts fromuseful signal and finally, it could help, in a reverse
form to reach the charge distribution providing a given KPFM signal.

9.2.6.1 Electrostatic Force Modelling

The electrostatic force Fe between the AFM tip and sample surface can be expressed
by the following equation:

Fe = ε0

2

¨
Sonde

‖E‖2dS (9.9)

with E the electric field, ε0 is the dielectric permittivity and S in the sample surface.
According to the literature, different methods to compute the electrostatic force

applied on the AFM tip were developed.

– Image charge model [45];
– Analytical model which computes the electrostatic force for each part of the AFM
tip: sphere (tip apex), cone (tip main part) and cantilever [46]. Results provided
by this approach present a good agreement with experimental ones for short tip-
sample distances;

– Finite elementmodel (FEM) reproducing theAFMtip in 2Daxisymmetrical geom-
etry [47, 48]. This model is typically used for interpretation of KPFM measure-
ments;
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– 3D FEM reproducing the real pyramidal AFM-tip shape [49]. This approach pro-
posed recently, exhibits a good agreement with experimental results also for large
tip-sample distances but requires longer computational times.

9.2.6.2 Surface Potential Modelling

In the current state, two different models were developed to reproduce KPFM mea-
surements:

– Standard model. The electrostatic force is computed using one of the methods
described above as a function of the bias applied on the tip VDC. The relationship
between the electrostatic force and the VDC is of parabolic type with minimum
occurring for the surface potential [50]. This model is commonly used even though
it does not take into account the fact that theKPFM is not sensitive to image charge;

– Model proposed by Borowik et al., which considers the fact that the KPFM is
insensitive to image charge [51]. The model accounts for side-capacitance and
nonlinear effects taking place in the KPFM experiments. Concerning AM-KPFM,
the surface potential VSurf is expressed as follows:

VSurf = −VDC
(
FQ - V − FQ − FV

)

2FV
(9.10)

For a given applied bias VDC, FQ-V is the electrostatic force with charge Q and bias
applied on tip, FQ is the electrostatic force with charge Q (image charge effect)
and FV is the electrostatic force with applied bias VDC on tip.

A similar model was proposed for FM-KPFM by Borowik et al. [51].

9.3 Local Charges Injection Mechanisms

Local charge injection and decay mechanisms, in thin dielectric layers are important
issues due to their impact on the performances of a number of micro- and nano-
devices. Indeed, even if the charge retention is exploited in non-volatile memories
[52] for example, this phenomenon remains the main cause of failure in MicroElec-
troMechanical Systems [53] or CMOS devices with thin gate dielectric layers [54].
Consequently, charge injection and dynamics in thin active dielectric layers require
characterization at local scale.

During the past decade, charge injection and retention were extensively studied
locally using the electrical modes derived from AFM. First of all, the Electrostatic
Force Microscopy (EFM) was employed [55–57]. However, the EFM sensitivity to
image charge implies difficulties in the interpretation of the experimental results.
Therefore, KPFM tends to be preferred to investigate charge injection and retention
in thin dielectric films [58, 59].
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From an experimental point of view, the charge injection and decay studies appear
strongly influenced by the way charges are generated and by the measurement con-
ditions. These issues related to the charging method and the KPFM measurement
constrains will be detailed in the following part before providing some illustration
of the KPFM potentiality for investigation of charge injection and decay mecha-
nisms. In the last part the remaining bottlenecks and ongoing developments will be
presented.

9.3.1 Local Injection Using Conductive AFM-Tip
and Surface Potential Measurements

9.3.1.1 Methodology for Local Charges Injection Using AFM Tip

Charge retention in dielectrics was extensively studied at macroscopic scale by using
Corona gas discharge for charging (ions deposition) and Kelvin probe technique for
macroscopic surface potential measurements [60, 61]. In the early 90s, due to the
AFM improvement, local charge injection using conductive AFM tip was developed.
This approach was introduced by C. Schonenberger and based on triboelectrication
as charging method [62]. In this configuration, the AFM tip is grounded and rubbed
on the surface. Five years later, the charge injection in thin dielectric layers was
performed using applied bias on a conductive AFM tip [63]. Two configurations are
available for charge injection with AFM tip either in contact or in tapping mode
(Fig. 9.4). In contact mode, a constant force Fc is maintained between the AFM tip
and the sample surface during all charging process. In tapping mode, the conductive
AFM tip oscillates at fixed amplitude/frequency close to the dielectric surface. For
charging, a bias is applied on the AFM tip. This can be dc or ac bias whose charac-
teristics influence strongly the charging process. After charging, the following step
consists in probing the resulting surface potential KPFM (Fig. 9.4). The experimental
results show that the surface topography is not influenced by the charges injection
(Fig. 9.5a) whereas the surface potential is modified by the injected charges cloud
(Fig. 9.5b). During the charging process, the AFM tip can be moved over the dielec-
tric surface resulting in a contour for the injected charges cloud. This process named
electrostatic patterning is illustrated on Fig. 9.5c, d. In this example, charges are
generated in tapping mode after applying ac-bias on the AFM-tip. So, the charges
injection using AFM tip appears a complex process due to the combination of injec-
tion mode (contact vs. tapping), patterning (local or surface charging) and applied
bias (dc vs. ac). The relative merit of each configuration is summarized in Table 9.3.

According to the charge injection configuration three main approaches can be
identified in the literature:

(i) Electro-triboelectrification which consists in applying DC-bias on the AFM tip
brought in contact with dielectric layer and rubbed over it [64, 65];
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Fig. 9.4 Injection
configuration scheme in
contact and in tapping mode

Fig. 9.5 a Topography and b resulting surface potential for dc-injection in contact in 40 nm-thick
SiOxNy dielectric layer (2 min at 30 V). c Topography and d resulting surface potential for ac-
injection in tapping mode in 40 nm-thick SiOxNy. Injected area 25 μm-long with bias pulse of
60 V



9 Space Charge at Nanoscale … 281

Table 9.3 Comparison of advantages and drawbacks of different injection conditions

Injection mode Pattern Applied voltage

Contact Tapping Point Contour DC AC

Advantages Reliable
injection
conditions

Less tip
damage

Simple
shape of
potential
profile

Tunable
dimen-
sions

Reliable
injection
conditions

Amount of
injected
charge
higher
than DC

Drawbacks Possible
tip damage

Injection
conditions
roughly
evaluated

Charged
area
depends
on
material

Possible
tip damage

Amount of
injected
charge
weaker
than AC

Possible
parasitic
tip oscilla-
tions
Charging
mecha-
nism

Fig. 9.6 Surface potential
profile cross-section over
contact point for punctual
charge injection (2D surface
potential map is depicted on
Fig. 9.5b)
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(ii) Charge injection in contact mode applying DC-bias on fixed AFM tip. This is
mainly used to study punctual charge injection processwith contact between the
tip and the sample surface thus improving the injection configuration repeata-
bility [66, 67];

(iii) Electrostatic patterning configuration using tapping mode and DC-bias to pro-
duce injected charge pattern. This configuration is used for applications in
nanolithography for nano patterning [68].

For punctual charge injection configuration (Fig. 9.5b) the lateral cross-section
of the potential profile exhibits a Gaussian shape (Fig. 9.6). Three parameters char-
acterizing the injected charge can be extracted from this experimental profile:

(i) Full-Width at Half Maximum (FWHM) which reflects the lateral spreading of
the injected charge;

(ii) Surface potential maximumVm relative to the reference surface potential with-
out charge;

(iii) Area under the potential profile Is which is supposed to represents an image
of the amount of injected charge. Indeed, when the charges are located on the
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surface (or close to surface compared to tip radius) the area under the potential
profile, i.e. Is, is proportional to the amount of injected charge [63].

Moreover, these parameters can be used to provide information on the process of
charge release, in particular to distinguish charge surface spreading and charge drift
in the insulation bulk.

9.3.1.2 Influence of the Experimental Conditions on the Charges
Injection Process

Various studies emphasize that the experimental results provided by KPFM are very
sensitive to the experimental conditions, such as nature of the tip, polarity andmagni-
tude of the applied voltage, charging time, etc. These are parameters easy to control.
So, they will not be involved in the analysis here. On the contrary, other subtler
parameters have strong contribution to resulting surface potential as explained in the
following.

– Environmental conditions
The influence of environmental conditions (humidity or ambient gas) on KPFM
measurement after local charge injection depends strongly on the dielectric mate-
rial under study. High humidity level in the measurement chamber induces a water
layer build-up on the dielectric surface which creates a meniscus with the AFM
tip. This phenomenon has different impacts:

(i) Increasing charge dissipation (mainly through lateral charge spreading) due
to charge deposition in water layer instead of on the dielectric layer. In this
case, the KPFM results reflect mainly charge dynamic in the water layer [7,
58];

(ii) Local oxidation due to chemical reaction in the water layer induced by the
strong electric field. This effect results in modification of the surface topog-
raphy which in general is not altered by the applied voltage on the tip during
topography measurement [69];

(iii) No real impact mainly due to dielectric layer hydrophobic properties [70].
Moreover, Sridhara et al. reported that in dry conditions, the ambient gasmay
impact charge injection and decay [71]. Consequently, strict control of the
environmental conditions is essential for gathering reliable and reproducible
results.

– Apparent height effect
When the amount of injected charge is large, the electrostatic force could parasite
the AFM probe control during topography measurements. This induces a correla-
tion between topography and surface potential mapping and an apparent height is
observed on topography map as shown on Fig. 9.5c for high injection bias. Ziegler
et al. demonstrate that this effect can be reduced by applying bias during topog-
raphy measurement [72]. As the topography is reproduced during measurement



9 Space Charge at Nanoscale … 283

with KPFM in lift mode, this apparent height induces surface potential decrease
which is not linked to the charge decay in the dielectric layer.

9.3.2 Charges Injection and Decay in Thin Dielectric Layers

9.3.2.1 Issue About Charges Injection Mechanisms

From an outlook of the literature, it can be realized that charges stabilization and
release in thin dielectric layers weremuchmore extensively studied than the injection
mechanisms. The identification of mechanisms occurring during charges injection
from metalized AFM-tip into dielectric layers is not straightforward. Indeed, the
local character of mechanisms, the highly diverging nature of the electric field, its
enhancement close to the tip and the small distance between tip and sample sur-
face prevents the use of macroscopic models. However, this aspect is ill referenced
in the literature. Up to now only few mechanisms were proposed to explain the
charge injection in thin dielectric films by AFM. Historically, based on macroscopic
approaches, injection by corona discharge was evoked as the main mechanism for
dielectric charging by AFM [73]. However, recent theoretical calculations seconded
by experimental demonstration, confirmed that corona discharge cannot develop in
such small tip-to-sample distances [74]. Instead, the field electron emission enhanced
by thermionic electron emission is proposed as the main mechanism.

Moreover, the influence of tip characteristics (geometry,work function of the coat-
ing…) is rarely considered. Sun et al. briefly addressed the influence of the material
work function of the AFM tip on the charge injection, by comparing features from
two tips with different coatings [75]. This was completed by Villeneuve-Faure et al.,
demonstrating that the work function of the metal coating of the tip influences carrier
injection differently depending on the applied voltage polarity [14]. Indeed, electrons
injection follows the Schottky barrier law whereas holes seem to be insensitive to the
injection barrier height. Holes injection would be mainly driven by interface states.
These aspects remain to be revised after deeper investigation.

9.3.2.2 Charges Injection and Decay

According to Morita et al., when charges are stored locally on an insulating material,
two dissipation processes can be envisaged [59]:

(i) Surface charge spreading, which is a conservative mechanism for the charge
quantity. Thus, the integrated intensity under the potential profile Is is constant
with time, whereas the maximum potential Vm decreases. Moreover, strong
peak broadening is observed, i.e. increasing of FWHM;

(ii) Drift of charges in the bulk of the material with/without charge dissipation
or recombination that appears conservative/non-conservative process for the
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measured potential. Indeed, when charges penetrate into the bulk layer, their
influence on the tip decreases with the distance from the surface. The integrated
intensity Is and the maximum potential Vm decrease with the same kinetics.
When the two phenomena (surface diffusion and volume intake) are superim-
posed, the integrated intensity Is and the maximum potential Vm decrease with
different time constants. It is to note that already at the charging step, the charges
spread: the lateral electric field radiated by the biased tip promotes charge lateral
spreading whereas electric field at contact point controls the amount of injected
charges [14].

Considering a particular application one can investigate different phenomena. The
main failure mechanism in capacitive Radio Frequency MicroElectroMechanical
Sytems (RF-MEMS) with electrostatic actuation is related to charging effect in the
dielectric layer which induces stitching of the mobile membrane [53]. To mitigate
this effect, one way is to provide dielectric layer favoring charge release, nevertheless
keeping high insulating characteristics. One possibility is to create plasma processed
dielectric layers with gradual variation of their electrical properties, for example
amorphous silicon oxynitride layers SiOxNy (with only 4 at.% of N in the layer)
[76]. In this case, the Si concentration is tuned in the layer by acting on the γ

parameter which reflects the ratio of the partial pressures of gas precursors in the
plasma (γ = N2O/SiH4). Figure 9.7 compares surface potential decay in SiOxNy

layers with different structural characteristics. Results emphasize a strong influence
of the material properties on the charge decay. Indeed, in the SiOxNy (γ = 100)
layer, which is close in composition to thermal silica, the resistivity is high (22.0 ×
1014 � m) and charges remain trapped in the dielectric layer. No broadening of the
potential peak and only weak Is decrease are observed. In the SiOxNy (γ = 10) layer,
although the resistivity remains high (4.9 × 1014 � m) the charges spread laterally.
The potential peak broadening is important. Moreover, an important decrease of the
peak Is area is observed. It is concluded that surface diffusion and volume intake
mechanisms of charge occur simultaneously for this layer. Finally, in the SiOxNy (γ
= 5) layer, which possesses slightly higher concentration of Si and consequently a
bit lower resistivity (3.8 × 1014 � m) compared to SiOxNy (γ = 10) layer, high Is
decrease is observed alongside with weak potential peak broadening. Here, the main
charge release mechanism is the volume one which is ascribed to high conduction
during the injection process [67].

Concerning floating gate MOS memories, a thin dielectric layer with embedded
nanoparticles [77] or quantum dots appears promising for the device performance in
terms of charging and retention times [78]. Lwin et al. demonstrated that the work
function of metallic nanoparticles has a strong influence on the charge decay in the
device active layer [77]. Indeed, as shown on Fig. 9.8 the charge decay and spreading
dynamics are quicker for Au nanoparticles than for Pt ones, with Au having lower
work function compared to the Pt-work function.
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Fig. 9.7 Evolution of surface potential profile (a–c) and normalized Is and broadening (d, e) as a
function of time after injection for SiOxNy layers elaborated by plasma process with different gas
ratio γ [76]: a, d γ = 100, b, e γ = 10 and c, f γ = 5. Charge injection in contact mode during
1 min at 25 V

Fig. 9.8 Time dependence of normalized a maximum potential and b FWHM for sample with
Au and Pt nanoparticles after charge injection of −4, −6 and −8 V during 10 s. The inset shows
characteristic time constant extracted from the curve fitting. Reproduced from Lwin et al. [77]

9.3.2.3 From Surface Potential Measurement to Charge Density
Determination

Following the evolution ofKPFMprofile in time after charge injection provides infor-
mation about the charge dissipation processes but to identify the physical mecha-
nisms, actual charge density and charge distribution are necessary. Different attempts
to extract charge density from KPFM measurements after local charge injection are
reported in the literature. However, the two main limitations to reach this goal are
related to measurements of the real surface potential and to hypotheses about the
in-depth charges cloud extension. The mainly adopted hypothesis in a lot of studies
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is that the charges are located on the dielectric surface [64, 65]. This hypothesis
seems valid for charges injection using triboelectrification but appears questionable
for contact/tapping mode of injection. Other hypotheses are proposed in this case
like charge located at internal interface [66] or distributed in the entire volume of the
dielectric layer [71].

Experimental results show that themeasured surface potential is lower in intensity
and broader in shape than the theoretical one mainly due to parasitic capacitance
between the AFM probe and the sample. To overcome this issue, Xu et al. proposed
to use PSF function (cf. part 2.2.2) to extract the real surface potential induced by the
injected charge [79]. Under the hypothesis that charges are located on the surface,
the authors concluded that the deconvoluted profile provides twice higher charge
density with value closer to the macroscopic one.

To try to reproduce the real configuration, Palleau et al. investigated the influence
of charges penetration in thin PMMA layers [48]. In this study charges are injected
using electrostatic patterning and charge density is determined for various charges
area dimensions. As shown in Table 9.4, for a fixed charge pattern, the charge density
is influenced by hypothesis about their in-depth penetration. The more charges are
considered to spread in the volume the lower is the density needed to reproduce
KPFM signal.

Up to now, no one of the reported methods based on KPFM measurements has
permitted to extract 3D charge density without hypothesis about the charge in-depth
behavior. To face this problem approaches, based on Electrostatic Force Distance
Curve (EFDC) have been recently proposed [15]. The method based on Force Dis-
tance Curve measurements appears promising to probe space charge in 3D in thin
dielectric layers due to its sensitivity to charge localization [80]. However, the EFDC
modeling needs to be improved and inversemethod to be developed in order to ascribe
unique charge density profile to each experimental EFDC.

Table 9.4 Charge density as function of pattern size and charge penetration depth p used in the
modelling [48]

Pattern size (μm) Charge density (C/m2)

p = 1 nm p = 10 nm p = 50 nm p = 100 nm

1 3.75 × 10−3 3.6 × 10−3 2.8 × 10−3 1.9 × 10−3

5 3.65 × 10−3 3.5 × 10−3 2.75 × 10−3 1.75 × 10−3

10 3.25 × 10−3 3.05 × 10−3 2.45 × 10−3 1.6 × 10−3
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9.4 KPFM for Space Charge Probing in Semiconductor
and Dielectric Materials

As shown previously, the versatility of the KPFM technique provides a guess for the
fate of injected charges (lateral vs. in-depth spreading) in non-invasiveway.However,
sometimes the investigated structures are real devices (PN junctions, solar cells…) in
which metal/dielectric, metal/semiconductor or semiconductor/semiconductor inter-
faces are present and should be considered. Palermo et al. demonstrated that the
KPFM is a powerful technique to characterize thin films for electronic applications,
howeverwithout extracting information about the amount of related charge [26]. This
points to the need of methodology for estimation of the charge distributions using
KPFM to investigate charge generated in processes under external stress (electric
field, light…) In the following, methodologies developed to extract charge density
profile from surface potential measurement are presented, before addressing their
application to different devices.

9.4.1 KPFM Measurements on Bias Electronic Devices:
Challenge and Bottleneck

During KPFM measurements over real biased electronic devices (organic/inorganic
FET, CMOS, solar cells…), the bias applied on electrodes (Fig. 9.9) induces elec-
trostatic forces which impact the measured topography. The apparent height effect
discussed above decreases theKPFMsensitivity close to the electrodes [81]. Away to
avoid this effect is to investigate charge behavior after bias application. This method
is mainly valid for dielectric layers due to charge trapping effect. Another way is
to exploit the Feed-forward compensation proposed by Ziegler et al. during KPFM
measurements [72]. More recently, Bercu et al. proposed a modified AM-KPFM
set-up which avoids error on surface topography due to biased electrodes [82]. The
proposed system uses an external voltage source (for electrode biasing) and syn-
chronized AFM tip which permits to apply bias on the electrode only during surface
potential measurements.

9.4.2 Methodology for Charge Density Profile Determination
from KPFM Measurements

To extract the space charge density profile ρ(x) from the surface potential profile
Vs(x) measured by KPFM three approaches were explored in the literature based
on solution of the Poisson’s equation for electrostatics. The first approach, named
Second DerivativeModel (SDM) is the simplest one and relies on the hypothesis that
the probed surface potential is representative of the potential distribution in the layer
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Fig. 9.9 KPFM
configuration during
measurement over real
device under bias. In grey,
dielectric or semiconductor
active probed layer

volume. Here, the charge distribution is deduced from the second derivative of the
measured surface potential (ε0 is the vacuum permittivity, εr the relative permittivity
of the dielectric material):

ρ(x) = −ε0εr
d2VS

dx2
(9.11)

The spatial resolution in this approach is sensitive to the derivation step dx and
to the noise level superimposed to the KPFM recorded profile [83]. Refining the
derivation step is mandatory to improve spatial resolution. This method is also used,
in two dimensions, to extract charge density profile for localized injected charge [84].

The second approach is based on the same hypothesis (charge distribution is
obtained using 9.11), but prior to the derivation step a signal treatment is applied
on the raw data to reduce noise impact [85]. The most powerful smoothing method
for derivation approach is Savitzky and Golay (SG) one [86]. In this method a fixed
degree polynomial function is used to fit the experimental data on a fixed amount of
equally-spaced data points named “data point window”. The fitting process is based
on least squares polynomial regression. In the follow this method will be named
SG-SDM. Using this method Faliya et al. optimized the technique in term of “data
point window” and noise robustness [85].

The last method is based on Finite Element Model (FEM). The main advantage
of this method is to reproduce the real sample geometry without assumption on the
potential distribution in 3D [87]. The Poisson equation is solved in two dimensions
in the dielectric layer and in the surrounding air box to determine the potential
distribution V(x, z):

d2V

dx2
+ d2V

dz2
= ρ(x,z)

ε0εr
(9.12)

In this model, a hypothesis on the shape of the charge density cloud is needed. The
process followed to determine charge density is a sequential one: (i) Initial charge
density profile is supposed; (ii) The surface potential map is computed using (9.12)
and compared to the experimental one; (iii) If the difference is less than the KPFM
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resolution the charge density is determined, otherwise the initial charge density is
modified and the surface potential is computed till convergence with experimental
profile.

9.4.3 Applications to Dielectrics and Semiconductors

9.4.3.1 Charge Dynamic in Solid Electrolytes

Thedevelopment of improved lithium-ionbatteries needs understandingof the charge
dynamic inside the solid polymer electrolyte. In this perspective, KPFM measure-
ments appear very appropriate. In the last decade numerous studies focused on the
charge dynamic in poly(ethylene oxide) (PEO), a ion conductor polymer, which is
promising material for solid electrolyte applications. In this context, Martin et al.
extracted charge density profile in PEO using the SDM method. However, due to
poor signal/noise ratio the obtained results are not subject to interpretation [88]. Few
years later, Faliya et al. proposed the SG-SDMmethod to overcome the influence of
noise on the surface potential measurements [85]. Optimizing the SG smoothing pro-
cess, the authors managed to extract space charge density in PEO (Fig. 9.10c) from
noisy surface potential profiles (Fig. 9.10a). Following the same approach results
were obtained for the PEO layer after applying external stress and charge oscillation
in time (Fig. 9.10b, d). Note that in this last case, the influence of the electric field
on topography is not compensated.

9.4.3.2 Charge Density in Thin-Films Transistors

KPFM was used to investigate charge density distribution in thin-films transistors.
Due to mobile charges, which are present and transported continuously in the device,
theKPFMmeasurements and interpretation of the obtained profiles in operating tran-
sistor devices appear challenging [25]. In this case the surface potential is measured
by KPFM between source and drain with or without applied potential. The resulting
surface potential profile is being interpreted using the SDM method to obtain two
kinds of information. The first one is related to the investigation of different doped
regions. Applying this methodology to a doped drain of a metal–oxide–silicon field
effect transistor,Henning et al. distinguished relative changes in dopant concentration
with lateral resolution of less than 100 nm [89]. They emphasize that, even though this
method does not provide absolute dopant concentration, it is sensitive to changes in
the dopant concentration, from 1015 to 1020 cm−3. The same kind of information was
obtained by Kryvchenko et al. applying bias between drain and source to accentuate
the contrast in surface potential and to improve resolution (Fig. 9.11) [90]. However,
as shown on Fig. 9.11b these authors do not reach quantitative values for the amount
of charge. The second kind of information concerns process issues. As an example,
Kryvchenko et al. investigated contact metal diffusion in In2O3 thin-film transistor



290 C. Villeneuve-Faure et al.

Fig. 9.10 Surface potential profilemeasured byKPFMover Al/PEO/Al structure awithout applied
bias and b 30 V (ground) applied on left (right) electrode. Resulting space charge density profile
obtained using SG-SDMmethod c without applied bias and d 30 V (ground) applied on left (right)
electrode. Reproduced from Faliya et al. [85]

devices [90]. As shown on Fig. 9.11a, surface potential close to the right electrode is
poorly reproduced by Technology Computer-Aided Design (TCAD) software even
without applied voltage on the drain. Indeed, charges are located on this electrode
(Fig. 9.11b) which is due to contact metal diffusion.

9.4.3.3 Injection at Metal Dielectric Interface

KPFM measurements were used to investigate charge injection at metal/dielectric
interface. As an example Okamoto et al. investigated the influence of BaTiO3 degra-
dation close to the anode for multilayer ceramic capacitor applications [91]. In
another study, the charge injection at SiNx/Al interface was investigated using FM-
KPFMmeasurements after lateral Al-electrode polarization. Figure 9.12a represents
the resulting surface potential with negative peak close to cathode and positive peak
to anode. Due to the profile shape, a Gaussian distribution of the charges density at
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Fig. 9.11 a Comparison of surface potential profile measured by KPFM and simulated by TCAD
software at VDS = 0 V and VDS = 5 V when VGS = 0 V. b Calculated second derivative of the
measured surface potential at VDS = 0 V (dashed line) and VDS = 5 V (solid line) represent the
measured charge profiles. Reproduced with permission from Kryvchenko et al. [90]. Copyright
(2016) American Chemical Society
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Fig. 9.12 a Surface potential profile probed by FM-KPFM and b charge density profiles extracted
from the surface potential profile measured using the SDM and the FEM models

both electrodes is supposed. Thus, for positive and for negative charges, the density
is expressed as:

ρ(x) = ρ0 exp

(
− (x − x0)

2

0.36W 2

)
, (9.13)

where ρ0 is the maximum value (positive for holes and negative for electrons), x0
is the position at which the maximum density occurs and W is the FWHM of the
charges cloud.

SDM and FEM methods were applied to the FM-KPFM profile showing that
both methods provide the same shape for charge density (Fig. 9.11b). However,
the amount of charges found is different [87]. Indeed, the authors demonstrate that
the FEM method, which reproduces the real geometry of the device, provides more
representative value for the charge density. Therefore, for quantitative charge density
determination the FEM method should be preferred.
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9.5 Nanoscale Opto-Electrical Characterization of Thin
Film Based Solar Cells Using KPFM and C-AFM

Energyproduction is the defining challengeof the 21st century as the global demand is
projected tomore thandouble by2050 [92].Anexponential increase of the production
capacity from the solar energy is highly required.Twoapproaches havebeenproposed
to achieve cheaper photovoltaic (PV) electricity [11]:

(i) Increasing the power conversion efficiency while keeping PV-materials costs
the same (Si-wafer-based solar cells (1st generation) or high efficiency concepts
(“all-Si” tandem cells for 3rd generation);

(ii) Developing low-cost, moderate efficiency PV-materials (thin-film PV, 2nd gen-
eration). Organic photovoltaic (OPV) are an important emerging technology,
part of 2nd generation, which promise to provide solar-to-electric energy con-
version in portable, light-weight packages, at extremely low cost;

Independently on the technology, PV or OPV, device performances are controlled
by phenomena occurring at nanoscale (exciton formation by light, excitation dissoci-
ation at p/n junction, carriers transport in p or n layers/domains). So, charges creation
under illumination and their transport in the active layer should be investigated at
local scale. To that end, as shown in the following, three kinds of measurements are
implemented:

(i) Current or surface potential mapping with or without illumination to localize
the area where charges are created or collected by top/bottom electrode;

(ii) Localized current versus voltage measurements to investigate charge transport
mechanisms and determine material properties as charge mobility;

(iii) Time resolvedmeasurements to follow the current or surface potential evolution
in time during light/dark transition and to investigate charge dynamics;

These techniques first developed for solar cells are now frequently applied for
photoelectrochemical cells involved in water splitting applications [93].

9.5.1 Mapping Measurements

The influence of illumination on surface potential [94–96] or current [97–100] maps
was extensively studied in the literature. Figure 9.13a, b show the evolution of surface
potential map over PFB:F8BT blend film for different light wavelengths. At long
wavelengths, light does not create excitons in the both materials due to the low
absorption (Fig. 9.13a) and surface potential is not modified. According to results
from absorbance spectroscopy, other wavelengths are chosen to excite only F8BT
(370 nm) or for both materials inducing a decrease of their surface potential due to
the photocharge effect.
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Fig. 9.13 Evolution of surface potential map of PFB:F8BT film illuminated under different wave-
lengths. Reprinted with permission from Luria [94]. Copyright 2012 American Chemical Society

9.5.2 Localized Current-Voltage Measurements

Concerning electrical measurements at local scale two kinds of measurements can be
performed: current versus voltage and time resolved characterization. According to
the literature, current versus voltagemeasurements are themost frequently performed
ones.Direct interpretation of the obtained results provides information for the voltage
threshold evolution as a function of light power [93] or for the current as a function of
light wavelength or for minimum photon energy sufficient for the photoexcitation of
mobile charge carriers [101]. However, deeper analysis of the results is not straight-
forward. The main limits are imposed by the used model and determination of the
collection surface. Indeed, the electrical characteristics were mainly obtained on the
basis of Space Charge Limited Current (SCLC) model to extract carrier mobilities
[102]. However, many studies point out that the mobility determined using C-AFM
measurements is of some orders of magnitude higher than the mobility obtained in
macroscale way [103]. This difference is related to the tip-plane configuration during
C-AFM measurements. Indeed, this configuration induces inhomogeneous electric
field distribution with large field enhancement close to the tip compared to the one
computed in plane-plane configuration. Reid et al. proposed a modified SCLCmodel
to consider the actual electric field (and current density inhomogeneity) due to the
tip-plane configuration [103]. This approach provides carrier mobility in the same
order of magnitude as the C-AFM and macroscale measurements.
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Fig. 9.14 Evolution of
a photovoltage and
b photo-current (polarization
bias of 3 V) for 40 nm-thick
P3HT:PCBM blend
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Concerning determination of the collection surface some improvements have been
proposed:

(i) Contact area is computed using the Hertz approach and corresponds to the
mechanical contact area [104];

(ii) Effective surface is determined by fitting current-voltage experimental curve.
This surface depends on several parameters like tip work function, contact
force and dielectric thickness, and presents a broad range of values from 10 to
100 nm2 [105];

(iii) SEM observations of the AFM tip after measurements [40]. Moeman et al.
proposed an approach to estimate the radius of area in which the current is
collected as function of the sample mechanical properties [106].

Time resolved electrical measurements consist in acquiring surface potential
and/or current in time during or after illumination to probe the charge transport.
Figure 9.14 shows surface potential and current evolution during light and dark cycle.
After illumination the surface potential decreases whereas the current increases. The
response time can be related to the device performances. Indeed,Coffey et al. reported
that the response time is determined by the solar cell external quantum efficiency
[107].

Current versus voltage and time resolved measurements provide complementary
information on the electrical properties of devices. Indeed, combining these tech-
niques Villeneuve-Faure et al. showed that in the P3HT:PCBM blend charges are
trapped during light exposition which induces a decrease of the Schottky barrier to
injection and a modification of the current versus voltage characteristics [108].
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9.6 Conclusion and Overview

KPFM and C-AFM appear as powerful techniques to investigate physical phenom-
ena related to charges injection and transport in the active layers of different devices.
However, their performances remain limited by the instrumental set-up achieve-
ments and existing methodologies for interpretation of the obtained results. From
experimental point of view the KPFM and C-AFM performances are mainly limited
by the tip characteristics. Indeed, the AFM tips used for electrical measurements
are silicon-tips with conductive coating and present greater tip radius than silicon
one (from 25 nm (Pt-coating) to 125 nm (diamond-coating) vs. only around 5 nm for
bare Si-tip). This implies worse spatial resolution either in topography or in electrical
properties and higher parasitic capacitance (lower sensitivity). To improve perfor-
mance new probes are under development as Si-doped conductive probes used for
PF-KPFM or PF-TUNA modes.

The results interpretation appears strongly limited by the lack of appropriate mod-
elling of the interaction between the AFMprobe and the studied sample (electrostatic
force, contact area…). Concerning space charge measurements by using KPFM, 2D-
measurement methods are available and can be used to investigate charge injection
and transport at the interfaces appearing in many devices. However, up to now no
existing technique allows to probe localized charges in 3D without hypothesis on
the charge distribution (shape, in-depth penetration…). These issues require mutual
evolution of both the AFM instrument with new probing method really sensitive to
the charge localization in the volume and the modelling of electrostatic interaction
between the AFM tip and the sample (real tip geometry as example). Concerning
charge dynamic probing by C-AFM, the drawbacks are mainly related to results
interpretation. The used modelling approaches should be improved to consider the
real sample geometry (and the related electric field heterogeneity) and the collection
surface to extract the electrical properties of the studied devices.
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Chapter 10
Conductive AFM of 2D Materials
and Heterostructures for Nanoelectronics

Filippo Giannazzo, Giuseppe Greco, Fabrizio Roccaforte,
Chandreswar Mahata and Mario Lanza

Abstract Two-dimensionalmaterials (2DM), such as the semimetal graphene, semi-
conducting MoS2 and insulating h-BN, are currently the object of wide interests for
next generation electronic applications. Despite recent progresses in large area syn-
thesis of 2DMs, their electronic properties are still affected by nano- or micro-scale
defects/inhomogeneities related to the specific growth process. Electrical scanning
probe methods, such as conductive atomic force microscopy (C-AFM), are essential
tools to investigate charge transport phenomena in 2DMs with nanoscale resolution.
This chapter illustrates some case studies of C-AFM applications to graphene, MoS2
and h-BN. Furthermore, the results of the nanoscale electrical characterization have
been correlated to the behavior of macroscopic devices fabricated on these materials.

10.1 Introduction

The isolation of graphene (Gr) obtained by exfoliation of graphite represented the
first experimental demonstration that two-dimensional (2D) materials can be stable
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Fig. 10.1 Schematic representation of the lattice structure of monolayer of graphene (a), transition
metal dichalcogenides (b), phosporene (c), hexagonal-boron nitride (d)

under ambient conditions after separation from the bulk crystal [1]. This opened
also the way to the investigation of an entire class of layered materials occurring in
nature, which are composed by the vertical stacking of 2D sheets bond by van der
Waals (vdW) interaction [2]. 2D layered materials are currently the object of wide
scientific interests, due to their unique electrical, optical, mechanical, and chemical
properties, which make them attractive both from a basic and from a technological
standpoint. Looking at the electronic properties, the 2D materials (2DMs) family
includes both semimetals (such as Gr), semiconductors (such as some transition
metal dichalcogenides [3] and phosporene [4]) and insulators (such as the hexagonal
boron nitride) [5].

To date, graphene, the single atomic layer of sp2 carbon (see Fig. 10.1a), has been
the most widely studied 2DM, because of its excellent carrier mobility (up to 105

cm2 V−1s−1) [6, 7] and large electron mean free path [8–11], combined to optical
transparency in the visible wavelength range and outstanding mechanical robustness
and flexibility. These properties make Gr suitable for several applications, e.g. as a
transparent conductive electrode in optoelectronic devices [12], as a channel material
for high frequency field effect transistors (FETs) both on rigid and flexible substrates
[13], and as active layer in environmental, chemical or biological sensors [14]. The
main intrinsic limitation of Gr is the lack of a band gap, which hinders its application
as a channel material for logic FETs [15].

Transition metal dichalcogenides (TMDs) are composed by the van der Waals
stacking of MX2 layers, where M is transition metal (Mo, W, Te,…) and X is a
chalcogen (S, Se,…), as illustrated in Fig. 10.1b. Due to the proper bandgap (in
the range from 1 to 2 eV, also depending on the layers’ number), combined with a
good stability under ambient conditions, semiconductor TMDs are very promising
candidates as channel materials for digital electronics [16, 17]. The energy gap of
TMDs comes, however, at the cost of a relatively low mobility. As an example, the
upper theoretical limit for mobility of monolayer MoS2 at room temperature is about
400 cm2 V−1 s−1 [18], whereas the experimental values reported so far are in the
range of few tens of cm2 V−1 s−1 [19, 20].

Besides TMDs, also phosporene, the single layer of black phosphorous (see
Fig. 10.1c), recently attracted the interest as semiconducting channel material for
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FETs. A mobility of 286 cm2 V−1 s−1 has been reported for few-layer phospho-
rene [4], whereas a value up to ~1000 cm2 V−1 s−1 have been shown for multilayer
phosphorene with ~10 nm thickness [21]. However, the main disadvantage of this
material (as compared to TMDs) is its high chemical reactivity under ambient con-
ditions, which can represent a serious concern for practical applications.

Finally, hexagonal boron nitride (h-BN), a single layer of B and N atoms arranged
in a honeycomb lattice (see Fig. 10.1d), is an insulator with a band gap of 5.5–5.7 eV
[5, 22] and a dielectric constant ranging from 2 to 4 [23]. Compared to traditional
dielectrics (like SiO2, HfO2, TiO2 and Al2O3), h-BN shows many advantages. Due
to its uniform thickness and atomically flat surface free of dangling bonds it has
been used as a substrate and/or as a cap for Gr and TMDs, in order to enhance the
carrier mobility and electron mean free path of these 2DMs [7, 8, 24–28]. Hexagonal
boron nitride performances as a dielectric have been also evaluated. Despite it holds a
dielectric constant similar to that of SiO2, its high crystalline quality layered structure
may remarkably slow down the speed for defect formation, leading to superior device
reliability [29]. Finally, its high thermal conductivity (about 20 times larger than
that of SiO2) [30], can improve the heat dissipation within the device, which will
contribute to enhance its lifetime.

To date, 2DMs have been considered to replace one or more components of cur-
rently employed device structures, like the metal-insulator-semiconductor FET. The
most inspiring recent advance in this direction has been the development of fully
2D metal-insulator-semiconductor devices by combining MoS2 as channel material,
h-BN as gate insulator, and Gr as source-drain and gate electrode [31]. Besides con-
ventional FETs architectures, novel vertical device concepts [32] based on stacking
of different 2DMs [33, 34] or on their integration with bulk semiconductors [35–37]
or semiconductors heterostructures [38–41] have been also proposed in the last few
years.

In many cases, the first demonstrators of these devices have been fabricated using
2DMs mechanically exfoliated from the parent bulk crystals. Although the samples
obtained by this approach typically exhibit excellent electronic properties, the small
size of the flakes makes this synthesis method not suitable for large scale electronics
applications. In the last decade, many efforts have been devoted to produce 2DMs on
large area by synthesis approaches compatible with current semiconductor devices
technology, such as chemical vapour deposition (CVD), molecular beam epitaxy
(MBE), atomic layer deposition (ALD).

As a matter of fact, the electronic properties of 2DMs are strongly dependent
on the growth method, on the substrate where they are grown, as well as on post-
growth processes required to integrate these materials for devices fabrication. As an
example, peculiar nano- or micro-scale defects/inhomogeneities (e.g. grain bound-
aries, thickness fluctuations, wrinkles,…) can be typically found in large area 2DMs
deposited by CVD. The density and distribution of these defects are related to the
morphology and structural/chemical properties of the substrate and to the specific
nucleation/growth mechanisms. Clearly, these local electrical and structural inho-
mogeneities are reflected in the macroscopic electrical behaviour of devices based
on 2DMs.
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From the above discussion, it is clear how nanoscale resolution electrical charac-
terization of 2DMs is essential to get a complete understanding of their macroscopic
electrical behaviour on a large area. In this context scanning probe methods, such
as conductive atomic force microscopy (C-AFM), scanning capacitance microscopy
(SCM), electrostatic force microscopy (EFM) and Kelvin probe force microscopy
(KPFM), proved to be essential tools to understand the nature and electrical activ-
ity of defects/nonuniformities in 2DMs [42–46]. Furthermore, these techniques can
provide a guide to solve growth problems and to understand the phenomena limiting
the performances of electronic devices based on these systems. In particular, C-AFM
allows performing high resolution current mapping and local current-voltage (I-V )
characterization at the nanoscale [47]. Hence, it is the method of choice to investigate
the mechanisms of current injection from contacts to 2DMs, the lateral homogeneity
of conductivity of 2D semimetals (Gr) and semiconductors (TMDs), the conduction
mechanisms across 2D insulators (h-BN) [48, 49]. Furthermore, it allows to investi-
gate the vertical current injection across the van der Waals heterostructures of 2DMs
or the heterojunctions between 2DMs and bulk semiconductors.

This chapter is organized as follows:

– Section 10.2 discusses the state-of-the-art synthesis methods for electronic-grade
Gr, MoS2 and h-BN on large area.

– Section 10.3 includes an overview of the 2DMs-based electronic devices currently
under investigation.

– Section 10.4 presents some case studies of C-AFM applications to Gr, MoS2
and h-BN, to illustrate the potentiality of this characterization method for 2DMs
investigation. In some cases, the results of the nanoscale electrical characterization
will be correlated to the behaviour of macroscopic devices fabricated on these
materials.

10.2 Large Area Synthesis of Graphene, MoS2 and h-BN
for Electronics

Despite their short history, tremendous progresses have been done in the last years
in the synthesis of 2DMs on large area for electronic applications.

To date, growthmethods have reached the highest degree ofmaturity in the case of
Gr. This is due to the simple (monoatomic) lattice structure and high thermodynamic
stability of this 2D allotrope of carbon. From the historical point of view, the first
approach to obtain Gr on wafer scale was the controlled graphitisation of hexagonal
silicon carbide (4H– and 6H–SiC) by high temperature annealing [50–52]. Thermal
processes at temperatures >1400 °C lead to preferential sublimation of silicon from
SiC surface and to a rearrangement of the excess of carbon in a graphitic struc-
ture. Besides temperature, pressure in the growth chamber is a key parameter ruling
the Si sublimation rate. The highest quality Gr is obtained by atmospheric pres-
sure processes, which allow to increase the annealing temperature (above 1600 °C)
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maintaining a low Si evaporation. Clearly, the high temperature is beneficial for the
surface mobility of the excess C atoms and their reorganization in the Gr lattice.
The structural and electrical properties of Gr grown on SiC strongly depend also on
the substrate orientation, i.e. the Si face (0001) [50, 53], the C face (0001) [54–56]
or the non-polar faces (11–20) and (1–100) [57]. In particular, single or few-layers
Gr films with very precise epitaxial orientation with respect to the substrate can be
obtained on the (0001) face of SiC [50]. For this reason, Gr grown on SiC(0001)
is commonly named epitaxial Gr (EG). These interface properties are the result of
the peculiar growth mechanism of Gr on this SiC orientation, i.e. the formation of
a carbon reconstruction of the (0001) face, the so-called C buffer layer, which acts
as the precursor for Gr formation [54]. This C buffer layer is, in part, covalently
bonded to SiC substrate, with the presence of a large density of positively charged Si
dangling bonds. These are responsible of high n-type doping (up to 1013 cm−2) and
reduced carrier mobility (typically ~1000 cm2 V−1 s−1) of EG, as well as of a small
Schottky barrier height (SBH) at EG/SiC(0001) interface [58, 59]. Intercalation with
hydrogen or other atomic species (F, Li, Si, Ge, …) has been employed to decouple
the C buffer layer from the substrate, resulting into a quasi-free-standing epitaxial
graphene (QFSEG) [60]. Besides an improved in-plane carrier mobility, QFSEG
shows an increase of the SBH for vertical current injection across the interface with
SiC.

The main advantage of the growth on SiC is that it provides Gr directly on a semi-
conducting or semi-insulating substrate ready for advanced electronics, metrology
and sensing applications. However, due to the relatively high price of SiC and to the
difficulty of detaching Gr from it, alternative substrates and growth methods have
been also explored. Among these, chemical vapour deposition (CVD) from hydro-
carbon precursors on catalytic substrates (typically metals, such us Ni, Cu, Pt, Ru,…)
[61] is nowadays the most widely employed. Gr growth on catalytic metals is ruled
by two different mechanisms, which depend on the solubility of carbon atoms in the
metal at the growth temperature. In this context, Ni and Cu, which are the most used
substrates for Gr CVD growth, exhibit a different behavior, due to the very different
C solid solubility values in the two materials (0.6% for Ni at the melting tempera-
ture TM,Ni = 1455 °C, and 0.0076% for Cu at TM,Cu = 1085 °C). Hence, when a
polycrystalline Ni substrate is exposed at high temperature (~900 to 1000 °C) to the
hydrocarbon gas, C atoms resulting from its decomposition dissolve into the metal
bulk. During the cooling down step, the reduced C solubility at lower temperature
gives rise to the segregation of few layers of Gr on the Ni surface. The resulting
graphitic film typically exhibits inhomogeneous thickness, with larger number of
layers formed at Ni grain boundaries. On the other hand, in the case of Cu substrates,
carbon dissolution/segregation are suppressed and Gr formation is a surface process
occurs in three steps: (i) nucleation of Gr domains, (ii) their growth by diffusion and
attachment of C ad-atoms, (iii) their merging with the formation of domain bound-
aries. Studies on the coating as a function of growth time have shown that, under
proper conditions, Gr growth on Cu is a self-limiting process, resulting in monolayer
Gr coverage on large fraction (>90%) of the surface, with the presence of thicker Gr
films mainly in the proximity of the grain boundaries of polycrystalline Cu. Besides
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Gr domains boundaries, wrinkles (i.e. corrugations of the Gr membrane) are other
typical defects of CVD grown Gr on catalytic metals. They originate, in part, from
the compressive strain experienced by the Gr membrane during the cooling down
of the sample after the deposition, due to the large thermal expansion coefficient
mismatch with respect to the substrate.

As a matter of fact, using CVD-grown Gr on metals for electronics applications
commonly implies its transfer from the original substrate to an insulating or semicon-
ducting one. Although this is a very versatile and widely used method, it suffers from
some drawbacks related to Gr damage (cracks, folding, additional wrinkles,…) and
residual polymer contaminations (typically PMMA) from the transfer procedure, as
well as of possible adhesion problems between Gr and the substrate. Furthermore, it
typically introduces undesired metal (Cu, Fe) contaminations [62] originating from
the growth substrate and the typically used Cu etchants, that can be only partially
mitigated by Gr delamination without Cu etching [63]. Several advances have been
performed to achieve Gr with low cracks and wrinkles on arbitrary substrates. As an
example, wetting the target substrate with low surface tension organic liquids (such
as heptane or isopropyl alcohol) was demonstrated to improve Gr adhesion [64].
Furthermore, replacing PMMA with alternative supporting polymers for Gr trans-
fer (such as ethylene-vinyl acetate) enabled a conformal transfer even onto uneven
substrates, leaving less residues after removal [65].

The increasing interest in semiconductor transition metal dichalchogenides
(TMDs) for digital electronics and optoelectronics motivated significant efforts in
the synthesis of these materials on large area. To date, MoS2 has been the most inves-
tigated member of the TMDs family. Although the best quality MoS2 samples for
electronics are still obtained by exfoliation from bulk molybdenite, many progresses
have been made in the CVD growth of MoS2 directly on insulating substrates (such
as SiO2 or sapphire). Vapors from sulfur powders or the H2S gas are the commonly
used precursors to deliver S to the growth chamber [66].Mo can be directly deposited
on the substrate in form of thin metallic (Mo) or metal-oxide (MoO3) layer [67, 68]
and then subjected to sulfurization. Alternatively, it can be delivered to the growth
chamber starting from vapourized metal oxide powders or liquids precursors. The
usual growth temperatures for MoS2 are 700–1000 °C, depending on the deposition
method. The inclusion of a metal catalyst such as Au is favorable for the film quality
[69]. With plasma-enhanced chemical vapor deposition (PECVD), the growth tem-
perature ofMoS2 can be lowered to 150–300 °C,making it possible to directly deposit
MoS2 even on plastic substrates [70]. Metal-organic CVD is a special case of CVD
where organometallic precursors are used. Recently, this method has been applied
for the growth of high quality MoS2 thin films on 4-in. oxidized silicon wafers, using
Mo(CO)6 and (C2H5)2S gas precursors [71]. Another promising synthesis method
for MoS2 is atomic layer deposition (ALD), which allows the layer-by-layer growth
by sequential and non-overlapping pulses of the precursors, separated by purges
in between. In each pulse, molecules react with the surface in a self-limiting way.
Hence, it is possible to grow materials with high-thickness precision. Despite its
potential, ALD is still not so widespread for TMDs, mainly because of the lack of
suitable precursors. Nevertheless, several groups used ALD also for the deposition
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of metals or metal oxides with controlled thickness to be further sulfurized ex situ by
other techniques. Recently, ALD growth of monolayer to few-layer MoS2 on large
SiO2/Si or quartz substrates using MoCl5 (vaporized) and H2S precursors has been
reported [72].

In spite of these progresses, deposition ofMoS2 (as well as other TMDs)with high
spatial homogeneity is still challenging. Large-area MoS2 films are typically poly-
crystalline with the grain size commonly ranging from 1 to 10 micrometers. Grain
boundaries between these domains introduce significant resistance contributions and
degrade the overall conductivity of the TMD films.

Also in the case of h-BN ultra-thin insulator, mechanical exfoliation still provides
the highest qualitymaterial [48, 49], but its use is reduced to research purposes, due to
the small size and thickness fluctuations of the nano-sheets. For this reason, physical
vapor deposition (PVD) and CVD methodologies have been explored to produce
h-BN on large area. Within PVD family, magnetron sputtering has been used [73] to
successfully synthesize monocrystalline and high-quality wafer-scale boron nitride
films on a Ru/Al2O3 substrate. More recently, molecular beam epitaxy (MBE) has
been proposed as a promising way to produce atomically thin h-BN stacks with high-
crystalline quality. For instance, Nakhaie et al. [74] successfully synthesized h-BN
thin films on polycrystalline Ni foils through MBE method. Additionally, MBE also
has been used in the field of 2D heterostructures fabrication, for in situ growth of
h-BN on TMDs [75]. CVD deposition of h-BN has been also investigated in the
last years, using different kind of precursors for B and N atoms (including borazine
or BCl3/NH3, BF3/NH3, B2H6/NH3, and B10H14/NH3). Besides the influence of
different precursors, the catalyst substrate also has a very important impact on the
growth of h-BN. Until now, many kinds of materials have served as substrate for
CVD growth of h- BN, including metals (Ni [76], Cu [77],…), as well as insulators
(such as sapphire [78]). Because Ni and Cu are cheap, accessible and show good
catalytic effect, they have become the most widespread substrate materials for CVD
growth of h-BN. Moreover, the relatively small lattice mismatch between h-BN and
the (111) faces of Ni or Cu greatly improves the thickness uniformity of the h-BN
thin films.

Similarly to the case of other 2DMs, GBs are common defects in polycrystalline
h-BN grown by CVD [79, 80]. The binary composition of h-BN shows a very com-
plicated configuration of GBs. Lattice distortions in h-BN at GB locations results in
the apparition of in-gap states, which increase the local conductivity through the 2D
layered dielectric stack. Scanning tunneling spectroscopy measurements and density
functional theory calculations indicated that the band gap of h-BN with dislocation
GBs is lower than in defect-free locations [81]. Consequently, the local leakage cur-
rent increase at the GBs of h-BN must be considered during the design of devices
with h-BN as a dielectric. h-BN films with very large domains [82] will be necessary
to achieve optimal device performances. On the other hand, the presence of GBs in
dielectrics could be even useful in different configurations, as they may allow some
GB-driven additional properties, such as resistive switching [83].

Similarly to the case of Gr, wrinkles are typically present in CVD-grown h-BN
on catalytic metals (e.g. copper). Also for h-BN, the origin of the wrinkles is related
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to the large temperatures required by the CVD growth process (above 750 °C) and
to the compressive strain experienced by the h-BN film due to the thermal expansion
coefficient mismatch with the growth substrate. These local corrugations of the h-
BN membrane are typically maintained after transfer to another substrate. From an
electrical point of view, wrinkles introduce a gap between the h-BN and the substrate,
corresponding to an effective increase of the dielectric thickness at that location. The
more insulating nature of the wrinkled sites could reduce the amount of charge stored
in a capacitor and induce threshold voltage inhomogeneities in FETs.

Another kind of defect that can be found in CVD-grown h-BN is the presence of
cracks. These can be generated during the CVD growth process if the substrate is not
fully covered with at least one layer of h-BN.Moreover, they can be produced during
a transfer process from the growth substrate to another substrate. As a matter of fact,
cracks are extremely harmful defects in 2D insulators used as dielectric. In fact, an
atomic scale crack within a dielectric sandwiched by two electrodes can produce the
dielectric breakdown (BD) of the whole structure, and the irreversible failure of the
device.

10.3 Overview of 2D Materials-Based Electronic Devices

10.3.1 Graphene FETs for High Frequency Electronics

Due to its excellent carrier mobility, Gr has been considered since the first studies as
channel material for high frequency FETs. The poor ON/OFF current ratio, originat-
ing from the lack of a bandgap in Gr electronic band-structure, represents a minor
issue for radio frequency (RF) applications, where fast modulation of the current in
the device operated in the ON-state is the primary requirement [13, 15]. Current and
power amplification are two key functions of RF transistors, and the main figures of
merit associated to them are the cut-off frequency f T (i.e. the frequency for which
current gain is reduced to unity) and the maximum oscillation frequency fMAX (i.e.
the frequency for which power gain is reduced to unity).

Figure 10.2 illustrates some of the milestones in the development of Gr-based
FETs specifically for RF applications. The first example of top-gated Gr FET, fabri-
cated using monolayer Gr exfoliated from HOPG and SiO2 as a gate dielectric, was
reported in 2007 [84]. The first Gr-based FET capable of RF operation, with a cut-off
frequency f T = 14.7 GHz for a gate length LG = 500 nm, was reported one year
later, in 2008 [85]. The development of advanced synthesis methods (e.g. epitaxial
growth of Gr on SiC or CVD on catalytic metals) provided high quality Gr on large
area for devices fabrication. In 2010, arrays of RF Gr-FETs with very promising
RF performances (f T = 100 GHz) were fabricated at IBM using epitaxial Gr grown
on SiC wafers [86]. Ultra-scaled transistors with interesting RF performances have
been also demonstrated using transferred CVD Gr [87]. In 2012, a record cut-off
frequency f T = 427 GHz has been reported for Gr-FETs with self-aligned gates (LG
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Fig. 10.2 Milestones in the development of Gr FET for RF applications on rigid and on flexible
substrates

= 67 nm) [88]. As mentioned before, besides the cut-off frequency f T, also fMAX

must be considered when evaluating the high frequency performances of RF devices.
While similar values of f T and fMAX are commonly measured in RF transistors fab-
ricated with conventional semiconductors, Gr-FETs typically show poor fMAX as
compared to f T. This can be ascribed, in part, to the poor saturation of the output
characteristics, also descending from the missing bandgap. These limitations of Gr
FETs in terms of power gain performances recently stimulated the investigation of
novel Gr-based device concepts for high frequency applications, as discussed later
on in this section.

In the last few years, the possibility of fabricating RF transistors also on flexi-
ble plastics substrates, by exploiting the excellent mechanical properties of Gr, has
been intensively explored [89, 90]. The most recent progresses in this field are also
highlighted in Fig. 10.2.

It should be noted that the above discussed performances have been achieved
by integration of state-of-the-art large area Gr within the fabrication flow of RF
transistors. As a matter of fact, both epitaxial Gr on SiC and transferred CVD Gr
exhibit peculiar defects/inhomogeneities which are responsible of a degradation of
Gr conductivity with respect to the ideal values. Hence, further improvements in the
cut-off frequency will require specifically addressing the microscopic mechanisms
responsible ofGrmobility degradation in real devices. Section 10.4.1will show some
examples of nanoscale electrical investigations identifying the role played by some
peculiar features on the electrical behaviour of Gr, and their impact on transistors
performances.

10.3.2 2D-Semiconductors FETs for Digital Electronics

To overcome Gr limitations arising from the lack of a bandgap, new solutions have
been explored inside thewide family of 2DMs. In particular, 2D semiconductors, such
as MoS2 and phosporene, have been considered for digital applications. Figure 10.3
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Fig. 10.3 Milestones in the development of field effect transistors with a 2D semiconductors chan-
nel

illustrates some of the milestones in the development of FETs with 2D semiconduc-
tors channels. The first example of top-gated FET fabricated with exfoliated mono-
layer MoS2 was reported in 2011 by Radisavljevic et al. [16]. This first demonstrator
showed already very interesting performances, i.e. large Ion/Ioff ratio (>107) and
small subthreshold swing (SS = 74 mV dec−1), approaching the desired require-
ments of FETs for CMOS digital circuits. The high-k top gate dielectric (HfO2)
played a key role in this device, as it allowed the improvement of electron mobility
by effectively screening charged impurities. Thefirst FETwith few layers phosporene
channel (obtained by exfoliation of black phosphorous) was reported in 2014 [21].
This device showed p-type behaviour, with ION/IOFF current ratio of 105 and satura-
tion of the output characteristics. Progress in CVD deposition of MoS2 on large area
insulating substrates allowed wafer scale fabrication of arrays of single layer MoS2
FETs [71], as shown in Fig. 10.3.

The ultimate thin body of TMDs can be very beneficial for the scaling prospects
of lateral FETs for CMOS applications, as discussed in many simulation works
[17, 91–93]. As an example, Liu et al. [92] predicted that MoS2 FETs can meet
the requirements of the ITRS [94] down to a minimum channel length of 8 nm.
For such aggressively reduced geometries, the low mobility of MoS2 is not a real
issue, because transport can be considered as almost ballistic for channel length
below 10 nm. Although most of these predictions are based on simulations, some
experimental work has been also reported, where the challenges of channel length
scaling in TMDs transistors down to the nanometric limit started to be addressed.
As an example, in 2016, Desai et al. [95] demonstrated a MoS2 FET with the gate
represented by a single wall carbon nanotube (LG = 1 nm), that showed a nearly
ideal SS = 65 mV/dec (see Fig. 10.3).

In spite of these great promises, several challenges still need to be faced to exploit
the potentialities of MoS2 and other TMDs for next generation CMOS technology.
Besides the issues related to the lattice defects (such as chalcogen vacancies) [96–98]
and impurities [99] commonly present in these compound materials, some critical
processing steps need to be developed. These include the fabrication of low resistance
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source/drain contacts [100, 101] and doping [102–104]. Both exfoliated and CVD
grown MoS2 are typically unintentionally n-type doped [105]. Furthermore, most of
the metals exhibit a Fermi level pinning in the upper part of the MoS2 band gap,
which results in a low Schottky barrier height (SBH), typically ranging from ~25
to ~300 meV [100]. The origin of the unintentional n-type doping and of the Fermi
level pinning in pristine MoS2 is still matter of debate, and many authors tried to
explain these effects in terms of defects/inhomogeneities of MoS2 [106] or by the
presence of foreign impurities. These properties have important implications for the
development of a CMOS technology based on MoS2. In fact, while n-type FETs
with an electron accumulation channel can be easily obtained with unintentionally
dopedMoS2, selective-area p-type doping ofMoS2 under the source/drain electrodes
and/or the use of unconventional contacts forming a low Schottky barrier for holes
injection are required to obtain p-type FETsworking in the channel inversion regime.
To date, several approaches have been explored in the literature to reach this goal,
including the use of high work-function MoOx (with 2 < x < 3) contacts [107] and
pre-treatments of MoS2 with oxygen plasmas in the source and drain areas [108].

10.3.3 Vertical Transistors Based on 2D-Materials
Heterostructures

Besides the conventional lateral FET, novel device architectures based on van der
Waals (vdW) heterostructures obtained by the stacking of 2DMs [2, 33] have been
introduced. These devices rely on quite different working principles than lateral
FETs, and mainly exploit vertical current transport across the 2DM interfaces. In
the following subsections, two relevant examples of these devices, i.e. the tunnelling
field effect transistor (TFET) [34, 109], the band-to-band tunnelling transistor [110],
will be described.

10.3.3.1 Tunnelling Field Effect Transistor

Britnell and co-workers first reported a TFETwith the vertically stacked heterostruc-
ture composed of Gr and thin h-BN [34]. The basic principle of this vertical transistor
is the quantum tunneling between the two Gr electrodes separated by the thin h-BN
barrier (see Fig. 10.4a, b). Current tunneling was controlled by tuning Gr density
of states and the associated barrier by the external gate voltage. As the transit time
associated to tunneling is very low, the TFET can be potentially suitable for high
speed operation. On the other hand, as a result of the direct tunneling mechanism,
this device suffers from very low current density (in the order of 10–100 pA/μm2, as
shown in Fig. 10.4c), making it not useful for practical applications. Starting from the
same idea, Georgiou et al. [109] reported a Gr vertical FET with WS2 layers as bar-
rier (see Fig. 10.4d). Due to the smaller band gap of WS2, current transport between
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Fig. 10.4 a Schematic cross section and b energy band diagram of a Gr/h-BN/Gr tunneling field
effect transistor. c Current density J versus interlayer bias Vb for different gate bias applied to the
Si back-gate. Images adapted with permission from [34]. d Schematic cross section and e energy
band diagram of a Gr/WS2/Gr tunneling field effect transistor. f Current density J versus interlayer
bias Vb for different gate bias applied to the Si back-gate. Images adapted with permission from
[109]

the two Gr layers occurs by tunneling or thermionic emission (see Fig. 10.4e). As
compared to the Gr/h-BN/Gr prototype, this device exhibits much higher ON current
(in the order of 1 μA/μm2, as shown in Fig. 10.4f) and ON/OFF current ratio up to
106.

10.3.3.2 Band-to-Band Tunneling Vertical Transistor

Van der waals heterojunctions of different TMDs offer the possibility of realizing
ultrasharp semiconductor heterostructures with tailored band alignment, to imple-
ment novel device concepts. As an example, MoS2/WSe2 stacks have been demon-
strated to give rise to a n-p semiconductor heterostructure with a type II band align-
ment, that can be used to realize Esaki diodes, working on the principle of band-to-
band resonant tunneling.

Roy et al. [111] first experimentally demonstrated interlayer band-to-band tun-
neling in vertical MoS2/WSe2 vdW heterostructures using a dual-gate device archi-
tecture, where the electric potential and carrier concentration of MoS2 and WSe2
layers were independently controlled by the two symmetric gates (see schematic in
Fig. 10.5a and optical microscopy in Fig. 10.5b). Notably, the atomically thin MoS2
and WSe2 layers resulted in a weak electrostatic screening. As a result, degenerate
n-type doping of MoS2 and p-type doping of WSe2 could be induced by properly
biasing the two gates (see Fig. 10.5c). Under these conditions, the device output char-
acteristics (see Fig. 10.5d) exhibit a negative differential resistance (NDR) behavior,
with the peak associated to the band-to-band-tunneling (BTBT) phenomena at the
heterointerface.
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Fig. 10.5 Schematic representation (a) and opticalmicroscopy (b) of aMoS2/WSe2 heterojunction
diode, where the electric potential and carrier concentration of MoS2 andWSe2 layers are indepen-
dently controlled by two gates. c Energy band diagram of the heterostructure with the MoS2 and
WSe2 driven into n+ and p+ doping by positive biasing of the bottom gate and negative biasing of
the top gate, respectively. dOutput characteristics of the device in these biasing conditions showing
characteristic negative differential resistance (NDR) peaks. Images adapted with permission from
[111]

10.3.4 Transistors Based on 2D Materials Heterojunctions
with Bulk Semiconductors

The development of new device concepts based on all-2D vdW heterostructures
has been one of the main driving forces for the research on 2DMs in the last few
years. However, producing entire families of 2DMs and their heterostructures over
large areas with high electronic quality remains an outstanding challenge, limiting
the progress of all-2D vdW heterostructures for future applications. On the other
hand, the integration of 2DMs with bulk (3D) semiconductors [112] presents the
advantage of combining the functional properties of these novel materials with the
well-assessed electronic quality of 3D substrates. Hence, 2D/3D heterostructures
currently represent the most viable approach toward the exploitation of 2DMs for
advanced electronics/optoelectronics applications.
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In this section, some examples of transistors arising from the integration of 2DM
with semiconductors will be introduced. They include the transistor based on the
field effect modulation of the Gr/semiconductor Schottky barrier (Barristor) [35],
and the hot electron transistor (HET) with the base made with a 2DM [36, 37, 113].
These devices typically show high ON/OFF current ratios, not reachable by lateral
Gr FETs, that make them suitable for logic and switching applications. Furthermore,
some of these device concepts, like the HET with a Gr base, are especially targeted
for operating at ultra-high frequencies up to THz.

10.3.4.1 Gate Modulated Schottky Barrier Transistor (Barristor)

The Barristor device concept is based on the tunability of the Schottky barrier height
of a Gr contact with a semiconductor by an external electric field. Clearly, a nearly
ideal interface between Gr and the semiconductor, without interface states responsi-
ble of Fermi level pinning, is required to achieve an efficient field effect modulation
of the Schottky barrier height. The first Barristor was demonstrated by transferring
CVD graphene onto hydrogen-passivated Si, thus obtaining a nearly ideal Schottky
diode behavior both with n- and p-type Si [35]. Figure 10.6a illustrates a cross-
sectional schematic of a Gr/Si Barristor, and Fig. 10.6b shows the band diagram for
the Gr/n-Si Schottky junction for V g > 0. The output characteristics of the device
(for different V g values) are reported in Fig. 10.6c and the modulation of the Gr/n-Si
Schottky barrier height with the gate bias is shown in the insert of the same figure.
A current ON/OFF ratio of ~105 under forward bias was achieved, which is suitable
for digital applications. The complementary p-type Barristor was obtained by field
effect modulation of the Gr/p-Si Schottky barrier height. Furthermore, by combin-
ing the complementary p- and n-type devices, logic circuits such as an inverter and
a half-adder were demonstrated [35].

10.3.4.2 Graphene/SiC MESFET for Logic Applications

As discussed in the Sect. 10.3.2, epitaxial Gr on silicon carbide was first employed
for the fabrication of high performance RF transistors [86]. More recently, some
research groups evaluated the monolithic integrating of both RF and logic devices in
the same SiC wafer. The idea was to exploit the high in-plane mobility of Gr for high
frequency devices, and the peculiar electrical properties of EG/SiC(0001) interface,
as well as the wide bandgap of SiC to implement logic devices. In particular, Hertel
et al. [114] demonstrated a MESFET-like transistor on SiC for logic applications,
where the source and drain Ohmic contacts were made with monolayer epitaxial
graphene and the Schottky gate contact obtained by quasi-free-standing bilayer Gr
(QFBLG) obtained by selective-area H2 intercalation at Gr/SiC(0001) interface (see
schematic in Fig. 10.7a). The current flow in the n-type SiC conductive channel was
modulated by the Gr Schottky gate and by a back-contact onto p-type SiC substrate
controlling the width of the space charge region. Figure 10.7b shows the transfer
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Fig. 10.6 a Schematic cross-section and b band-diagram for a gate modulated Gr/Schottky barrier
transistor (Barristor). c Output characteristics at different gate bias values of the Gr/n-Si Barristor.
In the insert, the modulation of the Gr/n-Si Schottky barrier with the gate bias. Images adapted with
permission from [35]

characteristics ID-VTG of the transistor for different values of the backgate bias VBG,
showing how the device can work in the normally-ON conditions forVBG from−5 to
−6.5 V, and in the normally-OFF conditionsVBG above−6.5 V. This device has been
used to efficiently implement logic circuits [115], such as an inverter (Fig. 10.7c) or
a NAND logic gate.

10.3.4.3 Hot Electron Transistor for THz Applications

The hot electron transistor (HET) is a three-terminal (i.e., emitter, base and collec-
tor) unipolar vertical device where the ultra-thin base layer is sandwiched between
two thin insulating barriers, i.e., the emitter-base and base-collector barriers. For a
sufficiently high forward bias between the base and the emitter, electrons are injected
into the base by Fowler-Nordheim tunneling through the barrier or by thermionic
emission above the barrier, depending on the barrier height and thickness. A key
aspect for the HET operation is that the injected electrons (hot electrons) have a
higher energy compared to the Fermi energy of the electrons thermal population
(cold electrons) in the base. Ideally, for a base thickness lower than the scattering
mean free path of hot-electrons, a large fraction of these hot electrons can traverse the
base ballistically, i.e. without losing energy, and finally overcome the base-collector
barrier to reach the collector electrode.

Although this device concept was introducedmore than 50 years ago, the success-
ful demonstration of high-performance HETs has been limited by the difficulty to
scale the base thickness below the electron mean free path of the carriers. In this con-
text, 2DMs, in particular Gr and TMDs, can represent ideal candidates to fabricate
the base of HETs, since they maintain excellent conduction properties and structural
integrity down to single atomic layer thickness, allowing one to overcome the base
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Fig. 10.7 a Schematic cross section of an epitaxial Gr/SiC MESFET, with monolayer epitaxial Gr
source/drain Ohmic contacts and the gate Schottky contact made by Quasi-Free-Standing Bilayer
Gr by selective area H2 intercalation. b Transfer characteristics ID-VTG of the transistor for dif-
ferent values of the backgate bias VBG. c Implementation of an inverter using the epitaxial Gr/SiC
MESFET. Images adapted with permission from [114, 115]

scalability issue. Figure 10.8 illustrates some of the milestones in the development of
HETs with 2DMs base. The first experimental prototypes of GBHETs were reported
by Vaziri et al. [36] and by Zeng et al. [113] in 2013. Those demonstrators were
fabricated on Si wafers using a CMOS-compatible technology and were based on
metal/insulator/Gr/SiO2/n+-Si stacks, where n+-doped Si substrate worked as the
emitter, a few nm thick SiO2 as the E-B barrier, a thicker high-k insulator (Al2O3

or HfO2) as the B-C barrier and the topmost metal layer as the collector. In spite of
the wide modulation of IC as a function of VBE, these first prototypes suffered from
a high threshold voltage and a very poor injected current density (in the order of
μA/cm2) due to the high Si/SiO2 barrier, hindering their practical application.

Besides Gr, monolayer MoS2 has been also considered as the base material. As
an example, Torres et al. [37] demonstrated an HET device based on a stack of
ITO/HfO2/MoS2/SiO2/n+-Si, where the n+-doped Si substrate worked as the emitter,
thermally-grown SiO2 as the emitter-base tunneling barrier, a monolayer of CVD-
grownMoS2 as the base, the HfO2 layer as the base-collector barrier and the topmost
ITO as the collector electrode. This device showed an improved current gain with
respect to the previously described Gr-base HET prototypes, mainly due to the lower
conduction band offset betweenMoS2 andHfO2,with respect to the cases ofGr/HfO2

and Gr/Al2O3. In spite of this, the collector current density of these devices was still
poor (in the order of μA/cm2), due to the high E-B barrier between Si and SiO2.
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Fig. 10.8 Milestones in the development of hot electron transistors with a 2Dmaterials (Gr, MoS2)
base

More recently, GaN/AlGaN or GaN/AlN heterostructures have been considered
as emitter/emitter-base barriers for HETs [38–41], due to the presence of high density
2DEG at the interface and to the high structural quality of the barrier layer. In par-
ticular, Zubair et al. [41] fabricated a Gr-base HET with a GaN/AlN/Gr/WSe2/Au
stack, where exfoliated WSe2 layer (forming a vdW heterojunction with Gr) was
adopted as the base-collector barrier layer.

10.4 C-AFM Applications to 2D Material and Devices:
Case Studies

10.4.1 Nanoscale Mapping of Transport Properties
in Graphene and MoS2

As discussed in the Sect. 10.2, 2DMs typically present peculiar nanoscale inhomo-
geneities (layer thickness fluctuations, wrinkles, cracks, contaminations, etc.) related
to the synthesis method, to the growth substrate and to the processes eventually
needed to transfer them to the final substrate for electronic applications. These inho-
mogeneities ultimately determine themacroscopic electrical behavior of 2DM- based
devices. In the case ofGr and semiconductor TMDs residing on an insulating or semi-
insulating substrate, C-AFM has been employed to probe the lateral homogeneity of
transport properties, by performing current mapping using the configuration illus-
trated in Fig. 10.9a. Macroscopic contacts are deposited on Gr or TMD. During the
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Fig. 10.9 a Schematic of
the C-AFM experimental
setup for lateral current
mapping on Gr or TMDs.
b Representation of the
different contributions to the
measured resistance R

scan of the 2DM surface with a metal-coated tip, a DC bias is applied to the macro-
scopic contact, and the lateral current flow inside the 2DM between this contact and
the nanometric tip is measured by a current amplifier connected to the tip.

As illustrated schematically in Fig. 10.9b, the resistance R measured at a fixed
DC bias can be expressed as the series of several contributions, i.e.,

R = Rtip + Rc + Rspr + Rs + Rc_macro, (10.1)

where Rtip is the tip resistance, Rc is the tip/2DM contact resistance, Rspr is the
spreading resistance encountered by the current to spread from the tip to 2DM, Rs is
the series resistance and Rc_macro is the macroscopic contact resistance. Among the
five terms in (10.1),Rtip,Rc_macro andRS are independent on the local 2DMproperties.
Rtip can be evaluated by C-AFM measurements on metal structures, whereas the
series resistance Rs of the 2DM and the macroscopic contact resistance Rc_macro can
be independently measured using properly fabricated macroscopic test patterns (e.g.,
transmission line model test structures) on the 2DM. On the other hand, the Rc and
Rspr contributions in (10.1) capture the information on the local electrical properties
of the 2DMwith a lateral resolution comparable with the tip radius. In particular, Rspr

is proportional to the local resistivity of the 2DM. The contact resistance Rc depends
on the specific mechanism of current injection from the tip to the 2DM, which can
be deduced from the behaviour of the local I-V curves collected by C-AFM. As an
example, in the case of rectifying I-V curves, current injection is typically ruled by
thermionic emission or thermionic field emission mechanisms, and Rc depends on
the local Schottky barrier between the tip and 2DM. On the other hand, for Ohmic
I-V curves, field emission from the tip to the 2DM is the dominant current injection
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mechanism, and Rc depends both on the local tip/2DM Schottky barrier and on the
local doping of the 2DM.

The following subsections will illustrate C-AFM applications to local current
mapping in CVD grown Gr transferred to SiO2, in epitaxial Gr grown on semi-
insulating SiC (0001), and in thin MoS2 films mechanically exfoliated from the bulk
crystal onto SiO2.

10.4.1.1 Current Mapping in CVD-Grown Monolayer Gr Transferred
onto SiO2

Grain boundaries (GB) between Gr domains and wrinkles of the Gr membrane are
two main extended defects in CVD-grown monolayer on copper. GB are peculiar of
the 2D polycrystalline structure of this materials, which originates from the growth
and merging of Gr domains randomly nucleated on the Cu surface. Wrinkles are, in
part, present already in the as-grown material, but can be introduced also during the
transfer process. Several authors employed electrical AFM and STM to evaluate the
electrical properties of these extended defects [116–119].

Figure 10.10a, b show the topography and the corresponding C-AFM current
map of CVD Gr transferred onto SiO2/Si. These results are from [116]. Wrinkles
are clearly visible in the topographic image as bright lines. Their directions are not
related to each other. In addition to wrinkles, small corrugations of the Gr membrane
(ripples) distributed along arrays of curved lines are visible in the AFM image as
well, and they are highlighted with wavy dashed lines in Fig. 10.10a. Generally, the
current drops when AFM tip goes across the wrinkles, while it is rather constant and
high on the Gr flat areas. As in the case of the flat Gr sheet, the current does not
drop significantly along the ripples. The topography and the corresponding current
map on a zoomed area containing wrinkles are shown in Fig. 10.10c, d, respectively.
Two wrinkles are denoted with W1 and W2. As can be seen from the current map,
the current drops mostly on the wrinkles, and especially along the wrinkleW1. Here
the current drops by more than 50% compared to the current on the flat Gr sheet,
while at some point ofW1 the current drops by around 90%. Bright lines inclined at
around 45° in the topographic image correspond to Gr ripples. In the highest parts
of the ripples denoted with arrows in Fig. 10.9b, the current falls down but not more
than 10%.

Two representative local I-V curves collected close to the wrinkle (1) and on
the wrinkle (2) are shown in Fig. 10.10c. In the bias voltage range ±0.1 V both
curves are approximately linear, indicating that the point contact between the AFM
tip and Gr can is Ohmic. The lower slope of the I-V curve (2) corresponds to a higher
“local” resistance on the wrinkle. Under the used measurement conditions [116], the
tip/Gr contact resistance was the main contribution to the local resistance. As the
nanoscale contact between the metallic tip and semimetallic Gr can be considered
as point contact separating two large conductors [120], Rc can be approximated as
RC ∝ ρ/r2c , being ρ the Gr resistivity and rc the contact radius. Hence, the locally
increased resistance on the wrinkles can be ascribed to a locally higher resistivity.
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Fig. 10.10 a Topography and bC-AFM current map of CVDGr transferred onto SiO2/Si. Zoom-in
images of the morphology (c) and current (d) in a region with wrinkles and ripples. e Local I-V
curves in a planar Gr region nearby a wrinkle (1) and on top of the wrinkle (2). Images adapted
with permission from [116]

One explanation for this effect is that a local strain in graphene wrinkles increases
the scattering for charge carriers [121]. As a result, the transmission through the
strained part of Gr is lowered and the overall conductivity falls down. At the same
time, straining and deformation of Gr can lead to local perturbation of Gr lattice,
resulting also into a decreased conductivity.

A similar degradation of local Gr conductivity has been observed for grain bound-
aries in CVD Gr [117, 118]. It should be observed that, since wrinkles and grain
boundaries are randomly oriented, the overall effect of the local conductivity degra-
dation at these defects’ locations is the reduction of the average Gr conductivity.

10.4.1.2 Current Mapping in Epitaxial Graphene on Silicon Carbide

EpitaxialGrwas grownbyhigh temperature (1600 °C) sublimation of 4H–SiC (0001)
in inert gas (Ar) at atmospheric pressure [122, 123]. The 4H–SiC substrates used for
this study had 8° off-axis miscut angle in the [11–20] direction. After the growth the,
SiC showed a typical stepped morphology, with steps oriented perpendicularly to
the original miscut direction all over the sample. After deposition of a macroscopic
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Fig. 10.11 Surface morphology (a) and the corresponding current map (b) on few layers of EG
grown on 4H–SiC (0001), 8°-off. Line-profiles of the height (c) and of the current (d) along the
indicated directions in the maps. Adapted and reprinted with permission from [122]

Ohmic contact onto Gr, C-AFM current mapping was carried out as illustrated in
Fig. 10.9a by a Pt-coated Si tip. The current-voltage (I-V ) characteristics measured
in this configuration exhibit a linear behaviour, indicating an Ohmic contact between
the tip and epitaxial Gr.

Figure 10.11a, b show the surface morphology and the corresponding current map
measured on the EG sample [124]. The line-profiles of the height and of the current
along the indicated directions in the maps are depicted in Fig. 10.11c, d, respectively.
The as-grown Gr resides on a surface exposing (0001) basal plane terraces (with an
average width of 300 nm) separated by (11-2n) facets. This characteristic topography
of the SiC substrate results from the evolution of atomic steps present in the virgin
sample due to the 8° miscut angle of the SiC wafer with respect to the growth axis
(0001). In Fig. 10.9b, it can be observed a significant decrease from ~1 to ~0.4 μA,
i.e., by more than a factor of 2, in the local current measured on the (11-2n) facets
compared to the values measured on the (0001) basal plane terraces. As already
mentioned, the contact between the tip and Gr is Ohmic and the tip/Gr contact
resistance Rc was minimized by properly setting the contact force between the tip
and epitaxial Gr [125]. Hence, the decrease of the local current on (11-2n) facets
corresponds to a local increase of Gr resistance.

From a structural point of view, it has been observed by atomic resolution STEM
analyses on cross-sectioned samples that the carbon buffer layer is locally delam-
inated from the (11-2n) facets [122]. As the presence of this interfacial layer is
the main responsible of the high n-type doping of epitaxial Gr on the basal plane
(0001), its local delamination from (11-2n) facets can account for a local reduction
of electrons density.

To understand how these nanoscale electrical inhomogeneities translate in the
macroscopic electrical behavior of epitaxial Gr devices, top gated field effect tran-
sistors with the channel length in the direction parallel ([1–100]) or perpendicular
([11–20]) to substrate steps have been fabricated [123]. The cross-section schematic
of the FET is illustrated in Fig. 10.12a. Long channel devices, with gate length LG
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Fig. 10.12 a Cross-section schematics of a top-gated epitaxial Gr field effect transistor. b Drain
current vs gate bias for Gr FETs with the channel length along the [11–20] direction, i.e. orthogonal
to the SiC steps, and the [1–100] direction, i.e. parallel to the SiC steps. c Calculated mobility
μ in the electron branch for FETs with the channel length along [11–20] and [1–100] directions.
Adapted with permission from [123]

from 5 to 20 μm and channel width W = 100 μm, were used to maximize the
importance of the channel resistance with respect to the contact resistance on the
source-drain current. For both channel orientations, the drain current versus gate
bias (ID-VG) characteristics (Fig. 10.12b) exhibit an ambipolar behavior, with the
minimum conductivity (neutrality point) shifted to negative gate bias (−10 V), con-
sistently with an average n-type doping of epitaxial Gr. Interestingly, a significantly
higher drain current is measured in the [1–100] direction with respect to the [11–20]
direction. The effective channel mobilityμ in the electron branch was also evaluated
and is depicted in Fig. 10.12c. The mobility values for the two orientation are very
similar (2900 cm2 V−1 s−1) at VG approaching the neutrality point, whereas μ[11–20]

= 830 cm2 V−1 s−1 and μ[1–100] = 1470 cm2 V−1 s−1 were obtained at VG = 0 V.
The observed channel resistance anisotropy inmacroscopic FETs can be explained

in terms of the nanoscale conductance inhomogeneity in Fig. 10.11. In fact, the
macroscopic channel resistance measured in the direction perpendicular to the sub-
strate steps can be expressed as the series combination (i.e. the sum) of the local
resistances of (0001) terraces and (11-2n) facets, whereas the channel resistance in
the direction parallel to the steps can be expressed as the parallel combination. As a
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matter of fact, the channel resistance resulting from the series combination is higher
than the one resulting from the parallel combination.

10.4.1.3 Nanoscale Inhomogeneity of the Schottky Barrier in MoS2

As discussed in the Sect. 10.3.2, the study of the metal/MoS2 Schottky barrier cur-
rently represents a key topic for the development of prototypes of thin film transistors
based on this 2D semiconductor. In this context, C-AFMhas been employed to inves-
tigate the current injection from a nanoscale metal contact, i.e., the a Pt-coated AFM
tip, to the surface ofMoS2 multilayers exfoliated on a SiO2 substrate [126]. Amacro-
scopic contact consisting of a metal film with circular holes of radius L � rtip was
deposited on the MoS2 flakes, as shown in the schematic of Fig. 10.13a. Arrays of
local I-V curves were collected in the central region of this structure. All the curves
exhibit an asymmetric behaviour with respect to bias inversion, consistently with
the expected Schottky behaviour for the tip/MoS2 contact. A representative forward
bias I-V tip characteristic from this set of measurements is reported in Fig. 10.13b. In
the semilog plot, current exhibits a more than two decades linear increase (from 1 ×
10−10 to 5 × 10−8 A) with V tip, followed by a saturation. In order to extract the SBH
�B and the ideality factor n, the thermionic emission law was applied to fit the I-V tip

curves in the forward bias regime,

I = AA∗T 2 exp

(
−q�B

kT

)
exp

[
q
(
Vtip − I R

)
nkT

]
(10.2)

whereq is the electron charge, k is theBoltzmannconstant,T the absolute temperature
(T = 300 K), A= πr2tip the tip contact area, and A* the Richardson constant. At small
forward biases the weight of the resistive term R in the exponential factor of (10.2)
is negligible and ln(I) depends linearly on V tip. By linear fitting of the forward bias
characteristic in the low voltage region, �B = 307 meV and n = 1.61 have been
determined from the intercept and the slope of the fit, respectively. For higher bias
values R causes a deviation of current from linearity and its saturation on the semilog
scale.

By performing the same analysis on a full set of 100 I-V tip characteristics collected
on a 0.5 μm × 0.5 μm area, a map of the local SBHs has been determined. The map
and the histogram of the �B values for pristine MoS2 is reported in Fig. 10.13c, f,
respectively. An average SBH of 300 meV with a standard deviation of 24 meV has
been estimated from the distribution in Fig. 10.13f. Clearly, these SBH values are
much lower than the ideal one expected according to the Schottky-Mott theory�B =
WPt − χMoS2 ≈ 1.3 eV (withWPt the Pt work function and χMoS2 the MoS2 electron
affinity), consistently with the commonly reported Fermi level pinning for most of
the metals in the upper part of the MoS2 band gap [100].

The Schottky barrier of metal contacts with MoS2 can be tuned by O2 plasma
pre-functionalization of MoS2 surface [108]. Figure 10.13d reports the SBH map
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Fig. 10.13 a Schematics of the experimental setup for C-AFM measurements on MoS2. b Repre-
sentative forward bias I-V tip characteristic and fit with the thermionic emission law to extract the
SBH and ideality factor. 2D maps and histograms of the local �B values on pristine MoS2 (c, f),
after O2 plasma for 300 s (d, g) and 600 s (e, h). Adapted and reprinted with permission from [108,
126]

after 300 s soft plasma treatment, which results in a broader SBH distribution, with
�B ranging from 0.21 to 0.58 eV, as shown by the histogram of the �B values
(see Fig. 10.13g). Finally, Fig. 10.13e shows the SBH map after 600 s soft plasma
treatment. In this case, the SBH distribution extends from ~0.2 to ~0.9 eV (see
Fig. 10.13h). Hence, it includes both regions with low barrier for electrons and
regions with low barrier for holes, being the Schottky barrier for holes �B,h = Eg −
�B.

To understand the implications on devices electrical characteristics of the
nanoscale modification of MoS2 surface properties induced by the O2 plasma, back-
gated FETs were fabricated with source and drain contacts deposited on pristine
MoS2 (see schematic in Fig. 10.14a) or on areas selectively exposed to O2 plasma
functionalization for 600 s (see schematic in Fig. 10.14d). Figure 10.14b shows the
transfer characteristics ID − VG for different drain bias values (VDS = 1, 2, and
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Fig. 10.14 Schematic illustrations of back-gated field-effect transistors (FETs) with source and
drain contacts deposited on pristine MoS2 (a) or on areas selectively exposed to O2 plasma for an
optimal time of 600 s (d). ID-VG characteristics for a pristine MoS2 FET on semilog (b) and linear
scale (c). ID- VG characteristics for a FET with O2 functionalized contact areas on semilog (e) and
linear scale (f). Adapted and reprinted with permission from [108]

5 V) measured on a FET with channel length L = 10 μm fabricated on a pristine
MoS2 flake. The n-type transistor behavior typically reported for MoS2 FETs can
be observed, with a monotonic increase of ID over more than 5 decades in the con-
sidered gate bias range. The exponential increase of ID with VG at high negative
bias values is due to thermionic emission of electrons above the Schottky barrier at
Ni/MoS2 interface. A linear plot of the transfer characteristic (measured with VDS =
5 V) is also reported in Fig. 10.14c. By fitting the linear region in the ID − VG curve,
the threshold voltage for electron accumulation in the channel (V th,n = −35 V) was
obtained as the intercept with the horizontal axis, and the field-effect mobility (μe ≈
30 cm2 V−1 s−1) was evaluated. Figure 10.14e shows the transfer characteristics ID
−VG (forVDS = 1, 2, and 5V) of aMoS2 transistor with the same channel length and
thickness as those of the pristine one but with the source and drain contacts deposited
on plasma O2 functionalized regions. For VDS = 1 and 2 V, the transfer characteris-
tics exhibit a pronounced p-type behavior, with the hole current branch (for VG < 0)
significantly higher than the electron current branch (for VG > 0), whereas for VDS

= 5 V an ambipolar behavior is observed, with Ion/Ioff current ratio of ~103 for both
the electrons and holes branches. The linear scale ID-VG characteristic in Fig. 10.14f
exhibits two threshold voltages: one for electron accumulation (V th,n ≈ 8 V) and
the other for hole inversion channel formation (V th,p ≈ −39 V). Furthermore, from
the slope of ID-VG characteristics in the two branches, the field-effect mobilities for
electrons (μe = 11.5 cm2 V−1 s−1) and holes (μh = 7.2 cm2 V−1 s−1) have been
evaluated.

The key to achieve this ambipolar behavior in O2 functionalized FETs is repre-
sented by the coexistence of regions with low SBH for electrons and regions with
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low SBH for holes within the same source and drain contact areas, as demonstrated
in the Schottky barrier height map of Fig. 10.13e. In particular, for a positively biased
drain contact (VDS > 0), the injection of electrons from the source to the accumulation
channel (for VG > 0) occurs through regions with lower SBH for electrons, whereas
the injection of holes from the drain to the inversion channel (for VG < 0) is allowed
by the regions with low SBH for holes.

The possibility to have both n- and p-type current transport in a single device
structure is an important step towards the implementation of a CMOS technology
with MoS2.

10.4.2 Vertical Current Injection Through 2D/3D or 2D/2D
Materials Heterojunctions

10.4.2.1 Quasi-Free-Standing-Epitaxial-Graphene on Silicon Carbide

Epitaxial graphene grown on Si-face silicon carbide (SiC) is a versatile system allow-
ing the fabrication of lateral field effect transistors for RF applications, as well as
novel device concepts by exploiting the tunability of Gr/SiC contact from Ohmic to
Schottky via hydrogen intercalation.

Here we present a micro- and nanoscale electrical characterization of quasi-free-
standing-bilayer graphene (QFBLG) grown by thermal decomposition of on-axis
4H–SiC at 1680 °C under Ar at atmospheric pressure followed by hydrogen inter-
calation at 850 °C in H2 flux. Macroscopic Schottky diodes were first fabricated by
deposition of large diameter (d = 400 μm) Au contacts on QFBLG followed by O2

plasma etching for lateral isolation. The Schottky barrier height �B of these diodes
were determined by the standard electrical methods, i.e. C-V measurements and I-
V analyses [127]. Interestingly, different barrier height values have been obtained
from the 1/C2 versus V plot under reverse bias polarization (�B,CV = 1.57 eV, see
Fig. 10.15a) and by fitting the forward bias I-V curve with the thermionic emission
model (�B,IV = 0.9 eV, see Fig. 10.15a).

This kind of discrepancy between �B,CV and �B,IV has been observed also in
traditionalmetal/semiconductor Schottky contacts, and it is commonly ascribed to the
Schottky barrier height inhomogeneity, i.e. to the presence of nanoscale low barrier
regions embedded in a high barrier background. In fact, while C-V measurements
under reverse polarization aremore sensitive to the high Schottky barrier background,
the presence of low barrier areas (even of small size and density) has a strong impact
on the current conduction under forward bias.

In order to get insight on the nature and the density of these low-barrier paths
in the case of QFBLG/SiC interface, I-V measurements were performed using the
C-AFM tip on Au/QFBLG/SiC diodes [128] with different sizes (from 10 to 0.5 μm
diameter), as illustrated in the schematic of Fig. 10.15c. Typical AFM images of
diodes with d = 10 μm and d = 1 μm are reported in the inserts of Fig. 10.15d,
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Fig. 10.15 Macroscopic C-V and I-V characterization of QFBLG/SiC Schottky contacts. a 1/C2

versus V plot under reverse bias polarization and b I-V curve on the diode. c Schematic repre-
sentation of the experimental setup for I-V characterization of variable size QFBLG/SiC Schottky
contacts. Representative I-V characteristicsmeasured onAu cappedQFBLG/SiCdiodeswith 10μm
(d) and 1 μm diameter (e). AFM morphologies of the contacts are shown in the inserts. C-AFM
morphology (f) and current map (g), on uncapped QFBLG/SiC diodes. Images adapted from [127,
128]
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e. The average SiC terrace width was ~3–6 μm, as determined from morphological
measurements. While several SiC terraces are included in the contact area in the case
of the 10 μm contacts (Fig. 10.15d), the 1 μm contacts are typically fully residing
inside SiC terraces and some of them intercept only one step (Fig. 10.15e).

In Fig. 10.15d, e are reported representative forward bias I-V characteristics mea-
sured on the Au-capped QFBLG contacts to SiC with 10 and 1 μm diameters. The
SBH values were extracted from the linear region of the log(I)-V curves using the
thermionic emission model. While similar SBH values (~1 eV) were obtained from
the I-V characteristics measured on the two representative 10 μm contacts, higher
and significantly different SBH values are obtained for the two representative 1 μm
contacts, i.e. ~1.55 eV for the contact inside the terrace and ~1.4 eV for the contact
on the step.

These measurements revealed the critical role of steps in reducing the I-V mea-
sured effective SBH and suggest a different electrical behaviour of the QFBLG
interface on terraces and on steps. Finally, Fig. 10.15f, g report nanoscale resolution
morphology and current maps on the uncapped QFBLG contacts onto SiC. Cur-
rent maps reveal a higher current flowing through the QFBLG-SiC interface on step
edges than on terraces. This indicates that edges, provide low SBH paths, which are
responsible for the reduced average Schottky barrier on large contacts. The different
properties of the QFBLG contacts on the edges and planar terraces can be explained
in terms of the different crystallographic planes exposed by the SiC substrate, i.e.
the (0001) polar face on terraces and non-polar face (11–20) at the edges.

The average p-type doping of QFBLG has been ascribed to piezoelectric polar-
ization from the (0001) polar SiC surface [129]. On the other hand, such a p-type
doping is expected to be locally reduced along (11–20) non polar faces of SiC [57].
Hence, using a Schottky-Mott model to describe the QFBLG/SiC interface, a lower
p-type doping on the step edges is expected to result in a reduced SBH with respect
to planar (0001) surface.

10.4.2.2 Graphene Junctions with AlGaN/GaN Heterostructures

As discussed in the Sect. 10.3.4.3, Gr junctions with AlN/GaN or AlGaN/GaN het-
erostructures represent a key building block of hot electron transistors for THz appli-
cations. To date, the most used approach to fabricate the Gr base in these devices
has been transferring of monolayer Gr grown by CVD on copper to the surface of
the emitter-base barrier layer. However, transferred CVD Gr exhibits some peculiar
in homogeneites (wrinkles, cracks,…), that have an impact not only on the in-plane
current transport but also on the vertical current injection across Gr heterojunctions
with semiconductors. While cracks density in the Gr membrane have been mini-
mized by adopting proper transfer procedures [40], wrinkles remain typical defects
of this system. Here, C-AFM measurements elucidate the role of wrinkles in the
current injection through Gr/AlGaN/GaN heterojunctions [40]. The experimental
setup for C-AFM-based vertical current measurements is schematically illustrated in
Fig. 10.16a. In this configuration, a macroscopic ohmic contact was fabricated onto
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AlGaN. The local current flowing vertically from Gr to the 2DEG at AlGaN/GaN
interface is measured by applying a positive bias between the nanoscale tip scanned
ontoGr and thismacroscopic contact. A typical current-voltage (I-V tip) characteristic
measured in this configuration is reported in Fig. 10.7b. It exhibits a rectifying behav-
ior, with negligible current at negative bias values and current onset at positive ones.
As demonstrated by Fisichella et al. [38], this behavior can be fitted by thermionic
current emission above the Gr/AlGaN/GaN Schottky barrier. Figure 10.16c, d show
a typical morphology and the corresponding vertical current map measured with the
tip scanned on the Gr membrane in a region including wrinkles. The height profile
and the corresponding current profile extracted from themorphological and electrical
maps are also reported in Fig. 10.16e, left and right axis, respectively. The current
measured on the Gr wrinkle is ~35% lower with respect to the planar Gr regions.
Figure 10.16f schematically illustrates a model of the vertical current path in the
planar (i) and wrinkled (ii) Gr regions. As the wrinkle height is few nanometers
(~2.5 nm in the present case), direct current flow from the tip contact on top of the
wrinkle to the AlGaN/GaN 2DEG would imply tunneling across this few nm-thick
vacuum barrier. Hence, the least resistive path is along the wrinkle walls up to the
planar region, and then by thermionic emission above the AlGaN barrier layer. This
additional path along the wrinkles walls adds a resistance term Rwr to the thermionic
emission expression, i.e. I ∝ exp[(qV − IRwr)/nkT ], and can justify the local decrease
of the injected current at higher bias values.

10.4.2.3 2D Transition Metal Dichalcogenides Heterojunctions

Asdiscussed in the Sect. 10.3.3.2, heterostructures of TMDswith a type II band align-
ment, such asMoS2 andWSe2, allows the implementation of band-to-band tunnelling
transistors with a sharp negative differential resistance peaks. The first examples of
this device concept (such as the one illustrated in Fig. 10.5) were fabricated by exfoli-
ation of MoS2 and WSe2 flakes and sequential transfer to obtain the heterostructure.
However, this fabrication method is laborious and not scalable. Furthermore, the
crystalline flakes comprised in the heterostructure are randomly misoriented and
residual contaminations can be trapped at the interface. All these factors reduce the
layers coupling and the efficiency of BTBT. More recently some attempts to fab-
ricate MoS2/WSe2 heterostructures by CVD methods have been explored, with the
aim to produce these vdW heterostructures on large area and to avoid the drawbacks
of the pick-up and transfer method. As an example, Lin et al. [130] recently reported
the growth of MoS2/WSe2 heterostructures onto epitaxial Gr on SiC by sequentially
depositing monolayers of the two TMDs employing oxide powder vapourization or
MOCVD. In particular, WSe2 was first grown on tri-layer EG at 950 °C. Following
this first growth step, the surface coverage of the WSe2 on EG was typically >60%,
with a lateral size of 2 μm for WSe2 domains (as illustrated by the AFM image in
Fig. 10.17a). Subsequently, a second ex situ growth of MoS2 on WSe2/EG was per-
formed at 750 °C. The MoS2 domains are smaller (~300 nm) and typically grow on
WSe2 starting from domain’s edges, as illustrated by the AFM image in Fig. 10.17b).
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Fig. 10.16 a Schematic illustration of the C-AFM setup for vertical current measurements in
Gr/AlGaN/GaN heterojunctions. b Typical current-voltage (I-V tip) characteristic measured in this
configuration. C-AFM morphology (c) and corresponding vertical current map (d) measured with
the tip scanned on the Grmembrane in a region includingwrinkles. eHeight line profile (left vertical
axis) and current line profile (right vertical axis) extracted from the morphological and electrical
maps. f Model of the vertical current path in the planar (i) and wrinkled (ii) Gr regions. Adapted
and reprinted with permission from [40]

Scanning tunnelling microscopy/spectroscopy on these heterostructures showed
a Moirè pattern associated to a fixed misorientation angle of ~1.9° between MoS2
and the underlying WSe2 layer. While the mechanical stacking technique leads to a
variety of rotation angles between layers, the direct growth of vdW layers appears
to have a strict rotational alignment, which may be critical for achieving optimal
coupling between the layers.

Given the small size of theMoS2/WSe2 areas, C-AFMwas employed as a method
of choice to investigate vertical current transport across the heterostructure [130].
In particular, local I-V measurements through the MoS2/WSe2/EG and WSe2/EG
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heterostructures were carried out at room temperature according to the schematic in
Fig. 10.17c. Representative I-V curves collected on the two systems are reported in
Fig. 10.17d. The I-V characteristicsWSe2/EG heterojunction exhibit a slight rectify-
ing behavior, associated to the p-n junction between p-type WSe2 and n-type EG on
SiC. On the other hand, the curves measured on the MoS2/WSe2/EG show a current
peak (atV peak ≈ 1.1V) followed by a valley (with a peak-to-valley current ratio of 1.9)
and, finally, an exponential current increase. Such negative-differential-resistance
behavior, previously demonstrated in dual-gated MoS2/WSe2 devices fabricated by
layers transfer [111], is here observed in a much easier configuration, indicating a
better electronic coupling of the directly grown layers. The main challenge to exploit
this approach for large area device applications will be to develop laterally uniform
heterostructures by van der Waals epitaxy.

10.4.3 Electrical Characterization of h-BN as Two
Dimensional Dielectric: Lateral Inhomogeneity,
Reliability and Dielectric Breakdown

As discussed in the introduction, h-BN is a dielectric 2D layered material with a
considerably high band gap of 5.5–5.7 eV [5, 22] and dielectric constant of ~3 [23],
which has recently attracted a lot of interest for its use in different electronic devices

Fig. 10.17 AFM morphology of a single layer WSe2 and b MoS2/WSe2 stacks deposited on
epitaxial graphene (EG) on SiC. c Schematic of the C-AFM set-up for the I-V measurement in this
layered system.dExperimental I-V traces for theWSe2/EGp-n junction and for theMoS2/WSe2/EG
interface showing a negative differential resistance (NDR) peak. Images adapted with permission
from [130]
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[83] mainly for three reasons. (i) The first one is its intrinsic good performance
as dielectric. As it will be explained in the following subsections, monolayer h-BN
(0.33 nm thick) can resist electrical fields better than 2 nmHfO2. (ii) h-BNpresents an
ideal interaction with Gr and other 2DMs [131], which at the same time show a very
bad interface full of local defects with high-k dielectrics and SiO2 [132–135]. (iii)
h-BN holds several properties wanted in electronic devices, such as a high thermal
conductivity [136] which is beneficial for slowing down the dielectric breakdown
process. Therefore, using h-BN to replace traditional dielectrics in Gr and TMD
based devices is an interesting approach.

The electrical properties of ultra-thin h-BN dielectric films are strongly dependent
on the synthesis method. In the following subsections, mechanically exfoliated h-BN
from bulk crystals and CVD-grown h-BN on copper substrates will be considered.
C-AFM applications to evaluate the nanoscale lateral homogeneity and the current
transport properties h-BN produced by these different methods will be illustrated.
Furthermore, C-AFM permitted to investigate the reliability and breakdown mecha-
nism of h-BN films on local scale and to compare the results with measurements on
macroscopic devices (capacitors) with h-BN dielectric.

10.4.3.1 Nanoscale Homogeneity and Variability

In the case of h-BN obtained by mechanical exfoliation from the bulk crystal, thick-
ness inhomogeneity is the main source of variability. Britnell et al. [48] used C-
AFM for nanoscale resolution mapping of the tunneling current through h-BN flakes
exfoliated onto a graphite substrate, as illustrated in the schematic of Fig. 10.18a.
Figure 10.18b, c show the AFM topography and the corresponding current map in
a region including the conductive graphite substrate, 2 and 4 layers of h-BN. The
height profile in Fig. 10.18b indicates that h-BN terraces are extremely flat. Further-
more, little variations of the current was observed in Fig. 10.18c within regions of
the same thickness, suggesting lack of pinholes or other conductive defects.

Lee et al. [49] used local I-V curves measured by C-AFM to investigate cur-
rent transport mechanisms through mechanically exfoliated h-BN nanosheets with
different thicknesses. Figure 10.18d reports the I-V curves for h-BN stacks with
thicknesses from 1 to 3 layers. At low bias they follow the direct tunneling (DT)
model, as shown by the linear dependence of the current on the tip bias:

I (V ) = Aeff
√
m�Bq2V
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−4π

√
m�Bd

h

]
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For larger thickness (N > 4), the DT conduction at low bias becomes negligible,
and Fowler-Nordheim (FN) tunneling becomes the dominating transport mechanism
at high electric fields, as demonstrated by the linear behavior of the log(I/V 2) versus
1/V curves in Fig. 10.18e.
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Fig. 10.18 a Setup for C-AFM measurements on thin h-BN stacks exfoliated on a conductive
substrate (graphite). Morphology (b) and current map (c) measured on a sample region including
bare graphite, two layers (2L) and four layers (4L) of h-BN. The average values of the differential
resistance on each terrace are also reported. Images adapted with permission from [48]. d Tunneling
current versus tip bias measured for 1, 2 and 3 layers of h-BN. The linear behavior at low bias is
consistentwith direct tunneling (DT). The insert shows a semilog plot of the differential conductance
versus h-BN thickness, whose linear behavior further supports DT. e ln(I/V2) versus 1/V plots of the
current-voltage characteristics measured for h-BN stacks including from 4 to 22 layers. The linear
behavior is consistent with Fowler-Nordheim tunneling. Images adapted with permission from [49]
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In the case of CVD-grown h-BN, conduction properties are affected by several
kinds of morphological and structural inhomogeneities, including thickness fluctu-
ations, grain boundaries (GBs), wrinkles and cracks. Figure 10.19a shows a repre-
sentative SEM image of CVD-grown single layer h-BN on Cu [137], where some of
these typical inhomogeneities (wrinkles, multilayer islands, as well as copper sub-
strate steps) are indicated. Figure 10.19b reports a C-AFM current map collected
on the h-BN/Cu stack by applying a DC bias of 1 V between the tip and Cu. A
reduced current contrast can be observed in multilayer h-BN islands and wrinkles
with respect to monolayer h-BN regions. Wrinkles appear as long insulating lines in
the current image because they introduce a gap between the h-BN and the conduc-
tive substrate, resulting in an effective increase of the dielectric thickness at those
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Fig. 10.19 a SEM image of CVD-grown single-layer h-BN onCu. bC-AFMcurrent map collected
on the h-BN/Cu stack by applying 1 V. In both cases, the wrinkles, insulating (multilayer) islands,
and copper steps can be easily observed. c C-AFM current map displaying a multilayer island of
the h-BN/Cu stack. d Line-profile extracted from the current map, displaying the tunneling current
through different amounts of layers. Images adapted with permission from [137]

locations. Figure 10.19c, d show a higher resolution current map in a multilayer
h-BN island. A line-profile across this region is reported in Fig. 10.19d, showing
the significant decrease of the current values from 1 layer to 3 layers h-BN. Hence,
C-AFM mapping is a powerful tool for the quantification of the percentage of area
for a specific thickness in CVD grown h-BN.

However, Fig. 10.19c shows that, even for the same h-BN thickness all wrinkle-
free locations show deviations on the tunneling current. This can be better observed
in Fig. 10.20a, which shows 94 I-V curves collected at different random locations
of the h-BN stack. The study shows a continuous group of I-V curves that expands
progressively. The current conduction through monolayer BN films was modeled
using tunneling conduction by considering both intrinsic and defect assisted tunnel-
ing. Wentzel-Kramer- Brillouin (WKB) method was used to calculate the tunneling
probability for monolayer BN. On the other side 3D Poisson equation was solved
to calculate electric field across stack which consist of defect and charge trapping
(CT) contributions. Final tunneling current calculations for monolayer, bilayer, and
trilayer were presented in Fig. 10.20a. A close fitting with experimental data further
confirmed that current from h-BN films measured in C-AFM originated from elec-
tron tunneling [137] across monolayer (~82%), bilayer and trilayer regions of the
h-BN stack. However, the distribution of the I-V curves does not follow a stepped
nature, but just show a continuous variation. This is an indication that other defects
present in the h-BN may produce a certain degree of variability.

This hypothesiswas corroborated by Pan et al. [138]who collected cross-sectional
transmission microscope (XTEM) images of multilayer h-BN stacks grown by CVD
on Cu (see Fig. 10.21). As it can be observed, the h-BN shows excellent layered
structure and sharp interfacewith theCu substrate (and alsowith the topTi electrode).
The layered structure is interrupted by some local lattice distortions, which can be
as narrow as just one single atom.

In view of the results in Figs. 10.18, 10.19, 10.20 and 10.21 one would say that
exfoliated h-BN is more homogeneous than CVD grown h-BN. However, such affir-
mation would not be properly demonstrated. First of all, Fig. 10.18d only shows
one I-V curve per thickness, without any kind of variability. More I-V curves for
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Fig. 10.20 a 94 I-V curves collected at different random locations on the h-BN/Cu stack. The
voltage at which the C-AFM current saturation (5 nA) is reached shows deviation between 1 and
2.5 V. The plot also shows the calculated tunneling current for monolayer, bilayer, and trilayer BN
films. b Statistical distribution plot of the onset voltages [V (I = 10 pA)] extracted from (a), where
two groups of locations can be distinguished: monolayer (~82%) and multilayer (~18%). Images
adapted with permission from [137]

Fig. 10.21 Cross-sectional TEM image of Ti/thin h-BN/Cu RRAMdevice showing defective paths
(GBs) through the h-BN. Images adapted with permission from [138]

each thickness need to be plotted in the same graph in order to see if the distri-
bution is continuous like in Fig. 10.20a or stepped. Moreover, the current maps in
Fig. 10.18c are plotted in a black/white current scale that covers 5 orders of magni-
tude (10 K�–1M�), whichmakes impossible to distinguish inhomogeneities within
each map (thickness). In order to analyze the current inhomogeneities within the
flakes of exfoliated h-BN the experiments in Fig. 10.18 [48, 49] need to be repeated
statistically, and the data need to be plotted in the proper scales.

Another important feature that may induce electrical inhomogeneity in CVD-
grown h-BN stacks is the poly-crystallinity of the substrate where it is grown. h-BN
stacks grown on Cu do not show large variation of the tunneling current from one
metallic grain to another. However, if the h-BN is grown on Pt foils, large variability
has been detected [139] Fig. 10.22a, b show the topographic and current maps simul-
taneouslymeasured on the surface of h-BNgrown on a polycrystalline Pt substrate by
applying a bias of −2 V to the Pt substrate with respect to the grounded C-AFM tip.
Strategically a large enough scan area of 80×80μm2 was selected so that the selected
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Fig. 10.22 C-AFMcharacterization of as-grownh-BN/Pt.aTopographic and b currentmaps simul-
taneously collected on h-BN grown on a polycrystalline Pt substrate, under a bias of −2 V (applied
to the substrate, tip grounded). c Assembly of cross sections collected at the different grains of the
current map in (b). Images adapted with permission from [139]

area can contain several Pt grains to study the effect of local inhomogeneities on the
performance of electronic devices. The current map in Fig. 10.22b clearly shows
the sharp variation of conductivity from grain to grain; the grain boundaries of the
Pt foil can be seen in the topographic map shown in Fig. 10.22a. The differences
within each grain in Fig. 10.22b can be better distinguished in Fig. 10.22c, which
shows the current of each grain in logarithmic scale. In [139] it was demonstrated
that the conductivity variations are related to thickness fluctuations from one grain
to another. These thickness fluctuations are related to the different catalytic activities
of the different Pt grains, due to their different crystallographic orientation at their
surface (e.g. 100, 111). Interestingly, this phenomenon does not take place when
growing the h-BN on other metals (Cu, Ni).
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10.4.3.2 Reliability and Dielectric Breakdown

For a dielectric material, reliability is the ability of keeping unaltered its insulating
properties during device operation [140]. In particular, thin insulating films employed
in the state-of-the-art ultra-scaled technologies usually have to withstand large elec-
tric fields [141], which can lead to high leakage currents, degradation phenomena
and, ultimately, dielectric breakdown. Typically, the electrical field can generate dif-
ferent types of defects in themicrostructure of the dielectric, leading to the apparition
of stress induced leakage currents (SILC) through it [142]. In some materials with
high densities of native defects (such as high-k dielectrics) strong leakage current
fluctuations during the degradation process are commonly observed, which are a
consequence of charge trapping and de-trapping in these defects [143]. When the
density of defects prohibitively increases, many partially formed defective paths can
propagate across the dielectric, leading to a remarkable increase of the leakage cur-
rent at very low voltages: this is the onset of the soft breakdown [144]. Finally, if
the electrical stress still persists one of these conductive paths becomes dominant,
forming a defect-related conductive filament that physically connects the top and
bottom electrodes. This situation is called hard dielectric breakdown (BD), and it
usually produces the failure of the device [141].

Recent investigations have reported important differences between the degra-
dation process of h-BN dielectric stacks and traditional oxide dielectrics. Hattori
et al. [29] used C-AFM to monitor the dielectric breakdown of mechanically exfoli-
ated multilayer h-BN nanosheets with different thicknesses, showing that the failure
occurs layer-by-layer until complete physical breakdown of the h-BN stack (gener-
ation of a hole by material removal). The dielectric strength measured out-of-plane
in multilayer h-BN is ~12 MV/cm [145].

Ji et al. [137] compared the performance of a traditional 3D dielectric (2 nmHfO2)
and a monolayer h-BN sheet (which hold the same equivalent oxide thickness), by
collecting local I-V curves under identical ramped voltage stress (RVS) using C-
AFM. Figure 10.23a shows a sequence of 45 I-V curves collected on a single location
of 2 nm thick HfO2 dielectric film, by applying a bias ramp from 0 to 3 V. The results
indicate that HfO2 films suffer from charge trapping/detrapping, SILC and premature
BD within the 45 RVS. Figure 10.23b shows a sequence of 112 I-V curves measured
on a single location ofmonolayer h-BNgrown on copper by ramping the tip bias from
0 to 3 V. h-BN showed almost unaltered conduction during the 112 RVS. This finding
is in fact quite exciting, as this is an almost ideal behavior. The superior stability of
the monolayer h-BN compared to the 2 nm thick HfO2 film can be better observed
in Fig. 10.23c, showing the behavior of the current onset voltage of individual I-V
curves versus the I-V curve number.

The degradation and dielectric breakdown of h-BN were also studied from local
I-V analyses using higher driving voltages [137]. Figure 10.24a shows a sequence of
19 I-V curves collected on a single position in a bilayer region of h-BNon copper. The
1st and 7th I-V curves used ramped voltages from 0 to 5 V (to break a h-BN layer),
whereas all the rest only employed ramping voltage from 0 to 3 V to characterize the
conduction. The 1st I-V curve shows typical currents of bilayer h-BN, whereas from
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Fig. 10.23 a Sequence of 45 I-V curves collected with the C-AFM on a single location of a 2 nm
thickHfO2 dielectric filmby ramping the tip bias from0 to 3V. The plot clearly displays three typical
phenomena in the degradation of HfO2: charge trapping/detrapping, SILC and Ohmic conduction
(BD). b Sequence of 112 I-V curves measured in a single location of monolayer h-BN grown on
copper by ramping the tip bias from 0 to 3 V (black lines) and backward from 3 to 0 V (red lines).
c Onset voltage of the I-V curves measured on the two dielectric systems as a function of the curve
number, showing a very stable behavior in the case of h-BN. Images adapted with permission from
[137]

Fig. 10.24 a C-AFM study of breakdown of a bilayer region of CVD h-BN on copper. The 1st
and 7th I-V curves used ramped voltages from 0 to 5 V (to break a h-BN layer), whereas all the
rest only employed ramping voltage from 0 to 3 V to characterize the conduction. Image adapted
with permission from [137]. b Device level study of breakdown performed on metal/multilayer
h-BN/metal stack by measuring the current versus time (I-t) curves. Image adapted with permission
from [148]

the 2nd to 7th I-V curves the conduction is similar to that of monolayer h-BN [49].
Finally, from the 8th to the last I-V curve, the conduction is mainly Ohmic, indicating
that the complete BD is reached. The clear separation between the three groups of
I-V curves indicates that the BD of the bilayer h-BN film occurs in a layer-by-layer
mode.

It is worth noting that such jumpwas not preceded by the large current fluctuations
typically observed in 3D dielectrics [146], and only small fluctuations were recorded.
Hattori et al. [29] explained this unusual degradation mechanism of h-BN in terms
of the unique anisotropic speed for defect formation in 2D layered dielectrics [29].
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In fact, unlike 3D insulators (i.e. HfO2, Al2O3 and TiO2) where bonding is spatially
isotropic, 2D layered h-BN stacks exhibit in-plane covalent bonding and Van der
Waals forces between adjacent layers. This is expected to generate different speeds
for defect formation in-plane and out-of-plane.

The behavior of the I-V characteristics for bilayer h-BN reported in Fig. 10.24a
was explained as follows. The total current measured in the I-V curves can be
described as I = J(tOX) × Aeff [147], where J is the current density, tOX is the
thickness of the dielectric and Aeff is the effective area through which J flows. In-
plane propagation of defects does not modify the effective thickness of the h-BN
stack, and just produce a linear increase of area for current flow (Aeff). On the con-
trary, the formation of defects in adjacent layers implies a reduction of tOX, which
strongly alters the value of J. Due to the exponential dependence between J and tOX
in most conduction mechanisms though a dielectric, the current increase produced
by the formation of out-of-plane defects is larger than that of in-plane ones. Hence,
the sudden current shifts displayed in Fig. 10.24a should be related to the BD of a
layer within the h-BN stack, while the small current fluctuations within each current
step should be related to the formation of in-plane defects. This behavior was also
later demonstrated in metal/multilayer h-BN/metal device level via current versus
time (I-t) curves, as shown in Fig. 10.24b [148].

The I-V curves and I-t curves shown in Fig. 10.24 are able to monitor the degra-
dation of one/layer, as this is a phenomenon that takes place in a much shorter time
scale. Ranjan et al. [149] measured I-t curves with higher temporal resolution by
placing the C-AFM tip on the surface of 5–7 layers thick h-BN grown by CVD, and
observed characteristic random telegraph noise (RTN) signals at different biases. This
observation indicates that the degradation of the h-BN stack takes place by trapping
and de-trapping of charges, in a similar way than that of traditional dielectrics. How-
ever, the layered structure plays an important role in the overall dielectric breakdown
process (as shown in Fig. 10.24).

One shear difference between exfoliated h-BN and CVD-grown h-BN is the mor-
phological changes produced by the breakdown event. Asmentioned, the BD event in
multilayer exfoliated h-BN produce material removal and dramatic sample destruc-
tion, as shown in Fig. 10.25a [29]. However, this does not happen in CVD-grown
multilayer h-BN stacks. In such samples the BD is accompanied by the formation
of a hillock, as shown in Fig. 10.25b, similar to what happens in ultra-thin SiO2 and
high-k dielectric films [150]. The reason should be the larger density of native defects
in the multilayer h-BN stack. Ranjan et al. [149] observed the formation of small pits
in CVD-grown h-BN, but never a dramatic degradation like that in exfoliated sam-
ples. This discrepancy between the observations in [149, 150] should be related to
the environmental conditions (air or ultra high vacuum) and polarity of the RVS used.
But in any case, Ranjan et al. [149] never reported in CVD-grown h-BN a dramatic
material removal like the one observed in exfoliated samples. The most surprising
observation is that monolayer h-BN does not show any kind of hillock formation
after hard BD, as shown in Fig. 10.25c. This observation has been attributed to the
high thermal conductivity of monolayer h-BN [150].
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Fig. 10.25 a Optical microscopy image of an exfoliated multilayer h-BN flake after a series of
breakdown tests with the C-AFM tip. One of the fractured areas is highlightedwith the broken circle.
The inset presents a typical AFM topographical image of a fractured fragment. Image adapted with
permission from [29]. b Topography image of a hillock formed during the BD in CVD multilayer
h-BN. c Topography image of CVD monolayer h-BN after ramped voltage stress (in the blue and
red circles regions), showing the absence BD induced hillocks. Image adapted with permission from
[150]

Finally, it should be highlighted that, while exfoliated h-BN has never shown any
form of resistive switching (RS), several groups demonstrated the presence of bipolar
RS in CVD-grown multilayer h-BN stacks, both at the device level [151–153] and
at the nanoscale [149]. Probably the reason is that the BD event in CVD-grown h-
BN takes place at lower energies, leading to less damage that allows recuperation. In
fact, h-BN not only shows bipolar resistive switching, but also threshold type RS (i.e.
self-recovery after the bias is switched off), a behavior that (for the same conditions)
high-k dielectrics do not show. This behavior also indicates the higher reliability of
h-BN compared to high-k dielectrics, and it may enable the use of h-BN in volatile
RS applications, such as selector for RRAM and/or electronic synapse.

10.5 Summary

This chapter provided an overview of C-AFM applications to 2D materials for next
generation micro- and nano-electronic devices. The state-of-the-art growth meth-
ods for electronic quality Gr, MoS2 and h-BN have been initially discussed, as the
morphological and electrical properties of these materials strongly depend on the
synthesis approach. Furthermore, the main device concepts based on 2D materials,
their van der Waals heterostructures, as well as on heterojunctions of 2D materials
with 3D (i.e. bulk) semiconductors have been illustrated, discussing the evolution
of these technologies in the last years and the open challenges for future industrial
applications of these devices.

Finally, a number of relevant case studies of C-AFM on 2D materials has been
reported:
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(i) the lateral homogeneity of current transport in Gr grown by CVD or by thermal
decomposition of SiC;

(ii) the Schottky barrier homogeneity of MoS2;
(iii) the vertical current injection through 2D/3D or 2D/2D materials heterojunc-

tions;
(iv) the conduction mechanisms, lateral homogeneity and reliability of h-BN

obtained by exfoliation from bulk crystals or by CVD on metals.

The results of the nanoscale electrical characterization were correlated to mea-
surements in fabricated devices, thus providing an insight in the phenomena limiting
the performances of 2D materials—based devices.
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interest and need for different tip coatings such as diamond which was first wanted
for increasing the tip lifetime. Although first reports on diamond growth from the
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applications using diamond grown by chemical vapor deposition (CVD) appeared
on the market. Therefore, the development of fabrication processes for diamond tips,
especially for electrically conductive ones, required also substantial efforts on the
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11.1 Introduction

The superior properties of diamond being the hardest, best thermally conductive,
high chemical inert and low friction material makes it very attractive for use as a
tip material in scanning probe microscopy (SPM). The commercial availability of
micromachined Si probes at the beginning of the 1990s triggered soon the interest and
need for different tip coatings such as diamond which was first wanted for increasing
the tip lifetime. Although first reports on diamond growth from the wafer phase
were first reported in the 1980s, it took until the early 1990s before first applications
using diamond grown by chemical vapor deposition (CVD) appeared on the market.
Therefore, the development of fabrication processes for diamond tips, especially for
electrically conductive ones, required also substantial efforts on the development of
the diamond coating knowhow itself. As commercial probe companies considered
diamond probes as specialty probes with a small market size in the early days, it
explains well why most diamond tip innovations were established by universities
and research centers.

Figure 11.1 shows some milestones in the history of electrical diamond probes.
In 1995, De Wolf and Vandervorst [1] introduced the scanning spreading resis-
tance microscopy (SSRM) method [first being called nano-spreading resistance
probe (nano-SRP)] for carrier profiling and showed with a crude hand-crafted probe
(Fig. 11.1a) still operated in point-contact mode that only diamond is hard enough
to withstand the required GPa pressure range. This probe consisted of a sharpened
three-sided diamond crystal (~100 nm tip radius) implanted with boron and glued to
a Ti shaft and was originally developed for scanning tunneling microscopy (STM).
For using it as a cantilever probe, De Wolf et al. [1] fixed two Pt wires and mirrors
to these tips. Although these diamond probes allowed for first SSRMmeasurements,
the heavy and stiff probes caused a lot of sample damage and allowed only for
one-dimensional measurement. The first boron doped diamond films deposited on
Si AFM probes (Fig. 11.1e) were reported by Niedermann et al. in 1996 [2]. They
had sharp diamond crystals protruding from the apex which gave the high resolu-
tion in AFM measurements. They were still suffering from multiple point contacts
due to several diamond grains making contact with the sample surface at the same
time. Similar coated diamond tips (CDT) with a slightly higher aspect ratio were
the first commercially offered diamond probes (by the company Nanosensors, Ger-
many) (Fig. 11.1b). Although these microfabricated tips allowed for the first two-
dimensional (2D) SSRM measurements, they are typically breaking off close to the
apex during scanning when exposed to SRRM typical forces in the µN range as
illustrated in Fig. 11.2 (note that monocrystalline Si is a very brittle material). Most
AFM users do not notice this effect as it happens mostly at the beginning of the
measurements and the electrical contact in the SSRMmeasurement is then provided
by a sharp nanocrystal sticking out from the sidewall of the broken-off tip. Note that
CDTs are today included in the probe portfolio of most leading probe suppliers and
are mainly used where the resolution requirements are less stringent.
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(a)

(e) (f) (g) (h)

(b) (c) (d)

Fig. 11.1 History of diamond probes for SSRMapplication: aHandmade diamond probe by IMEC,
b first commercial coated diamond probe (CDT) offered by Nanosensors, c monolithic diamond
probe (University ofKassel),dfirst commercial plasma etcheddiamondprobe (Adama Innovations),
tip apex diameter of zoom-in is 5 nm, e first CDT by CSEM, f first full diamond tip (FDT) probe by
CSEM, g first high conductive FDT by IMEC with diamond pyramid on Si cantilever, h nanometer
resolution FDT by IMEC with diamond tip on metal cantilever

Fig. 11.2 Apex of diamond coated Si tip (CDT) (a) is often breaking off in SSRM (b)
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Pyramidal diamond tips, commonly referred to as full diamond tips (FDT), were
developed to overcome the problem of multiple point contacts and to avoid tip break-
ing. In 1996, Niedermann et al. [2] (Fig. 11.1f) and shortly afterwards Oesterschulze
et al. [3] (Fig. 11.1c) demonstrated the first tip prototypes but still without mea-
surements. It still took a few years of process improvement before the first highly
conductive diamond tips with a base width of 40 × 40 µm2 integrated into Si can-
tilevers were reported by Hantschel et al. [4] for high-resolution SSRM measure-
ments (Fig. 11.1g). The introduction of metal cantilever probes with a smaller tip
base width of 7 × 7 µm2 [5] and improvements of the diamond process were crucial
to obtain sub-1 nm electrical resolution in SSRM measurements of device struc-
tures (Fig. 11.1h). Today, the increased materials complexity in combination with
confined volumes in sub-10 nm technology nodes are resulting in new challenges
for pyramidal tips as illustrated in Fig. 11.3a where the low aspect ratio can lead to
materials smearing artifacts in SSRM measurements. Therefore, diamond tips with
a higher aspect ratio and ultra-high sharpness have more recently been developed
(and commercialized by Adama Innovations) representing basically a CDT with a
nanoscopic diamond tip on top (Fig. 11.1d) which are overcoming the smearing
effects of low-aspect-ratio pyramidal tips as illustrated in Fig. 11.3b. The follow-
ing two sections discuss these two currently highest performing electrical diamond
tip configurations in more detail: pyramidal molded tip probes and plasma etched
tip probes. Note that many other alternative diamond tip configurations have been
reported and are being used in some cases but they are not being widely used for
routine high-conductive electrical AFMmeasurements. Among them there are a few
promising configurations which the interested reader can follow up. For example,
the single crystal diamond needle tips as reported by Obratzov et al. [6] where a
several micrometers thick blanket diamond film is oxygen plasma etched into con-
ically shaped diamond needles which are then manually attached to Si cantilever
probes . Unfortunately, this approach is limited to undoped tips so far. Moldovan
et al. [7] reported oxide mold sharpened ultra-nanocrystalline diamond (UNCD) tips
with a higher aspect ratio than the traditional pyramidal tips but boron doped UNCD
suffers from lower conductivity than NCD and MCD and is therefore not preferred
for SSRM.

11.2 Molded Diamond Tip Probes

When the development of nano-SRP (later on called SSRM) in the mid-1990s called
for the urgent fabrication of conducting diamond tips, the application of so-called
tip molding—whereby creating first an inverted pyramid by anisotropic Si etching,
subsequent mold filling and final mold removal—seemed an obvious choice for
their fabrication as this approach was already well established for manufacturing
pyramidal silicon nitride AFM tips [8]. However, the low-pressure low-temperature
diamondCVDsynthesiswas just beingdeveloped itself during that time andhence the
required diamond thin films were not widely available yet. Therefore, a Ph.D. project
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Fig. 11.3 Comparison of contact point zone for low-aspect-ratio FDT (a) and high-aspect-ratio
plasma etched tip (Adama Innovations) (b). Although the same nanoscopic electrical resolution is
observed, additional contact points are often found for FDTs leading also to materials smearing
effects in confined volume device structures

was launched at the time to establish molded diamond tips for application in SSRM.
The major aim was to achieve mechanically stable tips (without tip breakage as
typically observed for coated diamond coated tips), with nanometer scale resolution
and high conductivity. The full diamond tips (FDT) established in this work proved
crucial for the breakthrough of the SSRM method for the carrier profiling of most
advanced micro-/nano-electronics devices. In the following decade, their wafer scale
fabrication using common 200-mm Si wafer fab technology represented another
major step towards the routine use of SSRM in the semiconductor industry. This
section covers the FDT probe fabrication and characterization, discusses several
alternative tip configurations based on themolding approach, and discusses important
(but often overlooked) probe storage aspects for metal-based cantilever probes. The
FDT probe application is covered extensively in Chap. 2.

11.2.1 Basic Fabrication Process

Figure 11.4 shows the basic process scheme for molded diamond tip probes. First,
molds with a pyramidal shape are formed on top of 200 mm diameter (100)-Si wafer
substrates using anisotropic Si etching in 30% KOH at 70 °C whereby SiO2 serves
as an etch mask (Fig. 11.4a). Although the base width of the inverted pyramid can
be chosen over a wide range, a smaller base width is preferred as a sharper apex
is easier to obtain with a smaller base width. Therefore, we reduced the base width
from originally 40 × 40 to 7 × 7 µm2. Next, in the so-called seeding step, the
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Si substrate is covered with diamond nanoparticles which serve as nucleation sites
during heteroepitaxial diamond growth. For this the Si substrate is immersed into
the seeding dispersion containing diamond nanoparticles dissolved in ethanol. The
potential of the diamond nanoparticles (referred to as zeta-potential) should be high
(~20 to 40mV) to obtain a high seeding density on the substrate surface (≥1010 cm−2)
as shown by Williams et al. [9]. Tsigkourakos et al. [10] showed that the seeding
parameters, in particular the seed dispersion concentration, strongly impact the final
quality of the diamond pyramids andmust be optimized. The seeded substrate surface
is shown in the zoom-in SEM image of Fig. 11.4a. As the conventional diamond
seeds are undoped and hence non-conductive, it can lead to a non-conductive tip
when the seed particle is deposited at the apex. Therefore, two groups explored high
boron doped seed fabrication [11, 12] and most recently boron doped detonation
nanodiamond seeds were demonstrated [13]. Next, the seeded Si substrate is coated
with an about 1 µm thick boron doped MCD layer by an sp3 model 655 hot-filament
CVD (HFCVD) system using a CH4/H2 gas ratio of 1.5%, a pressure of 25 Torr,
a trimethylboron (TMB)/CH4 gas flow ratio of 0.4% and a substrate temperature
of ~850 °C (Fig. 11.4b). Note that in this step the highest possible boron doping
of the diamond layer is wanted for achieving the maximum electrical conductivity
(minimum resistivity) without sacrificing in tip wear resistance too much. A detailed
boron doping [14] and diamond film wear [15] study has been carried out for this
showing that a resistivity of about 2–5 × 10−3 � cm can be obtained with the well
calibrated doping process whereby the film wear rate is only about 3-times higher
than for low doped films but there is still high enough intra grain cohesion ensuring
the mechanical integrity of the diamond tip.

After diamond growth the diamond tip area is lithographically patterned
(Fig. 11.4c) and then structured by reactive ion etching (RIE) in a O2:SF6 plasma
using Al as an etch mask (Fig. 11.4d). For probe prototyping the diamond tips were
integrated into Si cantilevers [4]; the preferred option of most commercial probe
manufacturers; but for high compatibility with microelectronics fab manufacturing
using substrate sizes of≥150mm in diameter (100-mmdiameter Siwafers aremostly
used by AFM probe companies whereby high wafer thickness uniformity is crucial
for high cantilever thickness uniformity), the integration into 5–6 µm thick metal
cantilevers was chosen whereby Ni became the material of choice (Fig. 11.4e). This
approach allows for surface micromachining using Ni electroplating which was first
demonstrated by Rasmussen et al. [16] whereby cantilever and holder chip are both
made out of electroplated Ni. The drawback of this method is the need to underetch
the probe chip entirely (=etching away the whole Si wafer material) to release the
probes from the wafer which is incompatible with fab processing. Therefore, we
established a procedure based on selective underetching of a perforated holder chip
[17] (Fig. 11.4f) and demonstrated a rather unconventional peel-off approach [18]
(Fig. 11.4g) whereby only the cantilever is locally underetched in KOH and then the
probe is peeled away from the wafer surface like a post-it paper. During the peel-off
step, the adhesion between the Si substrate and the peel-off layer is gradually over-
come. Small bridges still hold the holder membrane in place after peel-off. These
bridges break when the probe is removed from the wafer. Different peel-off layers
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Fig. 11.4 Basic FDT fabrication scheme based on tip molding and cantilever peel-off

were explored and Ti:W and TaN became the standard thin film materials in our pro-
cess. Although the probe peel-off is a manual step done under an optical microscope,
it is very reproducible and is already routinely employed in our FDT processing
since 2 decades. In the final step, a metalized probe holder chip of 1.6 mm in width
and 3.4 mm in length is fixed to the peeled-off holder chip membrane for convenient
probe handling (Fig. 11.4h). The connection between holder chip membrane and
probe chip is established by a silver-based epoxy. Alternatively, a lead-free soldering
procedure was also established and works as well [19]. In the final step, the probe is
manually removed from the wafer using a pair of tweezers (Fig. 11.4i). Note that this
approach is a manual step but we showed that this assembly step can in principle also
be done by a robotic procedure [20]. Our experience with manual peel-off and gluing
showed that a trained and skilled person can do this with an about ±5 to 10 µm of
accuracy.
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11.2.2 Probe Process Variations

Although the classical pyramidal tip configuration is still mostly used for our SSRM
measurements, we demonstrated several alternative tip configurations. For exam-
ple, the so-called tip-on-tip configuration was developed whereby a small diamond
pyramid, for higher sharpness, is placed on top of a large truncated pyramid which
serves as a pedestal [21]. This approach allows indeed for a very small apex of the
mold but needs e-beam lithography at the bottom of the mold which is a more com-
plicated process. A more straightforward way for a sharper molded tip apex is the
low-temperature oxidation of the Si mold as first demonstrated for silicon nitride tips
by Akamine [22] and applied to molded UNCD tips by Moldovan et al. [7]. Unfor-
tunately, our experiments with NCD and MCD filling of oxide sharpened molds did
not produce superior tip sharpness due to the larger crystal size of such films (and
UNCD not being an option due to lower electrical conductivity). Moldovan et al. [7].
demonstrated that three-sided pyramidal UNCD tips can be made by molding when
taking (311)-Si substrates instead of the commonly used (100)-Si wafers. Note that
this three-sided tip shape has the advantage that the apex is always a single point
whereas four-sided pyramids often have a knife-shaped apex as a result of small non-
symmetrical effects during the process (e.g. lithography mask, etch mask). (311)-Si
wafer substrates are however not commonly used in 200-mm diameter Si-wafer
fabs. Another disadvantage of diamond pyramidal tips in general is that it is rather
bulky and positioned underneath the cantilever and therefore the region of interest
(ROI) is during scanning not directly visible which hinders the rapid tip positioning
towards the ROI. As SSRM is mostly applied to nanoscopic devices, direct apex
visibility is highly desired. For this, we have developed so-called in-plane diamond
tips (Fig. 11.5) whereby the tip is in plane with the cantilever and is lithographically
shaped [23]. This overcomes the need for anisotropic Si etching and allows for a high
degree of freedom to define a desirable tip shape. Although FDTs are superior over
CDTs in terms of spatial resolution, they suffer from a limited electrical conductivity
resulting into an overall lower dynamic range which is due to the lower active doping
of the interfacial diamond layer used for molded tips. To overcome this disadvantage,
we established the concept of overcoated diamond tips (ODT) [24] (Fig. 11.6) which
combines the advantages of FDTs (mechanical stable tip) and CDTs (high electrical
conductivity). In this tip configuration, first a Si mold is defined by anisotropic etch-
ing (Fig. 11.6a, b) and is then filled with boron doped diamond (similar as in the basic
process) (Fig. 11.6c); this is followed by diamond patterning (Fig. 11.6d) and local
underetching of this diamond tip (Fig. 11.6e), and an overcoating of the diamond
tip with a thin boron doped diamond layer on top of the interfacial diamond layer
(Fig. 11.6f). This additional diamond coating step is done in an upside-own manner.
Finally, the ODT structure is bonded to the end of a metal cantilever. Variations of
the classic molding process have been reported also by other groups; for example,
Oesterschulze et al. [25] first lithographically patterned and etched a diamond filled
mold area in such a way that a triangular shaped diamond tip points away from the
diamond cantilever allowing for direct tip visibility while scanning. Beuret et al. [26]
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Fig. 11.5 Concept for in-plane diamond tips attached to metal cantilevers (a) allow for direct
visibility of ROI during scanning. Zoom-in (b) illustrates the tapered shape

Fig. 11.6 Adapted process scheme for fabrication of overcoated diamond tips (ODT)

reported on an interesting double-molding concept whereby a Si tip is first coated
with a silicon nitride layer, the core Si tip material is then removed, the formed mold
is then filled with diamond and finally the outside silicon nitride layer is removed
again. Although this is amore complex approach, it illustrates verywell that diamond
tip molding allows for many different shapes, geometries and dimensions.

11.2.3 Fabrication Results

The FDT probe process is running in a state-of-the-art Si wafer manufacturing line
(using initially 150-mm and today 200-mm wafers) which allows for a high uni-
formity of important parameters such as tip sharpness and cantilever thickness.
Figure 11.7a shows an optical microscopy images of a fabricated 200-mm FDT
probe wafer containing about 1000 probes. The zoom-in (Fig. 11.7b) illustrates that
two lines of probes are always facing each other for convenient holder chip mount-
ing; some probemembranes have already been removed from the wafer. Figure 11.7c
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shows a single probe membrane after peeling. The flap on the right side supports the
peel-off step, the two bridges on the left side hold the probe membrane in place after
peeling. They break off when the probe is removed from the wafer. Figure 11.7d
shows the probe wafer with the glued holder chips in place at the moment when they
are picked up from the wafer using a pair of tweezers. Figure 11.7e shows a low-
magnification 3D view of a mounted probe after removal from the wafer whereby
inspection images of optical and SEM microscopy were merged with the actual
probe design for a more realistic probe view. Note the straight walls of the holder
chip which ensures a tight grip during probe handling by tweezers (conventional Si
probes have 54° slopes from anisotropic etching which relatively easily slip away
from the tweezer tip). The probe chip is metalized with a thin layer of Ti:W + Ni
which ensures that the electrical current can flow from it to the holder membrane
(via the silver epoxy connection) further along the Ni cantilever into the boron doped
diamond tip and from its apex into the sample. The probe underetch and the peel-
off area are clearly distinguishable by the red Cu and gray TaN color. The zoom-in
(Fig. 11.7f) shows that the cantilever end has slanted edges for better visibility of
the scanned area and helps to avoid that contact is being made to the sample surface
by the cantilever corners. For a rigid connection between the diamond pyramid and
Ni cantilever, the diamond area is larger than the diamond pyramid itself. As can be
seen from Fig. 11.7e, each probe has three cantilevers with a width of 50 µm and a
length of 465, 305, and 225 µm respectively allowing us to select the desired spring
constant, and hence force range, for the specific type of electrical AFM measure-
ment. The nominal spring constants are 3, 11, and 27 N/m. Note the good alignment
between holder membrane and holder chip which is routinely achieved with the
manual mounting step. The pyramidal diamond tip is just placed a few micrometers
away from the cantilever end for proper contacting of the tip to the sample in AFM.
For selecting a specific cantilever, the others are bent slightly away using a pair of
tweezers.

Figure 11.8a, b shows SEM images with more details of the diamond tip and
its apex. Note the perfectly molded tip shape with the sharp apex and the clearly
visible structure of the boron doped diamond grains. For assessing the geometrical
sharpness of the diamond tips in a more quantitative way, we developed a procedure
for mounting the tips directly onto a Cu grid for inspection by transmission electron
microscopy (TEM). From the 13 tips inspected in this way, an average tip radius of
14.9 nm was obtained ranging from 5.0 to 32.0 nm. The diamond tip apex shown
in Fig. 11.8c, d has a tip radius of 5.5 nm. The higher spatial resolution observed in
actual SSRM measurements can be explained by nanoscopic protrusion on the apex
and the smaller size (~3-times for tips varying between 5 and 50 nm [27]) of the
so-called beta-tin pockets formed at GPa pressures underneath the contact point. A
smaller tip radius is reducing the risk for forming a multiple-tip electrical contact.

Two factors which strongly improved the tip performance are the switch over from
NCD to MCD films and the better control over the seeding of the inverted pyramids
on wafer scale. Despite a 3-times lower boron incorporation into the highest doped
MCD films, its resistivity is nearly only half of that of the highest doped NCD
film. Figure 11.9 shows top and cross-section through such an NCD and MCD film
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Fig. 11.7 Fabricated probe wafer (a) with detailed view of peel-off area (b) and probe membrane
(c); probes are removed from wafer after holder chip mounting (d); view of merged probe design
and both optical and SEM inspection images (e, f)

Fig. 11.8 Zoom-in view of diamond pyramid tip (a, b) with detailed TEM view of apex area (c, d)

illustrating the higher presence of grain boundaries in NCD compared toMCD films.
We showed in a detailed study that the wear rate of such MCD films is much lower
than that of NCD films [15]. In another study we showed that an average diamond
nanoparticle size of ≤20 nm and a seeding density of ~5E10 cm−2 is preferred to
achieve a diamond filmwith a high vertical electrical conductivity [28]. Figure 11.10
shows an SSRM image of the interfacial diamond side illustrating that the undoped
diamond nanoparticles (white color) remain non-conductive even after being exposed
to high temperatures of ~850 °C for 10 h during diamond growth; the replacement
of undoped by doped seeds was demonstrated [11, 12] but a steady supply of this
material for wafer-scale seeding is still to be realized. Figure 11.11 shows an inverted
pyramidal pit which was seeded with our optimized seeding process [10] which was
further developed into the so-called spin-zero approach for high seeding uniformity
on wafer scale [29].
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Fig. 11.9 SEM inspection of top and cross-section of 1µm thick high boron doped NCD (a, b) and
MCD (c, d) film

Fig. 11.10 AFM topography (a) and SSRM image (b) of interfacial diamond side illustrating that
the undoped diamond nanoparticles embedded into the high boron doped diamond film (dark color)
remain non-conductive (white color) even after prolonged diamond growth
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Fig. 11.11 Optimal seeded apex of inverted pyramid (a) and 100 nm of diamond growth into
inverted diamond pyramid seeded with optimized procedure yielding a closed film (b)

Fig. 11.12 Fabricated in-plane diamond tips on Ni cantilever (a), ODT structure glued to a Ni
cantilever (b); tip structure received 2 diamond coatings, one before and one after molding

Figure 11.12 shows alternative diamond tip structures which we have fabricated
with the molding approach: in-plane diamond tips with a tapered (Fig. 11.12a), and
ODT tips made by the procedure described above and manually attached to the
cantilever end (Fig. 11.12b).

11.3 Probe Characterization

Fabricated probes are extensively tested in aBruker Icon PTAFMsystemwith SSRM
application module. Figure 11.13a shows an SSRM image taken with an FDT probe
of a special Si p-type calibration structures resembling a staircase of doped regions
with different doping levels ranging between 4E16 and 3E20 cm−3. As can be seen in
the line profile (Fig. 11.13b), all doping levels can be clearly identified. Figure 11.13c
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shows the calibration curves of 4 different FDT probes which are extracted from such
SSRM staircase images by plotting the average measured resistance values against
the known resistivity values of each stair. The curves show a lower but unsaturated
slope for high doping levels which enables us to measure high dopant areas, which
are most important in devices. Previously fabricated FDT probes [5] based on NCD
showed a completely flattened slope for the high doping levels. This NCD saturation
for high doping levels is caused by the series tip resistance which becomes dominant
over the spreading resistance for high-doped areas. MCD growth gives a higher
dynamic range and is therefore clearly preferred over NCD growth. We explain this
strongly improved electrical behavior for MCD films on the interfacial side (being
the active probing layer for FDT) by a process whereby boron incorporation into
the diamond matrix is strongly suppressed at the early growth stages because of the
presence of O from the chamber walls which forms stable B-O compounds. This
happens during a constant time interval until the O has been flushed out from the
chamber and is influenced by the growth rate which is ~2.5 times lower for our
MCD than NCD process (80 vs. 185 nm/h). It results into a boron concentration ratio
[B]bulk/[B]interfacial side of ~12.5 for NCD and only ~1.5 forMCD; and hence theMCD
growth mode is substantially less affected which is also confirmed by our electrical
results. A further reduction in growth rate is limited for our HFCVD system as it
affects the wire carburization process (e.g. very low CH4/H2 ratios leading to poor
wire carburization). The presence of a load lock system is therefore the preferred
option for high-doped BDD electrode layers. Figure 11.14a shows a dedicated test
structure which we use for the evaluation of the electrical tip resolution; it consists of
a 0.55 nmwide SiO2 layer sandwiched in between two doped Si layers. DeWolf [30]
reported that the electrical tip resolution is equal or smaller than the SiO2 thickness
if the maximum resistance of the SiO2 layer is at least twice the resistance of the
doped Si layers. The SiO2 layer is becoming invisible for blunter tips. Based on
measurements of this structure, Fig. 11.14b shows the tip yield for four MCD tip
wafers (20 probe tips measured per wafer) with a typical 80–95% yield meaning
that nearly every tip is working. This is a strong improvement in comparison to our
previous process with lower seeding density and NCD growth with a typical yield
of 30–45% meaning that only 1 out of 3 tips is working.

11.3.1 Probe Storage Considerations

SPM probes are commonly shipped and stored in silicone mat boxes because they
adhere well to the mats and can be easily removed from it again. Furthermore, there
are no visible residues on the probe back and the boxes can be used for a long time.
A study by Lo et al. [31] showed however that probes stored in such boxes can be
contaminated by monolayers of silicone oils (poly(dimethylsiloxane), PDMS). In
their experiments, silicone oils released from this kind of packaging material formed
a contamination layer on substrates stored on these mats in just a few days. Although
such a monolayer does not necessarily harm the functionality of a pure Si probe,
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Fig. 11.13 Figure 11.7 SSRM image of p-type doped Si staircase structure (a); extracted line profile
(b); calibration curve of four FDT probes (c)

Fig. 11.14 SSRM measurement of 0.55 nm wide SiO2 structure (a), wafer tip yield of FDT (b)

SPM probes which contain metals as a thin coating or when cantilever or tip are
made from metal can be dramatically affected by this. Figure 11.15 shows three
macroscopically contaminated metal containing probes which were stored for a few
months in silicone mat boxes. SEM inspection showed that bubble- and sometimes
also needle-like structures contaminated the tip or cantilever area if certain metals
were involved. The bubble-structure was mostly observed, a needle-like growth was
found in some cases. All probes in a storage box (typically 100 probes per box)
were contaminated and looked nearly identical. Time-of-flight secondary ion-mass
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Fig. 11.15 Metal containing probes which were contaminated with PDMS after storage in silicone
mat boxes; CoCr coated Si probe (a), Ni cantilever with metal tip (b), and Ni cantilever with
integrated diamond tip (c)

spectrometry (TOF-SIMS) measurements taken above the tip area contained strong
silicone oil signals indicating that the probes were indeed contaminated by PDMS.
Different types of probes were inspected by SEM which were stored in silicone mat
boxes for more than a year. We observed macroscopic probe contamination only in
cases where the probes were made completely out of metal or were covered by a thin
metal layer. No PDMS droplets were found on pure Si probes and on the diamond
tip area itself.

Figure 11.15a shows aCoCr coated silicon probewhich is coated by small silicone
oil droplets. Interestingly, PtIr coated silicone probes stored in the same box were not
contaminated macroscopically. It turned out that some materials are more sensitive
to this type of contamination than others. Strong contamination was observed on all
probes covered by CoCr, Cr, Cu, Ni and NiCr. No macroscopic contamination was
visible in SEM on areas of Si, SiO2, Si3N4, Pt, and PtIr. In case of Ti:W andAu, some
areas showed PDMS droplets whereas others did not. Figure 11.15b illustrates well
that PDMS droplets are formed only on certain materials. As can be seen, Ni and Cr
areas were covered by PDMS droplets, SiO2 and Si3N4 areas were not. This behavior
was found for all contaminated probes. The mechanism of this contamination can
be understood as a form of selective are deposition (SAD) where silicone oils from
the mats become versatile and are selectively redeposited onto certain metallic areas;
an effect which is recently being exploited in nanoelectronics technology for self-
patterning purposes. Figure 11.15c illustrates that the metal cantilever of an FDT
probe can be contaminated as well.

Figure 11.16 illustrates the evolution of probe contamination on full metal probes
[32] over time which were stored for one year in a silicone mat box under cleanroom
conditions. 15 probes were inspected by SEM at the beginning of the test, after
3 months and after one year. All probes showed the same contamination level during
the test. As can be seen from Fig. 11.16a, the initially clean probe was strongly
contaminated by silicone oil droplets after 3 months (Fig. 11.16b). After one year,
the metal tip was buried completely under a big droplet (Fig. 11.16c). The same
effect was observed for our Si cantilever probes with integrated metal pyramids.

Lo et al. [31] presented a probe cleaning procedurewhich uses amixture ofH2SO4

and H2O2 which is too aggressive for our metal-cantilever probes. Therefore, we
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Fig. 11.16 Evolution of probe contamination in silicone mat box for one year

Fig. 11.17 Before and after 5 min H2O cleaning: full metal probes (a, b), CoCr coated Si probes
(c, d)

looked for ways to remove the PDMS droplets from the probe tips. We observed that
the PDMSdroplets can be removed from the probe by a short H2O rinse. Figure 11.17
shows a contaminated probe before cleaning and after a 5 min rinse in H2O. As
can be seen, the macroscopic contamination was removed completely. Figure 11.17
illustrates that simple H2O rinsing does also work for Si probes coated with CoCr.

Further tests showed that about 95% of the contamination is already removed
from the tip after 10 s of H2O rinse. This means that the PDMS droplets are not
dissolved in H2O but are rather stripped off from the probe when it is dipped into
H2O. TOF-SIMS measurements were done on strongly contaminated probes before
and after H20 cleaning. Figure 11.18 presents the normalized intensities (to Ni+)
of three PDMS ions measured on a full metal probe before and after the cleaning
step (note that the intensities are shown in logarithmic scale). From this figure it
is clear that a large fraction of the PDMS was removed by the H2O cleaning step.
The contamination level after cleaning was only about 10%. The PDMS residues are
most likely monolayers sticking to the surface which cannot be removed by probe
dipping and rinsing in H2O.

Our experiments illustrate that metal containing SPM probes can be strongly
contaminated by PDMS droplets if they are stored in certain silicone mat boxes. As
this happens often unpredictably and can destroy a large batch of probes, our metal-
cantilever probes are not stored in silicon mat boxes but are placed onto a post-it like
adhesive which did not show the effect of macroscopic probe contamination.
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Fig. 11.18 TOF-SIMS
measurement of
contaminated metal probe
before and after H2O rinse.
Note that the intensities are
shown in logarithmic scale.
A large fraction of the
PDMS was removed by the
cleaning step

11.4 Conclusions on Molded Diamond Probes

In the last 20 years, molded diamond probes have been an enabler for the SSRM
method to become the leadingmethod to electrically measure nanoelectronics device
structures on the nanometer scale. The probe fabrication process steadily improved
over the years and today a sub-nanometer resolution is routinely achieved. Although
the electrical probing challenges directly ahead of us for sub-10 nm technology nodes
are calling for high-aspect-ratio tips as discussed in the next section, the low-aspect-
ratio classical pyramidal tips will still be needed for example where high-aspect-ratio
tips do easily break off like in the slicing step of Scalpel AFM.

11.5 Plasma Etched Single Crystal Doped Diamond Probes

AFM provides several powerful techniques for nanometer scale characterization of
the local properties of nanoelectronics such as charge, potential, conductivity, and
capacitance. The availability of a wear-resistant, highly conductive, high-resolution
probe is a critical component for successful and reliable measurements of these
properties at length scales relevant to industry. Here we discuss the fabrication and
performance of plasma etched single crystal doped diamond probes (PE-SC-DDPs)
for high-resolution electrical metrology applications. We demonstrate that PE-SC-
DDPswith tip radii <5 nm can bemanufactured at wafer scale with superior electrical
and mechanical properties enabling quantitative and consistent imaging, overcom-
ing limitations of traditional AFM probes. Principle limitations as encountered by
industry include: Trade-offs between resolution and reliability where probes exhibit
significant degradation and imaging artefacts during operation, and significant perfor-
mance variation from probe to probe. These limitations are particularly highlighted
for those electrical modes requiring operation with constant tip-sample contact (e.g.
C-AFM, TUNA, SSRM etc.), as these experience high lateral and normal forces at
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the tip apex. The unique combination of mechanical strength, conductivity and high-
resolution offered by wafer scale fabricated of PE-SC-DDPs enables unique access
to parameter spaces previously unobtainable using traditional AFM probes. These
probes offer reliable and highly reproducible metrology tools for the characterization
of present and future generations of nanoelectronic devices.

11.5.1 Manufacturing

The integration of diamond into AFM probe manufacturing, traditionally on 100mm
silicon wafers, poses significant manufacturing challenges: (1) at what stage in the
process is diamond grown on the silicon wafer? and (2) how can the diamond be
reliably shaped with nanoscale precision at wafer scale in order to optimize perfor-
mance? There are two main process that have been used to create diamond probes:
tip-mold-bonding [8, 33] and CVD diamond grown on silicon [2]. Both processes
have significant trade-offs in terms of process complexity, yield, and functionality of
the finished device. However, all processing techniques have a common challenge
in accurately and reliably forming the diamond at the apex of the tip into shapes
optimized for various applications with nanoscale precision. This processing chal-
lenge can be divided into two main areas: (1) handling and processing very fragile
through-etch wafers, and (2) performing lithography techniques on relatively tall
AFM tips with complex geometries.

When wafers of AFM probes are produced, a significant portion of the wafer is
selectively removed, reducing themechanical integrity of thewafer andmaking it sus-
ceptible to breakages when handling. Most traditional wafer processing equipment,
including lithography tools, are unsuitable for the handling of finished AFM probe
wafers and will shatter the wafer. Traditional lithography requires vacuum chucks,
high RPM wafer spinners, pouring or spraying of viscous photosensitive polymers,
robot wafer handlers, fast-moving XY stages, amongst other things. Without the use
of this equipment, it would be next to impossible to form an etch mask at the very
apex of the AFM tip to further refine it into a more advanced tip structure. Even
if one could get past the challenges of wafer breakage with lithography processing
equipment, it would still be extremely challenging to put nanometer-scale etchmasks
at the very apex of the relatively tall tips with complex geometry with any consis-
tency across a wafer with high fidelity. This is due to AFM tips standing proud of
the plane of the wafer on the order of 10–25 µm tall with tip apex lateral and height
variations on the order of microns. Photomask exposure of such wafers would form
etch masks poorly aligned with the tip apex and/or variations in the size of the mask
due to nonuniform tip heights changing the focus of incident exposing UV light.
These micron-scale X, Y, and Z variations inherent in AFM tip processing necessi-
tate a tip-by-tip lithography technique with nanometer precision and accuracy if one
wishes to perform nanometer-scale refinement on top of the existing micron-scale
technology of silicon AFM probe manufacturing.
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Ion beam implantation and plasma etching are clean and simple manufacturing
techniques that can be realized without the need for spin coating photoresist, UV
exposure or wet etching [34]. The precision of the focused ion beam (FIB) equipped
with a XYZ stage allows for masking control on the nanometer scale despite complex
substrate geometries. By combining beam shaping with depth of focus control, accu-
rate masking of a single crystal diamond facet on a sloped surface at the tip apex can
be reliably and accurately achieved. The gallium ion implanted region of diamond
is then used as a hard mask during plasma etching to enable the desired tip shape to
be etched into the diamond crystal. This manufacturing technique utilizes the FIB
primarily as an ion implantation source and not to intentionally mill the diamond
surface [35].

Current FIBs can also be integrated with pattern recognition and scripting capa-
bility in order to build recipes that can step an AFM probe wafer from tip-to-tip and
focus energy at the very apex and overcome the X, Y, and Z variation inherent in the
base silicon AFM probe wafers. When tailored correctly, one can optimize the ion
dose to be part of the tip-refinement process. With state-of-the-art FIB tools an ion
beam can be focused on every tip in a wafer, depositing the required ion dose at the
exact location required, within a few hours. The plasma etch is then performed at
the wafer scale and can be completed within a few minutes. This allows a degree of
scale-up that can reliably mass produce high precision diamond probes at wafer scale
with ample capacity to meet current and future market demands. A scheme showing
the steps in the manufacture of PE-SC-DDPs using these techniques is shown in
Fig. 11.19.

By adjusting key parameters such as the gallium mask shape and depth, and the
plasma chamber pressure and bias (which allows combinations of anisotropic and
isotropic etching), precise control over tip shape and tip radius can be achieved
(Fig. 11.20). Figure 11.20b shows a PE-SC-DDPs with a radius of <15 nm. Plasma
etching allows the precise control the tip radius of such probes, enabling a trade-off
between lateral resolution and contact resistance (inversely proportional to tip radius)
to be chosen. An example of the precision of this manufacturing technique is shown
in Fig. 11.20c where a tip radius of 2 nm is achieved. Probes of this sharpness are
often required for atomic resolution metrology applications but their susceptibility
of mechanical damage at the tip apex makes them a poor choice contact mode (e.g.
C-AFM, TUNA, SSRM etc.) based mapping of nanoelectronics. Flared or critical
dimension tips (Fig. 11.20d) are generally used for the profiling of sidewalls of
nanoelectronic devices [36, 37] and are an example of manufacturing shape control
with mask and plasma etch techniques. This undercut etching is a phenomenon,
widely reported in the 311 plane of Si, which can be transferred to all diamond
planes under the appropriate etch chamber conditions [38]. Figure 11.20e shows
high aspect ratio (HAR) probes suitable to the profiling of FinFET and nanowire
structures at the N10, N7 and N5 nodes. These probes are manufactured through a
complex process of anisotropic etching using a small and precisely controlled gallium
implantedmask. In addition to the ability to precisely control the tip shape at the apex
the cantilever properties can also be engineered to yield probes with spring constants
of 2.8, 40, 150, 350 N/m and even 3500 N/m. Whilst the lower spring constants are
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standard in the industry the ability to selectively tune the diamond thickness allows
unprecedented access to high spring constants for nanoindentation and tomography
applications.

Here we have demonstrated the ability to precisely shape diamond that nanometer
length scales for the formation of tip shaped relevant to AFMmetrology of nanoelec-
tronic devices. The precise nature of the mask and plasma etch technique combined
with the scalability of the process towafer scalemanufacturing represents a paradigm
shift in the production of precision PE-SC-DDPs for nanoelectronics applications.
PE-SC-DDPs manufactured using this process have demonstrated high performance
electrical data across a wide range of characterization techniques from the atomic to
the whole device scale.

Fig. 11.19 Scheme showing the steps in the manufacture of PE-SC-DDPs. a Form cantilever and
tip mask on Silicon, b Etch cantilever and tip, c Form chip mask, d Etch chip and remove mask,
e Grow diamond and implant Ga+ tip mask, and f Etch diamond to form tip apex
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Fig. 11.20 Images of PE-SC-DDPs demonstrating precise control of tip shape and dimensions for
specific applications. a Low magnification SEM image of 225 µm long silicon cantilever coated
with ~1 µm of CVD diamond. Images b–d are located at the tip apex circled in (a). b SEM image
of an Apex Sharp tip shape with a radius of <15 nm. c TEM image of a Super Sharp tip shape with
a radius of ~2 nm. Note the presence of diamond lattice fringes at this resolution. d SEM image
of an undercut CD-AFM probe. d SEM image of a high aspect ratio pillar probe. Images b, c and
e correspond to Adama Innovations AD-40-AS, AD-40-SS and AD-40-P10 probes respectively.
Scale bar is 20 µm in (a), 50 nm in (b), (d) and (e) and 2 nm in (c)

11.6 Applications

PE-SC-DDPs offer high versatility and are suitable for a wide range of demanding
measurements of local electrical properties of nanoelectronic devices. Here we show
awide rangeof examples including:Measurements of tunneling current for individual
surface atoms, conductivity profiling of carbon nanotubes and nanowires, solar cells,
and metrology of high aspect ratio FinFET and nanowire type structures. The ability
to precisely control tip shape and end radius of a conductive single crystal diamond
structure allows a unique combination of electrical and mechanical properties to
be realized in a novel measurement tool. Unprecedented reliable high-resolution
measurements with a high degree of reproducibility become possible that are largely
free from tip wear and damage induced imaging artefacts.
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11.6.1 Scanning Tunneling Microscopy—Atomic Resolution
Imaging

PE-SC-DDPs with an end radius of <5 nm, manufactured at wafer scale, are an ideal
candidate for the profiling of the local electronic structure of materials at the atomic
scale. Scanning Tunneling Microscopy (STM) is a technique which can measure the
local density of electronic states at the sample surface with sub-atomic resolution
using a very sharp conducting tip. STM techniques have been used to measure the
presence of individual dopant atoms [39] and even the shape of electronic bonds
within individual molecules adsorbed on a surface [40–42]. The technique is gen-
erally operated under vacuum due to the sensitivity of the measurement to surface
contamination, but researchers have successfully extended its operation to both air
[43] and liquid [44] environments. By applying a bias to the conductive tip and
positioning the tip apex extremely close to the sample surface, quantum mechanical
tunneling occurswhereby electrons pass across the gap between the probe and sample
at a rate proportional to the density of states of the atom scanned over by the tip. By
measuring the tunneling current, a map of the sample surface structure is constructed,
and even chemical species identification of atoms beneath the tip can be achieved
(with additional tunneling spectroscopy modes) [45]. Figure 11.21 shows example
STM images obtained with PE-SC-DDPs in vacuum and air environments. These
images show clear atomic resolution in both cases. Special tip conditioning is often
required in STM due to poor sharpness and/or contamination. PE-SC-DDPs do not
require any such conditioning and these probes can be operated continuously without
degradation in performance, in some cases for months. This is a direct demonstra-
tion of the sharpness of the tip that can be formed using plasma etch manufacturing
techniques.

11.6.2 Conductive Atomic Force Microscopy

The use of sharp conductive PE-SC-DDPs allows for the profiling of the conductivity
of samples with spatial resolution and reliability that far surpasses traditional metal
or diamond coated silicon probes or all metal probes. This unique combination of
resolution, conductivity and robustness in a commercially mass-produced probe is
particularly useful for themapping of current flow through nanoscale circuit elements
such as nanotubes and nanowires. Figure 11.22a demonstrates the ability to map the
current flowing through an array of carbon nanotubes deposited on a silicon surface.
In this experiment a bias is applied to the sample and the current passing through
the network of nanotubes to the AFM probe is mapped. This allows the electrical
conduction pathways across the surface to be resolved with nanometer resolution
as well as mapping the resistance of each nanotube in the network. Figure 11.22b
demonstrates conductivitymapping of an array of biased silver nanowires on a silicon
surface. This data reveals the presence of individual grain boundaries within a single
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Fig. 11.21 Atomic
resolution STM in vacuum
and air. a 7 × 7 reconstructed
silicon 111 measured via
simultaneous AFM and STM
in vacuum (14 × 7 nm). Data
courtesy of the John Boland
Lab, CRANN, Trinity
College Dublin. Acquired
using an AD-40-SS Adama
Innovations probe. b STM
image of graphite in air (15
× 7 nm). Acquired using an
Asylum Research Cypher
AFM in STM mode using a
80 N/m SS Adama
Innovations probe

nanowire and the local change in resistance associated with these features [46, 47].
This type of information is crucial to the construction of nanoelectronic circuits using
these types of elements.

In addition to spatial mapping of current flowing through materials deposited on
an insulating or semiconducting surface, the conductivity profile of devices with
complex three-dimensional architectures can also be assessed. Figure 11.23 shows
a conductive AFM image of the back surface field (BSF) of a solar cell using a
ResiScope [49] which provides 10 orders of magnitude of measurement range (from
100 fA to 1 mA) within a single measurement. Here the bands of conductivity are
distinct and resolved with high spatial resolution. A 30 nm wide conductive band
(light blue) is clearly resolved with high fidelity.

Conductive AFM can further interrogate samples by measuring the current versus
voltage response (IV curves) either at discrete locations or mapped at high resolution
across a surface [50]. The robustness of sharp conducting diamond probes further
allows the mechanical exfoliation of surfaces in situ allowing for tomographical
mapping of electrical properties as a function of milled depth in a process commonly
referred to as scalpel AFM [51, 52].

11.6.3 Scanning Capacitance Microscopy

Scanning Capacitance Microscopy (SCM) enables mapping of dopants in a semi-
conductor device by measurement of changes in capacitance as a conductive probe
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Fig. 11.22 Conductive AFM images of nanotubes and nanowires. a Conductivity mapping of an
array of carbon nanotubes on a silicon surface connected to a gold electrode (8.5 × 15 µm).
Topography (top) and Current (bottom). Sample courtesy: Matteo Palma, Queen Mary University
London. Acquired using a Bruker Dimension Icon AFM in Peakforce-TUNA mode using a AD-
40-AS Adama Innovations probe. b Conductivity mapping of silver nanowires on a silicon surface
(5 × 2.5 µm). Acquired using a NT-MDT Spectrum Instruments Solver Nano AFM in Spreading
Resistance Imaging mode [48] using a AD-2.8-SS Adama Innovations tip

Fig. 11.23 Conductive AFM imaging of a back-surface field (BSF) solar cell using PE-SC-DDPs.
a Topography. b Current. Acquired using a CSInstruments Nano-Observer AFM with a ResiScope
using a AD-2.8-AS Adama Innovations probe. Scale bar is 500 nm
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Fig. 11.24 Scanning
Capacitance Microscopy
(SCM) of a pnp transistor
(top surface) with 250 nm
effective gate length showing
Topography (top), dC/dV
amplitude (middle) and
dC/dV phase channel
(bottom). Acquired using a
Bruker Dimension Icon
AFM in SCM mode using a
AD-2.8-AS Adama
Innovations probe

is scanned across a surface in contact mode. Here the tip, native oxide and semicon-
ductor surface form a tiny Metal Oxide Semiconductor (MOS) transistor where the
tip acts as the gate [53]. By probing the voltage dependence of the capacitance of
this MOS system the dopant type and density can be accurately mapped. In SCM, a
modulated bias (dV ) is applied to the sample to alternatively cause depletion (or accu-
mulation) of electrons and accumulation (or depletion) of holes in the area directly
beneath the probe at microsecond timescales. The depletion (or accumulation) that
occurs below the tip is directly proportional to the dopant density and applied bias
[54]. This causes a change in capacitance of MOS transistor which is detected as a
change in resonance frequency of a gigahertz oscillator applying an AC bias to the
probe [55]. The detected amplitude of dC/dV is then proportional to the local carrier
density and the phase of dC/dV is indicative of the dopant polarity (n-type or p-type).
Since changes in capacitance are detected with a dielectric layer between the tip and
sample this technique does not require the removal or penetration of native oxide
layers which are generally present under ambient conditions.

Figure 11.24 shows an example of a SCM measurement of the profile of a PNP
memory junction using conductive PE-SC-DDPs. The different transistor regions,
p-doped source and drain, and medium doped n-type channel are well resolved. The
p-n junction resolution in this sample is approximately 30 nm. Here themeasurement
obtains both the topographic profile of the sample alongwith the dopant concentration
(from dC/dV amplitude) and polarity (from dC/dV phase). The robustness of PE-SC-
DDPs allows for many measurements to be made without changing the capacitance
of the probe allowing for accurate and reliable SCM data to be acquired.
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11.6.4 Scanning Spreading Resistance Microscopy

Scanning Spreading Resistance Microscopy was introduced as a high resolution
extension of spreading resistance profiling (SRP) by Vandervorst [56] and De Wolf
[1, 57] at IMEC in 1994. SSRM is used to map dopant profiles, diffusion and defects
in two and three dimensions in semiconducting materials by measuring the current
flow (proportional to the local carrier density) due to a biased probe applied to the
sample surface. By using a logarithmic amplifier SSRM measurements can cover a
range of ~1015 to 1020 atoms/cm3 dopant densities in a single measurement. Crit-
ically this technique relies on the application of high force between the probe and
sample such that the spreading resistance rather than the contact resistance is mea-
sured. The high forces required for stable SSRM operation in air (where the probe
must penetrate through any native oxide and establish a β-tin phase transformation
of the Si surface to ensure low contact resistance) were a driving force for the devel-
opment and introduction to the market of diamond coated silicon probes [58, 59]
and molded diamond probes [4, 60]. PE-SC-DDPs have recently demonstrated high
resolution reproducible dopant mapping using SSRM. Due to the sharp, well defined
tip interacting with the sample the force required is greatly reduced to achieve the
high pressures required. This reduction in applied load leads to a higher degree of
control during imaging which results in improved signal-to-noise ratio and increased
lateral resolution compared to traditional coated diamond probes.

A demonstration of the dynamic range attainable with SSRM using PE-SC-DDPs
is shown in Fig. 11.25, where a silicon sample with a p-doped staircase [61] is mea-
sured. Here all dopant steps are clearly resolvedwith good signal-to-noise illustrating
the high sensitivity, lateral resolution and dynamic range of the conductive PE-SC-
DDPs (1015 to above 1020 atoms/cm3) for SSRM measurements. Figure 11.25c, d
show a direct comparison of the SSRM resistance measured across the p-doped
staircase with Secondary Ion Mass Spectrometry (SIMS) data. Here the profile mea-
sured with SSRM corresponds well (inversely proportional) to the SIMS data with
small changes in dopant concentration fully resolved despitemeasuring overmultiple
orders of magnitude in concentration.

11.6.5 Measurement of High Aspect Ratio Structures

The imaging of high aspect ratio structures for industrial metrology of nanoelec-
tronics via AFM remains challenging [62] as device elements continue to shrink
and increase in geometric complexity [63]. This is inherently due to the imaging
mechanism in AFM being a convolution of the sample topography and the shape of
the tip apex [36]. Special care must be taken to mitigate the introduction of artifacts
when scanning high aspect ratio structures through control of tip-sample interaction
geometry and/or through post processing of data with deconvolution algorithms [64,
65]. PE-SC-DDPs can be tailored to this application by etching tip shapes with a
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Fig. 11.25 Scanning Spreading Resistance Mode (SSRM) imaging of a p-doped staircase dopant
profile. a SSRM log resistance image of the surface with the 7 dopant bands labelled. b Bearing
analysis of (a) with labelled bands of dopant concentration. c Mean SSRM profile of (a). d SIMS
profile of the sample from the manufacturer [33]. Acquired using Bruker Dimension Icon AFM in
SSRM mode using a AD-40-AS Adama Innovations probe
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Fig. 11.26 High Aspect Ratio PE-SC-DDPs produced through a plasma etch process. a, b SEM
images and pixel intensity profiles for 3.8 and 4.6 nm probe diameter (FWHM). Scale bars =
50 nm. c SEM image of a high aspect ratio FinFET type test structure. Minimum width = 12.5 nm.
d AFM topography image of (c). Minimum width = 20.3 nm. e Data from (d) after correction for
probe shape using a deconvolution algorithm. Minimum width = 12.1 nm. Scale bars in (c–e) =
400 nm. Acquired using an AsylumResearch Cypher AFM in ACmode using a AD-40-P10 Adama
Innovations probe

small diameter pillar with high aspect ratios (Fig. 11.26). In addition to the geomet-
rical challenges of probe shape and scale, sidewall interactions between the probe
and sample (e.g. capillary adhesion and Van der Waals forces) must often be over-
come by employing the higher bending modulus offered by single crystal diamond
combined with the low surface energy of diamond [66] and an ability to control the
hydrophobicity through the chemistry of the diamond surface termination [67, 68].
Ultimately there will always be a resolution trade-off between sidewall interactions
and probe diameter.

Examples of 100 nm tall PE-SC-DDPs for advanced high aspect ratio metrology
are shown in Fig. 11.26a with a 25:1 aspect ratio probe with a 3.8 nm diameter and
Fig. 11.26b with a 20:1 aspect ratio probe with a 4.6 nm diameter. These probes are
highly doped (~1%) with boron to allow electrical measurements and/or applying a
bias to effectively compensate tip-sample electrostatic interactions. A ~10 nm width
FinFET type test structure provided by CEA-LETI [69] is first measured by SEM
(Fig. 11.26c) and then byAFMusing a high aspect ratio diamond probe (Fig. 11.26d).
Since the probe has a finite diameter it is necessary to apply a deconvolution algorithm
to the data in order to extract the true morphology of the structure [70]. Here the
known probe geometry is input into the algorithm in order to apply deconvolution of
the probe shape from themeasured data [71] yielding the result shown in Fig. 11.26e.
Here the gate width measured via SEM is 12.5 nm which corresponds well to the
deconvoluted AFM measured gate width of 12.1 nm.
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Whilst high aspect ratio probes made from silicon [72], carbon nanotubes [73, 74]
and high density carbon (HDC)/diamond-like carbon (DLC) [75] have been available
in the market for some time, PE-SC-DDPs offer a unique combination of mechanical
strength, electrical conductivity and the ability to specify the hydrophobicity and
surface energy of the probe through selection of the surface termination chemistry
[76]. This unique combination of advantageous properties combined with a well-
controlled and high yielding means of production is likely to be a highly attractive
target for metrology of the complex three-dimensional structures on the roadmap of
the semiconductor industry.

11.7 Conclusions and Outlook

Plasma based manufacturing techniques have been applied to precisely control the
tip shape of doped diamond coated silicon probes with nanoscale precision at the
wafer scale. The degree of control enabled by this scalable technique allows for a
variety of tip shapes to be selectively manufactured, ranging from standard Apex
Sharp and Super Sharp, to undercut CD probes for sidewall profiling and high aspect
ratio probes for the measurement of the complex metrology challenges of industry
now and into the future. PE-SC-DDPs have significantly altered the landscape of
tools available for the characterization of nanoelectronic devices both in the research
environment and for industrial applications.

The applications examples presented here are illustrative of the types of measure-
ments enabled with this new technology, providing access to the metrology tools
required for quality assurance as well as research and development for future gener-
ations of devices. The mass fabrication of high-fidelity sharp diamond probes with
electrical conductivity is a unique enabling technology that is essential for the further
development of nanoelectronics devices. These probes not only allow for the mea-
surement of devices at length scales that were previously not able to be characterized
by conventional metal coated silicon or diamond coated silicon probes, but they also
greatly improve confidence in the data obtained as the probe to probes variation is
tightly controlled through the plasma etched manufacturing process. This combined
with the lowwear and high resilience of sharp diamond probes allows the same probe
to be used for many measurements and for statistical analysis of process control to
be obtained.

Quantum sensing based on isolated solid-state spins promises to be an entire
new paradigm for nanoelectronic measurement by sharp diamond probes. Nitro-
gen vacancy (NV) structures are stable, optically active point defects in the diamond
lattice hosting an isolated single spin (or an ensemble). These structures have demon-
strated the ability to probe a wide array of phenomena at unprecedented resolution
and sensitivity including: Magnetic fields, electric fields, strain, temperature and
pressure [77]. High resolution magnetometry has been demonstrated through optical
readout of a scanned, rigidly mounted, single spin NV defect contained in a mono-
lithic diamond nanostructure [78]. Combined topographic and electro-optical mode
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imaging was achieved by gluing a 100 nm diamond nanoparticle to an AFM can-
tilever that hosted an ensemble of NV spin centers [79]. We have recently shown that
the ion beam based manufacturing methods used to produce PE-SC-DDPs can also
introduce NV defects of controlled density in sub-micrometer scale spatial patterns
[80]. Explorations to marry these techniques to allow for the mass fabrication NV
diamond probes is currently ongoing and could lead to the commercial availability
new probes that offer a new landscape of metrology for nanoelectronic devices.
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71. D. Nečas, P. Klapetek, Gwyddion: an open-source software for SPM data analysis. Cent. Eur.

J. Phys. 10, 181–188 (2012)
72. Y. Wang, D.W. van der Weide, Microfabrication and application of high-aspect-ratio silicon

tips. J. Vac. Sci. Technol. B Microelectron. Nanometer Struct. Process. Meas. Phenom. 23,
1582–1584 (2005)

73. H. Dai, J.H. Hafner, A.G. Rinzler, D.T. Colbert, R.E. Smalley, Nanotubes as nanoprobes in
scanning probe microscopy. Nature 384, 147 (1996)

74. C.V. Nguyen, Q. Ye, M. Meyyappan, Carbon nanotube tips for scanning probe microscopy:
fabrication and high aspect ratio nanometrology. Meas. Sci. Technol. 16, 2138 (2005)

75. J. Foucher, P. Filippov, C. Penzkofer, B. Irmer, S.W. Schmidt, in SPIE Advanced Lithography,
vol. 8681 (International Society for Optics and Photonics, 2013), pp. 86811I-86816

76. A.V. Sumant, D.S. Grierson, J.E. Gerbi, J. Birrell, U.D. Lanke, O. Auciello, J.A. Carlisle, R.W.
Carpick, Toward the ultimate tribological interface: surface chemistry and nanotribology of
ultrananocrystalline diamond. Adv. Mater. 17, 1039–1045 (2005)

77. R. Schirhagl, K. Chang, M. Loretz, C.L. Degen, Nitrogen-vacancy centers in diamond:
nanoscale sensors for physics and biology. Annu. Rev. Phys. Chem. 65, 83–105 (2014)

78. C.L. Degen, Scanning magnetic field microscope with a diamond single-spin sensor. Appl.
Phys. Lett. 92, 243111 (2008)

79. J.-P. Tetienne, A. Lombard, D.A. Simpson, C. Ritchie, J. Lu, P. Mulvaney, L.C.L. Hollenberg,
Scanning nanospin ensemble microscope for nanoscale magnetic and thermal imaging. Nano
Lett. 16, 326–333 (2016)

80. D. McCloskey, D. Fox, N. O’Hara, V. Usov, D. Scanlan, N. McEvoy, G.S. Duesberg, G.L.W.
Cross, H.Z. Zhang, J.F. Donegan, Helium ion microscope generated nitrogen-vacancy centres
in type Ib diamond. Appl. Phys. Lett. 104, 031109 (2014)

https://www.brukerafmprobes.com/a-3835-ssrm-smpl-p.aspx
http://www.leti-cea.com


Chapter 12
Scanning Microwave Impedance
Microscopy (sMIM) in Electronic
and Quantum Materials

Kurt A. Rubin, Yongliang Yang, Oskar Amster, David A. Scrymgeour
and Shashank Misra

Abstract Scanning Microwave Impedance Microscopy (sMIM) is a sensitive elec-
trical measurement technique which can characterize local static and temporal vari-
ations of electrical permittivity, and conductivity of materials and devices as well as
for failure analysis. It is being used to characterize dielectrics, semiconductors and
their doping response, and metals. Measurements can be made at room temperature
down to cryogenic temperatures where quantum effects become important. Lever-
aging near-field electrical interactions between a probe and the sample, sMIM can
measure and image electrical properties and operation at the nanoscale to micron
scale by incorporation into an atomic force microscope. sMIM is being applied to
a wide range of industrial and scientific applications to improve fundamental and
functional understanding and operational performance of advanced, exploratory and
quantum electronic devices and materials and their fabrication.

12.1 Introduction

ScanningMicrowave ImpedanceMicroscopy (sMIM) is an electricalmode applied at
themicron to nano scale through integrationwith Scanning probemicroscopy (SPM).
The technique provides a directmeasurement of local permittivity and conductivity of
materials [1]. It is effective inmeasuring awide range ofmaterial types, metallics [2],
semiconductors [3, 4], insulators and dielectrics [5, 6]. sMIM can be implemented in
ambient conditions but is also compatible in cryogenic and ultra-high magnetic field
environments including UHV [7], making it a very useful technique for investigating
electronic materials and exploring quantum materials.
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Imaging using microwave frequencies integrated with a SPM is a near-field tech-
niquewhich provides particular benefits formeasuring electronicmaterials and inves-
tigating quantum phenomena with high lateral resolution. sMIM has a relatively
long-range interaction that is particularly useful for measuring subsurface materials
or those requiring encapsulation, are layered systems, or cannot be directly contacted
without changing the state of the sample under investigation. It enables investiga-
tion of materials for quantum electronics having properties that manifest on small
length scales and at extreme environmental conditions, very low temperature and
high magnetic field. Quantum edge effects and conductivity vary from edge to cen-
ter of films and very small length scales that would otherwise be difficult to resolve.
The electronic information frommicrowave impedancemicroscopy can bemeasured
at the sub-micron scale at which new properties emerge from collections of many
electrons. Examples of these phenomena include phase-separation during metal-
insulator transitions [8], local carrier concentration [1], phase transition materials
[9], and ferroelectric response [10].

In this chapter we present the general working principal of sMIM, as well as mod-
eling the sMIM response from dielectric and semiconductor materials, illustrating
some practical applications as well as providing a survey of the state of the art related
to electronic and quantum materials.

12.2 Theory of Operation—sMIM

12.2.1 Working Principal of sMIM

The development of scanning near-field microwave microscopy has a long history
stretching back to the 1960s. Several comprehensive review articles and book chap-
ters are available for the interested reader [11–13]. Generally, the entire field of
near-field microwave microscopy can be divided between waveguide and tip-based
approaches, the latter beingof current interest in nanoscale characterization and there-
fore the focus of this chapter. As its name indicates, this is a near-field technique
where the oscillator (tip) is brought close to the sample and probed with evanescent
waves, thus breaking the classicalAbbe’s limit to resolution,which enables nanoscale
measurement of feature sizes approximately 106 times smaller than the microwave
wavelength. There are a multitude of different flavors of scanning probe-based near-
field scanning microwave microscopy, with some common variants including scan-
ning microwave microscopy (SMM) [14–16], microwave impedance microscopy
(MIM) [17], near-field scanning microwave microscopy (NSMM) [18–20], and non-
linear dielectric microscopy (NDSM) [21]. SMM is a related technique that also uses
microwave interactions to probe electrical properties based on a network analyzer
as the RF source. NDSM uses a lock-in technique at microwave frequencies with a
resonator integrated near the probe tip assembly to improve sensitivity. This chapter
will focus on one variant, scanning microwave impedance microscopy (sMIM). For
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Fig. 12.1 Schematic of RF electronics and equivalent circuit of tip-sample, Ztip-sample lumped
element model. The lumped element model can be expressed in terms of the system admittance
showing the relation to permittivity and conductivity. In practice, the admittance depends upon
the geometry of the tip and sample. The probe interface to the coaxial shielded probes create the
probe-sample interface. The schematic includes a bias voltage sweep for measuring C-V responses
and a lock-in to apply a modulated bias voltage for carrier modulation

simplicity, we will refer to the other varieties, aside from sMIM, as general near-field
scanningmicrowavemicroscopy, keeping inmind that all implementations are exam-
ining the same basic physical phenomena—interaction of near-fieldmicrowaveswith
the sample.

In a sMIM measurement, microwaves are coupled through a custom shielded
waveguideAFMcantilever to the probe,where they interact as evanescentwaveswith
the portion of the sample immediately under the tip. Since the technique operates in
the near-field, the spatial resolution of the microscope is determined by the size of
the tip apex and not by diffraction that limits far-field type approaches. A fraction of
the microwaves are reflected and the amplitude and phase (or equivalently, the real
and imaginary parts) of the reflection are determined by the local electrical properties
of the sample. For a linear sample the permittivity and conductivity determine the
reflection, while for non-linear samples like doped semiconductors, the tip-bias-
dependent-depletion-layer structure contributes significantly. By incorporating very
sensitive detection electronics, lateral resolutions orders of magnitude smaller than
themicrowavewavelength can be achievedwith good sensitivity in the aF range [22].

Figure 12.1 shows a schematic diagram of sMIM hardware that can be used for
measuring nonlinear samples with a lock-in detection and with a bias voltage for
measuring C-V response. A typical microwave system configuration includes an
atomic force microscopes (AFM) integrated with the RF electronics which output to
the AFM controller input channels, the probe interface module with matching elec-
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tronics, and the shielded probe. The sMIM electronics couples a 3 GHz microwave
signal to the AFM probe tip via a 50-ohm impedance interface module and a micro-
fabricated transmission line in a custom-designed shielded metal SPM probe. The
reflected microwave signal is amplified and demodulated by the sMIM electronics
providing two analog signals representing the Real and Imaginary components of
the complex reflection coefficient into the SPM controller analog to digital converter
and it is synchronously captured with the topography signal during scanning. With
the addition of a lock-in amplifier, sMIM can provide the dC/dV amplitude and phase
signals correlating with the doping concentration and carrier type, respectively, of
a doped semiconductor analogous to scanning capacitance microscopy (SCM). It is
worth noting that the reflection has both an amplitude and phase. Alternatively, one
can look at the in-phase reflection and the out-of-phase component of the reflection,
often referred to as the Real and Imaginary part of the reflected signal.

Since the size of the probe ismuch smaller than thewavelength of themicrowaves,
the tip can be treated as a lumped element with tip admittance Ztip and the electrical
information of the sample is contained in the impedance between the tip and the
ground Ztip-sample. An equivalent circuit of the tip and the sample with �Ztip-
sample in parallel Ztip. Two orthogonal sMIM outputs are proportional to the real
and imaginary part of sample admittance 1/�Ztip-sample. As the tip scans across
the sample, encountering variations in dielectric constant ε or conductivity σ, the
tip-sample interaction changes �Ztip-sample, and this change is detected with the
RF electronics.

12.2.2 Contrast Mechanism

Contrast arises from changes to the electrical interaction between the sample and
probe tip, effectively modifying the tip-sample impedance. A microwave signal gen-
erator operating at GHz frequencies excites the tip which interacts with the sample.
The reflected microwave signal is amplified and demodulated in quadrature to pro-
duce two output signals corresponding to the Real and Imaginary parts of the dielec-
tric constant of the sample. A cancellation circuit enables a large dynamic range. The
local permittivity and conductivity (ε, σ) can be derived from the real and imaginary
parts of this impedance. The probe-sample interface is not a perfect impedancematch
to the input signal. The mis-match in impedance results in a reflected signal that is
sensed by the RF electronics. The changes in the reflectedwave represents the change
in load as the probe is moved across the sample. The resulting perturbations captured
in the reflected signal are a result of local variations of the sample impedance.

As the tip moves across a sample surface changes in the local material permittivity
or conductivity are seen as perturbations of the probe impedance (the load). Provided
the phase of the reflection is suitably calibrated, it can be shown that the Real part
of the reflection is sensitive to the local conductivity and the Imaginary part of the
reflection is sensitive to the permittivity. The signals can be collected as amap (image)
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of the local variations in the two images associated with the Re and Im output, σ and
ε, respectively.

In a simplified way, an AFM probe in close proximity to a sample surface can be
considered as a tiny leaky capacitor with an impedance. The reflection as illustrated
in a typical sMIM image can be thought of as a small echo from a tiny parallel plate
capacitor (probe-sample interface). The reflection depends on Ztip, which depends
on the capacitance, C, and the resistance, R, of this tiny parallel plate capacitor. As
C and R change the reflection changes. So, as we move across the sample surface
and build up an image of the reflection, we are imaging variations in C and R that
depend on permittivity and conductivity.

12.2.3 Technique Benefits

If we consider the use of RF near-field from the measurement point of view, one
can categorize the benefits of the technique into core responses: (1) single electrode
measurement, (2) measure buried structures, (3) monotonic with the permittivity,
and (4) monotonic with doping concentration.

12.2.4 Single Electrode Measurement

sMIM operates at RF frequencies high enough that the method can be thought of
as a single electrode transport measurement. This single-electrode approach can be
used with materials where it is difficult to introduce ground return path of the kind
used for conductive AFM. An example of this approach is the Tselev liquid cell [23].
The configuration separates the probe, which is kept dry, from the liquid. It takes
advantage of the ability of the microwaves to penetrate a very thin membrane so the
sample can be imaged while eliminating complexities associated with probe-liquid
interactions. The single-electrode approach can be helpful when applied to many
material systems including ferroelectrics and energy materials. Another example,
measuring buried charge, is discussed in the next section.

12.2.5 Measuring Buried Structures

Microwave impedance microscopy can leverage the advantages of long-range cou-
pling to the sample as do other high frequency techniques. The measurements rely
on the capacitive coupling to the sample, which requires no electrode to the sample,
in comparison to lower frequency techniques, such as conductive AFM or scanning
spread resistance microscopy, scanning kelvin probe microscopy, and scanning elec-
trostatic force microscopy. This greatly reduces sample preparation complexity. In
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Fig. 12.2 aTopography of a backside polished FPGAnon-volatilememory array.b sMIM image of
stored charge imaged a specific location in thememory array under ~100 nmof Si. Themeasurement
used only the probe tip as a single electrode with no bias or grounding required. Data collected by
PrimeNano

conductive AFM, high tip-sample contact resistance can greatly compromise the sig-
nal and the measurement is difficult or not possible for a sample with native oxide.
This problem is substantially decreased at microwave frequencies. sMIM can detect
structures under the surface, which is important for studying buried circuits or a
two-dimensional electron gas in a quantum well.

The ability to measure the presence or absence of charge is another attribute of
sMIM which is useful for device physics, failure analysis, as well as basic studies.
Figure 12.2 illustrates a FPGA that was previously programmed and then thinned
from the backside. Polishing resulted in a shallow residual silicon thickness ramp
ranging from 100s of nm’s to 0 nm thickness. Figure 12.2b shows there was a strong
sMIM signal response from stored charge buried under ~100 nm Si thickness. The
figure indicates how it is possible to detectwhichmemory cells had been programmed
with charge, which enables connecting with the 1’s and 0’s of the programmed data.
In contrast, Fig. 12.2a shows the topography of the same surface. The rather contrast-
free topographic response above the buried charge illustrates how it was not possible
to detect evidence of the buried stored charge by using topography.

Figure 12.3 shows imaging of a buried SiO2 oxide pattern. The SiO2 is readily
observed through the 35 nm thick Si3N4 layer. Capacitive contrast imaging can
be accomplished for structures buried even deeper. Generally, wider features can
be imaged more deeply than narrower features. Figure 12.8 below discusses an
additional example of measurement of buried structures, which may also be relevant
towards future experimental quantum device fabrication [24].
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Fig. 12.3 a Drawing of a buried patterned oxide structure. The SiO2 oxide surface of 90 nm tall
SiO2 pillars is buried 35 nm below the top of the 125 nm thick Si3N4 layer. b Topography of Si3N4
surface after planarization. The image was flattened. c Average height profile across buried SiO2
features. A residual 1.5 nm feature remains at the edge of the SiO2 region after planarization. The
surface of the Si3N4 above the SiO2 layer sits 0.15 nm taller than the surface of the Si3N4 layer
between the SiO2 regions. d sMIM-C signal from the identical region in (b). The sMIM-C signal
measured with the tip retracted 500 nm away from the surface is subtracted from the in-contact
sMIM-C signal to remove background and drift effects. The image was flattened and filtered with
a 5-point median filter. e Average sMIM-C profile across the SiO2 and Si3N4 regions. A strong
66 mV contrast sMIM-C signal is seen from the SiO2 region buried 35 nm below the surface of the
Si3N4. Data collected by PrimeNano

12.2.6 Monotonic with Permittivity

Figure 12.4 shows sMIM-Cmeasured on various bulk dielectrics with dielectric con-
stants from approximately 2–500. The measured values are shown as black circles,
after subtracting for background, drift and normalizing the values with respect to
the probe radius. The graph shows a clear linear relationship between sMIM-C and
the log of the permittivity. The red squares shown in Fig. 12.4 are from a model
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Fig. 12.4 Modeled
admittance versus dielectric
value (in red) linearly scaled
and overlayed with
experimentally measured
sMIM signal versus
dielectric value (in blue) for
a set of bulk crystal dielectric
samples. Data collected by
PrimeNano

that originates with a finite-element calculation of the tip-sample admittance for the
conical geometry of the sMIM probe. The origins of the log(ε) dependence can be
seen in analytical models for spherically terminated conical tips above and in contact
with linear materials.

12.2.7 Monotonic with Log Doping Concentration

For sMIM measurements on non-linear materials, such as doped semiconductors,
the tip-sample bias influences the tip-sample impedance, or, more conveniently, the
reciprocal of the tip-sample impedance, the tip-sample admittance,Ytip-sample.Aswith
linear samples, the sMIM signals are still proportional to the imaginary and real parts
of Ytip-sample, the capacitance and conductance below the tip-sample interface, but the
capacitance and conductance now depend on the local permittivity and conductivity
of the sample under the tip as well as on the geometry of the depletion layer. The
depletion-layer geometry, in turn, depends on the tip-sample potential difference and
on the doping level of the semiconductor. Analytical solutions exist for one dimen-
sional geometries, and these can be used to model the results from macroscopic
parallel-plate metal-oxide-semiconductor structures. A lumped-element approxima-
tion for an sMIM tip on an oxide-coated semiconductor and expressions from a delta
depletion model for depletion-layer thickness can be used to examine trends.

Figure 12.5a shows the classic parallel plate model for describing a two-terminal
metal-oxide-semiconductor (MOS) device. Since depletion-layer geometry has a
strong impact on sMIM signals and the depletion-layer geometry varies with tip-
sample voltage and with doping, varying the tip-sample voltage is a way to charac-
terize semiconductor materials and devices, particularly the local doping level under
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Fig. 12.5 a Schematic of the classical MOS capacitor configuration. The gate electrode is analo-
gous to the sMIM probe contacting the sample surface. The MOS capacitor can be treated as two
series capacitors, one with fixed capacitance from the oxide layer in series with a depletion layer
capacitance that varieswith applied voltage.bCapacitance-voltage curves fromparallel-platemodel
simulated with COMSOL illustrates sMIM sensitivity to semiconductor doping level. The oxide
thickness was 10 nm and the doping was p-type. The model shows the relationship of the capaci-
tance (and analogously, the sMIMmeasurement) measurement on the depletion-layer thickness for
various doping concentrations. Data collected by PrimeNano

the tip (or electrode in the case of patterned samples with electrodes present). This is
similar to capacitance vs. voltage curves from macroscopic samples commonly used
to characterize semiconductor materials and test structures. Figure 12.5b presents the
classical MOS capacitor parallel plate model, here numerically generated for a range
of doping concentration levels. But the 1-d delta-depletion and finite-element models
are incomplete since they do not incorporate the geometries for AFM probe-sample
interactions.

Similar to what was observed in the measurements of linear dielectrics shown
in Fig. 12.4 above, where the sMIM signal is proportional to log(ε), experimental
data measured with a sMIM AFM tip on doped semiconductors show sMIM sig-
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(a) Log(NA)=15
Bias=-3V

(c) Log(NA)=15
Bias=0V

(d) Log(NA)=20
Bias=0V

(b) Log(NA)=20
Bias=-3V

(e) (f)

Fig. 12.6 a–d FEMpredictions of themajority carrier hole density in the presence ofmarked biases
on an sMIM probe for the marked p-type doping densities in silicon. Many more such simulations
led to e FEM predictions of C-V curves with the doping specified by the legend. f Calibration of
the probe tip’s capacitance over the various doped samples as a function of their doping density.
Data collected by PrimeNano

nals varying linearly with log([doping concentration]). To confirm the origins of the
log([doping concentration]) behavior, finite-element modeling was used to assess the
depletion-layer geometry for a conical tip, and how this geometry varies for both dop-
ing and applied gate (i.e. tip) voltage. Figure 12.6a shows results for one doping level.

Finite element modelling also allows calculation of the tip-sample capacitance
for each doping level and gate voltage, resulting in C-V curves for the geometry of
an sMIM probe on an oxide coated semiconductor as shown in Fig. 12.6e. Exper-
imental data presented below in this article resemble the model results, suggesting
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that key critical physics are accounted for by the models. Figure 12.6f shows that
the capacitance seen and measured by sMIM is linear in log doping over several
orders of magnitude for doping of practical importance, enabling the possibility of
calibrating sMIM results to invert for doping density.

12.3 Characterization of Nanomaterials with sMIM

12.3.1 Dielectric Materials

Some of the earliest work with near-field microwave microscopy was in the area of
mapping dielectric constant variation within a sample. This included work to rapidly
assess combinatorial material libraries showing compositional variation of dielectric
constant and loss tangent in the dopedBaxSr1−xTiO3 library [25], correlated scanning
electronmicroscopy (SEM) andmicrowavemicroscopy of a the complexmicrostruc-
tures related to a diffusion couple of CaTiO3 and MgTiO3 detailing the variations in
the local dielectric properties and the phase evolution during solidification [26], and
variation of dielectric constant due to secondary phases in the Ba(Mg1/3Ta2/3)O3 and
Ba2Ti9O20 [27]. More recent tip-based work include the examination of both linear
and nonlinear dielectric constants of BaTiO3–CoFe2O4 (BTO–CFO) as a function of
temperature and electric fields [28]. One of the first instances of near-fieldmicrowave
imaging realized with scanning probe was by K. Lai et al. demonstrating contrast on
semiconductingmaterialswhichwill be discussed in the next section [29]. Proper cal-
ibration techniques utilizing sMIMor equivalent techniques allow dielectric constant
mapping with well characterized systems/films and tips [30]. For example, high res-
olution dielectric characterization of mineral inclusions in rock was performed with
sMIM where a calibrated dielectric constant map was correlated to elemental map-
ping collected with scanning electron microscopy coupled with energy dispersive
X-ray (SEM/EDX) spectroscopy [5].

12.3.2 Semiconducting Materials

Due to significant commercial interest in understanding nanoscale dopant distribu-
tion in modern integrated circuits, near-field microscopy in general, and sMIM in
particular, has proved to be a logical technique for examining doping concentrations.
Efforts have beenmade to study semiconducting samples using scanning capacitance
microscopy (SCM) [31], but the technique suffers from some limitations, including
a necessary backplane electrode and a non-monotonic signal response which has
limited the quantitative imaging of such structures [32, 33]. Near-field microwave
measurements overcome both of these weaknesses. For example, Fig. 12.7a shows
the monotonic signal response of sMIM as it is scanned over an epi-layer staircase
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Fig. 12.7 Details of stair step sample aMIM-C image of IMEC staircase T8 & T9 bonded together
face-to-face forming a continuous region with both p-type and n-type doping. The graph in b is the
average profile of the doped steps. Data collected by PrimeNano

silicon wafer (IMEC, Belgium, part number T8_3 and T9) bonded together, face-
to-face, to form a single region with both p-type and n-type doping. The graph in
Fig. 12.7b is the average profile MIM values for the doping levels. Each step repre-
sents a different progressive doping level of the calibration reference.

The first probe near-field microwave examination of doped silicon was in 2003
utilizing an STM to image 1018 atoms/cm3 boron doped silicon adjacent to undoped
regions and showing clear sub-nanometer resolution [34]. In the development of
the sMIM technique by K. Lai et al. imaging contrast was demonstrated between
implanted n-type regions in background p doping [1]. Similar results were shown in
related scanning probe based near-fieldmicrowave imaging of doped semiconductors
demonstrating a clear monotonic response of dC/dV signals and a calibrated C-V
curves on both n and p doped silicon with doping concentrations ranging from 1015

to 1020 atoms/cm3 [3]. sMIM was used to map of doping concentrations in both
n- and p-type staircase samples and commercial SRAM samples with both n- and
p- channels, lightly doped drains, and p-epi and n-well regions [35]. They were
also able to distinguish subtle regions of contrast attributed to thin dopant ions that
penetrated through the protective layers during heavy implantation steps which was
not seen in other studies. Several groups have published works focused on improving
the accuracy of measuring doping concentrations [36, 37], as well as calibration of
measured capacitance values showing ~0.1 fF resolution on test structures [3, 30,
38, 39]. Similar examination of variable dopant density staircase samples in GaAs
with regions of Si n-doped GaAs with ranges from 3.6 × 1016 cm−3 to 5.5 × 1018

cm−3 could be distinguished with probe-based near-field microwave techniques, as
well as the local examination of a p-n junction GaAs [40].

Recently, near-field microwave microscopy has been used to non-destructively
examine buried, atomically-thin, highly phosphorous doped silicon nanostructures
fabricated via the hydrogen resist lithography [41–43]. These so-called δ-layer nanos-
tructures can be as small as a single phosphorous dopant up to features of several
microns with dopant densities as high as ~1014 cm−2, far in excess of the metal-
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Fig. 12.8 a sMIM topography image and corresponding b sMIM capacitive image of buried reso-
lution test structure in same orientation in (a). An averaged line cut across c line 1 (32 nm grating)
showing no resolved lines and d line 2 (100 nm line spacing) showing resolved lines from (b).
Reprinted from [44], 2017, with permission from Elsevier

insulator transition in Si [44]. Gramse et al. examined such structures with variable
dopant density and distances from the silicon surface [43]. By examining a series
of nanostructures patterned at different depths they were able to clearly distinguish
3 different doping density levels at both 4 and 9 nm from the surface, and through
modeling and measurements to establish that as few as 103 atoms in a 25 × 25 nm2

can be distinguished at 1 nm from the sample surface.
Scrymgeour et al. examined the resolution of the sMIM technique by creating and

examining a series line pairs composed of ~10 nm wide δ-layer lines via hydrogen
resist lithography [24]. The lines were arranged with variable pitches varying from
4 nm (fully depassivated surface) up to spacing as wide as 136 nm at a depth of
approximately 30 nmbelow the surface. The sMIMcapacitive image of the resolution
tester is shown in Fig. 12.8b. The tip was capable of resolving individual lines at
pitches greater than 88 nm. It was observed during wear studies that even after 28 h
of continuous scanning which blunted the tip to a 1 μm plateau, it was possible to
readily resolve 136 nm line pair, indicating that resolution of sMIM is ultimately
more complicated than simply tip size.

The high resolution offered by scanning probe based near-field microwave
microscopy is ideal for studying nanostructured semiconductors. Being able to apply
biases directly to the tip helps to illuminate carrier dynamics within the nanowire that
are ordinarily not observable. The p-n junction in a GaAs nanowire was examined
by near-field microwave microscopy with dc tip biases ranging from 0 to 7 V which
obviated the need for external electric connection to nanowire [45]. An apparent
width of 1 μm was measured for the depletion region along with an observable shift
in the width of the depletion region into the p-type region with increasing negative tip
biases. Studies of a hexagonal GaN nanowire with near-field microwave microscopy
combined with scanning gate microcopy show significant lateral variations in free
carrier concentrations, and differences in electronic properties between nanowire
facets and vertices attributed to band bending at the vertices [47].
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Fig. 12.9 a Deflection (derivative of topography) image and b corresponding capacitance image
for an sMIM scan. For this measurement, the tip and the sample were both electrically grounded.
The sample’s rms roughness was 22 nm. Sample grain (G) and grain boundary (GB) positions have
been marked. The scale bar is 400 nm. Reprinted from [48], with permission of AIP Publishing

Other semiconducting materials with variable electrical properties arising from
material inhomogeneity such as grain boundaries or multiple phases have been stud-
ied with near-field microwave microscopy. One of the first studies was performed
in an operational photovoltaic Cu(In,Ga)Se2 (CIGS) sample looking at the material
in both the dark and light state, revealing state-dependent contrast associated with
light-generated charge reducing the depleted regions of thematerial [47]. Recently, as
shown in Fig. 12.9, sMIMwas used to image the surfaces of photovoltaic CdTe films
annealed with CdCl2 to show grain boundary carrier depletion that was not present
for unannealed bulk films [48]. Similarly, nanoribbons of In2Se3 were shown to be
inhomogeneous due to the presence of multiple local phases with resistivity values
of over 6 orders of magnitude variation [49].

12.3.3 2D Materials

There is a lot of excitement behind 2D materials related to their novel mechani-
cal, transport, and electrical behaviors which can be vastly different from their 3D
varieties [50, 51]. Scanning probe based near-field microwave techniques are well
suited for investigating 2Dmaterials and their novel electronic properties. Of special
interest to sMIM is the direct study of their electrical properties which can be pro-
foundly influenced by inadvertent modification through either oxidation or damage
associated with electrode fabrication. Near-field scanning microscopy techniques
and sMIM in particular are ideal for studying these materials because they can per-
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Fig. 12.10 Electrical connection between overlapped graphene sheets imaged with microwave
microscopy (a, b). Examples of topographic and MIM images, respectively, of graphene sheet. The
MIM-C images clearly display the electrically connected pieces as the same color. All scale bars
are 200 nm. Reprinted with permission from [52]. Copyright 2009 American Chemical Society

form direct electrical characterizationwithout the need of external electrodes or other
sample preparations.

One of the first studies was of both exfoliated pristine and chemically derived
graphene with conductivities varying over several orders of magnitude [52]. A strong
contrastwas observed in themicrowave capacitive image related to sample conductiv-
ity, with lower quality higher defect samples have low and inhomogeneous response
while the pristine graphene had strong and uniform response proportional to exam-
ined graphene area. The microwave imaging was also able to verify the electrical
contact between overlapping graphene pieces as shown in Fig. 12.10.

Exfoliated nanoribbons ofBi2Se3 examinedbymicrowave impedancemicroscopy
shows that the layers only become highly conductive at thicknesses greater than
three quintuple layers (two Bi and three Se atomic sheets bonded together) [53]. A
thickness-dependent dielectric constant in nanoflakes of In2Se3 was directly mea-
sured with sMIM and confirmed against similar literature results measured with par-
allel plate capacitors geometry showing the strength of minimal sample preparation
before measurement [54].

Mesoscale imperfections in vapor transport grown MoS2 atomic layers where
studied by sMIM, which was able to provide direct nanoscale characterization of the
dendritic ad-layers and grain boundaries defects [55]. More recent work examined
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MoS2 and doped WSe2 by near-field scanning microwave microscopy in combina-
tion with applied tip biases to explore electronic structure and local effects of surface
contaminants [57]. Scanning microwave impedance microscopy has been used to
study the thermal oxidation of WSe2 nanosheets [57]. In near-field microwave mea-
surements correlated to local Raman measurements, the authors were able to show
that thermal oxidation starts at the edge of the sheets and propagates laterally toward
the middle. The technique has sufficient resolution to indicate non-uniform con-
ductivities with the nanoribbons attributed to partial oxidation to room temperature
conductive sub-stoichiometric WO3−x.

Finally, recent work has been performed studying the stability in air of encapsu-
lated black phosphorous, a 2D material which degrades through photo-oxidation to
phosphoric acid [58, 59]. Both works show via sMIM and other near-fieldmicrowave
techniques, the time dependence of the electrical properties related to their decom-
position in air and the effectiveness of different encapsulation methods [58, 59].

12.3.4 Quantum Materials

Because scanning microwave impedance microscopy (sMIM) is useful in mapping
the spatial dependence of metallic behavior, it has also proven useful in the study
of quantum materials, which can have spatially distinct metallic and non-metallic
regions. Quantummaterials are defined by the emergence of electronic and magnetic
phases that are not perturbative extensions of the behavior found in simple metals,
insulators, and magnets [60, 61].

Reductively, quantum materials come in two flavors [62]. The first of these
contains some long-range order characterized by a local order parameter [63]
(Fig. 12.11). Tuning amaterial parameter, like doping or strain, can induce a quantum
phase transition into/out of the ordered phase [64]. Real samples often have extrinsic
and intrinsic inhomogeneities, resulting in the local value of the tuning parameter
being either below or above the critical value. This can result in different parts of
the sample locally having a zero or a non-zero order parameter. Should the ordered
phase have a different metallicity than the other phases in the phase diagram, which
is common, a spatial map of the microwave response can be used to reveal whether
a given region of the sample is ordered [65].

The second flavor of quantum materials contains a non-local kind of symmetry
in the quantum wave function, resulting in so-called topological order [66]. The
boundary between a topological material and a trivial material (including vacuum)
supports protected in-gap states (Fig. 12.12). These in-gap states are protected from
local sources of noise or dissipation by the topological order, and have been the
subject of tremendous interest for application to low-dissipation transport [67] and
low-decoherence quantum information [68]. Inmany interesting cases, both the topo-
logical state and the boundary are exposed near the surface, as is the case with a 2D
insulator, with the 1D boundary state being metallic, or a 3D insulator confined to a
1D wire, with 0D in-gap states at the ends of the wire.
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The spatial dependence of metallic response can reveal important details about
both the nature of the twodomains in a quantummaterial near a phase transition, or the
mechanismdriving a quantumphase transition. Patchymetallic and insulating islands
can suggest a dopant inhomogeneity-driven metal-to-insulator transition [69, 70]. In
cases where the quantum phase transition is driven by strain, these domains will
instead be quasi-periodic 1D stripes. Data near a phase transition has also been used
to reveal the nature of the phases themselves. For example, the enhanced conductivity
between domains in manganites have been used to intuit the charge ordering on both
sides of a ferroelectric/anti-ferroelectric phase transition [8, 9, 71].

A particularly compelling demonstration of the power of near-field microwave
imaging in understanding phase transitions both in and out of equilibrium has been
accomplished for themetal-to-insulator transition inVO2 [72, 73]. Vanadiumdioxide
has a well-known structural phase transition between a high symmetry tetragonal
phase and a broken symmetry monoclinic phase below 68 °C (Fig. 12.13a). The
low-temperature phase is a strongly correlated Mott insulator (Fig. 12.13c), while
the high temperature phase is a correlated metal. Spatial maps of the amplitude
of the reflected microwave signal show an increase in metallic stripe-like metallic
features when warming towards the transition out of the insulating phase, eventually
giving way to a grainy metallic phase above the transition (Fig. 12.13b). The 1D
quasiperiodic nature of the pattern is stereotypical of a strain-driven inhomogeneity
near a phase transition.

As quantum materials attract greater attention for applications, there is a growing
need to examine what happens to quantum phases in conditions that approximate
device operation, which are well suited to scanning microwave techniques. In con-
trast, these conditions are often a challenge for traditional material characterization
tools, which need large (homogeneous) samples or long averaging times to get good
signal-to-noise ratios. Figure 12.13d, e show a simple vanadium dioxide device that

Fig. 12.11 aCartoon illustration of a quantum phase transitionwith tuning parameter X and critical
point XC. b Real space map of a slightly inhomogeneous sample, where different regions α and β

have different local values of X, meaning some regions of the sample are in the ordered phase and
others are not. A simple instantiation would be X being doping, the ordered phase being a correlated
insulator, and the disordered phase being metallic
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Fig. 12.12 A topologically interesting gapped 2D material a surrounded by a topologically trivial
gapped material. The boundary b supports metallic in-gap states

Fig. 12.13 a Low temperaturemonoclinic (light solid lines) and high-temperature tetragonal (thick
solid lines) arrangement of V atoms in vanadium dioxide. b AFM (top) and reflected microwave
power (bottom) images of vanadium dioxide platelet at 330K, 334K, and 334/336K. c Temperature
dependence ofDC resistivity through themetal-insulator transition.d, eReflectedmicrowave power
of a vanadium dioxide film between source and drain contacts, with the current passed through the
contacts is indicated at the top of the panel. Reprinted with permission from [73] for (a, b) and [72]
for (c, d, e). Copyright 2010 and 2013 American Chemical Society.
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uses an electric field to drive the transition to the metallic phase at a temperature
slightly on the insulating side of the transition (Fig. 12.13c). The simultaneously
acquired microwave reflectance shows that the current is not carried uniformly by
the vanadium dioxide channel. Rather, a metallic filament forms to carry the current,
and the filament expands to occupy the entirety of the channel as the drive current is
increased.

Scanning microwave techniques have also recently been used to visualize the
1D metallic states at the edge of topologically protected 2D systems. Conceptually,
the simplest to understand are the results on the integer quantum Hall state of two-
dimensional electron gases [74, 75]. Figure 12.14a shows data from an etch-defined
island in a shallow GaAs/AlGaAs heterostructure at low temperature and a magnetic
field where we expect both bulk and edge state conduction. The imaginary part of
the reflectance shows both a moderately conducting bulk and a highly conductive
1D edge surrounding it. The real part of the conductance indicates that there is an
insulating strip that separates the two. Comparing the magnetic field dependence of
these with the resistivity reinforces this interpretation. When the resistivity goes to
zero, the bulk states are gapped out, and conductivity is only through the metallic
edge states. Indeed, concomitantly, the position-dependent microwave signal drops
in the bulk, while the signal remains strong at the edge.

More broadly, local microwave techniques have been used to not only confirm
expected characteristics of the quantum Hall state, but also reveal surprising details
about the nature of the edge states in graphene [76] and 2D topological insulators [77].
Counterintuitively, spatial signatures of the edge state of graphene were not coinci-
dent with observation of quantum Hall resistivity plateaus as a function of applied
magnetic field. In the 2D topological insulator, zero-field edge states were only seen
in samples beyond a critical thickness, in agreementwith electrical transport. Counter
to intuition, these edge states persisted to an applied field of 9T, although the origin
of this behavior remains unknown.

12.4 Summary and Conclusion

As timemarches on, the variety of electrical devices continues to proliferate. Smaller
feature size and devices, new materials, new process techniques, higher analog and
digital frequencies, lower and higher power and lower and higher temperature all
share a common need for improved electrical characterization capability and the
attributes of sMIM are anticipated to support that trend. sMIM is a flexible electrical
measurement technique that is being applied to an ever-broadening scope of applica-
tions. It directly senses electrical properties that are relevant to devices that operate
at RF and microwave frequencies. Being a RF technique, it is used to measure both
conductive and insulating samples in both bulk and thin film form and is not impeded
by the presence of thin insulating layers on surfaces. It can examine local variations of
electrical properties both in the quiescent state as well as when the material or device
is excited such as by electrical or optical stimulation. It can characterize large sized
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Fig. 12.14 a SMIM image of a shallow 2DEG at non-integer filling factor. b Field and linear dis-
tance dependence the imaginary part of the reflected signal, showing correspondence of the SMIM
and resistivity signals. Reprinted (a) with permission from [74]. Copyright 2011 by the Ameri-
can Physical Society. http://dx.doi.org/10.1103/PhysRevLett.107.176809 (b) is reprinted from [75]
under the Creative Commons Attribution-NonCommercial-ShareAlike 3.0 license

features as well as to reach down to nanoscale dimensions. Being probe-based, it can
directly image position-dependent variations of electrical states. It directly measures
device response as well as reach into buried devices through plugs or interconnects.
Since it can operate at cryogenic temperatures, it is well suited for characterizing
materials and devices that may be relevant for quantum computing.

sMIMcontinues to evolve andbe applied to a growing rangeofmaterials and appli-
cations. An area of development where Near-Field Microwave Microscopy will be
valuable is in the quantification of dielectrics and doping concentration. As has been
discussed previously in this chapter sMIM has a monotonic response with dielec-
tric value and doping concentration. With further development of the modeling and
refinements in the experimental technology, there are promising developments to
make such measurements routine. Some hurdles that will need to be overcome to
achieve a routine implementation for quantitative measurements are better under-
standing of the effects of the sample surface conditions, a method of calibration that

http://dx.doi.org/10.1103/PhysRevLett.107.176809
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addresses the probe tip radius and changing probe conditions, and the maturing of
models that can better predict a systems response and be used to guide the conversion
of the sMIM response to the corresponding physical unit of interest.

Near-field microwave microscopy will be combined with other techniques utiliz-
ing different frequencies of light to further the understanding of material’s behavior.
By integrating different wavelengths of light a large dynamic range of signals is avail-
able to measure the system response. Overlaying a range of measurements will allow
the study of local regions without the requirement to change setup and find the same
region to measure with different techniques. By further combining higher frequency
with low frequency or DC methods novel behavior may be discovered. Finally, all
electronic and charge transportmechanisms in realmaterials can exhibit variable tem-
poral response. Teasing out these dependencies with respect to time can help guide
making improvements to materials. For example it could help guide improving ionic
conductors and photovoltaic cells by modifying grain boundary properties which
trap and hinder charge flow. Coupling sMIM and microwave imaging to electrical
pump-probe type experiments and studying the temporal movement of charge and
charge conductors through materials offer another powerful technique to understand
nanoelectronic materials.

The application of scanning microwave techniques to the field of quantum mate-
rials holds promise. As researchers advance these materials to applications, which
will certainly involve integrating the material into some mesoscopic heterogeneous
device, scanning microwave techniques will be uniquely useful for characterization
in integrated structures. Simply knowing that the electronic phase of the material is
the same expected from bulk samples is a key piece of metrology. The only intrinsic
limitations of the technique in this regard is the limitation identifying only metal-to-
insulator transitions, and only 2D topological materials (not possible to see the bulk
in a 3D topological material). Obviously, the broad application to a wider variety of
quantum materials than has been studied to date is also likely.
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