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Abstract. Recently the video surveillance market has developed rapidly, but
judging whether there is abnormal behavior in the video relying on manpower is
too expensive. Therefore, a method is needed to identify the abnormal behavior
automatically. Scholars at home and abroad have done in-depth research on
video abnormal events detection in different scenarios. However, the current
detection technology still needs improvement in the speed of the algorithm.
From this point of view, this paper proposes a video abnormal event detection
method based on hierarchical clustering.
In order to construct the sparse coefficient matrix more accurately and

quickly, the hierarchical clustering is introduced into sparse coding in this paper.
And the structure information of the sparse coefficient matrix is used as the
clustering criteria, which improves the standard group sparse coding method. In
addition, the BK-SVD algorithm is used to train the dictionary so that we can
further improve the speed of the algorithm through dictionary division. In the
experimental part, we prove that the proposed algorithm has great performance
in frame level and pixel level in MATLAB environment.

Keywords: Video abnormal event detection � Dictionary learning �
Sparse coding

1 Introduction

Nowadays, video anomaly detection technology attracts more and more attention
because video surveillance has a wide range of applications in various fields such as
production and life. It is too expensive to judge whether there is abnormal behavior in
the surveillance video relying solely on manpower. Therefore, we urgently need a
technology that can automatically recognize abnormal behavior.

The difficulty of detecting anomalies is diverse in different scenes. And the research
on dense scenes is the most challenging but also the most practical work. This paper
proposes a video anomaly detection algorithm based on hierarchical clustering for
video anomaly detection in dense scenes. The algorithm can automatically detect
abnormal behaviors and meet the needs of practical applications.

In the work of abnormal event detection, there are mainly three parts that need to be
solved, namely feature extraction, dictionary learning and sparse coding. At present,
previous researches have focus on feature extraction methods. However, dictionary
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learning and sparse coding algorithms still need more in-depth research. Therefore, the
content of this paper mainly focuses on these two parts.

In the field of dictionary learning and sparse coding, a relatively new and effective
idea is to consider the structural characteristics of the dictionary or the sparse matrix,
and add some constraints during dictionary learning and coefficient matrix construction
to make the trained dictionary reconstruct the original information more accurately.
However, there is always a general deficiency in this kind of ideas. This is because the
artificially defined constraints always have certain limitations, which leads to some
deviations from the restoration of the original features. Therefore, this paper supposes
to improve the way in which artificial constraints are formulated. In addition, the idea
of dictionary division also plays a dominant role in dictionary learning, because the
division of sub-dictionary is beneficial to reduce the computation time and improve the
robustness of the algorithm. Therefore, this paper uses the idea of dictionary parti-
tioning and hierarchical clustering to automatically fuse atoms in the dictionary, which
greatly improves the accuracy and speed of abnormal event detection.

The contributions of this paper: (1) On the basis of making full use of the structure
of the sparse coefficient matrix, hierarchical clustering is used in the sparse represen-
tation. (2) BK-SVD is used in the dictionary learning process. Blocking the dictionary
atom helps to improve the speed of dictionary training. (3) Deformation of the
reconstruction error by the least squares method makes it easier to judge the abnor-
mality in experiments.

2 Related Work

2.1 Trajectory-Based Video Anomaly Detection

In the sparse scene, the complexity of the feature is not high (this complexity generally
refers to the dimension of the feature) because there is no occlusion. Therefore,
detecting anomalies by analyzing motion trajectories is more robust. The process of
obtaining the trajectory is actually the process of dividing the input video into video
blocks of a specified size. Since the video block cannot be directly analyzed quanti-
tatively, the trajectory need to be described by the model. And then the algorithm is
used to analyze the obtained trajectory.

Scholars of Northwestern University proposed a dynamic hierarchical clustering
anomaly detection method based on trajectory [1]. The author first described the target
trajectory with HMM model. The distance between different trajectories calculated by
the Bayesian information criterion is used as the criterion for the similarity. The cluster
of the target is then obtained by the 2-depth greedy algorithm. After each clustering, all
remaining trajectories are retrained and classified to achieve the effect of dynamic
clustering. The algorithm has a good effect on the accuracy of detection and the speed
of the algorithm, so it is of great significance to promote the development of video
anomaly detection technology.
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2.2 Population-Based Video Anomaly Detection

In dense scenes, it is not easy to analyze the video directly because each frame contains
numerous complex information. We often selectively extract features of each frame in
the video, and then describe them by the dictionary and sparse coefficient matrix. In
different algorithms, the way to train the dictionary is diverse. But all algorithms are for
strong generalization ability of the dictionary, and the trained dictionary can meet the
speed requirements of practical application.

Scholars have proposed many excellent algorithms for the crowd-based video
anomaly detection. These algorithms have achieved good detection results in practical
applications.

The scholars from Aalborg University [2] proposed an unsupervised dictionary
learning method. The authors paid attention to the distribution problem of sparse
coefficient matrix. They not only used reconstruction error as the criterion for judging
anomalies, but also believed that features corresponding to dense non-zero coefficients
are basically normal. Therefore, dictionary corresponding to normal behavior was
trained and then linked into a complete dictionary corresponding to all normal
behaviors. The dictionary was supplemented with atoms corresponding to dense non-
zero coefficients in order to obtain a higher recovery dictionary. However, this algo-
rithm does not focus on the speed problem, so it is not suitable for scenarios with lots of
operations.

Scholars from the Chinese Academy of Sciences have proposed a structural dic-
tionary learning method for complex scenes [3]. The authors believe that the sparse
coefficient matrix corresponding to normal features are similar in many ways, so the
normal features will have resemble sparse representations. And the authors also believe
that features that are close to the normal feature space are basically normal, so the
sparse matrices of features with smaller spatial distances are similar. The authors use
these two spatial structure features as constraints for dictionary learning and coefficient
matrix construction, which obtain relatively high precision in the detection of abnormal
events.

Professors of Tianjin Normal University proposed a method for detecting abnormal
events by compact and low rank sparse learning (CLSR) [4]. The authors believe that
the characteristics corresponding to normal behavior are similar, so the dictionary
trained has low rank. The author also believes that the sparse matrices corresponding to
normal behavior are similar, so the tightness rule is proposed to constrain the con-
struction of sparse coefficient matrices. Compared with many algorithms that ignore
structural information, the experimental part of the paper verifies that the method of
dictionary learning and sparse coefficient construction under the low rank rule and the
tightness rule improves the detection accuracy.

Scholars from the Chinese University of Hong Kong have proposed a fast dic-
tionary learning method [5], which can achieve a detection rate of 140–150 frames per
second in MATLAB software. This paper automatically combines the dictionary atoms
(columns in the dictionary) but it need promise the sufficient number of combinations
and minimum reconstruction error. Finally, a target dictionary composed of many sub-
dictionaries is formed. Since the fusion process of the sub-dictionary is automatic and
the dictionary is sequentially updated by sub-dictionary, the speed of the algorithm is
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guaranteed. At present, the idea of dictionary division plays an important role in
dictionary learning, because it may has a positive effect on algorithm speed, algorithm
robustness or algorithm accuracy.

Zelnik-Manor scholars proposed a method of dictionary optimization using block
sparse representation [6]. The author proposes a BK-SVD (block K-singular value
decomposition) dictionary training method, which is a breakthrough in the research of
dictionary learning. We are more familiar with the K-SVD dictionary construction
method, in which the dictionary atom is updated column by column. Comparatively,
the block updating strategy in the BK-SVD algorithm can help to improve the update
speed. This paper also takes the speed of updating into consideration, so the BK-SVD
algorithm is adopted.

Based on references [7–13], we can understand that there are two main types of
algorithms with good performance in the field of sparse coding representation, namely
greedy algorithm and L1 norm approximation, respectively. Greedy algorithms include
MP, OMP, StOMP and there are mainly BP and FOCUSS in L1 norm approximation
algorithms. According to the literature, we can discover that the greedy algorithm is
faster and more suitable for larger computing needs. Since research in this paper is
aimed at dense scenes with crowds which means a lot of operations, we adopt the
greedy algorithm in the sparse coding part. In addition, this paper takes advantage of
the structural characteristics of the sparse coefficient matrix itself and utilizes it as the
clustering criterion for hierarchical clustering.

This paper studies crowded and complex scenarios, so we detect the anomalies
based on the crowd.

In summary, it can be clearly recognized that there are many excellent algorithms in
dictionary learning and sparse matrix construction, but basically no algorithm can meet
the requirements of practical application for both calculation speed and accuracy. It
means that there is still a long way to go. We not only need to construct a sparse
coefficient matrix and a dictionary which can describe the training samples, but also
require the dictionary to have generalization ability. Otherwise, it will increase the
missed detection and misjudgment of abnormal events.

The paper is organized as follows: Section 1 presents an overview of the back-
ground of the topic. Section 2 introduces the related work. Section 3 discusses the
sparse coding algorithm for video anomaly detection. In Sect. 4, this paper refers to the
K-SVD algorithm and the BK-SVD algorithm in details, followed by comparison of
experimental results and conclusion in Sect. 5.

3 Sparse Coding Based on Hierarchical Clustering

3.1 Several Basic Clustering Methods

Clustering is to divide a data set into several disjoint subsets according to the specified
criteria. There are great similarities among data in the same subset and little similarities
between different subsets.
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Prototype Clustering. The K-means algorithm [14] is a typical prototype clustering
algorithm. The clustering process is the process of minimizing the square error. At this
time, each object closely surrounds the mean of all objects within the cluster. The
process of clustering is not easy, because there is no prior knowledge about this dataset
and there is not any tag information. Therefore, it needs to find the cluster corre-
sponding to the least square error which is actually an NP-hard problem. Applying the
greedy algorithm to solve such clustering problems and find the optimal clustering
results by continuous iterative optimization. The learning vector quantization algorithm
[15, 16] is also a type of prototype clustering, but the difference is that it assumes that
the data samples have category markers.

Hierarchical Clustering. The [17–20] is divided into two categories: “top-down” and
“bottom-up” [21]. The “top-down” algorithm, also known as the divisive method, treats
the collection to be classified as a large class. And after each iteration, smaller classes
will be generated. The “bottom-up” algorithm can also be known as the agglomerative
method. In this algorithm, each element in the set to be classified is regarded as a class,
and the number of classes decreases every iteration.

The amount of data in this paper is relatively large, and the final number of clusters
cannot be determined in advance. Therefore, from the perspective of computational
complexity and algorithm speed, hierarchical clustering is more suitable for sparse
coding. In this paper, the similarity of sparsity degree is taken as the criterion of
clustering, and the maximum size of each clustering set is defined. It is hoped that the
objects with the closest sparsity degree are gathered together. In summary, hierarchical
agglomerative clustering is more suitable for sparse coding in this paper.

Applying hierarchical clustering to sparse coding can also achieve the purpose of
dictionary partitioning. This is because the dictionary atoms corresponding to the
sparse coefficient sub-matrix are automatically aggregated into one piece, and finally
the purpose of dictionary division is achieved.

3.2 Group Sparse Dictionary Learning

Group sparse representation is also an important research direction in machine learning,
and its application is very extensive. The combination of group sparse coding and
dictionary learning has been widely used in the research of image processing. Applying
group sparse and graph rules to medical image denoising and medical image fusion
[22] greatly reduces the distortion probability of the image. This paper also introduces
group sparse idea into the dictionary encoding.

If all the pixels are used to redisplay an image, the calculation speed cannot meet
the requirements of the actual application. This is because there are too many pixels in
each frame. Therefore, a part of the pixels must be selected to construct a dictionary.
And the original image is obtained by multiplying the dictionary with a sparse coef-
ficient matrix. Assuming that the extracted training features are Y = [y1, …, yn], the
corresponding dictionary D = [d1, …, dn] = [D1, …, Dg], di(i = 1, …, n) is the column
vector of dictionary D, Di(i = 1, …, g) is the sub-dictionary, and the sparse coefficient
matrix X ¼ ½XT

1 ; . . .;X
T
L �T, then Y can be represented by the dictionary D and the sparse

coefficient matrix X in the formula (1).
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Y ¼ DX ¼ D1; . . .;Dg
� �

XT
1 ; . . .;X

T
g

� �T
ð1Þ

Among them, Xi(i = 1…g) can be solved by the optimization problem shown by
Eq. (2), and its physical meaning is that each sub-matrix in the sparse coefficient matrix
is desirably as sparse as possible.

min
X

Xk k0;i subject to Y ¼ DX; i ¼ 1; . . .g ð2Þ

In addition, the L0 norm’s calculation is difficult, so the L0 norm will be relaxed to
the L1 norm. And the solution problem of Xi will be solved by the Eq. (3). Where k is
an arbitrary small positive real, and the smaller the value of k, the smaller the recon-
struction error.

min
X

Xk k1;g subject to Y� DXk k22 � k ð3Þ

3.3 Sparse Coding Based on Hierarchical Clustering

In the sparse coding process, this paper uses the BOMP algorithm to obtain the sparse
coefficient matrix. The BOMP algorithm [23, 24] is a variant of the OMP algorithm
[25, 26], which integrates the grouping idea into the OMP algorithm. In the BOMP
algorithm, the value of a sparse coefficient sub-matrix is updated, which improve the
algorithm speed.

Different from the general block sparse dictionary learning, this paper considers the
structural information of the sparse coefficient matrix itself when dividing the block.
We know that normal behavior is common and the distribution is relatively regular, so
their corresponding sparse coefficient matrices are similar. We can consider the row
vector with “short distance” as the clustering object in the sparse coefficient matrix.
This paper stipulates that the maximum number of matrix rows is s after clustering, so
that the s rows with the most similar sparsity are gathered together.

Since there is no prior knowledge about the sparse coefficient matrix, we first need
to initialize the clustering block and get the initial sparse coefficient matrix by OMP
algorithm. Then, under the condition that the sparse coefficient sub-matrix is required
to be as sparse as possible, sub-matrixes just obtained are clustered again to obtain a
new block partitioning result. Finally, the obtained block is used to perform iterative
updating by using the BOMP algorithm to obtain a sparse coefficient matrix.

Suppose the training feature is Y = [y1, …, yn], the corresponding dictionary
D = [d1, …, dn] = [D1, …, DL], di (i = 1, …, n) is the column vector of dictionary D,
Di(i = 1, …, L) is the sub-dictionary after dividing the block, and L is the number of
blocks in the dictionary. The sparse coefficient matrix X ¼ ½XT

1 ; . . .;X
T
L �T, Pj(j = 1, …,

L) is the number of row vectors included in each sparse coefficient sub-matrix, where L
is the number of blocks of the sparse coefficient matrix X. l is the sparsity of each
sparse coefficient sub-matrix, which means that the non-zero element’s number of each
column in the sparse coefficient sub-matrix does not exceed l. Therefore, the
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construction of the dictionary D and the sparse coefficient matrix X in this paper needs
to satisfy the formula (4).

min
D;X;L

Y� DXk k22 subject to Xmk k0;n � l;Pj � s ð4Þ

Where m = 1, …, G (G is the number of columns in the sparse coefficient sub-
matrix Xn (n = 1, …, L)), Xk k0;n � l means that the sum of the number of non-zero
elements in each column in each sparse coefficient sub-matrix need to be less than l
which is specified in this paper. In the clustering process, each sparse coefficient sub-
matrix should not include more than s rows and the non-zero element’s number of each
column does not exceed l.

The following article describes in detail how the clustering process is implemented
in the algorithm. Assume that the set of column indices of non-zero element positions
in each row is Ri (i = 1, …, L), where L is the number of blocks of the sparse
coefficient matrix X. In this paper, we follow Eq. (5) to find out the two rows (or two
block) with the closest sparsity.

½u; v� ¼ argmax Ru \Rvð Þ
u6¼v

subject to P� � s ð5Þ

Where u, v are the two blocks or two rows with the closest sparsity, and P* is the
number of row vectors included in the new set to be found. If two blocks or two rows
found satisfy the requirements of Eqs. (3–5), the two blocks or two rows are combined
into one block and the corresponding row index will be removed from the sparse
coefficient matrix.

In this paper, the original intention of clustering the sparse coefficient matrix lies in
the division of the corresponding dictionary. The rows in the sparse coefficient matrix
are divided into blocks as cluster objects, so that the columns in the corresponding
dictionary can automatically generate sub-dictionaries. The clustering process of the
sparse coefficient matrix is shown in Fig. 1.

In fact, the difference from the general group sparse algorithm is that this paper not
only considers the structural characteristics of the sparse coefficient matrix, but also
limits the sparsity of each column in the sparse coefficient sub-matrix in the clustering
process.

Fig. 1. Clustering process of sparse coefficient matrix
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4 Dictionary Learning Based on Block K-Singular Value
Decomposition

4.1 BK-SVD Algorithm

The BK-SVD algorithm (block K-singular value decomposition algorithm) is a variant
of the K-SVD algorithm. This algorithm updates the dictionary atom block by block.
The hierarchical clustering has divided the sparse coefficient matrix into blocks, which
corresponds to the sub-block of the dictionary. So the sub-dictionary is also obtained.
When updating each block, the remaining blocks are guaranteed to be fixed, and the
singular value analysis is performed on the current error term.

4.2 The K-SVD and BK-SVD Algorithm

The update of the sparse coefficient matrix and the dictionary is actually performed
crosswise, which means that after the dictionary initialization, the BOMP algorithm is
used to find the sparse coefficient matrix at the time when keeping D unchanged. After
that, we keep the updated sparse coefficient matrix unchanged and update the dic-
tionary D with the BK-SVD algorithm. It is assumed that the nth dictionary learning is
performed, and the sparse coefficient matrix is the one obtained by updating the n-1th
step. After using the sparse coefficient matrix obtained, the dictionary in the iterative
process can be obtained.

XðnÞ ¼ argmin
x

Y� Dðn�1ÞX
�� ��2

2 subject to Xik k0;j � l;P� � s ð6Þ

Where i = 1, …, G (the number of columns of the sparse coefficient matrix), j = 1,
…, L (the number of blocks in the dictionary). This update step needs to be done with
the help of the BOMP algorithm.

DðnÞ ¼ argmin
D

Y� DXðnÞ�� ��2
2 ð7Þ

Equation (7) shows that after the sparse coefficient matrix is obtained in the nth
iteration, the target dictionary is obtained with the minimum reconstruction error. In
this experiment, after 50 iterations, the dictionary with good performance and the
sparse coefficient matrix are obtained. Assume that when the j (j e [1, L]) block is
updated, the influence of the jth block is removed. The difference between the
reconstructed feature and the training feature is Wj ¼ Y�P

i6¼j
DiXT

i , and the recon-

struction error of the training feature is E ¼ Wj � DjXT
j

���
���
2

2
. The singular value

decomposition is performed on the reconstruction error, then Wj ¼ UDV 0. At this time,
the general form of the dictionary D and the sparse coefficient matrix is obtained, as
shown in Eq. (8).
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Dj ¼ U1; . . .;Ut½ �
XT
j ¼ D1

1V1; . . .;D
t
tVt

� �T ð8Þ

Equations (4–3) is the result of applying the BK-SVD algorithm to dictionary
learning, where t is the number of columns corresponding to the current block in the
dictionary. The singular value decomposition of the corresponding error of each block
is better than the singular value decomposition of the corresponding error of a single
column, because the final result in former case is more likely to achieve global opti-
mality. So this is part of the reason why the BK-SVD algorithm is better than the K-
SVD algorithm.

4.3 Judgment of Abnormal Events

In general, the method of judging anomalies is mainly through reconstruction error. If
the reconstruction error is bigger than a given threshold, the test feature is judged to be
abnormal; otherwise, the test feature is judged to be normal. The reconstruction error E
is represented by Eq. (9), which is basically the most general representation of the
reconstruction error. But different algorithms will deform it to more easily and accu-
rately detect abnormal behavior.

E ¼ Y � DXk k22 ð9Þ

Since it is desirable to minimize the reconstruction error(even close to zero), the
corresponding sparse coefficient matrix can be found by the least squares method. The
general representation of the sparse coefficient matrix solved by the least squares
method is given by Eq. (10).

X ¼ DTD
� ��1

DTY ð10Þ

After the Eq. (10) is obtained, the reconstruction error E can be rewritten into the
form of the Eq. (11). We can see that the reconstruction error at this time is only related
to the dictionary D and the test feature Y. Although this kind of solution brings some
errors to some extent, it provides great convenience for the anomaly detection in this
paper. From the perspective of the simplicity of the algorithm, this paper chooses this
method.

E ¼ Y� DXk k22¼ D DTD
� ��1

DT � I
� �

Y
���

���
2

2
ð11Þ

Where, I is the identity matrix. We define an auxiliary variable F to facilitate the
operation.

F ¼ D DTD
� ��1

DT � I
� �

ð12Þ
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Therefore, when the reconstruction error E ¼ FYk k22 is bigger than a given
threshold, it is judged as an abnormal event; otherwise, it is judged as a normal event.

The above is the main idea of this algorithm. This algorithm has made some
improvements to the more advanced algorithms to some extent. The following paper
will prove the advancement of this algorithm in video anomaly detection through
experiments.

5 Experiments

5.1 Feature Extraction

The data set used in this paper is the Avenue data set [5], which contains 16 training
videos and 21 test videos. Each frame has 120*160 pixels. For each video, this paper
first divides it into 10*10*5 pixel blocks, which means that each frame of 5 consecutive
frames consists of 10*10 small pixel blocks. It need to be judged whether there is
motion behavior in each pixel block. If there is motion behavior, it means that this part
of the feature is relatively significant, and the feature will be extracted. The process of
extracting features is actually a compression process as for each frame in the original
video. In this process, this paper hopes that the finally obtained features can ensure the
accurate restoration of the original video as much as possible. The features extracted in
this way have a high advantage for the retention of information. However, the number
of such features is still a considerable amount. So after the preliminary feature
extraction, 500*16000 training features can be obtained. The PCA algorithm is used to
reduce the dimension. Finally 10*16000 training features are obtained, which will be
used to train the dictionary in this paper.

5.2 Parameter Settings

In the end, this paper hopes to build a 10*96 dictionary. Although the size of the
dictionary will have certain deficiencies as for the accuracy of the restoration training
features, it is very beneficial to the speed of the algorithm. This article sets the value of
s to 3, that means each block in the dictionary does not include more than three
columns. The setting of this value is affected by the size of the dictionary.

In this paper, the number of iterations of the dictionary is set to 50. In each iteration
process, this paper runs sparse coding based on hierarchical clustering and dictionary
learning algorithm based on BK-SVD. In the experiment, it was found that even if
iterating 50 times, the speed of the algorithm is still relatively fast. After 50 iterations,
we can get a dictionary with better performance.

In this experiment, the value of l is set to 2, whichmeans that the number of non-zeros
of each column in each sparse coefficient sub-matrix does not exceed 2. The size of this
value is actually affected by the size of the s value. In this experiment, the value of s is 3,
which means that each block in the sparse coefficient matrix has only 3 rows, so the value
of l must be less than the value of s.When the value of l is 1, the requirement for the sparse
condition is too high, because it may cause a large loss of the original information, so the
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value of l is set to 2. It will ensure that the coefficient matrix is as sparse as possible and the
original information is not lost as much as possible.

5.3 Frame-Level and Pixel-Level ROC Curves

At the frame level, the abnormal frame is defined as follows: If one of the pixels in the
frame is abnormal, the frame is abnormal. The frame-level ROC curve in this paper is
shown in Fig. 2. The AUC value corresponding to this ROC curve is 0.75218.

At the pixel level, the criterion for determining a frame as anomalies is as follows:
When the frame in Groundtruth is abnormal, if more than 40% of the pixels in the
testing frame are abnormal, then the frame is judged as Abnormal; when the frame in
Groundtruth is normal, if one of the pixels of the testing frame is abnormal, the frame is
judged to be abnormal. The pixel-level ROC curve in this paper is shown in Fig. 3.
The AUC value corresponding to this ROC curve is 0.5701.

The AUC values of the present algorithm and Lu’s algorithm at the frame level as
well as at the pixel level are listed in Table 1.

It can be seen from Table 1 that although the detection accuracy of the algorithm at
the frame level and the pixel level is lower than that of the Lu’s algorithm, the

Table 1. Frame-level and pixel-level AUC values

Algorithm Frame-level AUC(%) Pixel-level AUC(%)

Lu’s algorithm [5] 81.75 63.3
Ours 75.2 57.0

Fig. 2. Frame-level ROC curve Fig. 3. Pixel-level ROC curve

(a) Frame-level ROC curve (b)Pixel-level ROC curve 

Fig. 4. ROC curve of two algorithms at the frame level and pixel level
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algorithm still has a satisfactory detection result. In the future, we can further improve
the detection accuracy of the algorithm by other methods. Figure 4 shows the ROC
curves of the two algorithms at the frame and pixel levels.
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