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Abstract. The traditional collaborative filtering algorithms are more successful
used for personalized recommendation. However, the traditional collaborative
filtering algorithm usually has issues such as low recommendation accuracy and
cold start. Aiming at addressing the above problems, a hybrid collaborative
filtering algorithm using double neighbor selection is proposed. Firstly,
according to the results of user’s dynamic similarity calculation, the similar
interest sets of the target users may be dynamically selected. Analyzing the
dynamic similar interest set of the target user, we can divide the users into two
categories, one is an active user, and the other is a non-active user. For the active
user, by calculating the trust degree of the users with similar interests, we can
select the user with the trust degree of TOP-N, and recommend the target user.
For the non-active user, the neighbor user may be found according to the
similarity of the user on some attributes, and them with high similarity will be
recommend to the target user. The experimental results show that the algorithm
not only improves the recommending accuracy of the recommendation system,
but also effectively solves the problem of data sparseness and user cold start.

Keywords: Collaborative filtering � Similarity � Dynamic neighbor selection �
Trust � Hybrid model � Cold start

1 Introduction

As data growing rapidly, how to recommend products or information services to
customers has attracted widespread attention from researchers at home and abroad. In
order to help users quickly and accurately find what they want in larger amounts of
data, the recommendation algorithms have appeared. The collaborative filtering rec-
ommendation algorithm is one of the most widely used [1]. The main principle is to
find similar user sets or similar item sets for the recommended target users or target
items based on the user-item rating in datasets. However, there are some drawbacks in
the traditional collaborative filtering method. Firstly, the recommendation efficiency is
declined when the data is extremely sparse or new users and new items appear due to
excessive dependence on the user’s rating of the item. Secondly, the recommendation
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is assumed that the users are independent and equally distributed, and it ignores the
credibility of users based on item ratings.

Thus, we propose a hybrid collaborative filtering algorithm by using double
neighbor selection for addressing these problems. There are contributions: One is to
improve the quality of neighbors by using user similarity and trust between users as the
basis of neighbor selection. The second is to use the similarity between user attributes
to solve the problems that users rating data is extremely sparse or cold start in some
recommendation system.

2 Related Works

In order to improve the accuracy of the recommendation and address how to deal with
sparse data and cold start in massive data, Researchers have developed various methods
to overcome these problems and given some high quality recommendations. For
example, in order to solve the cold start problem of the project, the literature [2]
proposed a recommendation algorithm which mainly combines the user time infor-
mation with the attributes of the item itself and the label information to obtain a
personalized prediction score. When the item is cold-started, the item rating can be
obtained directly from the item information. However, this method improved the
novelty of the algorithm, the accuracy is still slightly lacking. The literature [3] pro-
posed a new collaborative filtering algorithm to mitigate the impact of user cold start in
prediction. The literature [4] proposed an attribute-to-feature mapping method to solve
the cold start problem in collaborative filtering. The literature [5] proposed a combined
recommendation method to solve the sparse data and cold start problems, but the
algorithm only produces good recommendations for some and sparse data and it does
not achieve an improved effect for a complete cold start. Moreover, the recommen-
dation accuracy for the target user is not high. The literature [6] proposed two rec-
ommendation models to solve the complete cold start and incomplete cold start
problems for new items, which are based on a framework of tightly coupled CF
approach and deep learning neural network. The literature [7] proposed a collective
Bayesian Poisson factorization (CBPF) model for handling the new problem of cold-
start local event recommendation in Event-based social networks (EBSNs).

The literature [8] proposed a collaborative filtering recommendation algorithm
based on multi-social trust. The article quantifies the credibility, reliability and self-
awareness in social science to form trust, which improves the accuracy of recom-
mendation and recall rate, although the performance of the algorithm has been reduced.
The literature [9] proposed a combination recommendation algorithm based on clus-
tering and collaborative filtering. This algorithm reduces the sparsity of the original
matrix by clustering and improves the recommendation accuracy. The literature [10]
proposed a general collaborative social ranking model to rank the latent features of
users extracted from rating data based on the social context of users. The literature [11]
proposed an improved clustering-based collaborative filtering recommendation algo-
rithm. The literature [12] proposed a collaborative filtering algorithm based on the
double neighbor selection strategy. Though this algorithm can improve the
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recommendation accuracy when the data reaches a certain sparsity, almost half of the
users’ neighbors cannot reach the expected number in the experiment.

In summary, we propose a combined recommendation algorithm based on col-
laborative filtering of double neighbor selection strategy. Firstly, the target users are
divided into two categories according to the maximum number of neighbors of the
target users. Secondly, different recommendation methods are adopted for these two
types of users to achieve good recommendation results.

3 Hybrid Collaborative Filtering Recommendation
Algorithm

3.1 Dynamic Selection of User Interest Similarity Set

In the traditional collaborative filtering system, the user ratings is a set of users con-
sisting of m users U ¼ u1; u2; . . .; umf g and the item ratings is set of items consisting of
n items T = t1; t2; . . .; tnf g which is composed of the rating matrix R of m� n order,
where Rij represents the score value of the user ui for tj, and if the user ui has no
evaluation for tj, the Ri;j ¼ 0.

In the recommendation system, if you want to, how to choose high-quality
neighbors is the key to ensuring high recommendation quality. In general, we select
neighbors through KNN (K-Nearest Neighbors) [13] in the traditional collaborative
filtering algorithm and some of them contain a few users with minor similarity to the
target users that leads to the recommendation system accuracy is inefficient. Therefore,
in order to reduce the impact of target users’ predictions on some their neighbors due to
interest bias. The existing work is to define similarity threshold to filter out higher
quality neighbors. However, defining a fixed threshold in different environments makes
the algorithm less scalable. Thus, Dongyan et al. [12] proposed a method towards
dynamic selection of the user’s interest similarity set for the target user. The method
may set the similarity threshold according to the similarity between the target user ui
and its neighbor candidate users.

Before getting a similar set of interests for the target user and the target item, we
first need to obtain its candidate neighbor set. Let C denotes candidate neighbor set,
Given a historical rating matrix R, the current target user ui 2 U and the current target
item tj 2 T , the Rij ¼ 0 at this time. If exits uk 2 U that makes Rkj 6¼ 0, we can see that
uk is the candidate neighbor of the current target user ui and the current target item tj.
Then the candidate neighbor set Cj uið Þ of ui on tj can be expressed as follows:

Cj uið Þ ¼ ukjRij ¼ 0 ^ Rkj 6¼ 0; ui 2 U; tj 2 T
� � ð1Þ

We regard uk 2 Cj uið Þ as the recommended neighbor of the target user ui corre-
sponding to the target item tj, using the Pearson correlation coefficient formula to
calculate the similarity between each candidate neighbor and the target user. Let CI be
the common item rating set, CIik denotes the set of items which had been rated by user
uk and ui, the similarity calculation between uk and ui is given by
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sim i; kð Þ ¼
P

tx2CIik Ri;x � Ri
� �

Rk;x � Rk
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
tx2CIik Ri;x � Ri

� �2q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
tx2CIik Rk;x � Rk

� �2q ð2Þ

where sim i; kð Þ represents the similarity between user ui and candidate neighbor user
uk; Ri;x, Rk;x respectively represent the ratings of user ui and user uk for item tx; Ri and
Rk represent the average scores of users ui and uk on the common item rating set
respectively.

For the traditional recommendation algorithm, it is generally necessary to select
some neighbors with higher similarity by setting the threshold. In order to improve the
scalability of the recommendation algorithm, this paper measures it by the similarity
between the target user ui and the recommended user uk. Its calculation formula is as
follows

Vsim ¼
Px

k¼1 sim i; kð Þ
x

; x ¼ Cj uið Þ�� �� ð3Þ

If sim i; kð Þ�Vsim, uk is a similar user of the target user ui. We set the interest
similarity set to S, and then the similar interest set of the target user ui corresponding to
the target item tj can be expressed as Sj uið Þ

Sj uið Þ ¼ uk sim i; kð Þj [Vsim; i 6¼ k; uk 2 Cj uið Þ� � ð4Þ

3.2 The Calculation of Trust Degree Between Users

We also use the trust degree between users as one of the criteria for measuring
neighbors to improve the accuracy and reliability of the recommendation algorithm.

The uk 2 Sj uið Þ is taken as the recommended target user of user ui and target item tj.
Referring to the literature [14], the target user ui can be predicted based on the fol-
lowing formula

Pi;j ¼ Ri þ
Rk;j � Rk
� �� sim i; kð Þ

sim i; kð Þj j ð5Þ

Where Pi;j indicates that the user ui is based on the predicted score of the input user uk
on the item tj; Rk;j represents the score of the user uk on the item tj; Ri and Rk

respectively represent the average score of ui and uk; sim i; kð Þ represents the similarity
between user ui and user uk .

Based on the deviation of the predicted score Pi;j from the actual score Ri;j, we can
calculate the predictive power of the user uk for the target user ui, which is measured as
follows:
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satj i; kð Þ ¼ 1; Pi;j � Ri;j

�� ��\e
0; else

�
ð6Þ

Where satj i; kð Þ is the estimated capability value of the user uk predicting the user ui
score, and Pi;j and Ri;j respectively represent the predicted score and the actual score
based on the (5) formula. e is a constant, which can be randomly selected. In this paper,
e ¼ 1:2 is selected by reference [12].

Through satj i; kð Þ of the formula (6), the calculation formula of the trust degree
between the user ui and the user uk is as follows

T i; kð Þ ¼
P CIikj j

x¼1 satj i; kð Þ
CIikj j ð7Þ

3.3 Calculating Similarity Between Users Using User Attributes

In traditional collaborative filtering, the recommendation accuracy and the recall rate
decreased owing to the cold start or sparse data. For these reasons, we utilize the user
attribute similarity [15] to find the nearest neighbor of the target user and consider the
similar user with higher similarity as the recommended user. In this way, we could
predict the target user’s rating of the target item based on the recommended user’s
rating of the target item.

In general, user attributes include the user’s gender, age, occupation, etc. We can
classify users by these attributes and assign specific values. For example, gender can be
divided into male and female, we could set “male = 1” and “female = 0”; we segment
the age with numerical attributes, for example, the age can be divided by a period of 10
years, so that 0 to 10 years old is 1, 10–20 years old is 2 and so on, other attributes are
also assigned in this method. Thus, We can obtain the item attribute matrix Attr by
processing these raw data information, Table 1 depicts an example user–attribute rating
matrix.

We can obviously represent the feature attribute vector of the user ui as
Attrui ¼ aui1 ; aui2 ; . . .; auinf g, if the target user ui and the user uk has the same r attribute
values, we let auir \ aukrj j ¼ 1, otherwise auir \ aukrj j ¼ 0. Then users ui and uk can be
measured by the following formula.

Table 1. A sample user-attribute matrix

Gender Age Profession

User1 0 1 4
User2 1 5 3
User3 1 3 6
User4 0 1 4
User5 1 2 8
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simattrði, k) ¼ a� aui1 \ auk1j j þ b� aui2 \ auk2j j þ . . .þ d� auin \ auknj j ð8Þ

Where a, b and d are weighting factors, and aþ bþ . . .þ d ¼ 1.
Let N as the nearest neighbor set selected based on the user attribute, the N uið Þ can

be expressed as the nearest neighbor set of the current target user ui.

3.4 Prediction Computation

In the recommendation system, while many scholars recommend items to the target
users, they might add some elements improving the quality of the target users’
neighbors as selecting neighbors to improve the recommendation accuracy and reduce
the dimension of matrix to improve the efficiency of the algorithm and solve the
problem of sparseness of rating matrix. However, in terms of adding elements or
reducing matrix dimensions, the following two major problems arise when
recommending.

• If we only add some elements that can improve the quality of the neighbors to
improve the accuracy of the algorithms. This not only makes the performance of the
algorithm decrease, but also makes some users with sparse scoring unable to find a
suitable neighbor. Because the neighbors of some data-sparse users cannot meet the
requirements of high-quality neighbors. At the same time, the more elements that
are added, the longer the algorithm takes, which greatly reduces the efficiency of the
algorithm and the recall rate.

• If the matrix dimension reduction method or some user attributes are applied to
recommend, the algorithm efficiency and the recall rate can be improved, but the
recommended accuracy is greatly reduced.

Therefore, we combine the neighbors selected by the dynamic neighbor with the
trust factor which is more important to the recommendation algorithm to improve the
neighbor quality. Moreover, for some users with sparse data or cold start, they are
recommended based on the similarity of user attributes and then a hybrid collaborative
filtering algorithm based on double neighbor selection is proposed, and named HCF-
DNS. The core ideas of HCF-DNS are as follows

1. Selecting a neighbor candidate set Cj uið Þ of the target user ui for the target item tj;
2. Obtaining a dynamic similar interest set Sj uið Þ of the target user ui based on the

target item tj according to the method of dynamically selecting a neighbor user in
Sect. 3.2;

3. If the similar interest set Sj uið Þ of the target user ui is an empty set, the predicted
score of the current target user ui on the item tj is calculated based on the similarity
of the user attributes. The predicted score formula is as follows

Pi;j ¼
P

k2N uið Þ simattr i; kð Þ � Rk;jP
k2N uið Þ simattr i; kð Þj j ð9Þ

If a cold start item occurs, the target user’s rating for the cold start item is set to 3;
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4. If the similar interest set Sj uið Þ of the target user ui is not an empty set, the trust
degree of each of the target user ui and the user similar interest set Sj uið Þ is obtained
in using the inter-user trust degree calculation method in Sect. 3.3. And select the
Top-N users with the most trust as the trusted neighbor user set of the target user ui;

5. Calculating the score of the target user ui on the target item tj based on the rating
information of the neighbor of the trusted user and using the following equation.

Pi;j ¼ Ri þ
P

uk2T uið Þ Rk;j � Rk
� �� T i; kð ÞP
uk2T uið Þ T i; kð Þj j ð10Þ

According to the above algorithm idea, the hybrid collaborative filtering algorithm
based on double neighbor selection is given as follows
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4 Experiment and Results Analysis

4.1 Test Data Set

We adopt the dataset (https://movielens.umn.edu/) provided by the MovieLens [16]. In
this data set, users rate on the movies they have seen with a rating range of 1 to 5. The
higher the score, the higher the user’s satisfaction with the movie. The data set also
provides some basic information about the user, such as the user’s gender, age and
occupation. In this experiment, this information is collected as user attribute infor-
mation. In the course of the experiment, we will collect 3 attributes and the weighting
factors were set to a ¼ 0:45 (gender weighting factor), b ¼ 0:35 (age weighting fac-
tor), d ¼ 0:2 (occupation weighting factor) after referencing the literature [17]. There
are 943 users in the dataset with 100,000 ratings for 1,682 movies and the its sparsity of
approximately 93.7%.

In the experiment, we divided the data set into training sets and test sets according
to the ratio of 80% and 20%.

4.2 Performance Evaluation Index

We make use of the mean absolute error (MAE) [1, 18], root mean square error
(RMSE) [1, 18] and recall rate (RL) [1] to evaluate the prediction accuracy and pre-
diction ability of the recommendation algorithm. The MAE and the RMSE are
important parameters for evaluating the accuracy of the recommendation algorithm and
the RL is the precision of the evaluation recommendation system. The MAE is obtained
by the deviation between the predicted score and the actual score. The lower the MAE
value, the higher the accuracy of the recommendation algorithm; the RMSE with high
sensitivity to the error is the square root of the ratio of the squared deviation of the
predicted rating to the actual rating and the predicted number of times. The lower the
RMSE, the more accurate the prediction score. The RL is also called the recovery rate,
which is used to measure the recall and precision of the algorithm. The measurement
equation is as follows.

MAE ¼
Pn

k¼1 Pk � Rkj j
n

ð11Þ

Where Pk represents the rating prediction value, Rk represents the real evaluation value
and n represents the number of evaluations.

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

k¼1 Pk � Rkð Þ2
n

s
ð12Þ

Among them, the definition of the variable appearing in the formula is the same as the
Eq. (11).
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RL ¼ m
n

ð13Þ

Where m represents the number of ratings that can be predicted by the algorithm, and n
represents the number of ratings to be tested in the test set.

4.3 Experimental Method

Since the algorithm proposed in this paper is for various users and the number of
corresponding neighbors is relatively scattered when selecting the similar interest sets
of the target users, in order to make the comparison between the proposed algorithm
and other algorithms more obvious during the test. We select 1⁄10, 2⁄10, … , k⁄10, 1 of
the number of neighbors to test. The following is the distribution of similar neighbors
of the target users in the test set. The following is the distribution of similar neighbors
of the target users in the test set one.

In the above figures, Fig. 1(a) is the neighbor distribution of the target user cor-
responding to the target item in using the CF algorithm. From this figure, we can see
that the number of selected neighbors is concentrated in the interval of 400 to 800.
Thus, the neighbors are not filtered when making predictions. Although the number of
neighbors is large, the accuracy is not high; Fig. 1(b) is the number of neighbors
selected after using the CF-DNC algorithm. As can be seen from the figure, the number
of neighbors is mostly distributed in the interval of 0 to 200 and there are target users
with zero neighbors. Although the quality of neighbors has improved, the cold start
problem is still inevitable when the we use the measures in [20]. Figure 1(c) is the
improved algorithm HCF-DNS algorithm, the distribution of neighbors is also 0 to 200
but it can be seen that the algorithm has screened the number of neighbors for high
quality after comparing with the Fig. 1(a). At the same time, combined with the recall
rate of Table 2 and Fig. 1(b) the comparison, it can be seen that the cold start problem
has also been alleviated.

(a) (b)        (c)

Fig. 1. The distribution of neighbor numbers for three algorithms
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4.4 Experimental Results and Analysis

In order to evaluate the accuracy of the algorithm proposed in this paper, we compare it
with the traditional collaborative filtering algorithm (CF) [19] and the previously
mentioned double neighbor choosing strategy based on collaborative filtering (CF-
DNC) in the same experimental environment, the experimental results are as follows.

It can be seen from Figs. 2 and 3 that the algorithm HCF-DNS is better than CF-
DNC and traditional CF. As can be seen from Table 2, the recall rate of the algorithm is
relatively high. It can be seen that in the case of extremely sparse data sets, we not only
improves the recommendation accuracy, but also improves the recall rate.

The reason why our recall rate is higher than other experiments is that we refer to
the literature [20] to do some processing on some sparse data of CF and CF-DNC
during the experiment. And after processing, we find that our proposed algorithm still
has an advantage in recall rate.

The main reason is that in the recommendation process, we add the trust degree
factor, which is more important among users to improve the recommendation accuracy.
When the user starts coldly, the user attribute-based recommendation is adopted to
avoid the decrease of the recall rate. Thus avoiding the problem of the drop in the recall
rate. It can be seen that HCF-DNS proposed in this paper achieves better results than
CF and CF-DNC.

5 Conclusion and Further Work

With the wide application of recommendation technology in e-commerce, both the
accuracy of the recommendation system and the recall rate are the main research
directions to improve QoS of recommendation. In this paper, a hybrid collaborative
filtering algorithm based on double neighbor selection, which named HCF-DNS, is
proposed for addressing these two problems.

Fig. 2. The results of using MAE Fig. 3. The results of using RMSE

Table 2. Comparison of recall rates

CF CF-DNC HCF-DNS

Recall 1 0.91 1
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The contributions of proposed algorithm are that taking the trust degree between
users as the basis of the target user’s neighbors selection, and mixing the demographic-
based recommendation algorithm to prevent the cold start problem. The proposed
algorithm has effectively addressed the problem of user cold start in traditional col-
laborative filtering and improved Recommended accuracy.

However, the demographic recommendation algorithm is a coarse-grained recom-
mendation algorithm. The accuracy of the recommended algorithm is not high when
solving the cold start. So how to design a more effective recommendation algorithm,
making the recommendation efficiency of cold start users higher is the next research
work of this paper.
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