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Abstract. Aiming at the security and trust management of mobile agent system
in cloud computing environment, based on the simple public key infrastructure
(SPKI) trust mechanism, a mobile agent system objective trust peer management
model (MAOTM) is proposed to solve the problem of identity authentication,
operation authorization and access control in the mobile agent system; On this
basis, the Human Trust Mechanism (HTM) is used to study the subjective trust
formation, trust propagation and trust evolution law, and the subjective trust
dynamic management algorithm (MASTM) is proposed. Based on the interac-
tion experience between the mobile agent and the execution host and the third-
party recommendation information to collect the basic trust data, the public trust
host selection algorithm is given. The isolated malicious host algorithm and the
integrated trust degree calculation algorithm realize the function of selecting the
trusted cluster and isolating the malicious host, so as to enhance the security
interaction between the mobile agent and the host. The simulations of the
proposed algorithms are verified and proved to be feasible and effective.

Keywords: Cloud computing � Mobile agent system � Subjective trust �
Objective trust � Dynamic trust management � Mobile internet

1 Introduction

Mobile Agent technology is an emerging technology that is multi-disciplinary and at
the forefront of international research. It is also a product of the combination of Agent
and Internet in the field of artificial intelligence [1, 2]. In the cloud computing envi-
ronment, the problem of resource allocation of trust security domain in mobile agent
system is studied [3, 4]. It can track international cutting-edge technology, enrich the
theoretical system of cloud computing and mobile agent model, and enhance the
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security performance of agent application system. It can also promote the further
development of China’s distributed application technology and information security
technology, and promote the application of mobile agent technology in various fields in
the cloud computing environment. Therefore, it is of great theoretical and practical
significance to study the security trust problem in the design of mobile agent system in
cloud computing environment.

2 Related Work

Currently, the trust management model is generally divided into two categories. The
first category is the objective rational model. It uses a rational and accurate method to
express and deal with complicated trust relationships, and has objective and static
management characteristics. The second category is the subjective empirical model,
which considers trust to be a subjective judgment of a particular level of specific
characteristics or behavior of the object. The method of fuzzy sets is used to study
direct trust management [5]. Because trust is somewhat uncertain, fuzzy logic is used to
deal with the subjectivity and uncertainty of subject characteristics and behavior
cognition, and make decisions based on the determined trust strategy to provide
effective support for judging trust status. Trust and the issue of non-trust communi-
cation. Guba-oriented e-commerce system presents a complete set of belief propagation
algorithm, part of the expression of trust between individuals for predicting the level of
trust between any two objects. The Simple Public Key Infrastructure (SPKI) method
was proposed by Carl Ellison and Bill Frantz in 1996 [6], which was standardized by
the IETF in 1999. The SPKI standard now in use is a mixed version of SPKII/SDSI.

The complexity of trust verification is reduced from the design principle. Compared
with the existing PKI-based trust management model, the trust certificate is designed
based on SPKI+RBAC, which reduces the complexity of trust verification. It can not
only meet the requirements of trust transfer and verification of mobile agent system, but
also control the attenuation of trust caused by excessive trust chain [7–9].

3 Dynamic Management Method of Subjective Trust
in Mobile Agent System

3.1 Mobile Agent System Subjective Trust Dynamic Management Model

Subjective Trust Dynamic Management Model
The composition of the mobile agent system supervisor trust model is shown in Fig. 1
[9, 10]. Bottom-up: The host is in an open and dynamic network environment. The
mobile agent platform (MAP) is located on the host, providing an Execution Envi-
ronment (EE) for the mobile agent. The MAP is not necessarily unique on a host, but
more than one. The subjective trust management model is located in the MAP and
consists of three trust components: They are the trust formation component, the trust
propagation component, and the trust evolution component. These management
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mechanisms provide a trust interaction context for the interaction entity, and monitor
the interaction process and behavior of the entity. The trust formation component
mainly implements the collection and calculation of trust data, the trust propagation
component mainly implements the protocol exchange of trust data, and the trust
evolution component mainly realizes the update of the trust data.

Basic Trust Data Collection

1. Recommended trust basic data collection

If the host Ha does not have sufficient understanding of the host Hx, envisaging the host
Ha want to interact with the host Hx in order to evaluate the degree of trusted host Hx,
and the host Ha queries a group of hosts H1;H2; . . .;HKf g for trust information about
host Hx. The recommendation information between the entities defined here is a set of
“basic data” about the interaction behavior rather than the comprehensive calculation
result of the degree of trust. The purpose of this is to eliminate the accumulation of
errors generated during the comprehensive calculation of the degree of trust, and the
impact of the trust preferences of the host H1;H2; . . .;HKf g. Under normal circum-
stances, the number of interactions between the host Hi and entity Hx is n, the number
of successes n1, the number of failures n2, Dki ¼ n1= n1 þ n2ð Þ, n ¼ n1 þ n2ð Þ.
2. Direct trust data collection

Assume that the host Ha has to interact n times with the host Hx directly, successes n1,
failures n2, n ¼ n1 þ n2ð Þ. Dax ¼ n1= n1 þ n2ð Þ to reflect the host Ha and host Hx

interactive behavior is good or bad, which is defined as a direct trust underlying data.

Agents Hosts
Transaction Context

Component
evolution 

spread 
form

Trust Evolution

Trust Dissemination

Trust Formation

OTPMM

(Context of MAP on Host) 

(Clouds Computing 
Network Context)

Fig. 1. Subjective trust dynamic management model
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3.2 Recommended Trust Computation Algorithm

We divide the continuous system runtime into equally spaced inspection periods, each
of which is called a “time frame” and is represented by s(s = 1, 2, …, n). Then the
interactive behavior of the interactive host is transformed into the quantitative calcu-
lation of trust degree. The Gaussian probability distribution theory is used to improve
the average algorithm, and a more optimized algorithm is given. The algorithm is as
follows.

Algorithm 1. Recommended trust computation algorithm.
Initialization: let the basic data received by host Hx about host Ha be:

D1;D2; . . .;Dkf g, where: Di ¼ n1= n1 þ n2ð Þ, (0 � D � 1). n1 is the number of
positive interaction results about host Hx collected from Mi during the inspection
period, and n2 is the number of negative interactions.

Step 1: The data on the host recommended averaging and variance are calculated as
follows:

�D ¼ 1
k

Xk

i¼1

Di; S
2 ¼ 1

k

Xk

i¼1

ðDi � �DÞ2 ð1Þ

Step 2: Order: l ¼ D
�
, r2 ¼ S2, according to a Gaussian distribution theory, that

Kðl; r2Þ use as the characteristic parameters for a random variable T, T obtained
probability density functions pðxÞ, which ðl; r2Þ are called expectation and variance of
the Gaussian distribution. When l = 0, r2 ¼ 1, the time, T is called the standard
normal distribution.

pðxÞ ¼ 1

r
ffiffiffiffiffiffi
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p e�
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2r2 ðr[ 0Þ; �1\x\þ1ð Þ ð2Þ

Step 3: the possibility of random variable T in (−∞, v), (v, +∞) appearing in the
range can be obtained. Wherein, P (�V) T indicates the possibility of appearing in the
range of v or less, P (> v) T indicates the possibility of occurring within the range of
greater than v.

Pð� vÞ ¼ 1

r
ffiffiffiffiffiffi
2p

p
Z v�l

r

�1
e�

x2
2 dx; P [ vð Þ ¼ 1

r
ffiffiffiffiffiffi
2p

p
Z 1

v�l
r

e�
x2
2 dx

For a given interval value v1; v2ð Þ, T appears in the specified range possibilities:

P v1; v2ð Þ ¼ 1

r
ffiffiffiffiffiffi
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v�l
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Step 4: Then the variable T in the specified range (v, 1), the possibility [0, 1] appear
respectively:

P v; 1ð Þ ¼ 1

r
ffiffiffiffiffiffi
2p

p
Z 1�l

r

v�l
r

e�
x2
2 dx;P 0; 1ð Þ ¼ 1
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r

0�l
r

e�
x2
2 dx ð4Þ

Step 5: Then calculated variables (v, 1) within the scope of the likelihood ratio in
the range [0, 1] and T:

PaxðvÞ ¼ Pðv; 1Þ
Pð0; 1Þ ¼

Z 1�l
r

v�l
r

e�
x2
2 dx =

Z 1�l
r

v�l
r

e�
x2
2 dx ð5Þ

Step 6: The host Ha recommended level of trust on the host Hx (0 < v <1) defined as
the ratio (v) is Pax vð Þ 0\v\1ð Þ. Referred to as Tx�rec vð Þ, Tx�rec vð Þ ¼ Pax vð Þ
0\v\1ð Þ, where v is the calculated threshold value.

3.3 Comprehensive Calculation of Trust

Considering the direct trust level Tx�dir of Ha to Hx, and the recommended trust level
Tx�rec of Hx collected by Ha, define a variable that comprehensively measures trust,
called “Trust Degree”. “Trust Degree” is used to quantitatively represent the trust-
worthiness of interactive hosts in a mobile agent system, which means the possibility
that host Ha interacts with another host Hx in a given environment to obtain a positive
result (trust: Tx ¼ 1). Tx is a comprehensive measure of trust that is used to quantita-
tively evaluate the current level of trustworthiness of an entity in a mobile agent system
and to predict the degree of trust in the next interaction with that entity. The following
is a “trust” comprehensive calculation process.

During the same study period, the direct trust level Tx�dir and the recommended
trust strength Tx�rec are weighted and summed, where q is the confidence coefficient.

Tx ¼ q Tx�dir þ 1� qð ÞTx�rec 0\q� 1ð Þ ð6Þ

The algorithm implements two functions: first, if entity Ha repeatedly interacts with
entity Hx and finds that Hx continues to maintain good behavior (affirmative event),
Hx’s trust degree Tx will continue to grow, tending to a maximum of 1, and if entity Hx

has malicious behavior, its trust will drop rapidly; second, if there is a large change in
the degree of trust between time frames n-1 and n, this large amount of change Hn

x will
have a large effect, and vice versa. rðsÞ known as the coefficient update control the
update speed of trust.

Tnþ 1
x ¼ Tn�1

x þ rðsÞðTn
x � Tn�1

x Þ ð7Þ
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4 Simulation Experiment Analysis

The key properties and parameter selections of Eqs. (1) to (7) given in the above
dynamic trust metrics and evaluation methods are verified by a series of simulation
experiments [12–15].

4.1 Experimental Conditions

Experiment 1 examines the algorithm of Eq. (1), and the result is shown in Fig. 2. Take
host Ha to investigate multiple interactions with Hx as an example to illustrate [11]: The
more bad interactions of host Hx, the higher the value converted to the underlying trust
data Dax. If Hx always maintains good behavior, when the interaction time reaches
s = 50 frames, the value of Dax is almost equal to 1; conversely, the more bad inter-
actions of host Hx, the lower the value converted to the base trust data Dax. If the bad
behavior persists, the value of Dax is almost equal to 0 when the interaction time
reaches s = 50 frames. If the host’s Hx interaction behavior is mixed, the value of Dax

fluctuates around 0.5. Therefore, Dax in Eq. (1) can correctly reflect the degree of
behavior of Ha in the series of interactions with host Hx. When K does not understand
Hx, Ha considers Dax ¼ 0:5.

Experiment 2 examines the algorithm of Eq. (5), and the result is shown in Fig. 3.
Let the trust demand threshold be To, and let v ¼ To, you can see the change of the
direct (or recommended) trust degree Tx of the host Hx when calculating the base value
v (depending on the collected data is direct or recommend trust data). It can be seen that
the higher the To value, the higher the expectation requirement for the host satisfying
Tx [ To, and the fewer the number of hosts satisfying the condition. For example,
when the calculation base value v = trust threshold To ¼ 0:8, it can be seen from Fig. 3
that only the candidate host whose mathematical expectation value of the host inter-
action behavior l > 0.6 can be included in the trusted interaction object.

Fig. 2. Verify Dij(n1, n2), (t = 1, 2, …,50)
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Experiment 3 verifies the result is shown in Fig. 4. The main consideration here is
that if the host Ha is a new member, it wants to interact with Hx. Since there is no direct
empirical data, the initial value of the confidence factor is 0, and the trust information
must first be collected from the third-party entity. As the interaction experience
increases, the confidence factor gradually increases. (a, b) is a pair of constants, a is the
maximum confidence factor, and b is used to control the growth rate of the confidence
factor according to different situations. The experimental results show that when (a, b)
takes different values, when the number of interactions between Ha and Hx increases
gradually, the confidence coefficient q gradually increases smoothly, and the confi-
dence coefficient approaches the maximum value. In the experiment, three sets of data
were selected for comparison. When the time frame s = 40, the confidence coefficient
almost reached their respective maximum values.

Experiment 4 verifies the results are shown in Fig. 5. The amount of change
between the two time frames is 0\DTax\1, and the parameter w controls the evo-
lution speed of Tax. The experimental results show that when the coefficient w = 1,
r(s) min = 0, the evolution rate is the slowest, and r(s) max = 0.46 has the fastest
evolution speed. At this time, the maximum influence of DTij on the Tax value in the
next time frame is 0.46. As can be seen from Fig. 9, when the parameter is selected
w = 2, the trust will get faster the speed of evolution, but the stable region of the
algorithm DTmax is around 0.77. When choosing w = 1.5, DTmax is around 1. If
compared with w = 2, Tax has a slower rate of evolution; if compared with w = 1, Tax
has a faster rate of evolution.

The experimental results obtained according to the trust degree synthesis algorithm
(14) are shown in Fig. 6. It can be seen that the algorithm has a slow rising fast falling
feature. If host Hx continues to maintain good interaction behavior for multiple time
frames, host Hx can gradually gain high trust; after obtaining high trust, Hx suddenly

Fig. 3. The relationship between the degree of Hx trust and the mathematical expectation of its
behavior at different v values
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implements malicious behavior in the interaction to obtain illegal benefits, his trust will
decline rapidly, be seen by Ha and spread through trust, so that the trusted group is
isolated. If Hx wants to restore the higher trust he once had, it needs to make long-term
efforts to maintain good interactions in order to restore his “trust”. This main feature of
the trust degree comprehensive calculation algorithm effectively suppresses the mali-
cious behavior of the host.
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Given an algorithm for host Ha to isolate the host Mk (k = 1, 2, …) with bad or
malicious recommendation behavior based on direct empirical data on host Hx. The
simulation experiment results are illustrated as follows in Figs. 7, 8 and 9: it can be
seen from Fig. 7 that the recommendation data of the recommenderM3 to the host Hx is
the best with the direct empirical data of the host Ha to Hx. Depending on the algorithm
used, Ha can conclude that: M3 is more believable, and M1 and M2 may be suspected of
malicious recommendations.

The effect of the difference between the direct empirical data and the recommended
data on Tmk is shown in Fig. 9.

It can be seen from Fig. 9 that according to equations in the course of the inves-
tigation, the recommendation data of the recommender 3 to the host Hx and the direct
empirical data of the host Ha to Hx are the best. Host Ha’s direct trust to him gradually
increases, and the degree of improvement depends on the degree of consistency. The
higher the consistency, the faster the increase; the recommendation data of

T(n)          T(n-1)         T(n+1)           σ(τ)
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recommenders M1 and M2 is inconsistent with the direct empirical data of Ha.
Therefore, the functions of the equations can effectively isolate the malicious recom-
mendation host.

Therefore, the following conclusions can be drawn: the simulation results verify the
correctness of the “public letter host selection algorithm”, “isolated malicious recom-
mender algorithm” and “trust level comprehensive calculation algorithm” given in this
paper [16]. It can be used to evaluate the subjective trust status of the host to be
interacted in the mobile agent system, and predict the trustworthiness of the host to be
interacted in the next time frame. The series of algorithms given can stimulate the
trusted host and isolate the malicious host, which has the function of “punishing evil
and promoting good”. It can effectively manage the subjective trust dynamic man-
agement of the mobile agent system.
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5 Conclusion

Divide the trust problem in the mobile agent system into objective trust and subjective
trust to divide and conquer. Based on the analysis of the use of SPKI related certifi-
cates, this paper studies the problem of dynamic management of subjective trust in
mobile agent system under the objective trust management framework of SPKI-based
mobile agent system. The trust requirement of the entity (host or mobile agent) in the
mobile agent system is analyzed, and a subjective trust dynamic management model
consisting mainly of three trust components is proposed. Among them, the trust forms a
component and completes the collection of trust data; the trust propagation component
completes the communication of trust and the exchange of trust data; trusts the evo-
lution component and completes the update of the trust data. The quantitative repre-
sentation method of trust in the mobile agent system is given. Based on the basic ideas
of description and metric trust proposed in the Josang network trust management
model, two basic concepts of Evidence Space and Opinion Space are introduced in the
mobile agent system. In the fact space of the mobile agent system, the “good or bad
result of entity interaction behavior” is transformed into the “level of credibility of the
entity” in the concept space. Using Gaussian Probability Distribution Theory, the
method of changing the degree of trust of the host in the mobile agent system is given.
“Trust” is used to indicate the degree of trust that Host Ha considers Host Hx within a
specified time frame in the Mobile Agent system to evaluate and predict the next secure
interaction with Host Hx. A subjective trust dynamic management algorithm is pro-
posed. Finally, through a set of simulation experiments, the feasibility of the proposed
algorithm to measure the degree of host trust in the mobile agent system is verified, and
the effectiveness of the trust group to improve the security of the interaction in the
mobile agent system is verified.
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