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Preface

On behalf of the Organizing Committee, it is our pleasure to welcome you to the
proceedings of the 13th International Conference on Green, Pervasive, and Cloud
Computing (GPC 2018), held in Hang’zhou, China, during May 11–13, 2018. The
conference was organized by Zhejiang University City College, China. GPC aims at
bringing together international researchers and practitioners from both academia and
industry who are working in the areas of green computing, pervasive computing, and
cloud computing. GPC 2018 was the next event in a series of highly successful events
focusing on pervasive and environmentally sustainable computing. In the past 10 years,
the GPC conference has been successfully held and organized all over the world:
Taichung, Taiwan (2006), Paris, France (2007), Kunming, China (2008), Geneva,
Switzerland (2009), Hualien, Taiwan (2010), Oulu, Finland (2011), Hong Kong
(2012), Seoul, Korea (2013), Wuhan, China (2014), Plantation Island, Fiji (2015),
Xian, China (2016), and Cetara, Italy (2017).

This year the value, breadth, and depth of the GPC conference continued to
strengthen and grow in importance for both the academic and industrial communities.
The strength was evidenced this year by having a number of high-quality submissions
resulting in a highly selective program. GPC 2018 received 101 submissions on various
aspects including green computing, cloud computing, pervasive sensing, data and
knowledge mining, and network security. All submissions received at least three
reviews via a high-quality review process involving 48 Program Committee members
and a number of additional reviewers. The review and discussion were held elec-
tronically using EasyChair. On the basis of the review results, 35 papers were selected
for presentation at the conference, giving an acceptance rate lower than 35%. In
addition, the conference also featured seven invited talks given by Sajal K. Das, Hai
Jin, Jiannong Cao, Minyi Guo, Daqing Zhang, Yong Lian, and Jukka Riekki. We
sincerely thank all the chairs, Steering Committee members, and Program Committee
members. Without their hard work, the success of GPC 2018 would not have been
possible. Last but certainly not least, our thanks go to all authors who submitted papers
and to all the attendees. We hope you enjoy the conference proceedings!

May 2018 Ling Chen
Qing Lv

Shijian Li
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A Complex Attacks Recognition Method
in Wireless Intrusion Detection System

Guanlin Chen1,2, Ying Wu1,2, Kunlong Zhou1, and Yong Zhang1(&)

1 School of Computer and Computing Science, Zhejiang University City
College, Hangzhou 310015, People’s Republic of China

zhangyong@zucc.edu.cn
2 College of Computer Science and Technology, Zhejiang University,

Hangzhou 310027, People’s Republic of China

Abstract. During recent years, the challenge faced by wireless network secu-
rity is getting severe with the rapid development of internet. However, due to the
defects of wireless communication protocol and difference among wired net-
works, the existing intrusion prevention systems are seldom involved. This
paper proposed a method of identifying complicated multistep attacks orienting
to wireless intrusion detection system, which includes the submodules of alarm
simplification, VTG generator, LAG generator, attack signature database, attack
path resolver and complex attack evaluation. By means of introducing logic
attack diagram and virtual topological graph, the attach path was excavated. The
experimental result showed that this identification method is applicable to the
real scene of wireless intrusion detection, which plays certain significance to
predict attackers’ ultimate attack intention.

Keywords: Mobile Internet � Wireless intrusion � Multi-step attack

1 Introduction

In recent years, wireless networks are becoming more and more popular. Wireless
Local Area Networks are deployed both in the company and in public or home.
A vibrant access point AP is also hugely convenient for people, especially those who
use mobile terminals. The number of mobile users has been increasing these years, and
the field is continually covering social, games, video, news, finance and so on. More
and more users tend to use the mobile to interact, which is the natural advantage of the
mobile terminal, but also make it a target of public criticism.

Therefore, how to make up for the loopholes in the mobile Internet as much as
possible, and how to detect and prevent a variety of known and unknown intrusion is a
critical thing.

This paper proposed a method of identifying complicated multistep attacks orient-
ing to wireless intrusion detection system (MSWIDS), which includes the submodules
of alarm simplification, virtual topology graph (VTG) generator, logic attack graph
(LAG) generator, attack signature database, attack path resolver and complex attack
evaluation. Using introducing logic attack diagram and virtual topological graph, the

© Springer Nature Switzerland AG 2019
S. Li (Ed.): GPC 2018, LNCS 11204, pp. 3–17, 2019.
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attach path was excavated. The experimental result showed that this identification
method applies to the real scene of wireless intrusion detection, which plays certain
significance to predict attackers’ ultimate attack intention.

1.1 Related Works

Intrusion detection as a vital network security technique, which has an extraordinary
ability to detect illegal attacks and intrusion and has been widely concerned and
applied. After more than 30 years of development, the research of intrusion detection
system in three aspects, such as distributed, intelligent and mobility made significant
progress. It has become a content-rich, wide area involved synthetically subject.

In 2013, Aparicio-Navarro, Kyriakopoulos and so on proposed a multi-layer WiFi-
based attack detection method based on D-S evidence theory [1]. In 2016, Afzal,
Rossebø et al. Proposed metrics [2] that can accurately identify de-authentication
attacks and evil twin attacks. In 2016, Victor and Carles et al. Studied the anomaly
detection method for wireless sensor network (WSN) [3].

Liang and Nannan proposed a multistep attack scenario identification algorithm
MARP [4] based on intelligent programming.

In 2015, Shameli-Sendi and Louafi et al. Proposed a defence-centric model based
on Attack-Defense Tree (ADT) to assess the damage of complex attacks [5]. There are
two types of calculation for the value of a complex attack. One is attack-centric, the
other is defence-centric. The former is only for the final target. If the attacker does not
reach, the damage value is 0, and the latter considers each At-tack steps. There are two
types of ADT node, attack node and defence node, if the parent node is the same type is
the refinement relationship, if not the same is the countermeasure relation-
ship. Each ADT has a root node as the primary target and extends downward from the
root node. If the root node is an attack node, an attacker starts from a leaf node that is
the attack node in the tree and arrives at the root node as an attack path. The refinement
relationship under a node can be disjunctive or conjunctive, i.e., to satisfy at least one
of the true or true at the same time.

In 2016, Bi, Han and Wang proposed a probabilistic algorithm for dynamically
generating a top K attack path for each node [6]. An attack path can be a single-step
attack or a complex attack. The time complexity of calculating top K for a complete
attack graph will be exponential, and the algorithm dynamically generates these paths
and eventually forms an incomplete attack graph.

In 2016, Wang and Yuan et al. Proposed MaxASP, a maximal sequential pattern
mining algorithm without candidate sequences, which can efficiently obtain the max-
imum attack sequence [7].

However, with the diversification of attacks on the mobile Internet, existing
intrusion detection [8] technologies often fail to detect the attack accurately. Therefore,
we also study the wireless intrusion alarm [9] aggregation method for mobile Internet
[10] and apply its research in wired networks [11] to the new environment of the
mobile Internet.

4 G. Chen et al.



1.2 Organization of the Paper

The WIACM method this paper presents includes three steps: alert formatting, alert
reduction and alert classification. The rest of this paper is organized as follows. Sec-
tion 2 introduces the general framework of the WIACM method. Section 3 gives this
problem decomposition. Section 4 describes the experimental environment and gives
the experiment results. We conclude with a summary and directions for future work in
Sect. 5.

2 MSWIDS General Designs

The architecture figure of the MSWIDS designed in this paper is shown in Fig. 1
below. The system includes four modules: data acquisition, single-step attack recog-
nition, complex attack recognition and information display interface.

Signature
Database

Single-step attack

General
Detector

Specifica on
Detector

System
Configure

A ack
Database

VTG
Display

Display

Ranked
A ack
Display

A ack
Goal

Predic on

Signature
Database

Multi-step attack

Virtual Topology Graph
Generator

A ack Path 
Parser

Alert 
Reduc on

Logic A ack Graph
Generator

Mul -step
A ack 

Assessment

SensorSensorSensor

Kismet server Libpcap

Kismet 
drone

Kismet 
drone

Kismet 
drone

Pcap 
files

Data collection

Fig. 1. MSWIDS general framework
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Data Collection. Distributed acquisition environment flow, for the subsequent
analysis of data sources.
Single-step Attack. Identify a single-step attack, used for subsequent complex
attack identification.
Complex Attack. Complex Attack Identification Module: Identify complex attacks
and the final intention of the attacker.
Display. Real-time display system identifies the attack process.

3 MSWIDS Detailed Design

The single-step attack identification module generates a series of SAIs that are stored in
the Attack Database for analysis by the complex attack recognition module. The
complex attack recognition module includes sub-modules such as alarm reduction,
VTG generator, LAG generator, signature database, attack path resolver, and complex
attack evaluation. The architecture is shown in Fig. 2.

Single-step a ack 
informa on

a ack 
database

mu l-step a ack 
informa on

Alert Reduc on

Virtual 
Topology 

Graph
Generator

Logic 
A ack 
Graph

Generator

Signature
Database

A ack Path Parser

Mul -step
A ack Assessment

Fig. 2. Complex attack recognition module
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The Complex Attack Identification Module corresponds to the alarm association
phase of an IDS, while the attack graph used for alarm correlation. In this paper, a
complex attack identification module uses a LAG and a VTG to mine the attack path.

There are two main steps in this module. First of all need to pretreatment, remove
irrelevant alarms and repeating alarms, streamline the number of alerts. The second step
is to sort through the hyper-alert to identify the attacker’s easy-to-take attack sequence
and predict the attackers’ follow-up and final intentions.

When identifying attack sequences, logically there are three categories of alerts.
One is Alert Detected (ADE), which belong to some single-step attack; the other is
Alert Undetected (AUD), which may be a missing alarm; one is Alert Predicted (APR),
the result of the forecast. Also, considering the attacker may make some meaningless
attacks during the attack to confuse the real purpose, the first type of alert will be
divided into two kinds: Alert Real (AR) and Alert Disturbed (AD).

3.1 LAG Generator

The LAG generation process is shown in Fig. 3 below.

The above dynamically generated attack graph contains all attack chains that have
detected single-step attacks and which they may exist. Select the relevant attack chain
from the signature database and then merge and generate the attack tree. The reason for
attacking the graph is that the full attack graph made by the entire signature database
becomes more complicated, which is not conducive to subsequent mining because the
size of the signature database increases. A simple attack scene will generate a simple
attack map, and a complex attack scene will produce a complex attack map, so more
matches.

Fig. 3. Logic attack graph generation process
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3.2 VTG Generator

The VTG generation process is shown in Fig. 4 below.

The above dynamically generated virtual topology map contains all the nodes
involved in a single-step attack, as well as the connections between nodes. Virtual
Topology Definition, where is the set of virtual nodes on which the attacker is located,
and is the set of virtual nodes on which the victim found. It is the set of virtual nodes on
which the transitions reside and is the set of attack traffic between the virtual nodes.
The virtual node VN may have three roles: attacker, the victim, transitioner. A virtual
node VN does not represent a real physical device. One VN may contain different
addresses. Several VNs may also separate a physical invention. A VN may also assume
various roles depending on the attack.

For reasonably reduced system complexity, the following assumptions need to
make for VN generation and consolidation:

Hypothesis hy3.2: Attacking device does not map as victim VN.
Hypothesis hy3.3: One VN corresponds to a single role associated with an attack.
Hypothesis hy3.4: If a VN has more than one address, it indicates that address
spoofing is being used and is considered an attacker.

The address of VN is addr_vn (mac_addr, ip_addr, ssid, vendor). If the mac_addr
and ip_addr of the two addresses are at least the same, they are considered as belonging
to the same VN. If mac_addr and ip_addr are the same but have different values ssid or
vendor, and they also belong to the equal VN.

Fig. 4. Virtual topology generation process
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To determine the role of the VN method:

(1) The address conflict between VNs;
(2) src of VN address that contains SAI belongs to VNs, including dst belongs to VNt,

including trans belongs to VNm.

Calculate the corresponding single-step attack correlation between VNs:
Formula (1) For attack A, the degree of association between VN1 and VN2 is as

follow:

assdAðVN1;VN2Þ ¼
Pk
i¼1

SAIVN1�[VN2ðiÞ:AP
k

ð1Þ

Where k is the alert number of the single-step attack alarm set SAIVN1�[VN2 from
VN1 to VN2.

3.3 Attack Path Analysis

Combined with VTG and LAG attack path analysis, the flow chart shown in Fig. 5
below.

Each path represents an attack chain. In the DFS process, every attack node A
passes through an attack path in the VTG. If the attack path from the VTG attacker
node, Edge A can form an attack path to the victim node B, then put it corresponding to
The SAI information is added to the LAG attacking node to determine whether the
condition from the attacking node to the next attacking node meets the state. If satis-
fied, the recursion is performed and the impact at the LAG side takes effect.

Fig. 5. Logic attack graph generation process
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Formula (2) VTG to find a path to attack, calculate the degree of relevance as
follows:

assdAðVN1;VN2; . . .;VNkÞ ¼
Yk
i¼i

assdAðVNkÞ ð2Þ

And map it to the corresponding node of the candidate attack chain.

3.4 Complex Attack Assessment

In the previous step, for each target attack node, a set of candidate attack chains will be
generated. Suppose one of these attack chains is the attacker’s actual attack chain and
attack intention. As shown in Fig. 6 below:

The score of the candidate attack chain consists of two parts. One indicates the
effectiveness of each node’s alert, and one suggests the correlation between alerts. The
number of the former is the same as the number of nodes in all candidate attack chains.
If the number of all single-step attacks is N, the latter is an N * N matrix.

For each target attack node, calculate the scoring element of each candidate attack
chain assc1.

assc1ðAttack chainÞ ¼
Yk
i¼i

ðassdðAttack chainðiÞÞ
� averge assdðAttack chainðiÞÞþ 1Þ ð3Þ

Fig. 6. Candidate attack chain set
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averge_assd representing a candidate node is a global attack such attacks node assd
average.

The correlation between attack A1 and attack A2 is calculated as follows:
Find the edge sets E1 and E2 of all attack types A1 and A2 in the VTG.

asseðe1; e2Þ¼

0; e1 and e2 have no common endpoint or e1:ftime[ e2:ftime

0:5; e1 and e2 starting with same point but end with different point

0:5; e1 and e2 starting with same point but end with different point

1; e1 and e2 have the same endpoint

8>>><
>>>:

ð4Þ

assaðAttack chainðiÞ;Attack chainðiþ 1ÞÞ ¼

Pn
i¼1

Pm
j¼1

asseðE2ðiÞ;E2ðiÞÞ

n � m ð5Þ

assc2ðAttack chainÞ ¼
Yk�1

i¼i

ðassaðAttack chainðiÞ;Attack chainðiþ 1ÞÞ ð6Þ

assc1 is a positive number, assc2 is a number in the range [0, 1]. The total score of the
candidate attack chain is:

asscðAttack chainÞ ¼ a lnðassc1ðAttack chainÞÞþ bassc2ðAttack chainÞ ð7Þ

This article parameters a; b are 1.
After getting each attack chain score, you sort it by rating for each target attack

node.
Then discard the following attack chains and target attack nodes:

(1) target attack node without attack chain;
(2) attack chain score below the threshold of 0.5;
(3) If all candidate attack chains of the target attack node are at a low level, the entire

attack chain set is deleted.

Sort all the remaining attack chains, find out the top k target attack nodes and their
attack chains with the highest scores, and output them as multi-step attack information
(MAI).

The MAI contains the VTG visualization map, sorting attack chain, and attack
target prediction, as shown in Fig. 7.

The MSWIDS system displays the current VTG in real time. Through the VTG,
users can observe whether the existing network is attacking or not and highlight the
position of essential nodes such as the attacker and victim through statistics on traffic
between virtual nodes. The sorted attack chain displays all currently possible attack
chains in real time, and the attack intent corresponding to one or several attack chains
in the front is the current intention of the attacker.
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4 Experimental Environment and Result Analysis

This experiment uses a win7 desktop, two win8 notebooks and three kali Linux virtual
machines on it. Also, three USB cards are required for the attacker and the MSWIDS
collector, and the laboratory wireless network environment AP. The experimental
equipment and environmental conditions are shown in Tables 1 and 2.

VTG
Display

Ranked
A ack
Display

A ack
Goal

Predic on

Mul -step a ack 
informa on

Fig. 7. MAI

Table 1. Experimental equipment configuration

No. Equipment OS Role

1 Desktop Win7 victim
2 VM on Desktop Kali linux MSWIDS server
3 VM on notebook A Kali linux attacker
4 Notebook A Win8 victim or transition
5 VM on notebook B Kali linux attacker or drone
6 Notebook B Win8 victim or transition
7 Related APs Linux victim or transition

Table 2. Lab environment

AP Type Number

Public certification 6
WEP encryption 2
WPA encryption 7
Hidden SSID 1
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The roles of devices 1 to 3 are fixed, and other device roles use different roles
according to various attack scenarios.

WEP encryption and hidden SSID are experimental preparation, another AP
belongs to the daily environment.

The experimental scenario deployment platform is shown in Fig. 8 below.

4.1 De-authentication Attack Scenario

There are four types of attacks involving De-authentication attacks, as follows:

Chain 1: attack intention is the denial of service attack, the attack chain as shown in
Fig. 9 below.

Fig. 8. Experimental scene deployment platform

Fig. 9. Dos attack chain
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Chain 2: The final attack is MAC Spoofing, as shown in Fig. 10 below.

Chain 3: The final attack is Evil Twin, as shown in Fig. 11 below.

Chain 4: The attack intention is Key Crack, as shown in Fig. 12 below.

Fig. 10. MAC Spoofing attack chain

Deauth

Condi ons
Ssid,ap_mac,dst_mac

Impacts
disconnect(dst_mac,ssid)

Evil 
twinAirodump

Condi ons
Has(monitor_mode_card)

Impacts
get(ssid,ap_mac,dst_mac)

airbase-
ng

Condi ons
Has(ssid,ap_mac)

Impacts get(fake_ap)

Condi ons
Has(fake_ap)

Impacts
fake_ap_connected

Start

Fig. 11. Evil twin attack chain

Arp 
replay

Condi ons
ap_mac,dst_mac,has(a

rp_request)
Impacts

get(arp_response)

Aircrac
k-ngAirodump

Condi ons
Has(monitor_mode_card)

Impacts
get(ssid,ap_mac,dst_mac)

Deauth

Condi ons
Ssid,ap_mac,dst_mac

no_arp_request
Impacts

disconnect(dst_mac,ssid)

Condi ons
get(arp_response)

Impacts wep cracked

Start

Fig. 12. Key Crack attack chain
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4.2 Recognition Result

The attacks on the four kinds of attack intents described in 4.1 are tested respectively.
Experiments to identify the attack behavior as valid data, each attack intention of 50
times. The experimental results show that the recognition rates of Chain 1 and Chain 4
are 0.68 and 0.78 respectively, while the recognition rates of Chain 2 and Chain 3 are
low, which are 0.42 and 0.36, respectively. Chain 1 flooding attacks have the highest
degree of discrimination with other attack chains due to non-stop implementation of
authentication-off attacks. Chain 4 generates a large number of ARP packets during the
attack, and the Arp replay attacking node is easy to identify. Chain 2 and Chain 3
because of the dominant attack only cancel the certification attack, so although the final
intention is different, but not enough distinction between each other. The experimental
results are shown in Table 3 below.

Figure 13 shows the bar distribution of the authentication result of the un-
authentication attack scene:

Table 3. De-authentication attack scene recognition result

No. Chain 1 Chain 2 Chain 3 Chain 4 Total attack Rate

1 34 5 4 7 50 68%
2 3 21 17 9 50 42%
3 5 22 18 5 50 36%
7 2 6 3 39 50 78%

Fig. 13. De-authentication attack scene recognition result
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5 Conclusions

Experiments show that using the method proposed in this paper to determine the
attackers’ intention to attack, one of the critical factors is the discrimination between
the possible attack chains. The method will yield better predictions if there is a clear
characteristic of an attack committed by the real attack intent. However, if both attacks
attempt to use the same or similar attack steps, they will have similar evaluation scores
in the final predicted candidate attack chain, and the prediction result may not be
suitable for using only one attack intention corresponding to the attack chain. Besides,
the MSWIDS system proposed in this paper, from data acquisition, single-step iden-
tification to complex attack recognition, the validity of the information generated by
each module will affect the processing of subsequent modules. The validity of the
system also depends on Algorithm and should include consideration of the possibility
of misjudgment in a similar single-step attack identification. In this paper, the inter-
mediate results in each step are described by using the evaluation value rather than the
simple boolean measure. The experiment proves that it is of certain significance to
predict the attacker’s ultimate attack intention.
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Abstract. Malware detection is an important method for maintaining the
security and privacy in cyberspace. As the most mainstream method currently,
signature-based detecting is confronted with many obfuscation methods which
can hide the true signature of malware. In our research, we propose a logic
signature-based malware detecting method to overcome the shortcoming of
being susceptible to disturbance in data signature-based method. Firstly, we
achieve the logic of basic block based on Symbolic execution and Static Single
Assignment, and then use a set of expression trees to represent the basic block
logic, the trees set will be filtered to pick out the remarkable items. Depending
on basic block logic trees set, we use n-gram method to select features for the
discrimination of malicious and benign software. Every feature of program is a
sequence of basic block logic and the feature matching is based on edit distance
calculating. We design and implement a detector and evaluate its effectiveness
by comparing with data signature-based detector. The experimental results
indicate that the proposed malware detector using logic signature of basic block
sequence has a higher performance than data signature-based detectors.

Keywords: Logic signature � Basic block logic � Expression tree �
Basic block sequence

1 Introduction

Malware is used for illegal actions like information stealing, system breakdown,
hardware damage, and other malicious purposes. In the current, malware has had a
tremendous impact on the security of Internet, and is become more complicated and
more diverse. As a technique aimed at countering malware, malware detector [1] ensure
the security of system by detecting the behavior of malware, its effectiveness depend on
the empirical means of detecting methods. The purpose of malware detection is
maintaining a green and security environment of Internet, and promoting the devel-
opment of society.

Signature-based detection still plays a dominant role in malware detecting at pre-
sent, it generates signatures from known malware and use them to determine the
maliciousness of a program. We can conclude that the signature of malicious behavior
is the core for detection, while the extracting and selecting of signature will have a great
impact on the effectiveness of detection. Many signatures can be selected to identify
malware, and according to the granularity, these signatures can divide as string
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signatures [2, 3]; opcode signatures [4, 5]; basic block signatures [6, 7]; system call
signatures [8–10], program signatures [11] and other more. The detecting method based
on different granularity of signature is unlike, but they all focus on generating
remarkable signature that could distinguish malware from benign software accurately
and rapidly.

Based on various kinds of signatures, a number of methods have been proposed to
detect malware. Griffin [2] features a scalable model that estimates the occurrence
probability of arbitrary byte sequences to generate string signature and detect malware.
Martin [3] generates a frequency representation which is related to the low level
opcodes operations and is able to discriminate malware and benign-ware with no
disassembly process. Santos [4] and Ding [5] both present a control flow-based method
to extract executable opcode behaviors, their feature generating are based on opcode
sequence. Vinod [6] compares instructions at basic block of original malware with that
of the variants using longest common subsequence (LCS) to extract signature for
malware detection. Adkins [7] applies heuristic detection via threshold similarity
matching between basic blocks, and the matching is actually calculating the similar
between two binaries. Mehdi [8] use a variable-length system call representation
scheme and present an in-execution malware detector. Elhadi [9] proposes a framework
combines signature-based with behavior-based using API graph system.

But on the other hand, malware use lots of anti-analysis methods for evading
detection. These methods contain encryption, packer, polymorphism, metamorphism
and obfuscation [12], they transform the data-flow and control-flow of malware for
hiding their true intentions and true signatures. And unfortunately, most of previous
detecting methods are based on signatures of data, such like the sequence [4, 5, 7], the
frequency [3, 10], the possibility [2, 6, 8], while these signature-based detecting
principles could easily to evade. For instance, encryption and packer could change
string signatures; polymorphism and rootkit could hide system call signatures; code
reordering could disturb opcode signatures and so on. Once the malware developer gets
clear on the signatures selected for detecting, he could use multiple anti-analysis
methods to avoid being detected. So our signature-based detection should not only
concentrate on the data signatures, but also take logic signature into consideration.
Because the logic reflects the function of code, it would not be easy to change during
execution. In analysis, logic could be extracted from instructions, basic blocks, control
flow, system call APIs. By comparison, instruction logic is too simple and cannot
identify malware significantly, control flow logic and system call API logic are too
complex which could not distinguish malicious and benign software conveniently, thus
we choose basic block logic as the most appropriate signature for malware detection.

The difficulty in logic-based signature extracted contain three aspects, the first is
how to extract basic block logic; the second is how to generate feature vector of logic;
the third is how to calculate the similarity between logic. We design our malware
detecting method to overcome the above problems, and the contributions of this paper
are listed as follows:

(1) We propose a basic block logic extracting method based on Symbolic Execution
and Static Single Assignment, and generate formulas of variables calculation
expression and conditional jump expression to represent the logic of basic blocks.
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(2) We design a signature generating method by transform expressions into a set of
trees and choose n-gram method to select features for classification. Each feature
is a sequence of basic block logic, and we screen the set of trees for reduce the
size of basic block logic.

(3) We develop an edit-distance based method to calculate the similarity between two
logics of basic blocks. This method not only calculates the edit-distance between
two trees, but also judge similarity through features of the set of trees.

(4) We employ supervised classifiers to train and classify executable, namely, the
K-Nearest Neighbor, Bayesian Networks, Decision Tree, Support Vector
Machine. The result shows that our approach is efficient and effective while the
evaluation indicates a high detection precision of 96.2%.

2 Structure of Malware Detector Based on Logic Signature

Malware detector is essentially a classifier with transformation algorithm D which is
used to identify the property of the program under inspection. The input of classifier is
the program sample p, the output D(p) is the result of classifier, while one value means
the program is malicious, and the opposite value means the program is benign.

In general, the transformation algorithm in classifier contains several steps for
transforming program sample into identification result, as is shown in Fig. 1. First, the
sample will be analyzed and extract file information or runtime information, the
information extracting can be static or dynamic. Second, some information of sample
will be selected and generate feature vector, the feature vector should significant reflect
the characteristic of program. Third, according to the machine learning algorithm,
feature score is calculated, such as Bayesian Networks algorithm [13], the score is
possibility of malicious or benign code. Forth, classification result is achieved by
comparing the feature score with the threshold.

Our detecting method is a supervised method contains two phases: training and
testing [1]. In the training phase, the detector will summary and select the remarkable
signature in distinguish malware from benign software. On the other hand, during the
testing phase, the detector will classify the sample by comparing its signature with
those which are selected from training phase. Corresponding to the four steps in
transformation algorithm, the training and testing phases also consist of four
procedures.

In the training phase, the detector first extracts the information of samples, and then
generates feature vector, after that, the detector will choose classifier and calculate the
score of feature, and next set the threshold and finish classification. The result of
classification is sometimes not perfect, so we should adjust the scoring formula
according to the classification result and the true property of sample, what is more, the
feature can be reselected based on the score. The training may be executed iteratively
for optimizing the parameters of detector.

The testing phase is relatively simple compared to training phase. The detector still
extracts information firstly, then selects features and calculates their score, finally it will
compare the score with threshold to achieve the classification result.
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In this paper, we use static analysis method to extract the information of program
and achieve the control flow which consists of basic blocks. As explained earlier, the
selected features will greatly affect the accuracy of detection, while our method chooses
basic block logic sequence to extract features. During the scoring and classification, we
select 4 kinds of popular classifier as follows: the K-Nearest Neighbor [14], Bayesian
Networks [13], Decision Tree [15], Support Vector Machine [16].

3 Extracting Logical Behavior of Basic Block

A basic block is a sequence of instructions that contains no branches, once the first
instruction of basic block is executed, all the instructions will be executed sequentially.
A program is composed of basic blocks, and there exist many relations among these
basic blocks, the graph which expresses the basic blocks and their relations is control
flow graph. Normally, a control flow graph (CFG) is a directed graph G = (N, E, entry,
exit), where N is the set of basic blocks, E is the set of jump between basic blocks, entry
is the entrance node and exit is the exit node. Since the basic block sequence is a sub-
graph of control flow graph, we could easily extract it from control flow graph. In this
section, we will introduce the method of extracting the logic in basic block and gen-
erating features which represent the logic of basic block sequence.

3.1 Basic Block Logic Extracting

The data signature of basic block could be concealed by instruction reordering and
instruction replacing, but these obfuscation would not disturb the logic signature. In basic
block logic extracting, the instruction is the elementary item for analysis, so we firstly
concentrate on the logic of assembly instructions. According to the logic of every
assembly instruction, we summary the operation of instructions and classify them into 4
classes: assignment, calculation, jump, none (show in Table 1). Include them, assignment
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Fig. 1. A structure of malware detector.
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is the instruction that assign the value of memory, register, or eflags, and calculation is the
instruction that calculate the value, jump is the instruction that represent the transfer of
control-flow, none means the instruction has no logical meaning. We could infer that
calculation and jump instructions could remarkably indicate the logic of basic block.

Logic of basic block is collected from the logic of every instruction, and for
analyzing the logic among related instructions, we introduce Static Single Assignment
(SSA) [17] and Symbolic Execution (SE) [18]. SSA enables the efficient implemen-
tation of many important decompiler components, while each variable is assigned
exactly once, and every variable is defined before it is used. SE is used to analyze the
relationship between inputs and program execution, the core of symbolic execution is
using symbolic values as input and then tracking the propagation of variables. Through
the method of SSA and SE, we could extract the logic of data-flow and control-flow.
The major two steps in logic extracting are listed as below:

(1) We list all the instructions in basic block, and then with the help of SSA format,
we perform slicing to backtrack a chain of instructions with data and control
dependencies;

(2) With the use of symbolic execution, we analysis the dependency chain and extract
the logic of variable calculations and jump conditions.

Here we will use an example to explain our method, show as Fig. 2, and the object
in example is a typical basic block. Figure 2(a) shows a source-level view of basic
block, Fig. 2(b) shows an assembly-level in accordance with Fig. 2(a), and Fig. 2(c) is
SSA format of basic block logic, the V here represents new variable. Depend on the
sequence of instructions in Fig. 2(b), we use symbolic execution to backtrack the
dependencies. The dependency of variable calculation ebpþ y½ � is shown by arrows on
the left of Fig. 2(b), and the dependency of jump condition jle is shown on the right.
Use the dependency and SSA format logic, we can conclude the formula expression of
ebpþ y½ �:V15 ¼ V1þ 2ð ÞþV5 � V5ð Þ � V5 � V5ð Þ, and the formula expression of
jump condition is V1þ 2ð ÞþV5 � V5ð Þ� 2.

During logic extracting, we can find that in one basic block, there exist more than
one variable calculation (like ebpþ x½ �; ebpþ y½ �. . .. . .), by only contains one jump
condition, so the basic block logic can be expressed as a combination of a set of
variable calculations C and a jump condition J .

L ¼ C;Jf g ¼ c1; c2; c3. . .ð Þ;Jf g ð3� 1Þ

Table 1. The classification of instruction operations.

Instructions category Opcodes Examples Logic of examples

Assignment mov, xchg… mov eax, ebx ebx ! eax
Calculation add, and, not… add eax, ebx eax + ebx ! eax
Jump jo, jnc, ja… jo loc_1 if OF==1, jump loc_1
None nop… nop none
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3.2 The Expression of Basic Block Logic

The logic of basic block is a set of formula expressions which consist of variables and
operators. Although these formula expressions are intuitive, their format is not suit for
comparison and analysis, thus this paper overcome this shortcoming by converting
formula expression into expression tree.

In expression tree, there exist three kinds of nodes: immediate operands, symbolic
variables and operators. Normally, the leaf nodes must be immediate operands or
symbolic variables, and operators must be non-leaf nodes. The generating method of
expression tree is similar to abstract syntax tree (AST) generating. In our method, the
generated expression tree has two properties:

(1) The nodes of symbolic variables can be regarded as undifferentiated.
(2) The child nodes of some operators do not need to stipulate their positions, and the

other should make restriction, the detail is shown in Table 2.

We still take the example of Fig. 2, and consider the expression of ebpþ x½ � and
ebpþ y½ �, their expression tree is generated as Fig. 3.

Compared with the formula expression, expression tree is suit for analysis, but in
malware detection, the size of expression tree is variable-length, while it is not fast in
feature matching, so we choose another form to express the tree. The core idea of our
expression form is using the features of tree to replace the expression tree, and the
features contain:

(1) The number of nodes in expression tree;
(2) The number of operators in expression tree;
(3) The number of variables in expression tree;
(4) The operators which hold the highest frequency in expression tree, and the count

of this operators;
(5) The count of variable which hold the highest frequency in expression tree;
(6) ……

Fig. 2. An example of basic block and its logic extracting of SSA format.
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By applying above method, we could use a fixed expression contain the features of
expression tree to represent the logic of basic block. The basic block logic can be
expressed as:

L ¼ c1; c2; c3. . .ð Þ;Jf g ) tc1; tc2; tc3. . .ð Þ; tJf g ) f t1; f t2; f t3. . .ð Þ; f tJf g ð3� 2Þ

3.3 Feature Generating and Selecting Based on the Basic Block Logic

Feature generating is carried out to extract features from the logic of basic block, and
feature selecting is applied to reduce the dimensionality of the features set to remove
redundant and noisy feature which reduce the performance of classification. Here, we
use N-Gram [19] method to generate features of the program under inspection, and
select features based on the Information Gain.

N-gram method selects a sequence of information as features and n represents the
length of sequence. The n-gram feature generating method is widely used in the rep-
resentation of system call sequence and opcode sequence, thus we could employ it in
our detection. In feature generating, we first choose an execution path P based on the
control-flow graph, this path is composed of many sequential basic blocks
P, ðB1; B2; B3; B4. . .). Based on the execution path, we use a sliding window to
extract basic block n-grams, the length of sliding window is n and the moving step is
one. After that, we will extract n sequential basic blocks each time, such like
‘B1; B2; B3’, ‘B2; B3; B4’ …. Then we will extract the logic of basic block and form
n sequential basic block logic, as ‘L1;L2;L3’, ‘L2;L3, L4’ … , and each logic L
could expressed as trees or tree features. After the traversal of all execution paths in
control-flow graph, we will generate all the features which represent as n sequential
basic block logic.

After feature generating, we achieve so many features, we first delete the features
whose expression is too short, and next calculate the information gain for filtering out
the features which hold better performance in classification. Information gain represent

Fig. 3. Two expression trees of ebpþ x½ � and ebpþ y½ � respectively.
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the decrease of entropy cause by remove a feature from the feature set. It is given by
equation:

IG Ngð Þ ¼
X

VNg2f0;1g
X

C2Ci
PðVNg;CÞlog PðVNg;CÞ

PðVNgÞPðCÞ ð3� 3Þ

Ng is the n-gram feature. VNg is the value of Ng, VNg = 1 if Ng appear in the
program samples, it is 0 otherwise. C is the category of sample, in our problem, it
is malware or benign software. P(VNg, C) is the proportion of Ng appear in category C.
P(VNg) is the proportion of Ng appear in all samples. P(C) is the proportion of the
category C in all samples. The features which get the higher IG will be selected for
malware detecting.

3.4 The Comparison of Features

Unlike the features generated from system call sequence or opcode sequence, the
feature of basic block logic sequence is composed of a set of trees, thus it is difficult to
compare. The comparison of features is used in both training phase and testing phase.
During training phase, we use feature comparison to merge the similar features, and in
testing phase, the comparison is to determine whether this feature belongs to malware
features or begin software features. Because the features we generated are sequences of
logic expression, and they have two formats, the one is a sequence of tree sets, and
another is a sequence of tree features.

In the comparison of tree sets sequence, we use the graph matching algorithm based
on edit distance as our basic method. The graph matching could identify if the two trees
are similar, then conclude if the logic of two basic blocks are similar, and only all the
basic block logics are similar in sequence can we determine the matching of the two
features. This method can describe as:

8tci 2 LB; t0ci 2 LB0 tci � t0ci ) LB ¼ LB0 ð3� 4Þ

8i 2 1; n½ � LBi ¼ LB0
i
) F ¼ F0 ð3� 5Þ

Before the tree matching, we firstly convert the generated tree from binary tree to
multi branched tree. This conversion is duo to the characteristic of operators, such like
the operators of addition, the formula expression aþ bþ c can express as three kinds of
binary tree, show as Fig. 4, but they are same in logic, so we make conversion to
overcome this drawback, and the example of ebpþ x½ � is as Fig. 4. And the operators
which should make adjustment are listed as Table 2.

Furthermore, according to the condition show as formula 3-4, we can achieve that
the similar of two logics of basic block requires all the trees to be alike, this is time-
consuming in analysis. So we would reduce the size of the set of trees. In our opti-
mization, we only take the most complicated tree of calculation and the tree of jump
condition into consideration when apply tree matching.
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The tree matching is use the method of edit distance [20], an edit distance is defined
as the minimum cost edit path between two graphs, it meaning how many distortion
operations should execute to transform one graph to another. A standard set of dis-
tortion operations is given by insertions, deletions, and substitutions. When the edit
distance is less than the threshold value, the two graphs consider being similar.

In the comparison of tree features sets sequence, we will compare the features of
logic tree, such as the number and the frequency. The feature of logic tree is a set of
several IDs which represent the operators and the counts, and we will use a formula to
calculate the difference between two logic trees. In this formula, ft is the element of tree
feature set, n is the number of features to describe a logic tree, ft[i] is the ith element in
ft, wi is the weight of ith element in calculation.

D ¼
Xn

i¼1
wiðft i½ � � f

0
t i½ �Þ2 ð3� 6Þ

In our detection method, we could also apply the comparison of tree features to
reduce the time-cost of tree matching, and the skill is to screen candidates through tree
features before tree matching.

Fig. 4. Examples of adjustment of expression tree.

Table 2. The adjustment of operators.

Operators Add Subtract Multiply Divide Modulo And/or/xor Not

Child nodes number limitation No 2 No 2 2 No 1
Position restriction of child
nodes

No Yes No Yes Yes No No

Need adjustment Yes No Yes No No Yes No
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4 Experimentation

In order to test the effectiveness and efficiency of our method, we evaluate our prototype
on several experiments. All our experiments were performed on a 3.1 Ghz Pentium
quad-core processor with 8 GB of RAM, the operation system is Windows 7 SP1.

4.1 Data Collecting

For the experimentation, we employ a library consists of 352 malicious software and
156 benign software. Parts of the malicious software are chosen from VXheawens and
the others are captured by our own honeypot. These malicious samples contain almost
all categories of malware, such like virus, worm, Trojan, backdoor and so on. Including
the malicious samples, many are selected from different malware families, as Bagle,
Klez, Netsky, Mydoom, Minmail and others. Two datasets are created based on the
library, the first dataset is used for training, and another is for testing. The ratio of
training dataset size to testing dataset size is 4:1, and during analysis, the elements of
the two dataset will be changed and then apply detection repeatedly.

4.2 Training and Testing

Multiple classifiers are used in our experimentation, and these classifiers are based on
supervised machine-learning. Several of them are listed as follows:

K-Nearest Neighbor (KNN): The K-Nearest Neighbor is one of the simplest
supervised machine-learning algorithms for classifying samples. This method classifies
each new pattern using the evidence of nearby sample observation. In this paper, K is
set to 10 according to knowledge of previous experiments.

Bayesian Networks (BN): A Bayesian Network is an annotated directed graph of
joint multi-variate probability distributions. As a probabilistic model for multivariate
analysis, Bayesian Network classifies the new pattern depending on the probability
distribution function. In this paper, we use Gaussian distribution.

Decision Tree (DT): A decision tree uses a tree-like model of multistage decisions
for approximating discrete-valued functions. The basic idea of decision tree is to divide
a complex decision into a union of several simpler decisions. The C4.5 algorithm is
used in this paper.

Support Vector Machine (SVM): Support Vector Machine generates a hyperplane
to classify the samples which are represented as n dimensional format. The kernel
function in SVM is used for transforming the original data to higher-dimensional space.
We use polynomial kernel functions in our method.

In our experimentation, we use machine learning tool WEKA to implement the
classification algorithms mentioned above.
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4.3 Evaluation Criteria

The performance of the classifier is evaluated using three criteria: accuracy, the false
negatives rate (FNR), the false positive rate (FPR). They are calculated using equations:

Accuracy ¼ TPþTN
TPþ TNþFPþFN

FPR ¼ FP
TNþFP FNR ¼ FN

TPþFN

Where TP is the number of malware correctly classified as malware, TN is the
number of benign software correctly classified as benign software, FP is the number of
benign software incorrectly classified as malware, FN is the number of malware
incorrectly classified as benign software.

4.4 Experimental Results

Our malware detection method is explained in Sect. 3, and the prototype is imple-
mented in python language. The control flow graph is generated with Angr [21].

The logic extracting is based on basic block analysis, and during experimentation,
we extract almost 12400 distinct basic block logic, after remove the logic whose
expression is too short, the number of effective logic is about 5700.

The features we selected for representing the signature of logic have two formats:
the sequence of basic block logic tree set, and the sequence of basic block logic tree
features set. We experiment our detector with these two formats and their combination,
while the combination method is use the sequence of basic block logic tree features for
matching firstly, and then verify the matched basic blocks by using basic block logic
tree sets. The result is shown in Table 3. We can find that the accuracy of detection
based on logic tree set is the best, but its time-cost in testing is the worst, this is because
the time in graph matching is time-consuming. While the detection based on logic tree
features set hold the least time-cost, however its accuracy is the worst. The good news
is that the combination of these two format behave well both in accuracy and time.

The choosing of n in n-gram method will significantly affect the results of detector,
so we use 2-grams, 3-grams, and 4-grams to generate features, and apply classifier to
make comparison. The result in Table 4 can clearly indicate that although 2-grams hold
the minimum time of about 2.3 s, its accuracy is not perfect, especially in classifier BN
and SVM, the accuracy is much less than that of 3-grams. What is more, the result of

Table 3. Experiment results of two signature representation formats.

Classifier Logic tree set Logic tree features set Combination
Accuracy (%) Time (s) Accuracy (%) Time (s) Accuracy (%) Time (s)

KNN 94.0 85.5 92.6 3.4 93.8 4.2
BN 94.5 84.9 92.3 3.4 94.1 4.2
DT 96.8 83.2 93.8 3.3 96.2 4.1
SVM 90.4 83.1 87.5 3.3 89.6 4.2
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4-grams is still worse than that of 3-grams. The best result is classifier DT using
3-grams method, its accuracy is the highest of 96.2 and time-cost is 4.1 s.

According to the previous 2 experiments, we select the combination method to
represent their signatures and then select features, and 3-grams method is used for
extracting features. As is mentioned in paper [1], the number of features is an important
parameter in classifier. We selected feature numbers of 100, 200, 400, 600, 800, and
test their effect toward classification. The results of accuracy, FNR, FPR are shown in
Table 5.

The accuracy of detection is better with the increasing of feature number and will
reach its maximum when the number is set as 600 in KNN, BN, DT classifiers, as
93.8%, 94.1% and 96.2%. The top value of accuracy in SVM classifier is 90.1% while
number of features is 800, however, the accuracy in SVM with 600 features is already
not bad when compare with others, and it could be better than that of 800 features in
time-cost.

Furthermore, it can be seen from Table 5, that the classifiers which set the feature
number with 600 would hold an optimal or suboptimal result in FPR and FNR.
In KNN, BN, 600 features selected method is the best both in FPR and FNR, and in
DT, it is best in FNR and hold the minimum value in the sum of FPR and FNR.
In SVM, the 800-features perform best in FNR, and the 600-features perform best in
FPR, and their summary of FNR and FPR is almost the same value. So we could
conclude that the best selection of the feature number is 600 in our experiments.

Compared with other classifiers, the Decision Tree method gets the best preference,
it has the highest accuracy and the lowest FNR, and its FPR is not bad.

Table 4. The results of classifier using n-gram method with different length n.

Classifier 2-grams 3-grams 4-grams
Accuracy (%) Time (s) Accuracy (%) Time (s) Accuracy (%) Time (s)

KNN 91.6 2.3 93.8 4.2 94.5 7.5
BN 88.5 2.3 94.1 4.2 90.7 7.4
DT 92.8 2.3 96.2 4.1 91.7 7.5
SVM 79.8 2.2 89.6 4.2 86.3 7.4

Table 5. The detecting results using different number of features.

Classifier 100 200 400 600 800

Accuracy FNR/FPR Accuracy FNR/FPR Accuracy FNR/FPR Accuracy FNR/FPR Accuracy FNR/FPR

KNN 91.0 9.9 92.8 5.9 93.5 7.3 93.8 4.9 92.4 6.9

8.5 7.8 8.9 6.7 7.9

BN 88.3 7.8 91.4 6.6 92.9 8.0 94.1 4.6 92.6 9.3

13.4 9.4 6.6 6.4 6.6

DT 93.2 13.2 92.5 12.0 96.0 4.9 96.2 5.7 95.8 6.7

3.9 5.5 4.5 2.9 3.1

SVM 83.9 17.0 85.0 9.2 85.4 8.8 89.6 5.9 90.1 9.4

15.6 17.5 17.1 12.3 8.7
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We make a comparison between logical signature-based detector and data
signature-based detector for proving the effectiveness of our method. The data
signature-based detecting method is chosen from paper [4], and its features are gen-
erated from opcode sequences. As is shown in Table 6, we use 4 classifiers to test the
accuracy, FPR and FNR of both detectors, while we also adjust the feature number for
achieving their best performance.

Figure 5 clearly show the accuracy of four classifiers based on logic features and
data features, and the result indicate that the logic-based detector is better than data-
based detector. The “-L” represent that the classifier uses logic features, and “-D”
means it uses data features. The average accuracies of KNN-L, BN-L, DT-L, SVM-L
are 92.75%, 92.08%, 94.58% and 86.88%. The average accuracies of KNN-D, BN-D,
DT-D, SVM-D are 91.75%, 91.25%, 93.02% and 85.48%. We can infer the accuracy
of logic-based detector is approximately 1.2% higher than the accuracy of data-based
detector. We select the best performance of these classifiers respectively, and record
their accuracy, FPR, FNR and the best selected feature numbers in Table 6. We can
calculate that the logic-based detector is better than data-based detector toward accu-
racy with approximately 2.1% higher in average. The highest accuracy value is in
DT-L, it gets the accuracy of 96.2%, and its FPR is 5.7, FNR is 2.9, which is the lower
when compared with others.

83
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89
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93
95
97

100 200 300 400 600 800

KNN-L

KNN-D

BN-L

BN-D

DT-L

DT-D

Fig. 5. The comparison of four classifiers based on logic features and data features.

Table 6. The best performance of classifiers based on logic and data features.

Classifier Accuracy FPR FNR Best number of features

KNN-L 93.8 4.9 6.7 600
BN-L 94.1 4.6 6.4 600
DT-L 96.2 5.7 2.9 600
SVM-L 90.1 9.4 8.7 800
KNN-D 92.8 13.1 5.3 300
BN-D 92.2 7.2 9.5 400
DT-D 94 8.5 4.8 400
SVM-D 86.7 15.8 12.1 400
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5 Conclusions and Future Work

As more and more anti-analysis techniques are applied in malicious software, the
detection of malware based on data signature will be disturbed. In this paper, we
describe an approach of using logic signature to classify malicious and benign soft-
ware. Symbolic execution and Static Single Assignment method is employed to extract
the logic of basic block, and then generate the basic block logic tree for features
generating and selecting. The results of detection accuracy, false negatives rate and
false positive rate indicate that our method is better than data signature-based detector
according to our experimentation. The advantage over data signature-based detector is
duo to the elimination of many disturbances introduced by obfuscation. We also test
our prototype to achieve the best parameters in detecting, and the result show that under
the condition of 3-gram features generating, and select the number of features as 600,
and used Decision Tree classifier, we achieve the highest accuracy of 96.2%, which is
2.2% higher than the best performance of data signature-based method.

In our detection method, software behavior is extracted from static approach. Since
static approach could fast extract information of control flow graph, it still holds the
shortcoming at the accuracy of CFG, this is because of the difficulties introduced by
encryption and packer. Therefore, in our future work, we will choose dynamic analysis
for extracting software behavior, while this dynamic method can naturally eliminate
interruptions. In order to overcome the low speed in traversal of all possible paths of
program, we use forced execution to force program execute along different paths as
quickly as possible. What is more, we observe that the feature generating is time-
consuming, and the main cost in feature generating is the generating of logic tree, so we
will continuously search for other filters to reduce the frequency in tree generating.
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Abstract. Nowadays it is becoming a trend for data owners to outsource
data storage together with their mining tasks to cloud service providers,
which however brings about security concerns on the loss of data integrity
and confidentiality. Existing solutions seldom protect data privacy whilst
ensuring result integrity. To address these issues, this paper proposes a
series of privacy-preserving building blocks. Then an efficient verifiable
association rule mining protocol is designed under hybrid cloud environ-
ment, in which the public unreliable cloud and semi-honest cloud collab-
orate to mine frequent patterns over the encrypted database. Our scheme
not only protects the privacy of datasets from frequency analysis attacks,
but also verifies the correctness of mining results. Theoretical analysis
demonstrates that the scheme is semantically secure under the threat
model. Experimental evaluations show that our approach can effectively
detect faulty servers while achieving good privacy protection.

Keywords: Association rule mining · Privacy preservation ·
Integrity verification · Hybrid cloud

1 Introduction

With the advent of big data era, analyzing the huge volume and variety of data
in-house is beyond most data owners’ capabilities, especially for those lack of
computational resources and expertise. Therefore, outsourcing the data storage
with its mining tasks to cloud service providers (CSPs) becomes an optimal solu-
tion for the resource-constrained clients. This paradigm [1] has already come true
in real-life, e.g., Amazon Machine Learning [2], Cloud Machine Learning Engine
[3], Azure Machine Learning services [4], etc. These services aim at facilitating
clients to build their prediction models in a cost-efficient way.

Nevertheless, this new paradigm brings about serious security issues. One of
them is privacy leakage, that is, the cloud server may illegally access the out-
sourced database to learn sensitive information. Another important issue is that
the integrity of data or mining results may be incorrect due to server hardware
c© Springer Nature Switzerland AG 2019
S. Li (Ed.): GPC 2018, LNCS 11204, pp. 33–48, 2019.
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or software failures, etc. In this paper, we focus on solving these problems of
association rule mining outsourcing in hybrid cloud environments to guarantee
privacy, integrity, as well as efficiency.

In order to preserve data privacy in outsourcing scenario, data owners usually
encrypt their databases locally before uploading them to the cloud [5]. Substi-
tution ciphers can be used to hide the meaning of items, whereas they expose
the supports of items, and thus are vulnerable to frequency analysis attack.
Wong et al. [1] first addressed this by proposing a one-to-n item mapping to
enhance protection. It was improved through k-support anonymity technique
which requires each authentic itemsets must have the same support as at least
k − 1 other itemsets [6,7]. These works require inserting artificial itemsets or
transactions, whereas the cost to create fake dataset is considerably high for
data owners [8].

Another line of research is to employ homomorphic encryption (HE) tech-
niques to improve security. Yi et al. [8] proposed three solutions based on dis-
tributed ElGamal cryptosystem to achieve different privacy needs. FHE (fully
homomorphic encryption) was used in [9] that allows mining on the encrypted
data. Li et al. [10] proposed a new symmetric HE to detect fictitious transac-
tions inserted according to [7]. Generally, HE alike schemes are computationally
expensive because of exponential modular operation [11], key switching [12], etc.

To verify the correctness and completeness of mining results, the previous
works [13] utilized a set of fake (in)frequent itemsets based on the assumption
that the probability for the server to cheat on true and fake itemsets are equal.
A deterministic approach was proposed by constructing cryptographic proofs,
which achieves verification with 100% guarantee but higher overhead [14]. Addi-
tionally, none of these works consider privacy preservation as an issue.

In this paper, we propose a hybrid-cloud-assisted privacy-preserving associ-
ation rule mining solution over the joint datasets. To the best of our knowledge,
this is the first work on outsourced association rule mining that not only protects
the privacy of the itemsets and frequent patterns, but also verifies the correctness
of results. The contributions of this paper are three-fold:

– First, by introducing the hybrid cloud system model, we propose a series of
privacy-preserving building blocks based on Shamir’s secret sharing scheme
[15]. These building blocks allow the cloud servers to perform addition, mul-
tiplication, comparison operations over split data shares. By leveraging the
redundancy of cloud servers, we provide an efficient scheme that can verify
the integrity of outsourced computation without constructing fake items or
cryptographic proofs beforehand.

– Second, we propose a verifiable and secure outsourced frequent pattern min-
ing protocol based on aforementioned building blocks. Theoretical analysis
demonstrates that the protocol is resistant against frequency-based attacks
under semi-honest threat model. Nothing regarding input or output privacy
is revealed to cloud servers.
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– Last but not least, we conduct evaluations over the real datasets. The exper-
imental results show that our solution not only mines frequent itemsets cor-
rectly and efficiently, but also identifies computation errors effectively.

Table 1 summarizes qualitative comparisons of existing privacy-preserving
outsourcing protocols from different aspects. FAA, CPA, and ITS denote Fre-
quency Analysis Attack, Chosen-Plaintext Attack, and Information-Theoretic
Security, respectively. From Table 1, it can be observed that none of the existing
works except ours, achieve both privacy protection and integrity verification at
the same time. Besides, our solution does not need the data owners to participate
in the outsourcing process, thus incurring relatively smaller costs on them.

Table 1. Comparative summary of existing privacy-preserving outsourced association
rule mining protocols

Protocol Encryption scheme Security model Integrity
verification

No owner
participation

Wong et al.’s [1] 1-to-n Map FAA × √

Tai et al.’s [6] k-support FAA × √

Giannotti et al.’s [7] k-privacy FAA × √

Liu et al.’s [9] FHE FAA & CPA × ×
Yi et al.’s [8] HE FAA & CPA × √

Li et al.’s [10] HE FAA & CPA × ×
Ours Secret sharing FAA & TIS

√ √

The rest of the paper is organized as follows. In Sect. 2, we briefly introduce
association rule mining. The system model, threat model, and design goals are
presented in Sect. 3. The design details of our proposed privacy-preserving build-
ing blocks are described in Sect. 4. We present the complete outsourcing protocol
in Sect. 5. We also analyze the security of our scheme in Sect. 6. Section 7 shows
the theoretical and experimental evaluations. Finally, we conclude the paper and
outline future work in Sect. 8.

2 Preliminaries

In this section, we briefly introduce the definition of association rule mining,
which is the fundamental outsourcing problem for our solution.

Let I = {i1, i2, ..., im} be a set of items, and a database D be a set of trans-
actions, where each transaction ti is a subset of I, i.e., D = {t1, t2, ..., tw}, and
ti ⊆ I for i ∈ [1, w]. Given an itemset A ⊆ I, a transaction ti contains A if and
only if A ⊆ ti. The support of A is the number of transactions in D containing A,
denoted by Supp(A). Given support threshold Ts, A is considered to be frequent
itemset if and only if Supp(A) ≥ Ts. An association rule is expressed as A ⇒ B,
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where A ⊆ I,B ⊆ I, and A ∩ B = �. Let Conf(A ⇒ B) denote the confidence
of A ⇒ B, which means that Conf(A ⇒ B) = Supp(A ∪ B)/Supp(A). Given
the confidence threshold Tc specified by the data miner, A ⇒ B is regarded as
an association rule if and only if Supp(A ∪ B) ≥ Ts and Conf(A ⇒ B) ≥ Tc.
As mining frequent itemsets account for the major workload of association rule
mining, we focus on its representative Apriori algorithm in this paper.

3 Problem Statement

In this section, we formally describe our system model, threat model and design
objectives.

3.1 System Model

In our system model, we mainly focus on how hybrid cloud servers tackle frequent
pattern mining request in a privacy-preserving manner. There are two types of
entities, i.e., Data Owners and Hybrid Cloud Environment, as shown in Fig. 1.
The details of the parties are as follows.

Fig. 1. System model

– Data Owner (DO): DO holds a vertically or horizontally partitioned dataset.
DO who lacks data storage, computational resources, and expertise is willing
to outsource their data and mining tasks to the cloud service providers. Mul-
tiple DOs request the cloud to perform collaborative association rule mining
over their aggregated database.
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– Semi-trusted Cloud (SC): SC comprises two semi-honest servers, which may
come from private cloud or commercial cloud with high availability guarantee.
SC possesses higher computing power than a single DO, but it’s still insuf-
ficient to support large-scale data storage and computation due to limited
server quantity.

– Unreliable Cloud (UC): UC is composed of a large number of unreliable
servers, which provides public storage and computation services. In our con-
text, unreliable servers means they may not only breach data privacy, but
also return incorrect results accidentally due to hardware or software failures.
Compared to SC, the price of renting UC is much cheaper at the expense of
downgrade service security, availability, and integrity.

In Fig. 1, SC1 and SC2 act as the proxy for DO, which mainly performs
auxiliary calculations, such as verifying intermediate results from UC, generat-
ing random numbers, etc. We assume there are n servers in UC, denoted by
UC1, ..., UCn, where n > 2. UC servers store the outsourced datasets, all the
intermediate results and final outputs in encrypted form, while they execute
mining protocol with assistance of SC.

The system model with hierarchical trust is reasonable and practical in real
life, because (1) it’s commonsense that the cloud service price accords with its
quality; (2) it’s an economic and feasible option for clients to combine different
kinds of public cloud services to balance security, efficiency, as well as cost; (3)
it’s possible to design appropriate schemes to guarantee data privacy and result
integrity in the meantime, which will be illustrated in the following sections.

3.2 Threat Model

In the threat model, SC servers are assumed to be semi-honest, which means
that they follow the protocol but try to infer private information about owners’
data and final results by using the messages they record during execution.

UC servers are also interested to learn data belonging to other parties. Most
UC servers behave like semi-honest servers in most time, but some of them may
accidentally collapse or fail to work correctly. There are many causes in real-life,
such as hardware or software failure, saving computation power for profits, or
being compromised by malicious attackers, etc.

More specifically, we assume: there are t UC servers that may produce errors,
including broken data blocks, inaccurate computation results, etc, where 0 ≤ t ≤
n. The failing servers are randomly distributed of UC, i.e., the probability of
getting false result from any server in UC is equal. At most k − 1 UC servers
may collude together to learn data privacy.

Furthermore, both SC and UC have some knowledge of some private items
and their corresponding frequencies, thus they can launch frequency analy-
sis attack. We assume there is no collusion between two different clouds and
SC1, SC2. In addition, all the interactive data are transmitted through secure
communication channels, so eavesdropping attack is not considered.
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3.3 Design Objectives

The objectives of our proposed privacy-preserving association rule mining pro-
tocol for outsourced database are as follows:

– Privacy. Neither itemsets in the aggregated database, nor the itemset sup-
ports and support threshold should be revealed to SC and UC. Moreover, the
mining result such as the frequent patterns should be protected from CSP.

– Integrity Verification. The integrity verification means verifying integrity
of the outsourced data as well as the mining results. If one or more cloud
servers produce false computation results or corrupted data, the proposed
solutions should be able to detect the errors precisely and timely.

– Efficiency. The most computations should be processed by clouds in an
efficient way while DOs are not required to involve in outsourcing.

4 Proposed Privacy-Preserving Building Blocks

In this section, we first present the basic scheme based on Shamir’s secret sharing
algorithm. Then we show how to perform addition, multiplication, comparison,
and integrity verification. They serve as the privacy-preserving building blocks
of our outsourced mining solution.

4.1 Secure Data Outsourcing Scheme

Shamir’s secret sharing aims at sharing a secret value s among n servers by
dividing s into n shares through a random polynomial. To recover the secret, at
least k shares are needed to reconstruct the polynomial of degree k − 1. It has
been proven that Shamir’s scheme provides perfect information-theoretic security
against recovering s from less than k shares [15]. We combine secret sharing into
the secure data outsourcing scheme, consisting of the following protocols:

– Key generation protocol (KeyGen(κ) → X)
KeyGen(·) takes a security parameter κ as input, and outputs a secret key
X, which is a vector of random numbers, where X = 〈x1, ..., xn〉. Generally,
xi can be derived from any field, for 1 ≤ i ≤ n. In this paper, we assume xi

randomly chosen from the finite field Zp, where xi = 0 and p is a large prime
with κ bit size. SC runs KeyGen() and broadcasts X to DO.

– Secret dividing protocol (SD(m) → S)
SD(·) takes the secret key X and a secret value m ∈ Zp as inputs. The
secret holder generates such a random polynomial q(x) of degree k − 1 that
q(x) =

∑k−1
i=1 aix

i + m, where the coefficient ai ∈R Zp, for i ∈ [1, k − 1]. We
use ∈R Zp to denote selecting a random number in Zp. Then secret holder
computes si = q(xi) for i = 1, ..., n. The output of SD(m) is S = 〈s1, ..., sn〉,
where si is uploaded to UCi for i ∈ [1, n].
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– Secret recovering protocol (SR(S) → m)
SR(·) takes S and X as inputs, and outputs the secret m. Since there are
k unknown coefficients in the random polynomial q′(x) =

∑k−1
i=0 a′

ix
i
i, where

a′
i ∈R Zp for i ∈ [1, k−1] and a′

0 = m, at least k shares from S are required to
determine q′(x) of degree k−1. Given any k tuples like (x1, s1), ..., (xk, sk), m
can be recovered by Lagrange interpolation or by solving k linear equations.

– Data outsourcing protocol
Given that m is the data to be outsourced by DO, SC2 first generates a
random value r ∈R Zp and computes Sr ← SD(−r). r is sent to DO, who
uses it to randomize m by computing m′ ← m+r and sends m′ to SC1. After
that, SC1 splits m′ into sm′,i via running Sm′ ← SD(m′) and distributes ith
share to UCi, for i = 1, ..., n. With Sm′ , UCi removes the randomness of r
by sm′,i + sr,i based on additive homomorphism. In this way, the majority
burden of DO is shifted to cloud servers. As SC1 and SC2 do not collude, m
is not revealed to SC1.

4.2 Secure Addition Protocol (SA)

Design Details. Let C1 = 〈α1, ..., αn〉 denote the split shares of m1, and C2 =
〈β1, ..., βn〉 denote the shares of m2, respectively. Given that αi, βi are held by
UCi for i = 1, ..., n, the goal of SA is to compute the shares of addition of m1

and m2, without revealing anything about m1,m2, or m1 + m2.
Let CAdd = 〈γ1, ..., γn〉 denote the final shares. ∀i = 1, ..., n, UCi obtains

γi through calculating γi ← αi + βi. The correctness of SA is straightforward.
Given that the random polynomials for m1,m2 generated by DO are q1(x) =
∑k−1

i=1 aix
i+m1 and q2(x) =

∑k−1
i=1 bix

i+m2 respectively, where ai, bi are random
coefficients for 1 ≤ i ≤ k−1. Since X is the same for both shares, it’s apparent to
get γi =

∑k−1
j=1 wjx

j
i +m1 +m2, where i ∈ [1, n], wj = aj + bj , for 1 ≤ j ≤ k − 1.

Due to only k unknowns, any k computed shares can be used to recover m1+m2.
In other words, SA is achieved by this additive homomorphic property.

4.3 Secure Multiplication Protocol (SM)

Design Details. Given that divided shares of m1,m2 are held by UC1, ..., UCn

respectively, the goal of SM is to compute the shares of multiplication of m1

and m2. During execution of this protocol, nothing regarding m1,m2,m1 × m2

should be known to UC and SC. The notations of C1 and C2 are the same as
in SA. The details of SM are as follows:

Step-1 (@SC2): SC2 generates two random numbers r1, r2 ∈R Zp. With X,
SC2 computes Cr1 ← SD(r1), Cr2 ← SD(r2), and Cr3 ← SD(r1r2) respectively,
in which Cr1 = 〈f1, ..., fn〉, Cr2 = 〈g1, ..., gn〉, Cr3 = 〈h1, ..., hn〉. After that, the
split shares fi, gi, hi are sent to UCi together with r1 and r2, for i ∈ [1, n].

Step-2 (@UC): ∀i = 1, ..., n, UCi randomizes αi by computing α′
i ← αi +fi;

likewise, β′
i ← βi + gi. After that, α′

i, β
′
i are transmitted to SC1.
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Step-3 (@SC1): With α′
1, ..., α

′
n received from UC, SC1 selects any k shares

to reconstruct the randomized messages of C1, C2 (denoted by m′
1,m

′
2, respec-

tively). Afterwards, SC1 computes their multiplication by ε ← m′
1 × m′

2. SC1

then divides ε by running 〈ρ1, ..., ρn〉 ← SD(ε). ρi is sent to UCi for i = 1, .., n.
Step-4 (@UC): Let Cmul = 〈η1, ..., ηn〉 denote the desired output. UCi first

computes α′′
i ← αi × r2 and β′′

i ← βi × r1, for i ∈ [1, n]. To remove the blinding
factors in ρi, UCi calculates ηi ← ρi −α′′

i −β′′
i −hi, which is the share of m1m2.

Correctness of SM. If UC and SC execute Step-1 and Step-2 strictly, SC1 can
setup a set of equations to solve m′

1 such that α′
i =

∑k−1
j=1 wjx

j
i +m′

1, where wj ∈
Zp, i ∈ [1, n], j ∈ [1, k − 1]. To obtain m′

1, SC1 computes m′
1 ← SR(α′

1, ..., α
′
n).

Likewise, m′
2 can be recovered. Based on SA, it’s easy to verify that m′

1 = m1+r1
and m′

2 = m2 + r2. Hence, we have ε ← m1m2 + r2m1 + r1m2 + r1r2. In the end,
UCi perform three subtractions to get ηi, in which ηi =

∑k−1
j=1 yjx

j
i + m′

1m
′
2 −

r1m2 − r2m1 − r1r2. Let
∑k−1

i=1 six
i denote the polynomial used to split m′

1m
′
2,

and let
∑k−1

i=1 tix
i denote the polynomial to split r1r2, in which si, ti ∈R Zp for

1 ≤ i ≤ k − 1. It can be easily observed that yi = si − r1bi − r2ai − ti and
the constant coefficient y0 is m1m2 due to removing randomness of r1 and r2.
Therefore, the correctness of the SM protocol holds.

4.4 Secure Comparison Protocol (SC)

Design Details. Given that divided shares of m1,m2 are held by UC1, ..., UCn

respectively, the goal of SC is to compare the relationship between m1 and m2,
i.e., m1 ≤ m2, or m1 > m2. During the execution of SC, neither m1,m2 nor
m1 − m2 should be revealed to cloud servers.

Note that the secrets involved in association rule mining (including m1,m2)
are represented by integers, the range of which is restricted in [−N,N ], where
N > 0 and L(N) < L(p)/8. Hereafter, L(·) denotes the length of value in bits.
Recall that p is such a large prime that is used as finite field modulus. The details
of the SC protocol are in the following:

Step-1 (@SC2): SC2 generates two random numbers r ∈R Zp and s ∈R

{0, 1}, s.t., L(r) < L(p)/4. SC2 also computes shares of 1 by S1 ← SD(1). r, s
and S1 are sent to UC.

Step-2 (@UC): ∀i = 1, ..., n, if s = 1, UCi calculates the following by using
its received shares θi ← 2× (αi −βi). If s = 0, UCi calculates θi ← 2× (βi −αi).
Supposing that S1 = 〈μ1, ..., μn〉, UCi then randomizes the difference with r by
di ← r × (θi + μi). After that, di is transmitted to SC1.

Step-3 (@SC1): Upon receiving d1, ..., dn from UC, SC1 selects any k of them
to reconstruct the blinded difference by δ′ ← SR(d1, ..., dn). If L(δ′) > L(p)/2,
SC1 denotes θ = 1 and θ = 0 otherwise. Then θ is transmitted to UC servers
through secure channel.

Step-4 (@UC): Once θ is received, UCi determines the relationship of m1

and m2. Let θ∗ be the minimum indicator. If s = 1, θ∗ ← θ; otherwise, θ∗ ← 1−θ.
It can be inferred that θ∗ = 0 means that m1 > m2 while θ∗ = 1 means that
m1 ≤ m2.
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Correctness of SC. Recall that split shares of SD(m1) are αi =
∑k−1

j=1 ajx
j
i +

m1 while shares of SD(m2) are βi =
∑k−1

j=1 bix
j + m2, for i ∈ [1, n]. The polyno-

mial for SD(1) is μi =
∑k−1

j=1 νjx
j + 1, where νj ∈R Zp for 1 ≤ j ≤ k − 1. During

Step-3, given that s = 1, SC1 can recover δ′ by any k from d1, ..., dn. Supposing
that δ = 2(m1 − m2) + 1, it’s easy to derive that δ′ = rδ.

Since −N ≤ m1,m2 ≤ N , we have 1 ≤ δ ≤ 4N + 1 if m1 ≥ m2; otherwise,
−4N + 1 ≤ δ ≤ −1. By multiplying r, we have r ≤ δ′ ≤ r(4N + 1) for m1 > m2

and r(−4N + 1) ≤ δ′ ≤ −r for m1 ≤ m2. However, as these are modular
operations, r(−4N+1) ≤ δ′ ≤ −r ⇒ p+r(−4N+1) ≤ δ′ ≤ p−r. Because L(r) <
L(p)/4 and L(N) < L(p)/8, it can be verified that L(p)/8 < L(δ′) < 3/8 ·L(p) if
m1 > m2, whereas if m1 ≤ m2, we have L(δ′) > log(p − 23/8·L(p)+1 + 2L(p)/4) >
L(p)/2 and L(δ′) < log(p − 2L(p)/4) < L(p). Hence, L(p)/2 can be regarded as
judgement threshold and the correctness of the SC protocol holds.

Furthermore, the reason why we use the form 2(m1 − m2) + 1 instead of
m1 − m2 is to avoid private information leakage. If δ = m1 − m2, SC1 definitely
knows m1 = m2 when δ′ = 0. Thereby, without knowledge of r, s, nothing
regarding actual values of m1, m2, or m1 − m2 are revealed to SC1.

4.5 Integrity Verification Scheme (IV)

Design Details. Given that τ1, ..., τn are the split shares of m ∈ Zp from UC,
the basic idea of IV is to perform verification at the moment of reconstructing
m. Recall that there are t failing UC servers, so the number of correct results is
n− t. Thus, solving

(
n−t
k

)
different linear systems of k equations should give the

same recovered message. Emekci et al. [16] proved that any linear system each
with at least one malicious party would give a different value. We extend this to
Theorem 1 as follows:

Theorem 1. Given two different sets of linear equations that produce the same
results, the probability that the shares from both sets are correct is very large.

Proof. The two sets of equations forms two different linear systems, denoted
by Aici = si for i ∈ {1, 2}, where ci is the polynomial coefficients to solve,
si is a vector of divided shares, and Ai is the matrix composed of exponents
of secret key, i.e., xd

j , j ∈ [1, n], d ∈ [0, k − 1]. If c1 = c2, it’s easy to infer
that s2 = A2A

−1
1 s1. However, it’s almost impossible to compute A1 and A2

in advance, because neither the secret key X, nor which shares are chosen are
revealed to UC. Without loss of generality, we assume s1 contains t1 false shares
while s2 contains t2 false shares, where t1, t2 ≥ 1. The probability of c1 = c2 is
equal to the probability of selecting t1 + t2 random numbers from Zp, which is
1/pt1+t2 . Contrarily, the probability of getting the correct shares if the solutions
are equal is 1−1/pt1+t2 , which can be infinitely large as long as p is large enough.

Based on Theorem 1, our verification strategy is straightforward: KH (key
holder) randomly selects two sets of shares from τ1, ..., τn to recover secret mes-
sages, by which it judges whether the results from two different linear systems are
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equal. If they are equal, the result is considered correct; otherwise, at least one
of UC servers make mistakes. Therefore, it is possible to verify the correctness
of results from UC. The major steps are shown in Algorithm 1.

Algorithm 1. IV(τ1, ..., τn) → true/false

Require: KH has τ1, ..., τn and X.
1: KH randomly chooses k out of τ1, ..., τn as set Γ1 to compute the polynomial

coefficients c1;
2: KH randomly chooses k shares as set Γ2 to compute the polynomial coefficients

c2, s.t., Γ1 �= Γ2;
3: if c1 == c2 then
4: KH considers Γ1 and Γ2 are correct;
5: return false;
6: else
7: KH considers Γ1 or Γ2 contains errors;
8: return true;
9: end if

In terms of verifying the above building blocks, both DO and SC1 can play
the role of KH. For instance, to verify if the split shares are compromised by
UC for secure data outsourcing scheme, DO executes IV based on its received
shares. As for SA, DO may validate its calculated result by downloading the
shares and recovering them. For SM and SC, SC1 takes part in verification
in that it reconstructs intermediate results by shares from UC at Step-3. The
integrity of m′

1,m
′
2 in SM and δ′ in SC are validated by SC1 while the output of

Step-4 should be checked by DO. We stress that to verify the final result of SC,
DO can simply check whether θ∗ from all servers are equal rather than invoking
IV because they should be the same if t = 0.

5 Proposed Outsourced Mining Protocol

In this section, we present the privacy-preserving outsourced association rule
mining protocol by utilizing the building blocks proposed in Sect. 4.

5.1 Design Details

The entire outsourcing process can be divided into three stages, namely, Data
Preprocessing Stage, Outsourced Mining Stage, as well as Result Retrieval Stage.
The details of each stage is presented as follows:

Data Preprocessing Stage. The outsourced database can be vertically or hor-
izontally partitioned. Let’s take horizontally partitioned database as an example,
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i.e., each DO’s dataset contains only a subset of total transactions whereas the
item set is complete. This stage includes three steps:

Step-1 DO converts D into a matrix DM , in which each row is a bit vector
indicating the existence of certain items just like [9]. Specifically, element value
“1” means the item exists while “0” means absence. Each column stands for a
kind of item, so the count of columns is the total number of items.

Step-2 DO then randomly permutates the rows of DM to obtain a trans-
formed dataset, denoted by DT . We use πr to represent the permutation function.
Note that πc should be stored by DO in order to recover the true itemsets.

Step-3 Given that κ is security parameter, SC runs KeyGen(κ) to gener-
ate X. After that, DOs exploit secure data outsourcing in Sect. 4.1 to divide
each element in each transaction of DT . The result is denoted as D′

T . Since the
underlying scheme is probabilistic, shares of the same secret are entirely different.
Finally, the random shares are uploaded and converged at corresponding UCi.

Outsourced Mining Stage. During this stage, cloud servers run Binary Apri-
ori algorithm, which is a variant Apriori for mining data in bit vector representa-
tion [9]. We call the outsourced Apriori protocol as OA. Given that UC servers
hold shares of the joint datasets and the support threshold, they aim at finding
all the frequent itemsets, as shown in Algorithm 2.

Algorithm 2. OA(D′
T , T ′

s) → L

Require: UC stores D′
T and T ′

s, while SC holds X, where D′
T denotes split shares of

the joint dataset and T ′
s is the split shares of support threshold.

1: Initialize 1-item candidate set C1 = {attri|i = 1, ..., m}, where m = |I|;
2: for each candidate c ∈ C1 do
3: c.supp′ ← ComputeSupport(c, D′

T );
4: if true == IsFrequentItemset(c.supp′, T ′

s) then
5: L1 ← L1 ∪ c; // Initial L1 ← Ø
6: end if
7: end for
8: for (l = 1; Ll �= Ø; l + +) do
9: Cl+1 ← GenerateCandidateSet(Ll);

10: for each candidate c ∈ Cl+1 do
11: c.supp′ ← ComputeSupport(c, D′

T );
12: if true == IsFrequentItemset(c.supp′, T ′

s) then
13: Ll+1 ← Ll+1 ∪ c; // Initial Ll+1 ← Ø
14: end if
15: end for
16: end for
17: return L ← {Li �= Ø|i = 1, ..., l + 1};
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To start with, UC servers concurrently generate candidate set C1 with
1-item by selecting the individual attribute id attri (at line 1). Then UC and
SC jointly compute the frequent 1-item set L1 by calling the ComputeSup-
port and IsFrequentItemset functions (at lines 2 to 6). After that, frequent
l−itemsets for l ≥ 1 are computed in an iterative fashion (at lines 8 to 16).
Firstly, UC servers invoke GenerateCandidateSet to generate candidate set
Cl+1 of length l + 1. Secondly, similar with the steps of computing L1, cloud
servers calculate divided support shares for ∀c ∈ Cl+1. The frequent itemset
Ll+1 is obtained by identifying candidates in Cl+1 whose supports are no less
than predefined threshold Ts. The iteration terminates until all frequent itemsets
are found.

There are three functions used in OA, namely, ComputeSupport, IsFre-
quentItemset, and GenerateCandidateSet, which are described as follows:

– ComputeSupport: it takes a candidate itemset c and D′
T as inputs, and

outputs the shares of c’s support, where c ∈ Cl. According to our data pre-
processing schemes, we use attribute numbers to represent items. To com-
pute the support of c = 〈attr1, ..., attrl〉, UC and SC compute Ωi (i.e., the
split indicator of c in transaction t′i for i ∈ [1, w]) by performing bitwise
AND-operation on columns attr1, ..., attrl at i-th transaction. This bitwise
operation

∏l
j=1 t′i(attrj) is achieved by calling SM. With Ω1, ..., Ωl, UC exe-

cutes SA to add them together to get the desired support shares, denoted as
c.supp′.

– IsFrequentItemset: it takes c.supp′ and support threshold T ′
s as inputs.

The function is realized by UC and SC via executing SC(T ′
s, c.supp′). If the

output of SC is 0, we have c.supp < Ts; otherwise, c.supp ≥ Ts that implies
that c is a frequent itemset, in which c.supp and Ts are the real value of
c.supp′ and T ′

s, respectively.
– GenerateCandidateSet: it takes frequent itemsets Ll of length l (l ≥ 1) as

inputs, based on which UC computes a candidate set Cl+1 of length l + 1.
Since UCi holds Ll for i ∈ [1, n], the candidate itemset c ∈ Cl+1 is created by
ζ ∪ ε, where ζ ∈ Ll, ε ∈ I ∧ ε /∈ ζ. Recall that I is the set containing all items.
This function utilizes the monotone property that any subset of a frequent
itemset must be freuqent.

As IV scheme has been integrated into the proposed privacy-preserving
building blocks, the protocol can verify integrity of intermediate results if some
UC servers are breakdown. Note that DO does not participate in mining stage
directly, so only SM and SC can be verified by SC1. Nevertheless, it is enough
to verify the intermediate results of ComputeSupport and IsFrequentItem-
set. Even though SC1 has no knowledge about when and which UC server may
fail, a simple strategy is carried out that it aborts the execution once an error
is detected during the outsourcing stage. Besides, none of the above functions
require participations from DO.
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Result Retrieval Stage. During this stage, DO retrieves all the frequent
itemsets L and the divided shares of corresponding supports from UC. As the
itemsets are attribute sequence numbers that are permuted at preprocessing,
the real itemsets should be recovered by π−1

c , while the real supports can be
reconstructed with X. The correctness of the results can also be verified via IV.

6 Security Analysis

In the secure data outsourcing stage of our scheme, UC learns nothing regarding
the outsourced datasets as long as the underlying secret sharing is semantically
secure [15]. Since the support threshold are also encrypted, UC knows neither
exact support of itemsets and threshold. So it is very hard to launch frequency
analysis attack based on its background knowledge.

UC cannot learn anything regarding inputs or outputs during SA based on
additive homomorphism. SM is achieved by cooperation between UC and SC.
No secret is revealed to UC due to no collusion between UC and SC. Though
SC1 is able to obtain m′

1,m
′
2 which are randomized by r1, r2, it does not learn

the original messages and the multiplication result. Likewise, UC cannot solve
the polynomial to know the inputs and δ in SC. SC1 only gets randomized δ′ so
that the different δ is protected. Nothing is revealed to SC2 for it does not hold
any data. Furthermore, the real relationship between inputs is also protected
from SC1 because of random s. IV scheme is invoked during the execution of
SM and SC at Step-3. Since all input data are blinded, no privacy is known to
SC. Hence the proposed building blocks is secure under our threat model.

During Outsourced Mining Stage, OA algorithm invokes three functions iter-
atively, which are composed of the building blocks and set operations. Most of
inputs, outputs, and intermediate results within these functions are protected
from clouds. The only information revealed to UC is the output of IsFrequen-
tItemset, which indicates whether the target itemset is frequent or not. But it
is only used to update candidate itemsets. By random permutation over dataset
columns, UC cannot deduce real frequent itemsets from D′

T and L. Therefore,
our scheme protects data privacy based on Composition Theorem [17].

Combining above illustrations and Theorem 1, the outsourced mining proto-
col achieves both security and integrity objectives.

7 Performance Analysis

In this section, we analyze the performance of our solution from both theoretical
and experimental perspectives.

7.1 Theoretical Analysis

Let Mul denote the modular multiplication operation. Given that Lagrange inter-
polation is used to recover the polynomial coefficients, it takes DO n(k − 1)Mul
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to divide a secret, while it takes (k − 1)Mul for recovery. SM takes (2nk + 2k −
n + 1)Mul with 6nL(p) communication traffic. The computational cost of SC
is (2n + k)Mul and its communication cost is 2nL(p). IV only needs two times
of SR(·) operations. Note that the cost of outsourcing protocol depends on the
frequent candidate itemset count in each iteration. To compute the support for
l-itemset, the cloud servers call w(l − 1) times of SM and w − 1 times of SA.
SC is called once in comparison with threshold. For simplicity, we evaluate the
overhead in one iteration. Thus, OA repeats |Cl| rounds of ComputeSupport,
IsFrequentItemset. The computation and communication complexity of our
scheme are O(|Cl| × w × l × n × k) and O(|Cl| × w × l × n), respectively.

7.2 Experimental Analysis

To the best of our knowledge, there is no prior works that consider data privacy
and integrity verification simultaneously. So we only evaluate our protocols under
different settings. We carry out tests using the real datasets from FIMI1, in
which the Chess datasest contains 3196 transactions with different 75 items.
The protocols are implemented upon Intel Xeon E5-2620 CPU with 8GBytes of
memory using Crypto++ 5.6.3 library. We choose L(p) = 512 throughout our
tests and transform the raw dataset into its binary representation like [9].
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Fig. 2. Cloud computational cost with varying parameters on the Chess dataset.

First, we assess the overhead on cloud servers with varying UC server count
(n) and selected shares (k) when the support threshold Ts = 97%w. The results
are given in Fig. 2(a). The cloud running time includes computation time for UC
and SC. It can be seen that the time grows gradually with the increase of n and
k. Since k defines the degree of polynomial coefficients while n determines the
number of equations, increasing them definitely incurs more costs during calling
SM and SC while improving the system redundancy.

We then evaluate the outsourced mining protocol with varying Ts and n.
Figure 2(b) depicts that the cloud running time declines with the growth of Ts,
because less frequent itemsets suffice the higher threshold condition. However,

1 http://fimi.ua.ac.be/data/.
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it is noteworthy that the impact of support threshold depends on the density of
dataset, thus the same threshold ratio may result in different amounts of frequent
itemsets for different datasets.

Lastly, we evaluate the integrity verification performance of our solution. In
the setup, we choose Ts = 97%w and k = n/2. Figure 2(c) shows the cloud
running time sharply drops to near zero with the increasing count of failing UC
servers (t) irrespective of n. This is because our scheme identifies the appearance
of servers’ errors and aborts the execution. Throughout the tests, IV achieves
100% accuracy of integrity verification. Furthermore, we find that the communi-
cation overhead of OA presents similar tendency as computation cost, whereas
this part of analysis is omitted due to space limitation.

8 Conclusion

In this paper, we proposed a verifiable and privacy-preserving solution for out-
sourced association rule mining. On the basis of secret sharing scheme, we pro-
posed a series of efficient privacy-preserving building blocks to evaluate addition,
multiplication, comparison over encrypted data and to transfer majority work-
load to clouds. The verification scheme checks the validity of the mining results
by using the redundancy of servers. Our solutions protect privacy of the out-
sourced database and itemset frequencies under the hybrid-cloud threat model.
Experiments on the real dataset show that our protocol performs efficiently and
identifies errors effectively in case of failing servers. As future work, we will focus
on further improving the efficiency and security of the techniques for privacy pro-
tection and integrity verification to make it more practical in real-life.
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Abstract. In information systems where there are a large number of different
resources and the resource attributes change frequently, the security, reliability
and dynamics of access permissions should be guaranteed. The changing raises
security concerns related to authorization, and access control, but existing access
control models are difficult to meet practical requirements. In this paper, a
resource and attribute based access control model named RA-BAC was pro-
posed. The model bases on attribute-based access control (ABAC) and links
access control policy with resource, and redefines the access control rules.
Besides, we compare RA-BAC and ABAC from the perspective of theory and
simulation experiment respectively to show the advantage of RA-BAC model.
We give a detailed analysis combining with instances to show the practicability
of the RA-BAC model. RA-BAC solves the problems of policy conflict and
policy library expansion in the ABAC model when there are too many resources
and the attributes of resources are changed frequently in the system. Using
RA-BAC model in system can makes permission query efficient and reduce
workload of the system administrator of managing the policy library.

Keywords: Access control � Resource � Attribute �
Attribute-based access control � Policy conflict

1 Introduction

With the advances in information technology and the information explosion, there are
more and more systems that maintain huge amounts of information and the access to
such systems should be secure, reliable and dynamic. Access control is an essential
mechanism that controls what operations the user may or may not be able to do [9] and
it’s one of the key technology to solve these problems.

But in terms of traditional access control models, it is hard to apply them to the
distributed environment of large information systems [8], so many researchers study on
the attribute based access control model (ABAC) [6] at present. However, ABAC
model is not fully apply in the environment where quantity of subject and resource is
very large. For example, in an auto parts production workshop, there are hundreds of
different kinds of parts and each of these parts need different operations. A strong
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collaboration and connection exist between these operations, and different people
perform different operations. If we deploy ABAC model in this system, the workers are
the subjects and the parts are the resources, the environment condition is used for
restraining access control permissions. However, due to the specification and mainte-
nance of the policies, ABAC model has the great complexity and the heterogeneity of
user information even increases the complexity [1]. Thus, millions of access control
rules should be predefined if using ABAC model in this system, and when the number
of subject attributes, resource attributes and environment attributes increase, there are
significantly increased in the numbers of access control rules. Besides, ABAC policy
rules are often complex making them prone to conflicts [10] and too many rules may
lead to policy library expansion.

Thus, this paper proposes a resource and attribute based access control model
named RA-BAC. Unlike ABAC model, the access control policy doesn’t store in the
policy library in the RA-BAC model, there is an access control list (ACL) linked with
each resource and the permissions which the subject has to access the resource are
stored in the ACL. And at the same time, a new access control rule is developed
according to the permissions in the RA-BAC model. In the RA-BAC model, system
decide if the subject has permission to access the resource through the permissions
stored in the ACL which is linked with the resource. Because there are only permission
sets in the access control policy, so there is no policy conflict. And in the RA-BAC
model, there is no policy library and the access control policy is stored separately in the
ACL linked with the resource, so there are no policy library expansion when the
number of the resources is large. And the way that access control policy stored in the
ACL separately can increase the efficiency of the permission query and make the
administrator add or delete the policy more efficient, which reduces the heavy task of
the administrator in the ABAC model. Compared with the ABAC model, RA-BAC
model is more suitable for the system which has a large number of resources and the
attributes of the resources change quickly, such as the internet system, in which each
node is a resource and the access control policy can be stored in it, and the auto parts
production workshop which is proposed in this paper. In conclusion, RA-BAC model
not only solve the problems of policy conflict and policy library expansion in the
ABAC model, but also make the permission manage more efficient, flexible and
universality.

This paper is organized as follows: Sect. 2 introduces related works, which contain
the definition of the ABAC model and the deficiencies of the ABAC model. Section 3
gives a formal definition of RA-BAC and defines its access control rules firstly, and
next interprets its operational framework, finally gives a evaluation of the RA-BAC and
the ABAC model from the angles of theory and simulation experiments respectively.
Section 4 describes a scenario for illustrating the operation mode of the RA-BAC
model and the model definition and operation process are described further, which
proves the availability of the model. Section 5 provides the summary and provides the
future development tendency.
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2 Related Works

Attribute-based access control (ABAC) is a model which is raised for fine-grained
access control, and ABAC is used for the problems of massive user extension
dynamically in complex information system, and the basic architecture of ABAC are
shown in Fig. 1 [5]. The ABAC can provide fine-grained access control, and the
attributes of ABAC include subject, resource, operation, environment, whose attributes
can be described as subject attribute (SA), resource attribute (RA), operation attribute
(OA) and environment attribute (EA), that’s A = {SA, RA, OA, EA}. The access
control rules which made up of subject attributes, resource attributes, operation attri-
butes and environment attributes are stored in the Access Control Mechanism (ACM),
When a subject access to a resource, the ACM receives the subject’s access request and
gets the attribute values of the subject, resource and operation, then detect the envi-
ronment attribute values, and examines these attributes against a specific policy stored
in the ACM, the ACM determines if the subject can perform upon the object. If the
request is allowed, the subject will be granted permission to access resources, otherwise
rejected.

The main characteristic of ABAC model is that the authorization in the ABAC
model is based on the attributes, and the authority judgement is according to the policy
in the policy library, and ABAC can apply to fine-grained access control well.
But ABAC has some deficiencies in terms of practical application: if there are lots of

Fig. 1. Overview of the ABAC model.
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subjects and resources in a system, there will be too many rules, and when the number
of subject attributes, resource attributes and environment attributes increase, the
numbers of access control rules will increase significantly, too many rules may lead to
policy conflict and policy library expansion, the authority judgement efficiency will go
low and the tasks of the system administrator will be very heavy.

In [1], Aftab et al. analyze the drawbacks of the ABAC model in the case of too
many attributes in detail, and they raised a new model which combines ABAC model
and RBAC model and the authority judgement is using attributes through the role, the
access control model they developed that accumulates the strengths of RBAC and
ABAC and also remove some of the deficiencies of above stated models. [7] takes a
similar approach to solve the problem of the policy library expansion in ABAC. In [4],
Hein et al. raise a conflict detection and resolution algorithm, and manage the life cycle
of the access control rules, so the effectiveness of conflict detection and digestion
algorithm can be improve. In [3], Fatema et al. improve the rules and forward the rules
of conflict resolution formally, which can resolve policy conflict issues.

But these papers all study on one aspect of the ABAC model, and there is no
practical scenario for the research. Thus, this paper proposes a resource and attribute
based access control model named RA-BAC, this new model links access control
policy with resource, and redefine the access control rules, and a detailed analysis is
given combining with instances. RA-BAC solves the problem in the ABAC model
when there are too many resource and the attributes of resources are changed fre-
quently, and the advantage of the RA-BAC model is proved through experiment.

3 RA-BAC Model

RA-BAC model include subject attribute, resource attribute, operation attribute and
environment attribute, respectively with SA, RA, OA, EA. Each resource links with an
ACL, and permission is a kind of attribute element of RA stored in the ACL.

3.1 Attribute Definitions

The definitions of attributes and permission in the RA-BAC model are shown as
follows:

Subject Attribute (SA). A subject is an entity (e.g., a user, application, or process)
that takes action on a resource [12], which is the sponsor of the request. Each subject
has associated attributes that define the identity and characteristics of the subject. In the
system, each subject is marked by a unique Sub_ID attribute. The definition of subject
attributes depends on the practical application, in most cases subject attributes include
the subject’s ID, subject’s name, among others, and the subject attribute is expressed as
SA = {Sub_ID, Sub_name, …}.

Operation Attribute (OA). An operation is an action which is executed by a subject
when it has access to an object (such as read and write), and it is expressed as “O” We
can describe operation attribute as OA = {read, write, …}.
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Environment Attribute (EA). The environment attribute describes the system state
when a subject has access to an object. These attributes describe the operational,
technical, and even situational environment or context in which the information access
occurs [12]. Example attributes include current date and time, the current environment
temperature when access activities occur, and the system security level when hackers
attack system. An environment attribute is expressed as EA = {date, time, …}. Similar
to the environment attributes in ABAC, attribute authentication is based on conditions
in the environment when a request is made in ABAC [2]. In RA-BAC, an environment
attribute is applied to the access control policy but it does not depend on a particular
user and resources.

Resource Attribute (RA). Resource is accessed by a subject in RA-BAC, a resource
attribute has a different definition in different application scenarios, such as network
service, data structure or system components [13]; each resource is marked by a unique
Res_ID attribute, and access control list, which consists of permissions; and what
operation is allowed to be performed by a subject in a particular environment is linked
with every resource. Resource attribute includes Res_ID attribute, resource name
attribute, resource size attribute, etc., and it varies with different environments, but
permission is indispensable, so we defined permission as attribute element in the
resource attribute sets in RA-BAC, so RA = {Res_ID, permission, …}.

Permission. Permissions store numerous permission data, and attribute expression in
RA-BAC is defined by the system administrator in advance. Every permission includes
a group of subject attribute and operation attributes, and environment attribute.
Because SA and OA can be obtained from the process that subject send an access
request to resource, but system should detect the EA from sensor equipment etc. So EA
is different from SA and OA, and system will not detect EA in some special cases, so
we make a formal definition for permission in RA-BAC and describe it by a binary
group:

Permission ¼ ðPA;EAÞ;PA ¼ ðSA;OAÞ

PA is a binary group (SA, OA), which consists of SA and OA, and SA and OA are
the subject attribute and operation attribute, respectively, where a subject is allowed to
operate on an object. EA is a set of environment attributes where permission is allowed.
The environment attribute set is also divided into two cases:

(1) When EA is empty, permission is not constrained by environmental attribute, and
access request is allowed only if s; oð Þ 2 PA is true; and s and o express the
subject attributes of the request subject and the operation attributes of accessed
resource, respectively.

(2) When EA is not empty, authorization is allowed under certain environmental
conditions. Thus, even though s; oð Þ 2 PA is true, environmental attribute still
needs to be true so the access request can be allowed, and e expresses the current
environment attributes when the access occurs.
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3.2 Access Control Policy

In the previous section, we defined attribute, and in this section, we introduce access
control policy in the RA-BAC model, and the access control policy is as follows:

1. S, R, O, and E are subjects, resources, operations and environments, respectively;
2. SAkð1� k�K), OApð1� p� P), and EAnð1� n�N) are the predefined attributes

for subjects, operations and environments, respectively;
3. ATTR(s), ATTR(o), and ATTR(e) are attribute assignment relations for subject s,

resource r, operation o and environment e, respectively:

ATTR sð Þ� SA1 � SA2 � . . .� SAK

ATTR oð Þ�OA1 � OA2 � . . .� OAp

ATTR eð Þ�EA1 � EA2 � . . .� EAn

In the RA-BAC model, a access control rule is a Boolean function of the subject
attribute, resource attribute, operation attribute and environment attribute, and it
decides on whether a subject S can perform an operation O on resource R in a particular
environment E. The access control rule is defined as follows:

Step1: ATTRðsÞ � ATTRðoÞ; e
Step2: If EA 6¼ ;; can accessðs; r; o; eÞ  ðATTRðsÞ � ATTRðoÞÞ 2 PAÞ ^ ðe 2

EAÞ
Else can accessðs; r; o; eÞ  ðATTRðsÞÞ

The RA-BAC model use this rule to determine if the authorization is legal, and the
evaluation process is shown in Fig. 2. The first step is to calculate the value of the subject
attributes and operation attributes ATTR sð Þ � ATTR oð Þ and collect the value of the
environment attribute e. The second step is to estimate whether EA is empty firstly, if EA
is not empty, then the systemwill estimatewhether Cartesian product’s any subset of s and
o exist in the PA of the permission, and at the same time, the current environment
attributes e should exist in EAof the permission; If EA is empty, then the systemonly need
to estimate whether Cartesian product’s any subset of s and o exist in the PA of the
permission, and there is no need to estimate whether. If the condition is satisfied, then the
value of the Boolean function is T, thus, the subject is allowed to operate on the resource,
return Permit; otherwise, the value of the Boolean function is F and the access request is
refused, return Deny. Using this access control policy in RA-BAC can estimate the access
request effectively. For example, there is a system where only permitting the subject
whose ID is more than 10 to access the resource whose ID is less than 50 and read it under
the circumstance that the system security level is less than 3, thus, permission ¼ ðP ¼
Sub Id10ð Þ � O ¼ readð Þ;E ¼ systemsecurelevel3ð ÞÞ exists in the permission of the
resource whose ID is less than 50. According to the access control rule above, when a
subject A whose ID is 15, request to read the resource whose ID is 30 in the system under
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the circumstance that the system security level is 2, such calculation will be made as
follows:

Step1: ATTR sð Þ � ATTR oð Þ ¼ Sub ID ¼ 15ð Þ � O ¼ readð Þ and e ¼ ðsystem
secure level ¼ 2Þ

Step2: can access s; r; o; eð Þ  ðATTR sð Þ � ATTR oð ÞÞ 2 PAÞ ^ ðe 2 EAÞ
According to the system rules, the result of the Boolean function is true, and the

access request is allowed.

3.3 Structure of RA-BAC Model

This RA-BAC architecture integrates XACML in actual implementation. eXtensible
access control markup language (XACML) is an OASIS standard that describes both a
policy language that is implemented in XML and an access control decision
request/response language that is implemented in XML [11]. A typical authorization
architecture of the RA-BAC model is illustrated in Fig. 3.

Fig. 2. The process of policy evaluation
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– Policy enforcement point (PEP). The subject in the system sends an access request
to PEP, and PEP performs access control according to the authorizations that were
returned from PDP. In the RA-BAC model, PEP is a connection point between the
subject and the resource. PEP receives the access requests and transfers them to the
policy decision point (PDP). After receiving an access control decision from PDP, if
the decision is Permit, then PEP permits the subject to access the resource; if the
decision is Deny, then the subject cannot access the resource. If the decision is not
applicable, meaning there is no matching access control rule, this request is con-
sidered illegal by default, and PEP denies the subject access to the resource.

– Policy information point (PIP). PIP is responsible for collecting the subject attri-
butes, resource attributes, operation attributes and environment attributes and
transforms the attributes to PDP so that PDP can make an access control decision
through these attributes. In the RA-BAC model, because a resource links with ACL
directly and there are permissions in ACL, PIP can collect permission attributes
through the resources.

Fig. 3. Architecture of RA-BAC model.
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– Policy decision point (PDP). PDP is responsible for applying the applicable policies
to evaluate subject attributes, resource attributes, operation attributes and environ-
ment attributes and making the authorization decision (permit or deny). PDP is a
very important policy execution engine. PDP calculates subject attributes and
operation attributes ATTR Sð Þ � ATTR Oð Þ and estimates whether the value of the
subject attribute and operation attributes exists in the PA ¼ SA; OAð Þ of the per-
mission attribute. At the same time, if the environment attribute is not empty,
whether the current environment attributes exist in the environment attribute E of
the permission attribute should still be considered. If the environment attribute is
empty, then this step can be omitted. If ATTR Sð Þ � ATTR Oð Þ and e both exist in the
permission, then the access request is permitted; otherwise, it is not. PDP returns the
access control decision to PEP and PEP will perform appropriate operation.

The information flow of the RA-BAC model is described as above, and compared
with ABAC, the RA-BAC model has more advantage in the illustrative scenario where
there is a large number and many different kinds of resources. The authorization in the
RA-BAC model is based on attributes, so it has all the advantages of the ABAC model.
Besides, there are only permission sets in the access control policy, so there are no
policy conflict. And in the RA-BAC model, there is no policy library and the access
control policy is stored separately in the ACL linked with the resource, so there is no
policy library expansion when the number of the resources is large. And the way that
access control policy is stored in the ACL separately can increase the efficiency of the
permission query and make the administrator add or delete the policy more efficient,
which reduces the heavy task of the administrator in the ABAC model.

3.4 Evaluation of RA-BAC Model

In order to show the advantage of RA-BAC further, we compare RA-BAC and ABAC
from the perspective of theory and simulation experiment respectively in this section.

Firstly, ABAC uses the access control policy which is stored in the policy library as
the basis for authorizations, When there are too many policies, it is more likely to lead
to policy conflict and policy library expansion. But in RA-BAC, there is no policy
library and access control policy is stored separately in the ACL linked with the
resource, and there are only permission sets in the access control policy, so there is no
defect of policy conflict and library expansion.

Secondly, all the access control policies are stored in the policy library, policy
management tasks are overweight for system administrator. For instance, if there are n
resources need to be deleted, in the ABAC model, system administrator needs to find
the policy that corresponds with the original n resources in the policy library and then
delete them. To facilitate the calculation, suppose that each resource needs m opera-
tions and the m kinds of operations can be performed by k subjects. If using ABAC in
this situation, system administrator want to modify the worker’s permissions, they will
need to find n� m� k kinds of access control policy that corresponds with the original
resources in the policy library, and then delete them without considering environmental
factors. However, if using RA-BAC, the system administrator only needs to delete
original n resources and then ACL linked with them will be deleted as well, the tasks of
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system administrator can be reduced greatly. And the bigger the value of m and k, the
advantage of RA-BAC model will be more obvious. Besides, if there are correlations
between the operations, modifying the permission is quite complex. In the RA-BAC
model, there is only the need to find the resource and modify the linked permission,
which greatly reduces the complexity of modifying permissions. Thus applying RA-
BAC in the system that has enormous resources and the attributes of resources changed
frequent, the tasks of system administrator can be reduced greatly.

Using RA-BAC model in a system that has a large number of access control
policies, the efficiency to estimate whether a subject can operate on a resource will be
improved effectively. Analyzing from the perspective of time complexity, supposing
there are m resources and n policies, and to facilitate the calculation, suppose that each
resource has k related policies. In the ABAC model, the system should compare each
subject attribute, resource attribute, operation attribute and environment with each rule
and find the rules in the policy library when the system estimate the policy, and the
time complexity of sort search is O nð Þ. In the RA-BAC model, when the system
estimate the policy, system should find the source firstly and find rules in the ACL
linked with resource, and the time complexity of sort search is O mþ kð Þ. In the ABAC
model, the access control policy consist of SA� RA� OA� EA. And in the RA-BAC
model, the access control policy consist of SA;OAð Þ;EAð Þ, there are only permission
sets in the access control policy. In the system where there are a large number and
many different kinds of resources, each resource has many resource attributes, so
n� m and n� k. Thus, the time complexity of RA-BAC is lower than ABAC, that’s
to say, RA-BAC model can increase the efficiency of the permission query.

Finally, a simulation experiment was given in this paper. Firstly, a database named
RA-BAC was created in MYSQL, next we create subject table, resource table and
policy table in the database; Then we create the permission table named with resource
id, and the permission data in the permission table is consistent with the policy in the
policy table. In this simulation experiment, in order to keep the consistency of policy in
ABAC and RA-BAC, the policy stored in the policy table are permissible policies
generated by rules, so the policy search time in the ABAC model in practice will be
longer. That’s say, the compare result of the simulation experiment is close to reality
but the difference value is lower, the advantage of RA-BAC will be more obvious in
practice. We store the permission table of the RA-BAC model and the policy table of
the ABAC model in the database respectively.

The experimental process is: First of all, database generate 1000 subjects and 1000
resources randomly, and then generate access control policy according to the rela-
tionship between the subject attribute, resource attribute, operation attribute and
environment attribute and store them in the policy table, there are 144739 policies in
the policy table. Then, we create 1000 resource tables in the RA-BAC database named
with the resource id, and add policies in the permission table according to the policy
table so that the experimental are controlled. Because the advantages of the RA-BAC
model is more obvious in the system where there is a large number and many different
kinds of resources, so we change the number of the resources in the experimental and
have a further test. To prevent the chance of the experiment, we do a lot of experiments
on each data and take the average as the result, and the result are shown in Table 1. As
shown in the table, the time of the permission inquiries, the time of the system
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administrator delete one resource, the time of the system administrator delete one
permission of a resource and the time of the system administrator add one permission
of a resource in the RA-BAC model all shorter than in the ABAC model. And when the
numbers of the resources increase, permission inquiries, delete one resource and delete
one permission of a resource will take more time in the ABAC model, and the time of
these operations won’t change in the RA-BAC model, so the more resources in the
system, the more efficient of the RA-BAC model. The time of add one resource is
related with the number of policies about the resource, and in our experiment, we
suppose there are 500 policies related with the resource. In this condition, the time of
add one resource in the RA-BAC model is the same as the ABAC model, and when we
change the numbers of policies, the result remains the same.

In conclusion, the RA-BAC model is an improved ABAC model, which links the
permission with resource and resolves the problems of policy conflict and policy library
expansion in the ABAC model, and the RA-BAC model can be well applied in the
system that has enormous resources and the attributes of resources changed frequent.
The correctness of the theory mentioned above can be proven through the experiment,
that’s using RA-BAC model in the system where there are many different kind of
resources and too many policies can increase efficiency and reduce the tasks of the
system administrator to manage the policy library, and at the same time there is no
policy conflict and policy library expansion in the RA-BAC model, so there are more
advantages of the RA-BAC model in practical application.

Table 1. The return time comparison results of ABAC and RA-BAC

Number of resources 1000 3000 5000 10000

Permission queries ABAC model 0.130 s 1.456 s 3.710 s 7.523 s
RA-BAC
model

0.003 s 0.003 s 0.0005 s 0.007 s

Delete one resource ABAC model 0.2830 s 1.4809 s 3.8120 s 7.1601 s
RA-BAC
model

0.1320 s 0.1300 s 0.1290 s 0.1320 s

Add one resource ABAC model 14.014 s 14.000 s 13.950 s 14.010 s
RA-BAC
model

13.944 s 13.945 s 13.951 s 14.001 s

Delete one permission of a
resource

ABAC model 0.1320 s 1.4790 s 3.6950 s 7.0110 s
RA-BAC
model

0.0260 s 0.0580 s 0.0370 s 0.0350 s

Add one permission of a resource ABAC model 0.0290 s 0.0280 s 0.0270 s 0.0290 s
RA-BAC
model

0.0280 s 0.0260 s 0.0270 s 0.028 s
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4 Illustrative Scenario

This section illustrates the run mode of RA-BAC using the permission management of
an auto parts production workshop as an instance, and shows the practicability of RA-
BAC in a practical application.

There are many kinds of parts in an auto parts production workshop, and workers
must operate different kinds of parts in different ways, and a strong collaboration and
connection exist between these operations. Different tasks, such as casting, heat
treatment, forging, cold stamping, welding, machining, and time quota and material
quota also need to be accomplished by various workers. Likewise, a certain sequence
needs to be followed in operations even on the same parts. Therefore, different tasks
and positions have different operating permissions on the parts. Once a worker does an
illegal operation on a particular part, its size and quality will be influenced and the
enterprise will suffer great losses. However, control of the workers’ operating per-
missions may be too complex. This is where our access control model in the system is
applied, and then the rationality of the operation can be satisfied and the interests of the
enterprise can be guaranteed effectively. We now show the architecture of a practical
scenario applying RA-BAC, as follows.

Workers need to operate differently on a part and there is a strong connection
between these operations. A part must be machined in this order: casting, forging, cold
stamping, welding, machining, and heat treatment. The heat treatment must satisfy the
condition that the quenching temperature be in 840 ± 10 °C and tempering tempera-
ture be in 525 ± 25 °C. In such a practical scenario described above, we make a
definition of the attributes in RA-BAC, just as follows.

Subject Attribute (SA). The workers are the subjects, and the workers are marked by
the unique number (SUBID), and the system estimate whether a worker has the per-
mission to operate on a part based on the worker’s ID, working time and the worker’s
position. Subject attributes: worker’s ID, worker’s name, working time and worker’s
position, which can be described as SA = {SUBID, SUBNAME, WORKTIME,
position}.

Resource Attribute (RA). The parts are the objects, and the parts of the same attri-
butes are divided into one group and marked by the same number (RESID), and
different attributes of parts have different numbers. Resource attributes: part’s ID, part’s
state, the material, part’s size and linked geometry, which can be described as
RA = {permission, RESID, State, Material, Size, Geometry}.

Environment Attribute (EA). In this case, this is the current temperature when the
part is processed, and we describe it as EA = {Current Temperature (CT)}.

Operation Attribute (OA). The operation that workers can operate on a part,
OA = {attributes (O)}. And the attribute values include casting, forging, cold stamp-
ing, welding, machining and heat treatment, which can be described as (casting,
forging, cold stamping, welding, machining, heat treatment).
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System Administrator. The system administrator is responsible for checking,
approving and updating the permission lists.

In an auto parts production workshop, only the parts whose state is Machining can
proceed to heat treatment by workers whose position task is heat treatment during
normal working hours, and at the same time, the processing temperature must be
between 820 °C and 850 °C. If any conditions above are not met, such as the workers
not being at work or a worker is in the wrong position, if the latter, then the part is also
in the wrong position or the processing temperature is wrong, as it was processed by a
worker who does not have the permission to operate on the part.

If a heat treatment worker whose ID is 10010011 requests to have a heat treatment
operation on the part whose ID is 1110002 during one’s work time, with the right
processing temperature, and the processing temperature is right. PDP needs to evaluate
the policy using the access control policy to determine whether the workers have
operation permissions after PIP has collected the relevant attributes which include the
workers’ number attribute, working time attribute, the parts’ number attribute, the
parts’ state attribute, operation attribute and the environment temperature attribute, and
so, the policy is shown as follows:

ATTR sð Þ � ATTR oð Þ ¼ sub NAME ¼ HTð Þ ^ sub worktime 8 : 00; 17 :ðð
00ÞÞ ^ res ID ¼ 1024ð Þ ^ res state ¼ Machiningð Þ � o ¼ HTð Þ
e ¼ CT 2 820 �C; 850 �Cð Þ

Then, PDP searches the value in the access control list associated with parts, which
is aimed at estimating the value of ðATTR sð Þ � ATTR oð Þ 2 PAÞ ^ ðe 2 EAÞÞ. Because
the request is qualified, the evaluated value is true and the worker whose id is 10010011
is permitted to have a heat treatment operation on the part whose number is 1110002.

Next, if foundry workers request to have a heat treatment operation on the part
whose number is 1110002 during their work time and the processing temperature is
right. PIP will calculate the attributes ATTR sð Þ � ATTR oð Þ and evaluate the policy after
PIP collects the attributes and transfers them to PDP. Then, we know that
ðATTR sð Þ � ATTR oð Þ 2 PAÞ ^ ðe 2 EAÞÞ ¼ F, so the foundry workers cannot have a
heat treatment operation on the part whose number is 1110002.

In conclusion, deployment RA-BAC model in an auto parts production workshop
to control the workers’ operating permissions can prevent workers from illegal oper-
ation on parts effectively. Besides, using RA-BAC model to control the workers’
operating permissions can reduce the heavy burdens of system administrator, and at the
same time the worker’s permission queries can increase effectively, so that the pro-
duction efficiency of the enterprise can be improved.

5 Conclusion

We propose a resource and attribute based access control model named RA-BAC
whose policy is based on attributes, it can be applied well in an environment that has a
large number of resources and policies. There are only permissions in the access control
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policy in the RA-BAC model, so there is No disadvantaged of policy conflict. The way
policy linked with the resource can increase the efficiency of the permission query and
make the administrator add or delete the policy more efficient, we compare RA-BAC
and ABAC from the perspective of theory and simulation respectively in this paper to
prove the advantage of RA-BAC model. Besides, we defined the attributes of RA-BAC
and access control policies, and applied the model in the permission management of an
auto parts production workshop, which can prove the practicability of the RA-BAC
model in actual scene.
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Abstract. Vehicular sensor networks have emerged as a new wireless sensor
network paradigm that is envisioned to revolutionize the human driving expe-
riences and traffic control systems. Like conventional sensor networks, they can
sense events and process sensed data. Differently, vehicular sensors are equip-
ped on vehicles such as taxies and buses. Thus, data acquisition is a hot issue
which needs more attention when the routing protocols developed for conven-
tional wireless sensor networks become unfeasible. In this paper, we propose a
robust urban data acquisition routing approach, named Multi-hop Urban data
Requesting and Dissemination (MURD) scheme. It consists of a base station,
several static roadside replication nodes and many moving vehicles. They work
together to realize the real-time data communications. The simulation results
show that the proposed MURD is a flexible data acquisition routing approach
which outperforms conventional approaches in terms of packet delivery ratio
and data communication delay.

Keyword: VSN � Hybrid architecture � Data acquisition �
Real-time communication

1 Introduction

The vehicular ad hoc networks (VANETs) have been obtaining commercial relevance
because of recent advances in inter-vehicle communications and decreasing costs of
related equipment. This situation stimulates a brand new family of visionary services
for vehicles, i.e., from entertainment applications to advertising information, and from
driver safety to opportunistic transient connectivity to the fixed Internet infrastructure
[1–4]. Particularly, vehicular sensor networks (VSNs) [5] is emerging as new infras-
tructure for monitoring the physical world, especially in urban areas where a high
concentration of vehicles equipped with onboard sensors is expected. VSNs inherently
provide a perfect way to collect dynamic interest of information, and sense various
physical quantities with very low cost and high accuracy. VSNs represent a signifi-
cantly novel and challenging deployment scenario, which is considerably different
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from conventional wireless sensor networks (WSNs) [6, 7], thus requiring innovative
solutions on data routing. In fact, vehicular sensors are not affected by strict energy
constrains and storage capabilities because they can be equipped with powerful pro-
cessing units and wireless transmitters. Consequently, energy dissipation and data
storage space are not considered as routing designing issues in VSNs. The rapidly
changing topology substitutes them becoming the major designing issues in recently
research.

In this paper, we aim to design a data acquisition routing protocol for VSNs with
the hybrid architecture [8], where the vehicular sensors are moving fast and keeping
transmission in an ad hoc way. At the same time, they can exchange the information
with roadside gateways keeping the network connectivity. The proposed routing
approach focuses on some real-time applications, in which they are highly delay
constraints. For example, after fearful nature disasters, such as Haiti earthquake and
Morak typhoon, the VNSs are needed to build a real-time wireless communication
system when the main urban wired networks are destroyed by the nature disasters. In
this case, the sensed attributes of vehicular sensor could be “the detected life infor-
mation by using the infrared ray”, “the information of toxic gas leak” and so on.
Therefore, the major designing issues for this paper are: how to design a feasible,
efficient and robust VSN framework to monitor urban stimuli and provide desired and
reliable information for users within a certain period of time from the moment data is
sensed. In order to achieve this purpose, we set up a vehicular wireless network that
consists of three kinds of system units including a base station, several static roadside
replication nodes [9], and many vehicular sensors. Likely in [10], the roads are sepa-
rated into small segments, each of which has a certain amount of fixed roadside
replication nodes. Moreover, we assume that each segment is labeled with a unique ID
grouped together and worked in a zone manner. Because the article is addressed to
design an optimal data communication scheme for VSNs, several assumptions have
been made. They are follows:

• Vehicles participating in the VSN are equipped with GPS devices, so they can know
their own position, speed, and moving direction correctly.

• All the system units are equipped with identical preloaded digital maps.
• All the system units have plentiful space for storage and power efficient.
• All units in network work normally. There is no abnormal one being generated.

Sensors detect and recognize the information correctly.
• There are obstacles such as buildings and mountains have potentially influence on

blocking the transmission among the system units.

We focus on the collaboration of information exchange among vehicles, roadside
sensors, and base station. Some of questions summarized and will be explained in the
paper as follows:

• Do we need clustering scheme? Is it more efficient than homogeneous hierarchical
approaches?

• What is roadside replication nodes used for? Why they are necessary in the system?
• How to decrease the negative influence to connectivity caused by the mobility?
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In order to improving routing delay constraints, routing reliability and scalability,
what kind of routing method should we used (Unicasting, Geocasting, and
Broadcasting)?

2 System Models

There are three system models in the article, including the network model, the dis-
tributed event occurrence model, and the vehicles mobility model.

2.1 Network Model

In this article, suppose that all the transmitting units communicate with each other by
using IEEE 802.11 standard. It is difficult to disseminate packets to different road
segments [10] shadowed by obstacles because the urban area is crowded with tall
buildings around intersections. Routing protocols need to predict an optimal path
between the vehicles and the central base station in terms of distance and current status
by using GPS. We label each road segment with a unique ID called segment ID (SID).
A network zone is composed by several segments which can form a loop, and then the
whole experiment area can be divided into zones as illustrated in Fig. 1. There is one
base station located in the center of network area. The black filled circles denote
roadside replication nodes located in the corner of zones and the middle of each road
segment. The road segments are divided by the intersections, and several segments
looped in a circle can form a network zone.

The network communication system can be composed of three units, including base
station, moving vehicular sensors and roadside replication nodes. The base station is a
large information storage unit and has the longest transmission range that can easily
cover the vicinal zones. It can perform as an emergent center after the nature disasters
of the application in Sect. 1 and periodically receives fresh interesting data from
vehicular sensors while stores and responses the historical information to them. The
second unit is the rapidly moving vehicular sensors which events-drivingly request
interests. The third unit is the immobile roadside replication nodes that can be deployed
at roads intersections or middle of long road segments storing and replying the inter-
ests. We assume that roadside replication nodes are power rechargeable that have
plentiful storage space and long transmission range. Each of them keeps an optimal
routing table for transmitting the sensed interests to the base station with multi-hop
method. There are three reasons of utilizing roadside replication nodes: the first one is
the application requirements that we described in Sect. 1, where the roadside replica-
tion nodes are used to keep the network connectivity when only few vehicles are
deployed in the urban area after nature disasters. Due to the vehicular sensors limited
transmission range and the obstacle blocking effect, it is difficult to ensure that every
vehicular sensor can directly send the messages to the base station. In order to keep the
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network connectivity, the roadside replication nodes can take responsibility of infor-
mation exchange between vehicular sensors and base station. The second one is due to
the data collision avoidance. In the case of base station sending data to vehicles, it is
difficult to predict each vehicle’s precise position when the networks is large-scale and
has hundreds of vehicles. If the base station broadcasts the messages, the packets
collision rate will be high. Particularly, what if the forwarded data is not interested for
every vehicle, using broadcast method cannot realize the efficient usage of the system
resources. To handle this problem, we use roadside replication nodes to realize the
geocasting scheme. The base station can geocast messages to a group of replication
nodes located in the same network zone, and then they can easily unicast the message
to the corresponding vehicles with low packets collision probability and high accuracy.

In the system, the vehicular sensors can forward the sensed data to either neigh-
boring vehicles or the nearest roadside replication nodes. At the same time, they can
send information request packets to neighboring vehicles and the nearest replication
nodes to get interesting data. If the neighboring vehicles and the nearest roadside
replication nodes have the requested interests, they immediately respond the requests;
otherwise, the nearest roadside replications nodes aggregates the request packets with
its SID and forwards it to the base station in a multi-hop method.

2.2 Distributed Event Occurrence Model

In the proposed system, the roadside replication nodes and vehicular sensors involved
in routing process are driven by the event stimuli. Considering the application example
in Sect. 1, the stimuli can be the events of detected people life and toxic gas leak. The
nearest moving vehicular sensor was triggered to capture the stimuli and push the
information to the emergent center-the base station. We assume that the average
probabilities of event-driven vehicular sensors (VSs) are followed Possion Distribution.
By considering the entire simulation time as a unit time interval, we can abbreviate the
Possion distribution function as:

P X ¼ xð Þ ¼ e�kVS kVSð Þx
x!

; x ¼ 1; 2. . .; etc: ð1Þ

The k is a positive real number which equal to the expected number of occurrences
that occur during the given interval. It is variable with number of the system units
simulated in the different scenarios. For instance, a practical default value for kVS is set
as 0.1, that is, the average percent of event-driven vehicular sensors of all is 10%.

2.3 Mobility Models

We describe the mobility model for vehicles in proposed the scheme by summarizing
the factors which affect mobility, and then establish two mobility models for all
vehicles.
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2.3.1 Factors Affecting Vehicles Mobility
The mobility pattern of vehicles in a system influences the route discovery, mainte-
nance, reconstruction, consistency and caching mechanisms. We illustrate several key
factors that affect the mobility of vehicles in the system as follows.

Street layouts: streets force vehicles to confine their movement to well-define paths.
It constrains movement pattern determines the spatial distribution of vehicles and their
connectivity. Streets can have either single or multiple lanes and can allow either one-
way or two-way traffic.

The obstacles: the obstacles, such as buildings determine the number of intersec-
tions in the area, as well as determine whether vehicles at the neighboring intersections
can hear each other’s radio transmission. Lager obstacles make the network more
sensitive to clustering and degrade performance. In the paper, we assume that some
virtualized obstacles located beside each road segment and influence the packets
transmission among the system units.

Traffic control mechanisms: the most common traffic control mechanisms at
intersections are stop signs and traffic lights. These mechanisms result in the formation
of clusters and queues of vehicles at intersections and subsequent reduction of their
average speed of movement. We set every street at an intersection has a virtual traffic
lights. If vehicles follow each other move to an intersection with a red light, the
vehicles form a street queue line at the intersection. Each vehicle waits for at least the
required wait time once it gets to the head of the intersection after other vehicles ahead
in the queue clear up. The traffic light gives the vehicles a probability, denoted as prob,
to stop at the intersection when the vehicles reach an intersection with an empty queue.
With the probability 1-prob, the vehicles can directly cross the intersection without
stop. If it decides to wait, the amount of waiting time is randomly chosen between
0 and T seconds. Any vehicle that arrives later at a non-empty queue will have to wait
for the remaining wait time of the previous vehicle plus one second which simulates the

Zone 1 Zone 2

Zone 3 Zone 4

Road Segment

 

Fig. 1. An example network model in urban scenario.
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startup delay between queued vehicles. Whenever the signal turns green, the vehicles
begin to cross the signal at intervals of one second, until the queue becomes empty. The
next vehicle that arrives at the head of an empty queue again makes a decision on
whether to stop with a probability prob and so on. Additionally, the vehicles are
influenced by the movement pattern of their surrounding vehicles. The vehicle would
try to maintain a minimum distance from the one in front of it by increase or decrease
its speed, or may change to anther road lane.

2.3.2 The Mobility Models Implementation
In the system, there are two categories of the vehicles. One is event-driven vehicles
which push or pull information from the base station, and we call them the Requesting
Vehicles (RVs). The rest of vehicles are Common Vehicles (CVs). The Manhattan
mobility is used for all the vehicles which move in a grid road topology mainly
proposed for the movement in urban area, where the streets are in an organized manner.
In this mobility model, the mobile vehicles move in horizontal or vertical direction on
an urban map. The Manhattan model employs a probabilistic approach in the selection
of vehicles movements. At each intersection, the probability of taking a left turn is 0.5
and that of right turn is 0.25 in each case. Thus the 0.25 is used for vehicles which
move straightly. In order to highlight proposed MURD’s real-time communication
strongpoint and get a convincing result, we added the Dijkstra’s algorithm mobility
model for the RVs. At first, the vehicles which perform as RVs with the probability
P (function 1) move in the Manhattan manner. After it receives the requested data from
base station, it immediately moves in the Dijkstra’s algorithm mobility manner. The
destinations are chosen at the most distant road segment from the current one by using
identical preloaded digital maps. Each RV follows the shortest path through the roads
to its destinations. Then, it will changes back to the CV’s status after the RV arrival at
the destination. The reason for implement of Dijkstra’s mobility will be explained in
the Sect. 5.

3 The Proposed MURD

We present the proposed data acquisition scheme for vehicular sensor networks in this
section, along with the urban scenario network models. The proposed MURD is
composed of two system phases: the clustering and the data acquisition process.

3.1 Clustering

First, we explain the cluster formation of moving vehicles in proposed scheme. The
sensors are located on the moving vehicles with GPS devices. Each vehicle knows its
speed, moving direction, the precise location and the SID. The easy way for deciding to
form a moving vehicular cluster is using SID. The setup of moving cluster occurs when
some vehicles move into the same road segment and share a unique SID. The cluster
release or reselection occurs when the moving cluster head vehicle moves out of the
current segment. Figure 2 illustrates the proposed vehicular cluster formation method.
When some moving vehicles, e.g. A, B, C, D, E move together with the equivalent
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speed and same direction. Each of them broadcasts their current speeds, and positions.
The vehicle C which has speed close to the average speed and moves in the middle of
this group of vehicles will automatically perform as a moving cluster head (MCH).
Then, it sends clustering schedule information to form a moving cluster. When other
moving vehicles, e.g. F, H move into the communication range of the MCH, they send
the join-request with moving direction information to the MCH. If the moving direction
is opposite to the MCH, e.g. H, the MCH will not allow it to join the moving cluster. In
contrast the vehicle F which moving in a same direction with the MCH can receive the
join-schedule packet from MCH and participate to the cluster. The reselection of the
moving cluster occurs when the MCH moves out the current road segment. The reason
for using clustering scheme is that the proposed MURD should decrease the probability
of the data transmission between the vehicles and the roadside sensors abating the
Doppler Effect. Using one MCH is more efficient than allowing all event-driven
vehicles communicating with static roadside replication nodes at the same time,
especially given a high default value of the kVS.

3.2 Data Acquisition Process

In this section, we describe in detail that how data is acquired of the proposed scheme
for successful transmission from the source to the destination. There are two data
acquisition process, including data push process and data pull process. In the data push
process, the sensed interests are forwarded from the vehicular sensors to the base
station. On the other hand, the interests can be pulled from the base station via the data
requesting and dissemination steps. Because the proposed routing mechanisms of these
two processes are same, in the rest of paper, we only consider the data pull process. The
entire process is divided into four steps: Data Requesting Phase where the data
requesting packets are forwarded from vehicular sensors to roadside replication nodes;
Data Forwarding Phase where the data requesting packets are aggregated with SID and
routed from roadside replication nodes to the base station; Data Responding Phase

Fig. 2. The example of MC formation
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where the requested interests are geocasted from base station to the roadside replication
nodes; and Data Disseminating Phase where the interests are disseminated from the
roadside replication nodes to the vehicular sensors.

3.2.1 Data Requesting Phase
An RV which requires interesting information sends a request control packet to its
MCH vehicle via the unicasting method. The control packet includes the information of
the vehicle, such as the vehicular ID, the current speed, the moving direction, and the
information of destination position. The MCH which responds this packet will forward
the packet to the nearest roadside replication node also via a unicasting method with
help of city map information provided by the navigation system. Then the roadside
replication node aggregates its own SID into this packet, and addresses to find an
optimal way to forward it to the base station.

3.2.2 Data Forwarding Phase
By assuming that influences of the obstacles, there is not a directly way to forward
packets to the base station. Thus, we need a multi-hop method to realize the data
communication between the roadside replication nodes and the base station. Because
the roadside replication nodes are assumed static with efficient power supply and have
enough storage space, each of them can keep the optimal routing table realizing the
proactive routing. There are three conditions for them choosing the routes with unicast
method. They are illustrated in Fig. 3. The first one is aware of MCH’s moving
direction in a road segment. That is, the aggregated requesting packets of the nearest
replication node must be hopped along with the MCH’s moving direction in the current
road segment. For example, the requested nearest replication node A receives the
requesting packet from the MCH and aggregates its SID to this packet. The node A will
ignores the neighbor node K as a hop route because it is located in opposite direction of
MCH’s moving direction. The second condition is the base station position-aware
condition. Suppose the replication node B, C, D located in the signal range of node A,
only node B and C can change the message forwarding direction that closes to the base
station. Thus, node A will choose node B or C as the next hop node. The third
condition is Most Forward with Radius scheme [11], in which makes node A send
packet to node C because it is located farther than node B. Consequently, node C has

Zone 1 Zone 2 Zone 3

Requesting
MCH

Requesting
MCHMoving Direction

Nearest
RN ARN BRS CRN D RN K

RN FRN E

RN G RN H

Fig. 3. An example of data forwarding phase for urban scenario
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high priority to reach the base station. For the same reason, after node C sends the
packet to node G, and then the packets can be directly send to the base station. The
example routing path of proposed MURD is MCH-RNA-RNC-RNG-BS.

3.2.3 Data Responding Phase
After base station receives the requesting control packet of the vehicles, it can use this
packet’s information to determine the RV’s current position, of which zone it is cur-
rently located in. Then, the base station uses geocasting method to send interesting data
to the corresponding zone’s roadside replication nodes. The replication nodes which
can directly receive data from the base station will send the interesting data to the
neighbor nodes in the same zone as illustrated in Fig. 3 in order to realize the data
harvest.

3.2.4 Data Dissemination Phase
When all of the roadside replication nodes in the same zone receive the interesting data
and anyone of them hears beacon messages that are periodically exchanged by RVs,
the nearest replication node unicasts the interesting data to the RV’s MCH immedi-
ately. The MCH then broadcasts the data until it receives the ACK message from
the RV.

4 Simulation and Result

4.1 Simulation Environment

The primary goal of our proposed scheme is to establish a real-time vehicular com-
munication system, which can maximize the delivery rate of offered packets and
minimize the latency between source and destination. We implemented proposed
scheme by using the ns-2 simulator, which is a discrete event simulator developed by
the University of California at Berkeley and VINT project. The version of ns-2 is
ns-2.34 [12] that implemented and based on the Monarch extensions to ns-2. The
simulator models node mobility, allowing for experimentation with ad hoc routing
protocols that must cope with frequently changing network topology. It implements the
IEEE 802.11 Medium Access Control (MAC) protocol. The IEEE 802.11DCF is used
with a channel capacity of 2 Mbps for vehicles, roadside sensors and base station. The
vehicles transmission range is set as 100 m, the roadside replication nodes transmission
range is fixed as 200 m and the base station has the longest transmission range which is
given as 300 m. The Traffic and Mobility Models generation Constant Bit Rate
(CBR) traffic sources are used of 4 packets/second with a packets size of 128 bytes. The
number of CBR source is determined by number of implemented vehicles in each
simulation and the value of kVS given as 0.1. The vehicle is assigned a maximal speed
of 60 km/h with the accelerating and decelerating speed of 3 m/s2. Vehicles with
random start points and destinations are running on the map. For controlled experi-
ments, we varied the zones sizes in a grid topology over a 1200 m * 1200 m area.
Furthermore, we implement the two-way road in the system. The distance between two
neighbor roadside replication nodes is set as 50 m. The value of the probability prob is
set as 0.25 to stop the vehicle at the intersection when it reaches an intersection with an
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empty queue, and maximum value T for waiting is 10 s. The simulation results are
averaged over repetitive runs repeated with at least ten times which each one takes
900 s (15 min) of simulation time. Table 1 lists the main parameters used in the
simulations.

4.2 Simulation Results

The performance metrics used to evaluate the simulation results are as following:

• Packet delivery ratio: the ratio of originated data packets that are successfully
delivered to their destinations to the original sent ones.

• Average end-to-end delay: the average time it takes for a packet to traverse the
network from its source to destination.

• Routing overhead: the ratio of number of bytes of total control packets to those of
total data packets is delivered to the destinations during the entire simulation.

In the data requesting and forwarding phases of MURD, the data source and
destination are requesting vehicles and the base station, respectively. On the contrary,
the requesting vehicles and the base station will perform as data destination and
resource in the data responding and dissemination phase, respectively. Consequently,
the measured three performance metrics are the average value of these phases. They are
compared under various vehicle densities and various distributed event occurrence
means. In order to observe the strongpoint of the MURD, we compare the performance
of MURD, AODV [13] and GSR [14] in terms of those three metrics. In the AODV
and GSR, entire vehicles communicate each other in a vehicle-to-vehicle ad hoc
manner without using roadside replication nodes. The packets sources and destination
are requesting vehicles and the base station, respectively. The packets are forwarded
via the vehicles to the base station and send back to the requesting vehicles with
multihop method. For the better performance, designed protocol should be tolerable to
a small packet loss. We will show how the packet delivery is affected by the number of
nodes and distributed event occurrence means.

Table 1. Parameters used in our simulation

Simulation setup/Scenario MAC/Routing

Network area 1200 m * 1200 m Channel capacity 2 Mbps
Number of vehicles 200 Transmission range 100 m, 200 m, 300 m
Simulation time 900 s Traffic type CBR
kVS 0.1 Packet sending rate 4 packet/sec
prob 0.25
Vehicle speed 0–60 km/hr Data packet size 128 bytes
Stop time (T) 10 s
Mobility Dijkstra’s algorithm,

Manhattan mobility
Buffer size Unlimited
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This section compares MURD, AODV and GSR beyond varying numbers of nodes
in a 1200 m * 1200 m grid topology with a zone size of 200 m * 200 m. The Figs. 4
and 5 show the packet delivery ratio and delay for the MURD over the AODV. The
results indicate that MURD yields the better results than AODV. This is because the
MURD through creating roadside routing backbone to send the data from the sources to
the destinations. The impact of increasing moving nodes is relatively lower than the
competitor. In the situation of AODV, the trend is that the delivery ratio increase with
the number of nodes, up to 80 nodes, as the connectivity of the communication
increases. However, the delivery ration starts decreasing as the number of nodes
increases further. Typically, it drops quickly when the number of vehicles more than
120 where the data commutation collision is experienced frequently leading a high re-
transmit rate in the system. The data delay of AODV displays the opposite trend with
its delivery ratio plot. It first decreases as the number of nodes increases, and then there
is a sharp increase thereafter, whereas MURD uses the clustering scheme that reduces
the number of connections between vehicles and roadside sensors and set up an optimal
routing path which yields an ideal end-to-end curve with the number of nodes
increases. The Fig. 6 displays the routing overhead of MURD and its competitor. The
results of AODV perform better than MURD because it only has three types of control
messages (RREQ, RREP and RERR) [13] used for route discovery and route main-
tenance process. In the proposed MURD, more than three control messages are used for
clustering, data requesting and dissemination phases. However, the AODV overhead
plot will be higher than MURDs’ when the system nodes more than 120 where a high
re-transmit rate exists.

Fig. 4. Delivery ratio vs. number of nodes with 0.1 kVS
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5 Conclusion

In this paper, we have suggested an urban data communication scheme, named Multi-
hop data Requesting and Dissemination (MURD) for proactive urban monitoring in
VSNs. MURD constructs hybrid architecture in VSNs by using three categories system
units. The vehicles request interests information from the base station through the
roadside sensors. The data routing backbone is composed by roadside sensors, of which

Fig. 5. End-to-end delay vs. number nodes with 0.1 kVS

Fig. 6. Routing overhead vs. number of nodes with 0.1 kVS
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works by forwarding requests and disseminating interests. The MURD has been
evaluated using the network simulator ns-2 (version 2.33) and compared with AODV
which works in an ad hoc connection manner. The simulation results show that MURD
outperform AODV in terms of packets delivery ratio and end-to-end delay.
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Abstract. With the Internet of Things (IoT) becoming a major component of
our daily life, IoT search engines, which can crawl heterogeneous data sources
and search in highly dynamic contexts, attract increasing attention from users,
industry, and the research community. While considerable effort has been
devoted to designing IoT search engines for finding a particular mobile object
device, or a list of object devices that fit the query terms description, relatively
little attention has been paid to enabling so-called spatial-temporal-keyword
query description. This paper identifies an important efficiency problem in
existing IoT search engines that simply apply a keyword or spatial-temporal
matching to identify object devices that satisfy the query requirement, but that
do not simultaneously consider the spatial-temporal-keyword aspect. To shed
light on this line of research, we present a novel SMSTK search engine, the core
of which is a coding enabled index called STK-tree that seamlessly integrates
spatial-temporal-keyword proximity. Further, we propose efficient algorithms
for processing range queries. Extensive experiments suggest that SMSTK search
engine enables efficient query processing in spatial-temporal-keyword-based
object device search.

Keywords: Internet of Things � Spatial-temporal-keyword query �
SMSTK search engine � STK-tree � Range queries

1 Introduction

In recent years, the Internet of Things (IoT) [1, 2] becomes one of the hottest research
issues over the world, which already penetrates to the fields of people’s studying,
working and life [3, 4]. For instance, the people can control the home, including curtain,
refrigerator and air conditioner, in the office via intelligent terminals, such as cellphone;
the logistics company can carry on real-time monitoring of transportation information
through installing the sensors on the packages; the scientists can realize the timely and
intelligent situation analysis of disaster-affected regions from sensory data transmitted to
server-side. Typically, an IoT system is expected to connect and manage huge numbers
of heterogeneous sensors and/or monitoring devices, called as “object device”, which
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are capable of continuously providing real-time state information of real-world objects
such as vehicles, buildings, airports, traffic networks, thus promoting the spatial-
temporal-keyword-based object device search to be a promising service in the IoT [5, 6].

Due to increasing application demands and rapid technological advances in IoT
systems, IoT search engine has been receiving a lot of attention from both industry and
academia [7–10]. Same as the conventional search engines, an IoT search engine is
required to quickly return moving object devices of high relevance in spatial-temporal
and keywords aspects to a given query. Most of research on IoT search engine adopts
hierarchical architectures [11–13] and is still very limited in query constraints, only
supporting relatively simple keyword-based searches [11–13], static-location-based
searches [12–14], or current state-based searches [15]. Snoogle [12] and Microsearch
[7], a two-tier distributed hierarchical architecture, are based on keywords matching for
searching. Dyser [15], a two-tier centralized hierarchical architecture, supports the
keyword-based search for real-world entities with a user-specified current state.
Recently, the research on IoT search engine develops the query constraints, including
spatial-temporal and keywords aspects. IoT-SVKSearch [16], a multimodal search
engine, is constructed on the basis of a two-tier distributed architecture of index master
server - index node server, where each index node server is composed of a set of
hierarchical trees indexing full-text keywords or the time-stamped, dynamically
changing locations of moving monitored objects. In a word, existing search engines
have been examined to fail in retrieving the dynamic real-time content-based object
device measurements e effectively due to not fully considering the spatial-temporal-
keyword searching constraint simultaneously.

Targeting at above problems, we develop a fine-grained IoT search engine
(SMSTK) over moving object devices. To be specific, in this article, SMSTK search
engine is constructed in four phases. We analyze the system structure. Then we
investigate how to construct a safe region based on the frequent query regions. In the
following, we aim to design an index structure called STK-tree, which considers to
simultaneously concatenate the spatial-temporal-keywords of object devices in the safe
regions. Finally, we explore the range search algorithms of the moving object devices.
Comprehensive performance analysis is presented as well. We summarize our contri-
butions as below.

1. We try to establish a three-tier search architecture in IoT system, where the moving
object devices are organized into a form of key-based index tree to facilitate query
and communication.

2. We develop the predictive safe regions of moving object devices to reduce the data
transmitted within the IoT by frequent query grid cells and travel time structure.

3. On the basis of predictive safe regions, we further propose an index structure to
improve the search performance through developing binary value concatenation of
moving object devices’ spatial-temporal-keywords simultaneously. Our range query
are implemented on this index structure.

4. We provide experimental data on the searching performance. Our simulation results
are consistent with the theoretical analysis and demonstrate the significant searching
performance advantages over the competitive schemes.
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The remainder of this paper is organized as follows. In Sect. 2, we present the
system architecture. In the following, we present the construction process of predictive
safe regions in Sect. 3. Section 4 explores the index construction process and searching
algorithms. Section 5 contains the evaluation results. Section 6 provides a review of
the related works and Sect. 7 concludes this article.

2 System Architecture

In this section, an overview of the three-tier hierarchical searching architecture is given
in Fig. 1. We are now ready to describe the architecture and its tiers. Intuitively, the
three tiers should be closely associated with each other to finish the search efficiently
and accurately.

1. The sensor and monitoring device tier. It is the lowest level of the hierarchy in the
system architecture. This tier involves various categories of object devices (ODs),
i.e., sensors and/or monitoring devices, which continuously sample the states of
real-world objects.

2. The sub-index tier. Each sub-index node (SIN) manages the object devices in a
certain area and is responsible for handing their text, space and time information in
a single index structure for local search. Meanwhile, the object devices register
themselves and transmit their textual description to the specific SIN via head nodes
(HD) in each index hierarchy. We assume the object description data are either
preloaded or incrementally uploaded by the object owner.

3. The primary index tier. It is the highest level of the hierarchy in the system
architecture. The SINs forward the aggregated object information to the primary
index node (PIN) so that the PIN can return a list of SINs that are most relevant to a
certain user query. The PIN, considered as the sink of the network, holds the global
object aggregation information, i.e., spatial-temporal-textual information, reported
by each SIN in a single index structure for a distributed query. We can notice that
the SINs route traffic among themselves or between the PIN and ODs.

PIN Query

SIN SIN SIN SIN

HD HD HD HD

OD OD OD OD OD

ROOT

...

ROOT ROOT ROOT
the sensor 

and 
monitoring 
device tier

the sub-
index tier

the primary
 index tier

index tree

Fig. 1. Overview of SMSTK search system architecture.
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3 Safe Region Construction

This section presents our construction process for predictive safe region. We first
explore the method for frequent query regions mining. Then, we provide the specific
construction process for predictive safe regions reachable to the frequent query regions
within some time intervals.

3.1 Frequent Query Grid Cell Mining

We present the process for mining frequent query region/point using QFS-tree, which
in turn is based on FP-tree [17, 18]. The FP-tree is a compact representation of all
relevant frequency information in a database. Before a recursive mining, we partition
the service area with equal or similar spatial grid cells, denoted as sg (e.g., the sg(1; 1)
shown in Fig. 2(a)). The mining process contains two scans: (i) it is first required to
find all frequent query grid cells in decreasing order of their query times; (ii) as each
query region is scanned, the set of frequent query grid cells in it is inserted into the
QFS-tree as a branch. Figure 2(a) shows an example of a query set, which consists of
six query regions, i.e., q1, … , q6, and Fig. 2(b) is the corresponding QFS-tree for that
query set. The query grid cells written in red color are the multi-branch points with high
query frequency in QFS-tree, where each branch represents the traversal path (denoted
as) of a query region. In QFS-tree, we also use another path, the starting grid cell path
(denoted as), to indicate the starting point of its corresponding traversal path.

3.2 Construction Method of Predictive Safe Region

In this section, we discuss how to represent the predictive safe regions. The safe region
of a moving object device designates how far it can reach without affecting the results
of any registered query. The basic idea is to use grid cells as the spatial division
structure. A brief overview of each data structure is outlined below.

Definition 3.1. Sequence Grid Cells List. For each object device OD, we keep track of
an object device identifier and the sequence grid cells list as CS = {sg1, sg2, … , sgk}
that are traversed by OD in its current trip.

Definition 3.2. Travel Time Structure. This is a grid division structure where each cell
TTS[(i1, i2), (j1, j2), k] has the travel time interval between space cells sg(i1, i2) and sg
(j1, j2) at time slot tk.

In order to locate the predictive safe regions of the object devices in the grid cells
reachable to the frequent query grid cells within a specific time interval, a key point is
to support predictive location calculation that concerns a future reference time relevant
to the specific time interval. Let us step through the formalization of predictive location
calculation and safe region construction as follows.

Definition 3.3. Predictive Position Calculation. Given a set of moving objects devices,
a moving point MP represented by its position MP(tref) at reference time tref and its
velocity MPV, and a travel time interval MPT = [tmin, tmax], it is to find the predictive
object position MP(tfr) = MP(tref) + MPV (tfr − tref) at the future reference time
tfr 2 [tref + tmin, tref + tmax].

82 J. Tang and Z. Zhou



Definition 3.4. Predictive Safe Region Construction. Given a set of grid cells SQrb

reachable to the frequent query grid cells within the travel time interval [tmin, tmax], the
predictive safe region for each object device OD 2 SGrb is defined as the minimum
bounding rectangle of the predictive positions within the travel time interval [tmin, tmax].
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Fig. 2. A QFS-tree example. (Color figure online)
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4 Structure and Algorithm

In this section, we describe how to construct the index structure of STK-tree. Then, we
formalize the predictive range query we address in this article.

4.1 Index Structure

Note that constructing STK-tree of predictive safe regions within the range of a SIN is
equal to index the predictive locations of object devices in the corresponding spatial
grid cell regions. Our STK-tree is based on the Bx-tree [13], which in turn is based on
the B+-tree. This arrangement aims to make the STK-tree easy to implement in real
SMSTK search management systems that invariably support B+-trees. The value that is
indexed, the STK-value, is the concatenation ð�Þ of the binary values ([�]2) of three
components: (i) TID, which indicates the time grid partition in the STK-tree where an
object device’s information is stored; (ii) HLV, which is the Hilbert-Curve value of an
object device’s location as of the time partition TID; and (iii) KY, which is the key-
words encoding value detailed in Sect. 4.2. After we obtain the three components, we
combine them to form the STKkey below.

STKkey ¼ TID½ �2� HLV½ �2� KY½ �2
In the STK-tree, each object device has an identity ID, spatial grid sg and velocity

(vx, vy) at time instant t, and a pointer PI pointing to the object device’s specific
information. Therefore, a leaf node in the ST K-tree has the following format:

\STKkey; IDOD; sg; vx; vy; t; PI[

The internal nodes of the STK-tree serve as a directory that contains index key
values and pointers to the child nodes. Therefore, a non-leaf node in the STK-tree has
the following format:

\STKckey; IDHD; PC[

Note here, STKckey denotes the directory that contains index key values of the child
nodes. IDHD indicates the identity of the head node which is selected from the object
devices in the child nodes. PC is the pointer pointing to the child nodes.

4.2 Keywords Encoding

We make use of a context-free text mapping algorithm to encode keywords into a
numeric system, or ids (See Definition 4.1). This allows textual data to be treated as just
another numeric component of the index, enabling it to be efficiently constructed and
queried over the data. Intuitively, an n-dimensional vector is actually a point in an
n-dimensional Euclidean space. Thus, encoding keywords into a numeric component
converts to mapping a point from n-dimension to 1-dimension. We consider to use
Hilbert spatial filling curve, for this conversion and achieve the KY.
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Definition 4.1. Pair Coding Function. Given a function PC: S1 ! S2, where
S1 = c1c2 … cn is the keyword, S2 = b0b1 … bm−1 is the binary vector (n < m) and the
initial value of bi(i 2 [0, m − 1]) is 0. The two adjacent characters (cj, cj+1) (j 2 [1,
n − 1]) are hashed and mapped into a number (2 (0, m − 1)) according to the hash
function H, only when H(cj, cj+1) = i, bi = 1. PC is called as a pair encoding function.

4.3 Predictive Range Query

A predictive range query aims to retrieve all object devices whose locations fall within
the rectangular range Qr at time instant t, which is defined as follows.

Definition 4.2. Predictive Range Queries. Given a set of object devices sequences DS,
a space partitioned into a set of grid cells SQ, a predictive function F, a predictive
query defined by a region Qr, and a time period t, we need to find out the object devices
predicted to be inside r after the time t.

Since the spatial, temporal and keywords components of each object device are
integrated in the STK-tree structure, the query processing algorithm can map any
spatio-temporal-keyword aware range query into a key range search query regardless of
search criteria. To reduce the query processing time, the algorithm reads and navigates
the tree in the same order as it stored.

For each query, the user first queries the PIN. The PIN then returns the SINs that
may contain the object devices in the search range. The user then performs a distributed
range query from the returned list of SINs, i.e., the local root node of STK-tree, to find
a satisfactory answer. The STK-tree starts from the SIN and moves down recursively,
similar to the process used for index construction. At each level of the STK-Tree, the
head node transmits the query to which child node depending on the STKckey of the
current node and the concatenation value of the spatial, temporal and keywords con-
straints in the user query. When a leaf-node is reached, it is added to the result list of
range query.

5 Implementation and Evaluation

In this section, we evaluate the performance of our spatial-temporal-keyword query
scheme over the proposed SMSTK search engine. The goal of our experiment is mainly
to evaluate the query response time, and the query accuracy.

5.1 Setup

The synthetic data of moving object devices are generated from the Network-based
Generator of 10,000 moving object devices. A real road network map is extracted from
the check-in records over 10,000 Beijing taxi cabs, which can be used for our
experiment setting and for the generator as an input. The object devices generated are
assumed to be randomly distributed over the spatial region, which is virtually parti-
tioned into N � N squared grid cells of width relative to the minimum and the max-
imum step taken by any of the underlying moving object devices. The spatial grid
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structure stores a Hilbert value for each cell and updatable list of object devices moving
within it. Therefore, all sampling values of the same mobile object device can generate
a trajectory in the form of grid cells. As the check-in record of each taxi cab contains its
ID, the grid cells of its geo-location (place of interest) and the check-in time, the travel
time interval between any pair of cells can be obtained by taking the average minimum
an average maximum time it takes from the underlying set of object devices to move
between any pair of cells at time period t. Hence, the travel time data structure can be
efficiently filled before starting the experiment and offline. Additionally, we apply a
real-world dataset from newspaper such as China Daily [20], where we randomly select
documents attached to each mobile object device. For the generation of spatial-
temporal-keyword queries, the locations of the generated query regions are uniformly
distributed over the space and the keywords are generated by randomly choosing
consecutive words from the documents of object devices. All the index structures and
algorithms are implemented in Java and performed on a machine with Intel Quad Core
Processor 3.5 GHZ, 32G memory, 64 bits operating system. Table 1 lists the param-
eters used in our experiments.

For the sake of understanding the effectiveness of SMSTK search engine
(SK) based on ST K-tree, we compare it with the following searching schemes.

– Chained Structure searching scheme (CS). A group of object devices are organized
to a chained structure.

– Snoogle searching scheme (SL). This is an alternative information retrieval system
built on sensor networks for the physical world [12].

– IoT-SVK searching scheme (IS). This is a real-time multimodal search engine
mechanism implemented for the Internet of Things [16].

5.2 SMSTK Query Performance

To evaluate the query performance, we first test the query time of SMSTK search
engine. In this experiment, we vary the total number of object devices from 1000 to
9000, the query range length from 10 to 60, and the k value from 100 to 600, to
measure the range query and KNN query time. We give 10 keywords for each query
with the length as 20.

Table 1. Parameters and their settings

Parameters Setting

Number of object devices 1000, 3000, 5000, 7000, 9000
Query range length 10, 20, 30, 40, 50, 60
k 100, 200, 300, 400, 500
Number of keywords 10
Length of keywords 20
Number of frequent queries 100
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Figures 3(a) and (b) report on range query time. We observe that it increases with
the number of object devices and the query range length. As mentioned in the con-
struction process of STK-tree, the index tree organizes object devices based on their
spatial-temporal-keyword proximity. Hence, the spatial index needs to retrieve all
object devices inside the searching key ranges constructed from the given query range,
thus increasing the query costs. This accounts for the increase in query response time.

5.3 Query Performance Comparison

We proceed to evaluate the query performance of SMSTK search engine and the other
three searching schemes on frequent query.

Figure 4 provides a comparison of the query time and query accuracy among the
four searching schemes when given 100 frequent query ranges. With respect to the
query processing time, SMSTK performs the best in this case, as shown in Fig. 4(a).
Note that constructing the safe regions from the frequent query grid cells could
guarantee the higher stability of the query results. Meanwhile, indexing the safe regions
could guarantee the higher accuracy of the query results. Thus, SMSTK search engine
costs the least query time.

1000 3000 5000 7000 90000

1

2

3

4

5

Number of Object Devices

R
an

ge
 Q

ue
ry

 T
im

e 
(m

s)

(a) Varying Number of Object devices

10 20 30 40 50 60

0.5

1

1.5

2

2.5

3

Query Range Length

R
an

ge
 Q

ue
ry

 T
im

e 
(m

s)

(b) Varying Number of Query Range Length

Fig. 3. SMSTK query time.

Searching the Internet of Things 87



As for the query accuracy, our estimation of the query accuracy for the frequent
range query is:

QueryAccuracy ¼ QueryResult � ActualResultj j
ActualResult

In this accuracy test, we let the number of object devices be as 1000 and k as 10,
respectively. The estimated accuracy result of the 100 frequent range queries of the four
searching schemes is shown in Fig. 4(b). It is observed that (i) the chained structure
searching scheme and Snoogle searching scheme have the highest query accuracy;
(ii) the query accuracy of our SMSTK searching scheme remains relatively higher, next
only to that of the chained structure searching scheme and Snoogle searching scheme;
(iii) the query accuracy of IoT-SVK searching scheme, however, is the lowest. Note that
the prediction positions estimated for the safe region construction in SMSTK searching
scheme and the index of mapped grid cell centers in IoT-SVK searching scheme
contribute much weight in the loss of query accuracy. Thus, the test results show that
SMSTK searching scheme and IoT-SVK searching scheme yield less query time at the
expense of losing some query accuracy. In the light of almost one hundred percent
query accuracy and more than two seconds query time, it proves our SMSTK searching
scheme achieves much better query performance.
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6 Related Work and Comparison

In this section, we discuss research in IOT search engine that are closely related to the
problem studied in this article. Some of the notable works in this area are given as
follows. Wang et al. [12] propose a search engine called Snoogle for pervasive envi-
ronments, which describes the entity in the form of a set of keywords, stored in the
sensor node. The users query the matched entities via keywords in the two-tier hier-
archical architecture. However, the Snoogle system can not be applied to large-scale
network environment because of inefficient data transmission mode. Therefore, it does
not support the dynamic data search well. Yap et al. [13] design MAX system, in which
the physical entities are sensed by tag instead of sensors. The tag stores the textual
information of the physical entity, which is similar to Snoogle system. MAX system
adopts pull mode to query, thus it is suitable for the mobile queries and queries with
content frequently changed. However, the messages still need to be broadcasted to each
sub station and tag, which results in high communication overhead. Therefore, it is
inappropriate for large-scale network environments. Ostermaier et al. [15] design a
real-time search engine Dyser, which abstracts the physical entities and sensors into
Web pages. The predictive mechanism used not only improves the searching efficiency,
but also reduces the searching overhead, which makes Dyser be applied to resource
constrained networking environment. Ding et al. [16] propose a hybrid real-time search
engine framework IoT-SVK for the Internet of Things based on spatial-temporal,
value-based, and keyword-based conditions. IoT-SVK supports dynamic location
changes of the sensors, and proposes to replace the original curve path as the grid
regions with the same size. However, it cannot construct one integrated index structure
based on spatial-temporal-keyword conditions, which affects the searching efficiency in
some extent. Perera et al. [19] adopt cloud computing to resolve the architecture
problem of IoT searching. This system constructs a cloud sensing the service on the
basis of Internet of Things, infrastructure and services. It manages the sensors and
sensing data by way of cloud computing. In a whole, most existing proposals can not
directly enable effective searching of mobile object devices in the IoT. In this article,
we propose SMSTK searching scheme, in which the single spatial indexing mechanism
with spatial-temporal-keyword integrated into one key, can help it improve much more
searching efficiency.

7 Conclusion

In this article, we propose a novel SMSTK search engine over mobile object devices.
The focus of it is to construct a STK-tree index structure by incorporating the safe
region and keywords encoding technique into the design mechanism of establishing the
concatenated spatial-temporal-keyword key value. Further, we present predictive range
query over our SMSTK search engine. In addition, our searching mechanism is
developed to support frequent query operations. To evaluate the performance, we
conduct a series of experiments and the results illustrate the searching efficiency of our
scheme.
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Abstract. Greenhouse gas and pollutant emissions generated by an
increasing number of vehicles have become a significant problem in mod-
ern cities. Estimating fuel usage of potential driving paths can help
drivers choose fuel-efficient paths to save more energy and protect the
environment. In this paper, we build a fuel consumption model (FCM) for
drivers based on their historical GPS trajectory and OBD-II data. FCM
on a path only needs three parameters (i.e., the path distance, traveling
time on the path and path curvature), which can be easily obtained from
online route APIs. Based on experiment results, we can conclude that the
proposed model can achieve high accuracy, with a mean fuel consump-
tion error of less than 10% for paths longer than 15 km. In addition, the
traveling time on paths provided by online route APIs is accurate and
can be input into FCM to estimate the fuel usage of paths.

Keywords: GPS trajectories · OBD-II · Online route APIs ·
Fuel consumption model

1 Introduction

Vehicle fuel consumption has increased sharply in recent years, and it is widely
recognized that over-consumed fuel is highly correlated with greenhouse gases
and pollutant emissions [5,15]. On the other hand, high fuel consumption cost
results in economic pressure for drivers. If we can provide drivers information of
the fuel consumption on their potential driving paths, it can help them choose
more fuel-economical paths to save more energy and protect the environment.
Common mapping and navigation tools, such as Google Maps only provide users
either the fastest or the shortest path from the source to the destination. Users
have no idea about the fuel usage of these paths.

In general, the fuel consumption for a vehicle on a path depends strongly
on three factors. The first one is the vehicle’s parameters (e.g., vehicle weight),
the second one is the driving behaviors, and the last one is the path shape (e.g.,
winding or straight paths). For example, a smooth acceleration or deceleration
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(i.e., small jerk) generally implies economical fuel consumption, while a high
jerk corresponds more fuel consumption [1,4]. The first two factors have been
investigated in lots of previous work [5–7,10]. In contrast, to our knowledge, the
relationship between the path shape and the fuel consumption is rarely discussed.
Vehicle that travels on winding paths usually consumes more fuel as compared
with straight paths, because drivers have to speed up or down to traverse the path
more carefully. This phenomenon has been partially captured by the state-of-art
model (i.e., GreenGPS) [7,10]. GreenGPS points out that the path containing
left turns and right turns increases the fuel usage. However, the path is just
one typical example of winding paths, and ‘left or right turns’ are far from
representing the path shape. Going a further step, we propose path curvature
to define the path shape, and then make use of it to estimate fuel consumption
more accurately.

Fuel consumption model is possible thanks to the popularization of GPS
(Global Position System) and OBD-II (On-Board-Diagnostics) [3,9,13]. GPS
trajectory consists of a sequence of points (i.e., latitude and longitude), and can
be mapped on the road network to compute the ‘path curvature’ (more details
in Sect. 3.2). OBD-II system is able to monitor users’ driving behavior includ-
ing instantaneous speed, traveling distance and fuel consumption via sensors.
The data recorded by GPS and OBD-II provides rich sources to investigate the
inherent relationship among vehicle’s parameters, personalized driving behav-
iors, path shape and fuel consumption.

With the constructed fuel consumption model, we are able to estimate the
fuel consumption on any path by plugging in three parameters (i.e., the path
distance, traveling time on the path and the path curvature) extracted from
drivers’ historical GPS and OBD-II data. However, the model can only operate
ex-postly (i.e., compute the fuel consumption after the trip is completed). In
another word, because of the unavailability of drivers’ GPS and OBD-II data,
the fuel usage of potential driving paths cannot be estimated. The path distance
and path curvature are easily to be obtained, once the driving path is identified.
However, the traveling time on a path depends on the real-time traffic informa-
tion. To migrate the problem, we need to obtain the real-time traffic information
as input to the fuel-estimation model.

Some methods to obtain traffic information have been proposed in previ-
ous work. Authors in [11] estimate the traffic information on each segment
using GPS trajectories received recently and contexts (e.g., point of interests)
using a framework of collaborative filtering. In fact, this method can only obtain
approximate results, as traffic condition varies dynamically due to unpredicted
emergency events like road accidents. GreenGPS collects traffic information
via Crowd Sensing [2,12], that relies on voluntary data collection and sharing
within a community. Comparing to the data collected from recent GPS trajec-
tories, Crowd Sensing can provide a more accurate traffic information on paths.
However, many road segments are not traversed by volunteers drivers. Thus,
it is difficult to obtain comprehensive traffic information merely relying on this
method. In addition, the maintenance cost of such a community is high for many
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service providers. A good traffic information collection method ought to satisfy
two essential requirements: providing accurate traffic information and low-cost.
Traffic information with inaccurate information degrades the model accuracy,
which causes incorrect recommendation result and damages users’ economic
interests. Many location-based service applications (e.g., Gaode Map and Google
Maps) monitor traffic information on most road segments for many cities via
multi-methods, such as induction coil and video detection [8,14]. Users have
almost free access to obtain these traffic information data from Application Pro-
gram Interfaces (APIs) provided by these applications. Hence, to meet require-
ments mentioned above, we collect the traffic information by leveraging route
APIs.

To summarize, we make the following main contributions in this paper:

– We model drivers’ fuel consumption (FCM), taking vehicle parameters, driv-
ing behaviors and the path shape into consideration. This model on a path
only needs three parameters, i.e., path distance, traveling time on the path
and path curvature, which can be easily obtained from online route APIs. To
our knowledge, this study is the first to leverage route APIs for fuel consump-
tion model.

– We leverage multi-sourced urban data including the GPS trajectory, OBD-
II data and the open data extracted from OpenStreetMap to evaluate the
framework extensively. Experimental results demonstrate FCM is accurate,
and route APIs can provide accurate traffic information as input to the model.

2 Basic Concepts

Definition 1 (Road Network). A road network G(N,E) consists of a node
set N and an edge set E. Each element n in N is an point of a pair of longitude
and latitude coordinates (x, y), which represents its spatial location. Edge set E
is a subset of the cross products N × N . Each element in E is an edge ei.

Definition 2 (GPS Trajectory). A GPS trajectory is a sequence of time-
ordered spatial points (p1 → p2 → · · · → p9, the blue dashed line with circle marks
shown in Fig. 1). Each point is comprised of a timestamp, an instantaneous
speed, and a geospatial coordinate, denoted by pi = (ti, latitudei, longitudei).

Definition 3 (Distance Between Two Positions). Given two points pi =
(xi, yi) and pj = (xj , yj), we use Eq. 1 to calculate the distance of them.

dis(pi, pj) = R ×
√

|xi − xj |2 + |yi − yj |2 × π

180
(1)

where R is the earth radius, and in this paper we set its value as 6370000 m.

Definition 4 (Mapped GPS Trajectory). A mapped GPS trajectory is a
sequence of sitting-on-edge GPS points (p′

1 → p′
2 → · · · → p′

9, the green solid
line with square marks shown in Fig. 1), which can be obtained by map matching
algorithms.
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Fig. 1. Illustration of main concepts used in the paper. (Color figure online)

Definition 5 (OBD-II Data Reading). A OBD-II Data Reading records the
vehicle driving information at the sampling time, such as the distance that has
been covered (in km), the instantaneous speed (in km/h), and the fuel usage (in
liter), which can be denoted by obdi = (ti, vi, distCovi, fui).

Thus, the average fuel consumption (AFC, l) between any two given OBD-II
data readings (obdj , obdi, tj > ti) can be computed as:

AFC(obdi, obdj) = fuj − fui (2)

Definition 6 (Average fuel consumption between two given GPS
points). The average fuel consumption between two given GPS points is not
straightforward because we are not aware of the exact amount of fuel usage of
the vehicle of a given GPS data point, which is due to the fact that the sampling
time and rate of OBD-II data and GPS trajectory data are not consistent1 (as
illustrated in Fig. 1). To obtain the average fuel consumption (AFC) between any
two given GPS data points, we first use the fuel usage value of the time-nearest
OBD-II data reading to approximate that of each GPS point, then compute it
according to Eq. 2.

Definition 7 (Physical Features). The physical features2 of a segment con-
tain a number of attributes: (1) the number of traffic lights/stop signs along
the path; (2) the number of all neighboring edges that connect the edges within

1 The sampling time of the GPS trajectory data is 6 s; the sampling time of the OBD-II
data is 10 s.

2 Both road network and physical features are extracted from OpenStreetMap, with
more details can be found at www.openstreetmap.org.

www.openstreetmap.org
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the path; (3) the number of some specific POIs within the range of the path. In
this study, we only consider schools, residential zones, shopping malls and big
companies. However, more POIs can be extracted and easily integrated.

3 Building Fuel Consumption Model

The objective of the fuel consumption model is to predict the fuel usage of a
given path accurately when a driver has traveled it. Fuel is consumed to generate
the driving force to overcome the necessary force (FN ) and the extra force (FE).

The necessary force (FN ) consists of the friction force caused by the road,
the gravitational force, and the air resistance, which is unavoidable. In ideal
driving, vehicle only needs to overcome the necessary force if drivers move on
a straight road at a constant speed. However, in real driving condition, drivers
may encounter traffic congestions, traffic lights/stop signs while driving and some
specific POIs (e.g., schools, residences, shopping malls, and restaurants). They
may speed up or down and thus the extra force (FE) is induced. In addition,
drivers have to change their speed continually when they travel on winding paths,
which also leads to an increase of the extra force.

As we known, the fuel consumption rate (fr) of a vehicle at time t is pro-
portional to the power (P ), generated by its engine at that time. Thus the fuel
consumption rate at time t can be computed by Eq. 3.

fr(t) = βP (t) (3)

The instantaneous power (P ) can be calculated by Eq. 4, where v(t) is the
instantaneous speed at time t.

P (t) = (FN + FE)v(t) (4)

By substituting Eq. 4 to Eq. 3, we can compute the fuel consumption rate as
follows.

fr(t) = β(FN + FE)v(t) = βFNv(t)︸ ︷︷ ︸
Necessary

+βFEv(t)︸ ︷︷ ︸
Extra

(5)

where the first part is defined as the necessary fuel consumption rate (frn(t)),
the second part is defined as the extra fuel consumption rate (fre(t)); β is the
specific fuel consumption (SFC), which refers to the quantity of fuel consumed to
produce one unit of power in one unit of time, and varies under different travel
and engine speeds. Figure 2(a) shows the details on how β changes with the
travel speed at a given engine speed. β is much bigger when the vehicle travels
at a low speed, which means that fuel is consumed more quickly because the fuel
cannot be fully burned at that speed. Thus, we utilize two coefficients to distinct
the slow and normal speed cases. To be more specific, β̄1 is used to approximate
the SFC if the travel speed is less than vth and β̄2 is used to approximate if the
travel speed is above vth, as shown in Fig. 2(b). Here, we set vth = 10 km/h as a
matter of experience.
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Fig. 2. The relation between β and the vehicle speed v at a given engine speed.

3.1 Necessary Fuel Consumption Rate

In our previous work GreenPlanner, the necessary fuel consumption rate has
been computed, and here we just show the final result as follows. More details
of the derivative process can be founded in [6].

frn(t) = β[μmgcos(θ) + mgsin(θ) +
1
2
ϕACrv

2(t)]v(t) (6)

where first three parts insides square brackets refer to the friction force caused
by the road, the gravitational force and the air resistance, respectively; μ is
the coefficient of friction, m is the mass of the vehicle, g is the gravitational
acceleration, θ is the ground slope of the road, ϕ is the coefficient of the air
resistance, A is the frontal area of the car, Cr is the air density, v is the speed
of the vehicle at time t.

Note that in most cases, the slope (θ) of the road is very small and can be
set to 0, thus frn(t) can be simplified as follows.

frn(t) = β[μmg +
1
2
ϕACrv

2(t)]v(t) (7)

3.2 Extra Fuel Consumption Rate

In addition to the necessary fuel consumption rate, vehicle has to consume some
extra fuel to overcome extra force. The extra force includes two parts FE1 and
FE2. FE1 is induced because drivers may speed up or down as they encounter
traffic congestions, traffic lights/stop signs while driving and some specific POIs
(e.g., schools, residences, shopping malls, and restaurants). FE2 is caused, as
drivers have to change their speed continually when traveling on winding paths.
In the previous work GreenPlanner, we have estimated the force FE1, as shown
in Eq. 8.

FE1 = m|a(t)|(γ + k′
1|path.ts| + k′

2|path.n| + k′
3|path.poi|) (8)

where a(t) and v(t) are the acceleration and the speed of the vehicle at the time
t, respectively; γ is a constant coefficient which is used to characterize the case
of traffic congestions; |path.ts|, |path.n| and |path.poi| correspond to the number
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of traffic lights/stop signs, the number of neighboring edges, and the number of
specific POIs of the given path respectively.

To define the path shape, we propose a concept path curvature (rcur). Given
a driving path consisting of a sequence of nodes ni, rcur can be computed in
Eq. 9. In the equation,

∑N−1
i=1 d(ni, ni+1) is the total distance of the path, while

d(n1, nN ) refers to the line distance between the source and the destination. If
rcur equals to its minimum value (i.e., 1), it means that the path is straight. On
the other hand, if the value of rcur is bigger than 1, it means that the path is
more winding. Path curvature can distinct straight and winding paths. Note that
the path can be obtained by mapping raw GPS trajectory on the road network.

rcur =
∑N−1

i=1 d(ni, ni+1)
d(n1, nN )

(9)

where N is the number of nodes, and d(ni, ni+1) refers to the distance between
two adjacent nodes ni and ni+1.

The accurate value of FE2 is difficult to get. Here, FE2 is simply estimated
by Eq. 10.

FE2 = k′
4m(rcur − 1)|a(t)| (10)

After FE1 and FE2 are calculated in Eqs. 8 and 10, the extra force FE can
be computed by adding them together, as follows.

FE = FE1 + FE2

= m|a(t)|[γ + k′
1|path.ts| + k′

2|path.n| + k′
3|path.poi| + k′

4(rcur − 1)]
(11)

Thus, the extra fuel consumption model can be calculated, as follows.

fre(t) = βFEv(t)

= βm|a(t)|[γ + k′
1|path.ts| + k′

2|path.n| + k′
3|path.poi| + k′

4(rcur − 1)]v(t)

(12)

3.3 Fuel Consumption Model (FCM)

The total fuel consumption rate is simply the sum of the necessary and extra
fuel consumption rates, as shown in Eq. 13.

fr(t) = frn(t) + fre(t) = βv(t){[μmg +
1
2
ϕACrv

2(t)]

+ m|a(t)|[γ + k′
1|path.ts| + k′

2|path.n| + k′
3|path.poi| + k′

4(rcur − 1)]}
(13)

However, this fuel consumption rate fr(t) cannot be applied directly, because
we need develop a model on a path whose parameters can be easily measured
by querying route APIs (i.e., path distance, traveling time on the path and
path curvature). In another word, parameter a(t) and v(t) in Eq. 13 cannot be
obtained by route APIs, which motivates us to simplify these two parameters.
The path consists of several segments (i.e., sub-path). We assume that the speed
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Fig. 3. Illustration of vehicle speed curve on a segment.

curve on each segment behaves like a parabola illustrated in Fig. 3. In addition,
the speed value equals to 0 when vehicle enters and leaves the segment.

Given the ith segment distance Δdi and the travelling time cost Δti, the
speed curve on the segment can be well determined, as shown in Eq. 14.

v(t) =
−6Δdi
Δt3i

t2 +
6Δdi
Δt2i

t, t ∈ [ti−1, ti] (14)

where parameters ti−1 and ti correspond to time when the vehicle enters and
leaves the segment.

Considering the acceleration a = dv/dt, a(t) on the segment can be calculated
as follows.

a(t) =
−3Δdi
Δt3i

t +
6Δdi
Δt2i

, t ∈ [ti−1, ti] (15)

By substituting Eqs. 14 and 15 to Eq. 13, we can derive the fuel rate fr(t).
The approximate fuel consumption of each segment can obtained by integrating
the fuel rate fr(t) during the time period [ti−1, ti], as follows.

f̂ ci = β{k1Δdi + k2
Δd3i
Δt2i

+
Δd2i
Δt2i

[k3 + k4|path.ts|

+ k5|path.n| + k6|path.poi| + k7(rcur − 1)]}
(16)

Thus, the total fuel consumption of the path (pathi) is just the sum of fuel
consumption on all segments, which can be computed based on Eq. 17.

f̂ c(pathi) =
M∑
i=1

f̂ ci (17)

where M is the number of segments determined by the number of sitting-on-edge
GPS points (Definition 4) recorded along the path. Compared to the ground
truth (fci) obtained according to Definition 6, each piece of f̂ ci may either be
overestimated or underestimated. Thus, the modeling error could be accumulated
or reduced as the path becomes longer and contains more GPS points.
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4 Estimating Fuel Consumption of Paths by Leveraging
Route APIs

With the built fuel consumption model, we are able to estimate the fuel con-
sumption on a path, given the path distance and the traveling time on the path
and path curvature. However, the model can only operate ex-postly (i.e., com-
pute the fuel consumption after drivers have completed their trips). The path
distance and path curvature are easily to be obtained, once the driving path is
identified. However, the traveling time on a path depends on the real-time traffic
information. To migrate the problem, we query route APIs to collect real-time
traffic information on a path if the driver would travel it.

4.1 Real-Time Traffic Information Collection via Online Route
APIs

Route APIs have access to real-time traffic information. It takes request (e.g.,
source and destination) as input and then returns a path along with its distance
and traveling time cost in a XML document. We take an example below to
illustrate the request and response information of Gaode Directions API. The
request is an HTTP query string with user-specific parameters, including the
origin and destination locations (in latitude-longitude), the travel mode (e.g.,
driving), as well as the strategy key. Gaode Directions API provides many travel
strategies. For example, when the strategy key equals to 0, it indicates the path
returned is the fastest path (minimal travelling cost). More details can be found
in the homepage of Gaode API3.

In the example, the origin is at (106.4681, 29.5648), the destination is at
(106.4624, 29.5569), the user is at ‘driving’ mode, and the travel strategy is to
choose the fastest path. According to the response, we can easily obtain the
distance (in meter) and duration (in second) of the path from the source to the
destination. In addition, the response also stores the a sequence of intermediate
nodes of the path, that can be extracted from "polyline". These nodes represent
the path shape, which can be used to compute the parameter rcur based on Eq. 9.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

HTTP request
http://restapi.amap.com/v3/direction/driving?key=?&
origin=106.4681,29.5648&destination=106.4624,29.5569&strategy=0

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

XML response
"path" :{

"origin" :"106.4681,29.5648",
"destination" :"106.4624,29.5569",
"distance" :"2202 (meter)",

3 http://developer.amap.com/.

http://developer.amap.com/
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"duration" :"401 (second)",
"strategy" :"Fastestp",
"steps" :[

"0" :{
"polyline" :"106.4683,29.5651;

106.4682,29.5651;
...",},

"1" :{
"polyline" :"106.4649,29.5654;

106.4647,29.5654;
...",},

...
]

}

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
The core of the real-time traffic information collection is to obtain the seg-

ment distance Δdi and the traveling time cost Δti. According to the above
explanation, Δdi and Δti can be easily obtained as we input a pair of starting
and ending points of the segment into route APIs.

4.2 Fuel Usage Estimation of the Shortest and the Fastest Path

Choosing the shortest or the fastest path from the source to the destination is
the most common trip choice for drivers. However, the traditional navigation
tools provide little information about the fuel economy of traveling paths. Thus,
we estimate the fuel consumption of these two paths to provide more detail
information (i.e., fuel usage) for users.

The steps can be summarized as follows.

– Query the shortest and the fastest paths from route APIs, for a given SD
pair.

– Divide these two paths into a number of small segments (i.e., a sequence of
points extracted from ‘polyline’) with a similar distance, which is calculated
by summing up the distance between each pair of adjacent nodes.

– Estimate the fuel usage of each segment by inputting Δd and Δt into FCM.
Δd and Δt of the segment can be obtained from route APIs, with inputting
a pair of location of its first and the end points.

– Measure the total fuel consumption of the shortest and the fastest path by
adding the fuel usage of all segments together.

Note that querying route APIs may raise the response time challenge. There
are some potential methods to reduce the number of query requests. For example,
traveling times on some segments nearly keep constant. If drivers travel on these
path, there is no need to obtain the live traffic information on them. In the
future, we will focus on how to reduce the number of query requests.
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5 Evaluation

5.1 Experiment Setup

Data Preparation. In our experiments, we use several urban datasets in the
city of Beijing, China. The datasets are gathered from multi-sources, i.e., the
road network, the physical feature data extracted from OpenStreetMap, the
GPS trajectory, and the OBD-II data generated by 595 taxis from September
15th to 21st, 2015. The mean travel distance and the mean working time for
each taxi were 177.8 Km and 14.59 h, respectively. We use 30% of the total data
to train the FCM and derive the parameters, and use the rest data to test the
model.

In addition, to evaluate the quality of traffic information provided by route
APIs, we conduct a small-scale experiment, as the limited human power. To be
more specific, we recruit three volunteers to drive in the city of Chongqing from
14 pm to 22 pm on February 3th, 2018. They carry GPS devices implemented in
their mobile-phone to collect the real traveling time (ground truth) on segments,
denoted as treal. Meanwhile, we collect the traveling time, denoted as tAPI ,
returned from Gaode Directions API before trips. The total distance of segments
is less than 100 km.

Baseline Model

– FCMrcur – This model is a variant of the proposed FCM, in which we do not
take the path shape into consideration.

– AFCM – The average fuel consumption model (AFCM) simply multiply the
average fuel consumption (Ci) of the driver in history with the total distance
of the path to approximate the total fuel consumed on the path.

– CFCM – The constant fuel consumption model (CFCM) first derives a con-
stant average fuel consumption (C) which minimizes the following Eq. 18.
Then, the estimation of the fuel consumption on a path is computed by mul-
tiplying C with the path distance, regardless of the detailed path and the
individual driving behaviors.

arg min[C ×
n∑

i=1

tdi −
n∑

i=1

fc(i)] (18)

where tdi is the total travel distance of the ith driver; fc(i) is the true value
of fuel consumption of the ith driver during the same whole day; n is the total
number of taxis.

Evaluation Metrics. Two major metrics, i.e., the error and the mean error,
are defined to evaluate the modeling accuracy. In addition, we define the time
cost error as shown in Eq. 21 to evaluate the accuracy of traffic information
collected from online route APIs.

errori =
f̂ c(pathi) − fc(pathi)

fc(pathi)
× 100 (19)
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m error =
∑m

i=1 errori
m

(20)

#time cost error =
|treal − tAPI |

treal
× 100 (21)

where f̂ c(pathi) is the fuel consumption on the given path estimated using the
built model; fc(pathi) is the true fuel consumed on that path, which is obtained
by computing the fuel usage between the first GPS point entering and the last
one leaving the given path; m is the total number of paths evaluated.

5.2 Evaluation on FCM

We compute the model accuracy of the proposed FCM and the baseline, with
results shown in Fig. 4. The x-axis refers to the absolute error value of the model
accuracy and y-axis refers to the corresponding Cumulative Distribution Func-
tions (CDFs) of the number of segments. As shown in Fig. 4, FCM is able to
obtain a good accuracy on the estimation of fuel consumption. For example,
about 80% of segments are with an absolute error less than 30%. Moreover,
comparing with the proposed FCM, FCMrcur always performs poorly, which
demonstrates the path shape has effect on the fuel usage when driving. The two
simple models (i.e., AFCM and CFCM), however, fail to provide a meaning-
ful accuracy. Because these two models only consider the length of the path,
information such as real-time traffic conditions and driving behaviors, which
has important effect on the fuel consumption, is not included in the modeling
process.
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Fig. 4. Comparison results among FCM and three baseline models.

In order to better understand how models perform on paths of different
lengths from 10 Km to 30 Km with an interval of 5 km qualitatively, we bin
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the paths based on their length and compute the mean errors. The correspond-
ing results are shown in Fig. 5. The model accuracy gets higher as path length
increases. In more details, FCM achieves a mean fuel consumption error less
than 10% when the path length is 15 km.
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Fig. 5. Model performance of FCM and other two baselines by varying the length of
the path.

5.3 Evaluation on Traffic Information Collection

The real-time traffic information collected from route APIs has a great impact
on the accuracy of fuel consumption estimation. Thus, we conduct a experiment
to evaluate the accuracy of the traffic information. If the time cost error between
treal and tAPI on the same segment is small, it is safe to claim that the real-
time information collected from route APIs is accurate. We compute the time
cost error and the results are presented in Fig. 6. The x-axis refers to the time
cost error and the y-axis refers to the number of segments. From the figure, we
can see that most of errors have an acceptable accuracy, with a mean absolute
error less than 20%. However, some cases has relatively big error (more than
30%), because there are two sudden traffic accidents after obtaining the query
result. Based on the result, the traveling time obtained from online route APIs
is demonstrated to be accurate. It also infers that the output of FCM (i.e.,
fuel consumption estimation) will be also accurate, as the input of FCM (i.e.,
traveling time) of FCM is accurate, which infers that the estimation calculated
by the model will be also accurate. Limited by current human power, in the
future, we will conduct more experiments to further evaluate the accuracy of
fuel consumption estimation on paths, comparing with real fuel usage.
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Fig. 6. The time cost error between the treal and tAPI .

6 Conclusion

In this paper, we propose FCM to estimate the fuel consumption on paths for
drivers, which only needs three parameters (i.e., path distance, traveling time on
the path and path curvature). And in the later estimating fuel usage of potential
paths, these parameters can be easily obtained from route APIs. The proposed
model and the traffic information collection method (i.e., route APIs) have been
evaluated using real-world datasets, which consists of the road network, POI,
the GPS trajectory and OBD-II data. Experimental results demonstrate that,
compared to the baseline models, our model achieves good accuracy. In addition,
the traffic information provided by route APIs is accurate.
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Abstract. Due to the current lack of effectiveness on perception, management,
and coordination for urban computing applications, a great number of semantic
data has not yet been fully exploited and utilized, decreasing the effectiveness of
urban services. To address the problem, we propose a semantic data manage-
ment framework, RDFStore, for large-scale urban data management and query.
RDFStore uses hashcode as the basic encoding pattern for semantic data storage.
Based on the characteristics of strong connectedness of the data clique with
different semantics, we construct indexes through the maximum clique on the
whole semantic data. The large-scale semantic data of urban computing is
organized and managed. On the basis of clique index, we adopt CLARANS
clustering to enhance the accessibility of vertexes, and the data management is
fulfilled. The experiment compares RDFStore to the mainstream platforms, and
the results show that the proposed framework does enhance the effectiveness of
semantic data management for urban computing applications.

Keywords: Urban computing � Semantic data management �
Encoding pattern � Data clustering

1 Introduction

Nowadays, people’s lives rely on two worlds. One is the virtual world connected by the
Internet, and the other is the physical world in reality. In spite of the high degree of
connectivity and digitization of the former, the physical world contains a wealth of
information and knowledge, but due to the current lack of effective perception, man-
agement, and coordination, these large-scale semantic data have not yet been fully
exploited and utilized. At the same time, there is also a lack of effective communication
between the real world and the virtual world, resulting in the isolation of human-owned
information and thus failing to maximize its energy efficiency. Therefore, in today’s
highly developed Internet, in-depth exploration of the knowledge and intelligence
contained in the physical world has become imperative.

Urban computing [1] was proposed and soon received a great deal of attention, in
which concept any sensor, road, house, vehicle, and person in the city can be used as a
computing unit to collaborate on a city-level calculation. Urban computing is a process
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of acquisition, integration, and analysis of big and heterogeneous data generated by
diverse sources in urban spaces, such as sensors, devices, vehicles, buildings, and
humans, to tackle the major issues that cities face. Urban computing applications
connect unobtrusive and ubiquitous sensing technologies, advanced data management
and analytic models, and novel visualization methods to create win-win-win solutions
that improve the urban environment, human life quality, and city operation systems.
Urban computing can be divided into four contents: urban sensing, data management,
data analytics, service providing [2].

We put our emphasis on large-scale urban semantic data management and service
providing. In service proving step, it aims to deliver the information to the people who
ask for it. In data management step, the urban data information is well organized by
indexing structure that simultaneously incorporates spatiotemporal information and
texts for supporting efficient data analytics. This step is involved with three common
data structures, i.e., stream, trajectory, and graph data. This paper mainly deals with
graph data via the Resource Description Framework (RDF) that was proposed by the
WWW for describing the information on the World Wide Web.

In this paper, we propose a large-scale semantic data management framework, named
RDFStore, for RDF data storing and query. We use hashcode as the basic encoding
pattern, the process of encoding is involved with semantic data and query subgraphs.
Then we construct the index structure through the maximum clique on the whole
semantic dataset. After that, by the maximum clique index, we adopt CLARANS clus-
tering technique to enhance the accessibility of vertexes. According to the different query
situations, RDFStore can effectively meet a variety of different query requests with the
best performance.

2 Related Works

Many RDF storage systems [3] have been developed in the past decade, such as
Sesame [4], Jena [5], RDF-3X [6], Hexastore [7], BitMat [8] and gStore [22]. These
systems can be divided into four categories: property table, triples table, column
storage with vertical partitioning and RDF graph-based storage. We will analyze these
four categories of RDF stores [9].

Property Table. In this method, triples are classified according to attributes (predi-
cates) and each type is stored as a relational table. It can effectively reduce the self-
connection among subjects and improve the query efficiency. However, in practice, a
query often involves multiple property tables, especially a query with unknown
properties, and may require multiple table joining or merging operations. Meanwhile,
due to the structural weaknesses of RDF data and the classification of properties, it is
not possible to avoid having a large number of null values in many cases. Therefore,
this storage scheme is only used in special applications. BitMat [10] represents an
alternative design of the property table approach in which RDF triples are represented
as a 3D bit-cube that represents subjects, predicates, and objects, and slicing along the
dimensions yields 2D matrices SO, PO and PS.
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Triple Table. Based on the basic triple means, through which the RDF triples are
stored in the original ecological mode, the triples are used to store the RDF data
directly in different orders of S, P, and O on the index structures of B+-trees and Hash,
on which indices the query of RDF data is realized. A popular approach to improving
the performance of queries over a triple table is to use an exhaustive indexing method
that creates a full set of (S, P, O) permutations of indices [11]. For example, RDF-3X,
which is currently one of the best RDF storage formats, builds clustered B+-trees on all
six (S, P, O) permutations (SPO, SOP, PSO, POS, OSP, OPS). Thus, each RDF dataset
is stored in six duplicates, with one per index.

Column Storage with Vertical Partitioning. An RDF triple table vertical partition
(vertical partition) that is divided according to the predicate has the same predicate
triplet stored in the same table. Then, the predicate can be used as the table name, just
keep the S and O columns and each table is sorted by subject, which can quickly be
used to query on the subject. However, this approach may suffer from scalability
problems when the sizes of the tables differ significantly [12]. Furthermore, processing
join queries with multiple join conditions and unrestricted properties can be extremely
expensive due to the need to access all 2-column tables and the possibility of gener-
ating large intermediate results.

Graph-Based Storage. Graph-based approaches represent an orthogonal dimension of
RDF storage research [13] and aim at improving the performance of graph-based
manipulations on RDF datasets beyond RDF SPARQL queries. However, most graph-
based approaches focus on improving the performance of specialized graph operations
rather than on the scalability and efficiency of RDF query processing [14]. Large-scale
RDF data are represented as a very large sparse graph, which poses a significant
challenge to efficient storage and query. gStore proposes VS-tree and VS*-tree index
for processing both exact and wildcard SPARQL [15] queries by efficient subgraph
matching. In comparison, TripleBit advocates two important design principles: First, to
truly scale the RDF query processor, we should design a compact storage structure and
minimize the number of indices that are used in query evaluation. Second, we require a
compact index structure as well as efficient index utilization techniques to minimize the
size of the intermediate results that are generated during query processing and to
process complex join operations efficiently.

3 Encoding Pattern

In this section, we first introduce the definition of hash function and then give an
example to illustrate it. Next, we describe how to apply HashCode in our RDFStore
framework. At last, we show an example in the following sections to vividly describe
the process flow of RDFStore.

Definition 1. A Hash Function is any function that can be used to map data of
arbitrary size to data of fixed size. The values that are returned by a hash function are
called hash values, hash codes, digests, or simply hashes.
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A hash function H projects a value from a set with many members to a value from a
set with a fixed number of members. Hash functions are not reversible. A hash func-
tion H might, for instance, be defined as y ¼ HðxÞ ¼ 10xðmod1Þ, where x 2 R and
y 2 ½0; 9�.

Hash functions can be used to determine whether two objects are equal. Other
common uses of hash functions are checksums over a large amount of data and to find
an entry in a database based on a key value.

Definition 2. HashCode digests the data that are stored in an instance of a class into a
single hash value. This hash value is used by other code when storing or manipulating
the instance. The values are intended to be evenly distributed for varied inputs for use
in clustering.

In an attempt to provide a fast implementation, early versions of the Java String
class provided a hashCode implementation that considered at most 16 characters picked
from the string. For some common data, this worked very poorly, delivering unac-
ceptably clustered results and consequently slow hashtable performance.

HashCode uses a product sum algorithm over the entire text of the string. An
instance of the java.lang.String class would have a hash code h(s) defined in Eq. (1).

hðsÞ ¼
Xn�1

i¼0

s½i��31n�1�i ð1Þ

where terms are summed using Java 32-bit, s½i� denotes the UTF-16 code unit of the ith
character of the string, and n is the length of s.

The coefficient of 31 is adopted for two reasons: First, 31 is a prime number.
A prime number (or a prime) is a natural number that is greater than 1 and cannot be
formed by multiplying two smaller natural numbers. According to the characteristics of
a prime number, the result of multiplication with a prime number is much more likely
to be unique than with other methods, namely, the repeatability of the obtained hash
value is relatively small. Second, this specific prime number was chosen because when
computing a hash address, we want to minimize the amount of data with the same hash
address, which is the so-called “conflict”. If a large amount of data has the same hash
address, the hash chain of these data will be too long, thereby reducing the query
efficiency. Consider the above two points synthetically, under the premises of no
overflow and the coefficient being a prime number. With the higher coefficient, the so-
called “conflict” will decrease and the search efficiency will increase.

We complete two tasks in our framework. First, each entity needs to be encoded. In
this task, the mapping table IDString is constructed. IDString stores the URI of each
entity and the corresponding hashcode. The main aim of IDString is the interconversion
between URI and hashcode. Second, the whole set of RDF data must be encoded, i.e.,
each SPO must be encoded. We encode Subject and Object for each SPO and retain the
association relationship among entities. In this task, the table CodedGraph is con-
structed. CodedGraph stores the hashcode of Subject and Object for each SPO. The
main aim of CodedGraph is to represent the whole structure and the association
relationships among the entities in the RDF dataset.
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For instance, given an example of SPARQL query involved with an urban data
query, and Fig. 1 is the corresponding query subgraph. Figure 2 represents the part of
the RDF dataset involved with urban data. The query asks for the facts that “Which
place established in 1965 is Alice born in?”, “Which unit of USA dose Alice live next
to?”, “Which place dose Alice purchase fruits at?”, and “Which college does Alice
teach philosophy at?”.

Encode the entities in the query subgraph and the whole RDF dataset, and we
obtain two encoded graphs: encoded query graph and encoded dataset graph, shown in
Fig. 3.

In the encoded query subgraph, each entity corresponds to a unique hashcode. We
encode the known entities in the query subgraph because the unknown entities are
obtained from the known ones. In the encoded RDF dataset, after being encoded, the
association relationships among entities have been retained.

Fig. 1. A sample query graph over given RDF dataset.
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purchasesAt
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Fig. 2. A sample RDF dataset graph.
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4 Semantic Data Indexing and Expanding

The proposed RDFStore framework can be divided into two phases: the first phase is
the Offline phase “Semantic Data Storing Process” and the second is the Online phase
“Semantic Data Query Process”. The offline phase, which is shown in Fig. 4, aims to
build indexes for vertexes and on the basis of the index to enhance the accessibility of
vertexes through clustering technique. Thus, the Offline phase includes two processes:
Indexing and Expanding and the Online phase is finished by semantic data querying
process.

4.1 Indexing

Definition 3. A Clique is a subset of vertices of an undirected graph such that every
two distinct vertices in the clique are adjacent; that is, its induced subgraph is complete.

A clique, C, in an undirected graph G = (V, E) is a subset of the vertices, C � V,
such that every two distinct vertices are adjacent. This is equivalent to the condition
that the induced subgraph of G induced by C is a complete graph.

Definition 4. A Maximal Clique is a clique that cannot be extended by including one
more adjacent vertex, that is, a clique which does not exist exclusively within the
vertex set of a larger clique.

63350368

?s1 1516263
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866279567

84323

912237235 71338276

63350368

238984614 1516263

637912598

784951953

84323

680869001

1997438884
866279567

1515366

912237235

71338276

Fig. 3. A sample encoded query graph and RDF dataset over given RDF dataset.
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Fig. 4. The semantic data storing process of RDFStore.
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In this paper, we propose mining maximal cliques to build the index. An approach
to enumerating all the maximal cliques in a graph is not our contribution. Thus, we
implement a method that was proposed in an existing study [16]. We introduce its main
strategy here [17]. The search process maintains two sets: the Current Maximal Clique
(CMC) and the candidate vertices to be expanded (SUBG). Initially, CMC is equal to Ø
and SUBG is equal to V. In the expansion process, choose a vertex v 2 SUBG. Then,
CMC ¼ CMC [ v and SUBG ¼ SUBG\NB vð Þ, where NB vð Þ is the neighbor set of
vertex v. CMC is expanded iteratively until SUBG is equal to Ø. In addition, pruning
strategies are used to reduce the size of the search space [18]. The corresponding
algorithm is shown in Algorithm 1.

After obtaining all maximal cliques, we modified the source code to encode each
maximal clique with a numerical ID, i.e., CliqueID. We adopt each CliqueID as a key
and the hashcodes of vertices, which are denoted as vertexID, that are contained in each
clique as values that generate a mapping table between cliques and vertices, which are
denoted as MaximalCliques. We also store the ID of each vertex and the CliqueIDs of
the maximal cliques that contain the vertex that generates the mapping table between
vertices and cliques, which is denoted as VertexInClique. The structures of Maxi-
malCliques and VertexInClique are as shown in Tables 1 and 2. The algorithm is
described in Algorithm 2.

Algorithm 1. Maximal cliques mining algorithm.

procedure CLIQUES(G)
begin
1   EXPAND(V, V)

end of CLIQUES
procedure EXPAND(SUBG, CAND)
begin

2 if SUBG = ∅
3 then print(“clique,”)
4 else
5 u:= a vertex u in SUBG that maximizes ( )CAND u∩ Γ
6 while ( )CAND u− Γ ≠ ∅
7        do q:= a vertex in ( ( ))CAND u− Γ
8             print(q, “,”);
9             qSUBG := ( );SUBG q∩ Γ

10           qCAND := ( );CAND q∩ Γ

11            EXPAND( qSUBG , qCAND ); 

12           CAND := { }CAND q− ; 
13           print(“back,”);
14     end if
15 end of EXPAND 
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For the sample RDF data given in Sect. 3, MaximalCliques and VertexInClique are
generated in Tables 3 and 4.

Algorithm 2. Index construction algorithm. 

Input: All maximal cliques CLIQUES
Output: MaximalCliques and VertexInClique
1  cliqueid = 1; 
2 for each clique clique  in CLIQUES
3     insert cliqueid into MaximalCliques
4     for each vertex vertex in clique
5 insert vertex with key cliqueid in MaximalClique
6 if vertex exists in VertexInClique
7 insert cliqueid with key vertex in VertexInClique       
8 else
9          insert <vertex , cliqueid> into VertexInClique as <key, value>
10 end if
12     end for
13 end for
14 end

As can be seen from the algorithm, due to that the two for loops are nested, its time
complexity is O(n2), in which n is the number of vertex.

Table 2. Table VertexInClique.

VertexID CliqueIDs

v1 C1, C2, C3, …
v2 C4, C5, C6, …
… …

Table 1. Table MaximalCliques

CliqueID VertexIDs

C1 v1, v2, v3, …
C2 v4, v5, v6, …
… …

Table 3. MaximalCliques of the sample data.

CliqueID VertexIDs

1 63350368, 637912598, 23898461,
1516263

2 637912598, 784951953, 84323

Table 4. VertexInClique of the
sample data.

VertexID CliqueIDs

63350368 1
23898461 1
1516263 1
637912598 1, 2
784951953 2
84323 2
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4.2 Expanding

Through the clique index, we can easily access all vertices in the same clique via one
vertex. However, due to the strict characteristics of strong connectivity and accessi-
bility, the ratio of the number of nodes in cliques to the number of nodes in the whole
RDF dataset is not satisfactory (the ratio is proved to be in the range from 13.1% to
21.5% in a later experiment). The low accessibility will lead to a low recall ratio,
thereby eventually decreasing the overall effectiveness. Thus, we must substantially
increase the number of accessible nodes. On the basis of the clique index, we introduce
a clustering technique for solving the problem.

We use CLARANS as clustering technique in RDFStore framework. We must figure
out how to apply CLARANS to solve the problem of low accessibility. On the basis of
the clique index, we take the vertices in cliques as the input of the clustering algorithm,
i.e., we choose the vertices that are contained in a clique as the initial cluster centers. For
datasets of different sizes, we select the corresponding maxneighbor and numlocal.
CLARANS clustering is performed on the dataset, and three mapping tables are
obtained during the clustering process: CliqueToCluster, Cluster, and CenterOfCluster.
While clustering, we encode each cluster as ClusterID and save the ID of the final center
vertex of each cluster.

Table CliqueToCluster stores the ID of the vertex that is inside the clique as the
key, the ID of the cluster that contains the vertex as value1 and the adjacent vertices
that are inside the cluster as value2. The aim of Table CliqueToCluster is to associate
clusters with cliques on the basis of the clique index. We can access each cluster via the
vertices that are inside the cliques.

Table Cluster stores the ID of each cluster as the key and the IDs of the corre-
sponding vertices that are contained in the cluster as the value. Table Cluster aims at
making the scope of each cluster explicit. Once we have the ID of a cluster, we can
access all the vertices that are inside it.

Table CenterOfCluster stores the ID of each cluster as the key, the ID of the
corresponding final center vertex as value1 and the IDs of the adjacent vertices as
value2. The aim of table CenterOfCluster is to provide support for the query inside
clusters. Since we record the center vertex of each cluster and its adjacent vertices, we
can access the majority of each cluster.

The core process of applying CLARANS to enhance the accessibility is described
in Algorithm 3.
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Algorithm 3. Clique-based CLARANS clustering algorithm. 

Input: A training set G; G={Vh}h=1,…,n; n is the size of G
Output: Table CliqueToCluster, Table Cluster and Table CenterOfCluster
Initialize: COSTmin=Infinity; iteration = 0;
Repeat
1 Set C a node from G; (C = [R1, R2, …, Rk], Ri is the vertex that is contained in each clique)
2 Set j=1, clusterid = 1;
3 Repeat

Consider a random neighbor C* of C;
Compute TSih of C* and TS’ih of C
if TSih > TS’ih then
 C=C*

j = 1
else

j = j+1;
end if

Until j = Maxneighbor;
clusterid = clusterid + 1;

4 for each vertex Vh do 
Compute the similarity of Vh with each Ri; 
Assign Vh to the cluster with the nearest Ri; 
Insert Ri into table CliqueToCluster with the key clusterid; 

   Insert the adjacent vertices inside the cluster into table CliqueToCluster with key clusterid
Insert Vh into table Cluster with the key clusterid the ID of which cluster contains Ri

5 Compute COST
6 if COST > COSTmin then

iteration = iteration + 1;
else

COSTmin = COST;
       BestSets = CurrentSets;
       Insert the final center vertex into table CenterOfCluster as value1 and its adjacent vertices 

as value2
Go back to Step3;
Until iteration = q;

end if
end

The algorithm adopts CLARANS as the clustering technique and it has the same
time complexity as CLARANS. Therefore, its time complexity is O(n2), in which n is
the number of vertex.

The structure of Table CliqueToCluster, Cluster and CenterOfCluster are shown in
Table 5.

For the sample query described in Sect. 3, the Table CliqueToCluster, Table Cluster,
and Table CenterOfCluster are shown in Tables 6, 7 and 8, respectively.

The main task of this section is to filter the maximum clique on the encoded whole
RDF dataset to construct the clique index. Then, on the basis of the clique index, the
CLARANS clustering technique is applied to enhance the accessibility of the vertices.
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In the Online phase, query process is corresponding to the step of service providing
in Urban Computing.

Given a SPARQL query, there are four scenarios regarding the positions of the
known entities and the unknown entity in an <S, P, O> triple, such as <?x, P, O> or
<S, P, ?x>. (1) The known entities and the unknown entity are in the same clique;
(2) The known entities are in one clique, while the unknown entity is in the adjacent
clique; (3) The known entities are in one clique, and the unknown entity is in the cluster
obtained from the clique; (4) The known entities and the unknown entity are in the
same cluster.

For these four situations, we propose four corresponding query modes: Query
Inside Cliques, Query Among Cliques, Query Between Cliques and Clusters, and
Query Inside Clusters. Given a SPARQL query, selecting the corresponding query
mode is vital to query effectiveness. The complete query processing approach is
described in the next section.

Table 5. The structure of Table CliqueToCluster, Cluster and CenterOfCluster.

ClusterID CenterVertexID AdjacentVertexIDs
C1 v1 v3, v4, …
C2 v2 v5, v6, …
… … …

VertexID ClusterID AdjacentVertexIDs
v1 C1 v3, v4, …
v2 C2 v5, v6, …
… … …

ClusterID VertexIDs 
C1 v1, v2, v3, …
C2 v4, v5, v6, … 
… …

Table 6. Table CliqueToCluster for sample data

VertexID ClusterID AdjacentVertexIDs

63350368 1 1997438884, 866279567

Table 7. Table Cluster for sample data.

ClusterID VertexIDs

1 1680869001, 1515366, 71338276, 866279567, 63350368,
1997438884, 912237235

Table 8. Table CenterOfCluster for sample data.

ClusterID CenterVertexID AdjacentVertexIDs

1 1680869001 1515366, 71338276, 866279567, 1997438884
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5 Experiment

5.1 Dataset and Metrics

Dataset. We choose DBpedia 3.9 as the experimental RDF dataset. DBpedia 3.9 is an
open-domain knowledgebase, which is constructed by using structured information that
is extracted from Wikipedia 6. It contains 4.0 million objects, of which 3.22 million are
classified in a consistent Ontology, including 832,000 persons, 639,000 places (in-
cluding 427,000 populated places), 372,000 creative works (including 116,000 music
albums, 78,000 films and 18,500 video games), 209,000 organizations (including
49,000 companies and 45,000 educational institutions), 226,000 species and 5,600
diseases. DBpedia 3.9 contains 5,040,948 vertices and 61,481,483 edges and occupies
3.67 GB of storage space.

SPARQL Queries. We use QALD-4 [19], which is a benchmark that is delivered in
the fourth evaluation campaign on question answering over linked data. It contains 236
SPARQL queries, each of which has an answer. QALD-4 is the fourth in a series of
evaluation campaigns on multilingual question answering over linked data, which has a
strong emphasis on interlinked data and hybrid approaches using information from
both structured and unstructured data. It is aimed at all kinds of systems that mediate
between a user, who expresses his or her information needs in natural language, and
semantic data.

Metrics. Since QALD-4 provides the gold standard, we adopt two classical metrics,
namely, precision (the ratio of the number of correctly discovered matches over the
total number of discovered top-k matches, which is denoted by P) and recall (the ratio
of the number of correctly discovered matches over the total number of correct mat-
ches, which is denoted by R), and F1 (the measure that combines precision and recall
and coincides with the square of the geometric mean divided by the arithmetic mean) to
evaluate the effectiveness of our approach.

All experiments are conducted on an Intel(R) Core(TM) i5-6400 CPU@2.70 GHz
and 16G RAM, on Windows 7. Programs are implemented in Java.

5.2 Effectiveness Evaluation

As presented in latest study, gStore, NeMa [20], SLQ [21] and S4 [22] are state-of-the-
art methods dealing with RDF data query over semantic data sets. We take these query
platforms as the experimental comparison to our method RDFStore.

We adopt 7 SPARQL queries from QALD-4 as testing queries. These queries are
all involved in urban RDF data. These queries are shown in Table 9.

We input these seven SPARQL queries into NeMa, SLQ, and our method
RDFStore. For each query, we obtain the answers from each query platform, and
according to the standard answer sets we can obtain Precision, Recall, and F1-measure
for each platform via calculation. As shown in Table 10.

Since the dataset that we adopt is the same as the one that was adopted in paper
[22], in terms of effectiveness, we can use its experimental data for our comparison.
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Table 9. SPARQL Queries from QALD-4.
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We average the precision and recall ratios for seven queries and recalculate the F1-
measure for each platform. The final comparison results are shown in Table 11.

Table 11 shows the comparison results among other mainstream platforms and our
RDFStore on the metric of F1-measure. The measure can intuitively reflect the effec-
tiveness of a query platform. We find that the F1-measure gradually rises in the order of
gStore, NeMa, SLQ, S4, and RDFStore. gStore is in the lowest place with an F1-
measure of 49.6%, while NeMa has an F1-measure of 58.9%. SLQ is in the middle
place with an F1-measure of 65.2%, and S4 has an F1-measure of 78.1%. Our method
RDFStore obtains the best F1-measure of 80.2%.

We can obtain the fact that our method RDFStore has the highest F1-measure
among all the query platforms. Namely, RDFStore is the most effective method in the
comparison experiment. RDFStore outperforms NeMa and SLQ in terms of both
precision and recall ratio. Therefore, RDFStore has an absolute advantage over NeMa
and SLQ on effectiveness. The precision of gStore is 31.5% higher than that of
RDFStore, but the recall ratio of RDFStore is far higher than that of gStore, with a gap
of 63.5%. Consequently, RDFStore is more effective than gStore. In terms of effec-
tiveness, S4 is the closest to RDFStore. With a precision of 71.2%, it surpasses
RDFStore by 2.7%, while the recall ratio of RDFStore surpasses that of S4 by 10.1%.
The recall ratio of S4 is 86.6%, which is high, while RDFStore adopts a clustering
technique to improve the accessibility of the vertices. As a result, RDFStore has higher
effectiveness than S4.

Table 10. Query efficiency of NeMa, SLQ and RDFStore

Query NeMa SLQ RDFStore
Precision Recall F1 Precision Recall F1 Precision Recall F1

Q1 0.517 0.675 0.586 0.575 0.749 0.651 0.652 1.000 0.789
Q2 0.515 0.685 0.588 0.571 0.753 0.650 0.667 0.971 0.791
Q3 0.519 0.691 0.593 0.581 0.751 0.656 0.701 0.963 0.811
Q4 0.524 0.668 0.587 0.579 0.741 0.650 0.689 0.967 0.805
Q5 0.527 0.670 0.590 0.583 0.746 0.654 0.701 0.961 0.811
Q6 0.511 0.691 0.588 0.581 0.743 0.652 0.700 0.953 0.807
Q7 0.522 0.681 0.591 0.578 0.755 0.655 0.684 0.956 0.798
Average 0.519 0.680 0.589 0.578 0.748 0.652 0.685 0.967 0.802

Table 11. Experimental performance of gStore, NeMa, SLQ, S4 and RDFStore

Method Precision Recall F1

gStore 1 0.332 0.496
NeMa 0.519 0.680 0.589
SLQ 0.578 0.748 0.652
S4 0.712 0.866 0.781
RDFStore 0.685 0.967 0.802
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For the RDF graph dataset involved with urban information, RDFStore adopts
HashCode as encoding technique, decreasing storage space for graph dataset. For data
management in urban computing, encoding the urban information into hashcode
enhances the frequency of I/O operation, indirectly enhancing the whole effectiveness
of urban computing.

In the process of Indexing, we adopt maximal cliques as an index on the whole
RDF graph dataset. According to the characteristics of strong connectivity, the urban
data information is organized in clique index, which enhances the association among
the vertexes in graph dataset. The information in data management of urban computing
is organized.

In the process of Expanding, on the basis of clique index, CLARANS clustering
technique is adopted to enhance the accessibility of the vertexes in graph dataset, which
means most of the urban information is well organized within the clique index and
clusters. In data management of urban computing, almost every vertex can be accessed
in graph dataset.

In the online phase, namely, service providing step of urban computing, four query
modes are proposed in accordance with the storage structure. For the vertexes in graph
dataset, depending on its position, different query modes are corresponded, owning a
great effect on the output of urban computing. Taking gStore, NeMa, SLQ, and S4 as a
comparison, RDFStore outperforms these platforms on effectiveness. Due to adopting
clustering technique, RDFStore is much more suitable for dealing with massive urban
data information. The experimental results show that RDFStore does enhance the
effectiveness of urban computing compared to other mainstream platforms.

6 Conclusion

In this paper, due to the current lack of effectiveness on urban data perception, man-
agement and coordination for urban computing applications, a great of number
knowledge has not yet been fully exploited and utilized, decreasing the effectiveness of
urban computing. To address the problem, we propose a large-scale semantic data
management framework for knowledge management and query for urban computing
applications. We use hashcode as the encoding pattern for data management in urban
computing. Then based on the characteristics of strong connectedness of the clique, we
construct index through the maximum clique on the whole semantic dataset. The data
information in data management of urban computing is organized. On the basis of clique
index, we adopt CLARANS clustering technique to enhance the accessibility of vertexes
and the data management step is fulfilled. Then in the step of service providing, four
corresponding query modes are proposed. Experiment compares RDFStore to the
mainstream platforms, and the results show that compared to other mainstream plat-
forms RDFStore does enhance the effectiveness of urban computing. In the future, the
main research direction is involved with two tasks. (1) How to sense urban dynamics
more reasonably and effectively, including people’s mobility, traffic flow, environment,
and energy consumption in cities. (2) How to effectively express the acquired knowl-
edge and extract the intelligence that can be used to make the decision. Current urban
computing is still in its infancy, and the space to explore is huge and not far behind.
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Abstract. Traffic congestion causes heavily energy consumption, car-
bon dioxide emission and air pollution in cities, which is usually created
by cars searching on-street parking spaces. Drivers are likely to move
slowly and waste time on the road for an available on-street parking
space if parking slot availability information is not revealed in advanced.
Therefore, it is necessary for city councils to provide a car parking avail-
ability prediction service which could inform car drivers vacant parking
slots before they start the journey. In this paper, we propose a novel
framework based on recurrent network and use the long short-term mem-
ory (LSTM) model to predict parking multi-steps ahead. The core idea
of this framework is that both the occupancy rate of on-street parking
in a specific region and car leaving probability are exploited as predic-
tion performance metric. A large real parking dataset is used to evaluate
the proposed approach with extensive comparative experiments. Exper-
imental results shows the proposed model outperform the state-of-art
model.

Keywords: Internet of Things · Recurrent neural networks ·
Parking occupancy · Parking sensors · Smart city

1 Introduction

Traffic congestions leads to air pollution, green house gas emission and energy
consumption in central business district (CBD) areas. More than one-third of
congestions are caused by parking space searching tasks [1,10]. A data-driven
and robust solution for parking availability prediction can guide the drivers,
thereby reducing traffic congestions and the time cost. However, such solutions
cannot be proposed without network infrastructure in the past.

The concept of smart cities becomes possible with the emergence of the Inter-
net of Things (IoT), which integrated the networks into interconnected objects
such as sensors. Recently, many cities placed Internet of Things (IoT) devices in
parking spaces around CBD areas which can record parking event and then send
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these events to control centre in real-time way. The data collected by those IoT
sensors consists both spatial and temporal information, which raise the neces-
sity for a spatio-temporal data processing system. Various systems developed for
providing parking information ahead have been proposed by researchers in last
few decades [5–7,9–12].

It is challenging to establish a smart parking prediction system with histori-
cal time-series sensor data. Firstly, parking events depends on many factors such
as time, day of week, weather, special events, holidays, and etc. There is almost
no real time information about free parking spots with those factors. Secondly,
although in areas with internet-connected parking meters providing informa-
tion on availability, those data are not well organized for querying or searching.
Finally, with the constructions and new plans proposed by city councils, the
location and demand of parking changes rapidly, so the new and well-equipped
system is at risk of being outdated as soon as it has been built.

Existing works usually applied conventional machine learning methods and
time-series models to predict both parking occupancy and duration with col-
lected sensor data. With increasing amount of time-series sensor data, the perfor-
mance of traditional regression model cannot catch up with deep neural networks
as deep neural network can approximate any linear or non-linear complex func-
tions with enough samples. Comparatively speaking, the traditional regression
model needs to choose the right kernel or features [13]. Hence deep learning tech-
niques could be employed to predict the occupancy especially for feed-forward
networks [5,9]. However, simple feed-forwards neural networks are not able to
incorporate temporal domain information, which is important to parking pre-
diction especially for duration problem.

Recurrent neural networks (RNN) [14] is a class of neural networks that
exploit the sequential nature of their input, which is widely applied to many
time dependent problems such as electricity consumption, text prediction and
POS tagging. The input of all of these problems are time dependent. That is, the
value of occurrence of an element in the sequence is depended on the elements
which appears before. Parking duration and occupancy data are both time series
data [5,9]. The occurrence of parking events are highly depended on the end time
of the last event and the time in a day [15]. Therefore, the parking occupancy
or duration time can be estimated by RNN and its variants if we can apply the
different training model to different time spans and regions.

In this paper, we propose a novel two-steps approach to estimate the parking
occupancy and duration time with recurrent neutral networks. Firstly, we divide
the complete temporal dimension to a couple of time slots with temporal features.
By using temporal clustering methods, these features has significant impacts on
the parking event model. Secondly, we train the LSTM [16] model which are
variants of simple recurrent neural networks to fit for each cluster. Finally, we
predict the parking occupancy and duration time with temporal information and
the corresponding trained deep learning model.
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In this paper, we make the contribution as follows:

– We analyze the duration problem with hazard-based free parking duration
modeling and fit the distribution with the regression model.

– We transform the parking events data to time-series data and apply a novel
two-step approaches to predict parking occupancy and duration time.

– We first use the LSTM model to predict the parking availability to our best
knowledge.

– We evaluate the performance of our proposed model and compare it with
state-of-art approach with a large real-world parking dataset.

The rest of this paper is organized as follows. The related work is discussed in
Sect. 2. We present the novel framework of the model and details of the two-step
algorithm in Sect. 3. This is followed by an evaluation of the approach in Sect. 4.
Section 5 provides a discussion and possible future works.

2 Related Work

There is an extensive body of research on helping drivers in the CBD areas
to find an available car slot. The main idea of those works is to establish a
probabilistic model or apply machine learning algorithms to video-based [11]
or sensor-based time series data [5] and train a predictive model for parking
occupancy or duration.

Traditional regression model are most obvious option in time-series prediction
[2,3]. Zheng et al. proposed many strategies include polynomial fitting, Fourier
series and k-means clustering and tested on parking occupancy data published
by the Birmingham city council [6]. The result is acceptable if we consider the
model only need five parameters. Compared with machine learning techniques,
those works does well in the case with limited amount of data or time series data
are easy to fit by a kernel based model.

Markov model is a popular probabilistic model in parking prediction area.
Ford Motor company [10] built a on-street parking system to predict the park-
ing occupancy level based on queuing theory model which take advantage of a
transient probability model and K-means clustering algorithm. Tilahun et al.
proposed a cooperative multi-agent system to predict the parking availability
with dynamic Markov chains [1]. They constructed a data transition matrices
based on previous data and learning the transition matrix with each iterations.
A continuous time Markov chain was used in [23] to predict the available park-
ing space by connecting the parking garage and the navigation system of cars.
Markov chain based model exploits temporal information in the parking events
include arriving and departure. However, transition matrices are not fixed with
different period and locations. It also cannot approximate some complex func-
tions mapping from time and events.

Neural networks are also widely used in time series event prediction model
[4,5,17,18,26]. Reference [5] predicts the occupancy rate with a static MLP
model which was used in traffic flow estimation [24]. It is accomplished with
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adding a memory structure to classical MLP. Hence, such static MLP can also
predict short-term time-series event. Pengzi et al. [9] firstly analyzes the parking
dataset collected by sensor located in Xi’an, China. It uses BP neural network
which belongs to nonlinear dynamic system and GA-BP neural network which
have the optimized initial weights and thresholds to carry on the data analysis
to the above five parking lots.

Recurrent neural networks, or RNNs [14], are a family of deep learning neural
networks which is mainly to process the sequential data. Unlike the feed-forward
neural networks, such as the multilayer perceptron (MLP) which is most popular
neural networks used in parking prediction, RNNs share the same set of param-
eter across the different parts of the model. With powerful prediction ability,
RNNs have been applied to many sequential data based research areas such as
text generation [19], power forecasting [20] and dynamic mortality risk predic-
tions [21]. It has been proved to be a powerful sequential event prediction neural
networks in the last few years. However, they are never used in parking avail-
ability prediction. LSTM [16] architecture is one of the most popular variant of
RNNs. It is capable of learning long term dependencies and widely used in a large
variety of problems as it addresses the problems such as vanishing and exploding
gradients in the training stage of simple RNNs [22]. Therefore, we firstly use this
model to predict both occupancy and duration for parking spaces.

3 Parking Availability Prediction Model

3.1 Overview of Parking Prediction Architecture

Parking occupancy and duration time are two main indicators to define the
parking efficiency [5]. Occupancy Ot indicates the percentage of parking spaces
in a selected region during a predefined time period. Duration Dt is used to
measure the average time duration that a parking slot is free, over a certain
time period.

Fig. 1. Functional architecture of the proposed parking prediction scheme.
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Figure 1 illustrates the framework of proposed parking prediction system.
It mainly consists of two modules: (1) occupancy prediction module and (2)
duration estimation module. We firstly investigated the parking data and found
that occupancy rates for different regions are significantly different even at the
same time. However, the duration time for different areas are similar. Therefore,
we applied the clustering algorithm to spatio-temporal parking data and grouped
around 3000 on-street parking spaces into regions with similar patterns. For
each region, occupancy was calculated and transformed to the input data of
neural networks. An unique models has been trained for corresponding area and
a standard evaluation metric is used to measure the performance of the model.
Once model trained, we can apply current time t and previous occupancy records
Ot, Ot−1, ..., Ot−n in the specific region i to corresponding LSTM model and get
the predicted occupancy Ot+k at time t + k.

For the other part, we did not use clustering method for different regions of
data as all duration model are similar. We directly applied the regression model
to learn the functions between time and density probability. The output of the
regression model can be visualised in the specific region with heatmap.

Using both predicted duration time and occupancy rate, we can offer drivers
a most likely empty parking space ahead.

3.2 Clustering Methodology

As the distribution of occupancy rate with time is different for each region in the
CBD area, it is necessary to group similar parking slots before learning process.
K-means clustering is a popular clustering method in data mining area. It aims
to partition samples into k clusters in which each sample belongs to the cluster
with the highest similarity [25]. In the occupancy rate estimation problem, each
group of parking slots needs to have the similar trend. However, we can observe
that occupancy rates for different regions are not similar in Fig. 2.

Figure 2 shows that occupancy rate varies with time. The occupancy rates
are close to zero from midnight to the morning. The peak values of Ot happens
in the noon and the second peak time is around 6 pm. Although occupancy
rates in different regions have the similar trend, the value of each region is
significantly different. Therefore, selecting similar parking slots and training the
occupancy prediction model for each group of parking spaces is likely to boost
the accuracy. We used the time series data of each parking slot as the input
features and applied k-means with k = 30 to group 3000 parking slots into 30
groups.

However, for duration period prediction, there is no obvious difference among
regions which is shown in Fig. 3. Each line in Fig. 3 denotes the probability
density of duration time of one region, which shows that all curves are similar.
Hence, the clustering method is not necessary to be applied to parking spots for
duration time estimation.
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Fig. 2. Hourly evolution of parking occupancy for 30 regions (%). The line graph
indicates the mean value of occupancy for all regions.

Fig. 3. Probability density function of duration time for each region.
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3.3 Recurrent Neural Networks and Long Short Term Memory

Many time-series models have been used in parking prediction problem. Both
Markov model and neural network are popular in predict time-dependent events
as they relax many of constraint such as linearity, stationariness. Neural networks
perform well in prediction problem especially with a large number of available
samples. One of the latest work proposed by Vlahoginni [13] uses the static
Multilayer Perceptron (MLP) to predict the parking occupancy. They modified
the conventional MLP with a recurrent neural network structure. However, such
modification is not naturally compatible with feed-forward networks.

The recurrent neural network is a family of the neural network which is natu-
rally used to solve time-dependent event prediction problem. Parking occupancy
can be regarded as a dynamical system as follow:

s(t) = f(st−1; θ) (1)

where st denotes the state of the system. Equation 1 suggests that current state
st depends on last state st−1 and a hidden state θ. Figure 4 illustrates the basic
structure of recurrent neural networks. At each time t, each cell has an input vt

and an output yt. Part of yt is fed back into the cell for use for next step t + 1,
and ht denotes the hidden state. The input vt, output yt and hidden state ht

are associated with a weight matrix. The training process is to adjust the weight
matrix with sequential samples.
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Fig. 4. Recurrent neutral network structure.
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The LSTM is a variant of RNN that is capable of learning long-term depen-
dencies. LSTM also implement the recurrent structure as what simple RNN does.
However, LSTM adds four gates to inoperative all cell states. There are three
main gates called input gate, forget gate and output gate for input state, hidden
state and output state, respectively. The other gate is a sigmoid function which
is used to modulates the output of these gates. The basic stricture of LSTM is
illustrated in Fig. 5.
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Fig. 5. Long short term memory structure.

In this paper, we use the similar configuration of static MLP [5]. The input of
neural networks is a sequential value of occupancy rate O(t) = {O(t−τ), ..., O(t−
(m− 1)τ)}. Where τ is the delay and m denotes the time step. The output is a
sequence of occupancy value as well. Therefore, the parking occupancy prediction
problem is a classical many to many LSTM based problem.

3.4 Regression Model

Duration time can be estimated with a non-linear regression model. As we shown
above, this model does not rely on the location of parking slots. Therefore, we
apply a unified model to all parking slots. However, some works [5,18,27] showed
that the distribution of duration time changed with the temporal information
such as weekdays and weekends, morning or evening. In order to keep the model
as simple as possible, we only consider three factors: the day in a week, occu-
pancy rate and time in a day. We use the nonlinear least square to estimate the
probability density function of duration time with the corresponding regression
model based on three factors above.
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4 Experiments

4.1 Data Set

Parking events data were collected from more than in-ground 3000 sensors which
were placed in each on-street parking slot around Melbourne CBD area. The
sensors is able to detect the parking sites availability and report parking events
to the central system. A total number of 12, 208.178 parking events have been
recorded in a year (2011–2012). Melbourne city council has published the parking
dataset, and many works have been done with such parking dataset [6,15]. The
relevant features in this dataset are listed in Table 1.

Table 1. Features of Melbourne parking dataset.

Features Description

Area name The region parking slot belong to

Arrive time The start time of car parking event

Departure time The end time of car parking event

Duration time The period between the arrival and the departure event

Longitude Geographical information

latitude Geographical information

Figure 6 shows all geographical locations of placed sensors. The locations of
all parking slots have been divided into many areas and labelled with colour.
Limited by the space, only CBD area parking slots are shown in the figure.

Fig. 6. Parking sensors located in different areas of Melbourne. (Color figure online)
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4.2 Parking Occupancy Prediction

In this section, we conducted two experiments on occupancy prediction. In the
first experiment, we compared the statistical results from prediction models
with clustering and without clustering. In the second experiment, we applied
our approaches to parking dataset and compared it with one of the state-of-art
approaches called static MLP which is also used to predict the occupancy of
parking [5].

A unique LSTM for each parking region is trained to predict overall occu-
pancy of parking slots using historical records which were represented as a couple
of time-series data. The input space of each LSTM was a sequential temporal
data. In both experiments, we use a 10 min time window data as the input fea-
tures. The output spaces were from 1 min to 30 min. That is, all models is able to
predict parking occupancy from 1 to 30 min ahead. In the train-and-test session,
we use 80–20 train and test split.

In order to compare with other works, we use the same evaluation metric
which are used for occupancy prediction in work [5] as below:

– Mean absolute error (MAE): 1
N

∑N
i=1 |ŷi+τ − yi+τ |

– Root mean squared error (RMSE):
√

1
N

∑N
i=1 (ŷi+τ − yi+τ )2

– Mean absolute percentage error (MAPE): 1
N

∑N
i=1

(ŷi+τ −yi+τ )

yi+τ

– Root relative squared error (RRSE):

√
1
N

∑N
i=1

(ŷi+τ −yi+τ )
2

yi+τ
/

√
1
N

∑N
i=1

(ŷi+τ −yi−τ )
2

yi+τ

where yi+τ denotes the actual value and ŷi+τ denotes the predicted value with
sample i from 1 to N. τ is the timestep and N is the number of samples. yi−τ

denotes the last known occupancy rate.

Clustering Comparison. In the clustering stage, we applied the k-mean
(k = 30) to all parking slots and used the parking availability state 1 or 0
at every minute t as features.

Figure 7 shows the hourly occupancy rate for three different clusters. It shows
that the mean value of parking occupancy of each region is significantly different
from each other, which also support our assumption before that the shape of
occupancy rate curses vary with the locations of parking space. Therefore, we
train each cluster or region with a unique LSTM model.

Table 2 compares the parking occupancy prediction result from non-
clustering approach and clustering based approach. Obviously, prediction result
with the specific model for each region divided by the cluster method is better
than using the original region division. In this table, raw data means the using
data were not divided by clustering methods but original region division which
is given by city council. We use the mean value of parking occupancy rate of
different regions and four prediction result (1, 5, 15, 30 min).
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Fig. 7. Hourly evolution of parking occupancy for 3 random selected regions (%). The
line graph indicates the mean value of parking occupancy rate for each region.

Table 2. Results for prediction horizons for parking regions (Mean Value) with clus-
tering and without clustering.

Prediction horizon

1min 5min 15 min 30 min

raw data k-means raw data k-means raw data k-means raw data k-means

MAE 0.025 0.019 0.041 0.033 0.042 0.048 0.068 0.065

RMSE 0.030 0.023 0.051 0.040 0.051 0.058 0.078 0.075

MAPE 0.047 0.036 0.080 0.062 0.081 0.092 0.130 0.124

RRSE 2.148 1.640 3.618 2.874 3.562 4.010 5.295 5.135

Prediction Result Comparison with Static MLP. In the second exper-
iment, we test LSTM model and static MLP with clustering results. Table 3
shows LSTM model outperforms the static MLP for predicting the occupancy
in 1 min, 5 min and 30 min in all metrics. Static MLP performs slight better in
15 min prediction. It suggests that LSTM is better at parking occupancy predic-
tion in general as LSTM is developed with leveraging temporal dependency and
static MLP cannot fully use all dependency.

Table 3. Results for prediction horizons for parking regions (Mean Value) by proposed
method and static MLP.

Prediction horizon

1 min 5 min 15min 30 min

LSTM Static-MLP LSTM Static-MLP LSTM Static-MLP LSTM Static-MLP

MAE 0.018 0.025 0.034 0.042 0.047 0.042 0.062 0.064

RMSE 0.022 0.030 0.041 0.053 0.057 0.051 0.072 0.076

MAPE 0.035 0.047 0.065 0.082 0.090 0.081 0.117 0.122

RRSE 1.524 2.062 2.884 3.657 3.893 3.518 5.027 5.260
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4.3 Duration Time Factors

We develop the free parking space duration time models with nonlinear least
square function. In this experiment, we evaluate the influence of three factors on
duration time probability distribution: the day in a week, occupancy rate and
the time in a day on duration time.

Fig. 8. Probability density function of duration time based on factors (day in a week,
occupancy rate and time in a day).

Figure 8 shows the probability density function of duration time grouped
by three different factors. The horizontal axis denotes the duration time by
minutes and vertical axis denotes the probability density. We observe that none
of three factors significant influences the probability density of duration time.
Therefore, we think it is reasonable to apply one unified duration regression
model to estimate the probability of car leave with a certain duration time.

5 Conclusion and Future Work

In this paper, we exploited a large real-world dataset and proposed a framework
to predict the parking availability with LSTM and clustering techniques. The
framework consists of two modules: parking occupancy prediction and duration
time estimation. In the parking occupancy module, we introduce a popular recur-
rent neural networks called LSTM to learn the pattern of the occupancy rate of
each region clustered by k-means. For duration time estimation module, we use
the regression analysis method to estimate the probability of car leaving with
time t and evaluate the potential influential factors. The proposed framework
has been used for comparison with the state-of-art work and perform better, in
general, using a large real-world parking dataset.

There are some weakness of this paper and needed to be solve in the future.
Firstly, estimating the duration time should be integrated with occupancy pre-
diction. In this paper, both occupancy prediction and duration time are shown
separately to drivers. In the future, we hope we can develop an intelligent system
which can employ context information and guide the drivers with an optimised
solution for parking and route planning.
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From methodology view, proposed approaches could be improved. k-means is
good at solving the clustering problem with a certain number of cluster. However,
in parking problem, the best number of regions is uncertain, which is needed to be
decided by the size of the specific parking area and nearby context information.
A more suitable clustering method is needed for cluster spatio-temporal interval-
based data such as parking data [27]. From the learning perspective, we only use
the basic LSTM to learn the pattern of time-series events. With recent rapid
evolution for deep learning techniques, more powerful and suitable recurrent
neural networks are proposed to solve such problems with faster speed and higher
accuracy. Therefore, using different techniques to improve the effectiveness and
the efficiency of the system should be in the future plan.
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Abstract. Recent years have witnessed the advance of mobile crowd sensing
(MCS) system. How to meet the demands of task time requirements and obtain
high-quality data with little expense has become a critical problem. We focus on
exploring incentive mechanisms for a practical scenario, where the tasks are
time window dependent. An important indicator, “quality of user’s data (QOD)”
is also considered. First, we design a prediction model based on user history data
(p-QOD), to calculate the next time of the user’s QOD. Second, we design a
dynamic programming algorithm based on time windows and p-QOD, to ensure
all of the task time windows are covered, as well as minimizing the platform’s
cost. Finally, we determine the payment for each user through a Vickrey–
Clarke–Groves auction (VCG) considering the user’s true data quality (t-QOD),
which is based on their submission time. Through both rigorous theoretical
analysis and extensive simulations, we demonstrate that the proposed mecha-
nisms achieve high computation efficiency, fairness, and individual rationality.

Keywords: Mobile crowd sensing � Incentive mechanism � VCG auction �
Quality of user’s data � Time window

1 Introduction

Recently mobile crowd sensing systems (MCS) have emerged as a novel networking
model (e.g., smartphones and smart watches), giving rise to extensive concerns for
solving the complex sensing applications from the significant demands of people’s
lives, including Haze Watch for pollution monitoring, NoiseTube and Ear-Phone for
creating noise maps, which leverage the ubiquity of sensor-equipped mobile devices to
collect data at low costs. These provide a new compelling paradigm for solving the
problem of large-scale sensing data collection.

The key challenge for the MCS system is how to design an effective incentive
mechanism. The incentive mechanism can motivate more participation in MCS with
minimum cost, to ensure the reliability of the data quality. For the participants,
incentive mechanisms ensure individual rationality and make the payment fair. How-
ever, most of MCS applications are based on voluntary user participation or lack
effective incentive mechanisms, especially for the time-sensitive crowd sensing system.

Recent studies have focused on time-sensitive systems. These studies include the
continuous time interval coverage tasks that require completing sensing data in the
entire time interval publicized by the platform [1]. However, most of the existing
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mechanisms fail to incorporate users’ quality of data (QOD) and the impact of user
submission time on the platform. The meaning of QOD varies for different applica-
tions. For example, in the Med Watcher system QOD refers to the quality of up-loaded
photos (e.g., resolution, contrast, sharpness, etc.). In air quality monitoring MCS
systems, QOD means a user’s estimation accuracy of air quality.

In order to solve these problems, we propose a time-sensitive incentive mechanism
for a practical scenario. Unlike most of the previous work, we use an important
indicator known as “quality of user’s data” (QOD). First, we design a prediction model
based on the user history data (p-QOD). We use the time attenuation factor (TAF) to
denote the affect weight of QOD, to calculate user’s p-QOD. Next, considering users’
strategic behaviors, our system uses p-QOD to calculate user bids. We design a
dynamic programming algorithm based on the time window and user’s bid to ensure
the continuous time-interval coverage while satisfying the minimum social cost.
Finally,considering the impact of users’ submit time on QOD, we weight the true
quality of the data (t-QOD) based on the submission time and determine the payment
for each user through VCG auction while considering the t-QOD. Similar to traditional
VCG mechanisms, ours maximizes the social welfare.

• Apart from other reverse combinatorial auctions, our mechanism also satisfies
fairness between users while approximately maximizing the social efficiency and
reducing the platform costs in time window case. The key contributions of our work
are the following: A simple yet representative formulation based on the social
optimization user selection (SOUS) problem to address the strong requirement of
continuous time-interval coverage. Using the time attenuation factor (TAF) to
denote the affect weight of history QOD. Next, we integrate p-QOD into the time-
window selection phase, and select winners that meet the needs of the platform.

• We design a payment incentive mechanism t-QOD VCG considering the influence
of the user submit times. Apart from other reverse combinatorial auctions, our
mechanism also satisfies fairness between users while approximately maximizing
the social welfare and reducing the platform costs in the time window case.

• We perform extensive simulations to evaluate the effectiveness of our incentive
mechanism.

The rest of the paper is organized as follows. Section 2 reviews related work. The
system model of our mechanism is introduced in Sect. 3. We evaluate the performance
of the user selection and user payment mechanism via simulations in Sect. 4. Finally,
we conclude our paper in Sect. 5.

2 Related Work

At present, a number of mobile crowd sensing applications have been designed and
implemented. For example, Ahnn [2] designed a system named GeoServ as a dis-
tributed sensing platform, where millions of participants can take part in urban sensing
and share information using always-on cellular data connections. Lee et al. proposed a
reverse auction by use of mechanisms such as virtual participation credit (VPC) and
recruitment credit (RC) [3] for collecting users’ sensing data. They designed a novel
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reverse auction-based dynamic price (RADP) incentive mechanism, in which the ser-
vice provider publicized time tasks in each round and users sold their sensing data to
the provider with users’ claimed bid prices. However, the data collected did not meet
the task time requirements. The Vickrey Clark Groves (VCG) reverse auction [4] is a
payment model where each bidder’s compensation is the damage caused by the bid-
der’s accession to all other bidders. In [5], the VCG auction updated rules to adjust user
distribution based on the online mechanisms. Koutsopoulos [6] introduced the VCG
auction. Each time the service provider receives a request, it publishes the sensing task
and a reverse auction is opened to complete the task. A Bayesian game is used on the
participants once the auction is open. The mechanism maximizes the revenue of each
user and proves that the game achieves a Bayesian Nash equilibrium. Yang et al.
considered two system models [7]: the platform-centric model design and incentive
mechanism using a Stackelberg game; and the user-centric model design and auction-
based incentive mechanism that allows users to control their payment more.

Guo in [8] introduced a formal concept model to characterize group activities and
classify them into four organizational stages. This paper presents a group-aware,
mobile, crowd-sensing system called MobiGroup, which supports group activity
organization in real-world settings. In [9], the consideration of data quality is included
into the design of incentive mechanisms for crowd sensing, and participants are paid
for how well they perform, to motivate the rational participants to perform data sensing
efficiently. This mechanism estimates the quality of sensing data, and offers each
participant a reward based on effective contribution. Pouryazdan [10] adopt vote-based
approaches, and presented a thorough performance study of vote-based trustworthiness
with trusted entities that are a subset of the participating smartphone users. The rep-
utations of regular users are determined based on vote-based (distributed) reputations.

Liu et al. [11] introduced four key design elements. The QoI is quantified in relation
to the level they require. The credits are quantified based on the degree of satisfaction.
The Gur Game used the two above indexes in the mathematical framework of the Gur
Game for distributed decision-making, and the dynamic pricing scheme allocated
credits to participants while minimizing the necessary adaptation of the pricing scheme
from the network operator. A common feature of the existing work is that they do not
consider the QOD may change over time. This is the major difference with our
mechanisms.

3 Problem Formulation and Proposed Solution

3.1 System Overview

The MCS in this paper consists of a cloud platform and a set of N users
U ¼ 1; . . .; nf g. In real scenarios of MCS, there are many applications based on the
time window, such as monitoring of real-time vehicle flow, continuous measurement of
air quality, and the long-term observation of specific regional noises. The MCS plat-
form must collect continuous data at a specific time window. In this paper, we assume
the MCS is designed for these practical and universal time-window scenarios. For the
platform, these time-sensitive tasks can’t be done by a single user. The sensing data that
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all users must submit must meet the full coverage of the task time, to ensure the data
integrity of the system.

Our platform first publishes the time-sensing tasks. Let G represent the length of
task time requirements, G ¼ TS;TE½ �, TS denote the task start time, and TE denote the
task end time. The platform requests participants executing sensing tasks from TS to TE
to submit their sensing data. Thus, participants should submit their sensing data in the
required time window. In addition, the sensing data is invalid if users submit data that
is not in the valid time G. Assume that a crowd of smartphone users U ¼ 1; . . .; nf g are
the participants interested in our sensing tasks. Each participant uploaded their own free
time windows set Ui ¼ si 1ð Þ; ei 1ð Þ½ �; . . .; si kð Þ; ei kð Þ½ �f g; si kð Þ and ei kð Þ are the start
time and end time, respectively. Any si kð Þ\TS or ei kð Þ[TE is invalid data and can’t
bring extra revenue for any user i. The problem of winner determination and payment
can be decoupled into two separate problems. We formulate the winner determination
phase as Social Optimization User Selection (SOUS) problem. Considering each user’s
bid and time window, our MCS system maximizes the social efficiency of the platform
as given in Definition 1.

Definition 1. (SOUS Model) The expected social efficiency maximization problem

Y Hð Þ ¼ max y Gð Þ �
X

Bi

h i
ð1Þ

s:t:GY[ i2U;h2 1;...;kf g si hð Þ; ei hð Þ½ � ð2Þ

where y Gð Þ is the utility function of the platform when the entire time window tasks
were performed, which are computed as follows. Each user’s bid Bi is calculated by the
platform based on the user’s history quality of data. H is the set of winners, H 2 U.

Definition 2. (Platform Utility) The utility of the platform is

y Gð Þ ¼ v Gð Þ �
X

i2H Pi ð3Þ

which denotes if all of the data obtained by the platform meets the coverage of time
window G. The data value obtained by the platform is v Gð Þ. Each user’s paid is Pi,
which is computed by the platform.

The workflow of the system is described as follows

1. First, the platform publishes the sensing time window, G ¼ TS;TE½ �, to users.
2. Each user i submits its set of tasks Ui, consisting of the set of tasks that user i wants

to execute.
3. Based on the user’s p-QOD and time windows Ui, the platform determines the set

of winners H ðH 2 U).
4. Based on user’s true data quality (t-QOD) and the submission time, the platform

pays the winners. Specifically, a loser does not execute any task and receives zero
payment.
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3.2 The Predict Quality of Data (p-QOD)

In general, the definition of QOD is as a metric to measures the quality of sensed data
from participants. QOD determines user bids and the choice of the platform. In our user
selection phase, we use historical records to predict the next time of quality that the
user can achieve, p-QOD. First, we use the time attenuation factor (TAF) to denote the
affect weight of p-QOD. Second, the DNC algorithm [12, 13] is used to calculate users’
p-QOD. Assuming that each historical data’s quality is arranged in a queue Q, and each
history execution time t Qð Þ satisfies:
(1) t Qð Þ� t� T, where t represents the current time and T represents the span of time

(e.g. a week or a mouth).
(2) The header of the queue was the QOD for the last time, and the tail of the queue

was the QOD for the earliest time, as shown in Fig. 1:

Different colors represent different users’ QOD. The blue one in Fig. 1 was the
QOD for the last time and the tail of the queue with the dotted line was the QOD for the
earliest time. As shown in Fig. 1, we only consider the historical quality of data in t-T
(e.g. the data for the last month) when calculating the quality of the next time. Thus, the
TAF ki of the first h data of user i is

ki ¼
0 t Qð Þ\t � T

1� t�t Qð Þ
T t Qð Þ� t � T

�
ð4Þ

According to the TAF, the p-QOD p qi of this time is

p qi ¼
P

kiQhP
kh

ð5Þ

Qh indicates the first h data’s quality for user i, and kh is the first h data’s TAF,
calculated by (4). The TAF indicates the current task time had a higher impact on user’s
p-QOD, while the earlier task time had a lower influence on user’s p-QOD.

Fig. 1. Historical data’s quality.

142 H. Yan and M. Zhao



3.3 Incentive Mechanism in SOUS Model

3.3.1 Mechanism Design
In our SOUS model, the platform first publicizes the sensing time window
G ¼ TS;TE½ �. Next, it determines the winners based on their bci p qið Þ, which represents
the user’s cost function in this round that is calculated by the platform. The users’ time
windows are independent of each other, which means there is no contact between
different users’ time windows Ui and Uj. According this, we propose an algorithm
based on dynamic programming to solve the SOUS problem illustrated in Algorithm 1.

.
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The SOUS problem is equivalent to the problem of maximizing social efficiency, as
shown in Definition 1: Y Hð Þ ¼ max y Gð Þ �P

Bi½ �, the value of y Gð Þ is continuous,
since the platform publishes the sensing time window G until all time window tasks are
performed. Therefore, the problem can be treated as a minimizing social cost problem.

mini2UfC ið ÞjTE 2 si kð Þ; ei kð Þ½ �g ð6Þ

s:t:G�
[

i2 1;...:;nf g si kð Þ;ei kð Þ½ � ð7Þ

The constraint in formula (7) means summing all users’ time windows should cover
the platform requirements from TS to TE. We assume that there are enough users
satisfying the constraint involved in the sensing tasks. Users are sorted according to the
end time of the time windows, such as e1 1ð Þ� e2 2ð Þ� . . .� en nð Þ. C ið Þ is the mini-
mum social cost covering ½Ts; ei kð Þ�. Considering all C ið Þ in the above order have been
computed, the state transition is

C ið Þ ¼
argminej kð Þ[ si kð Þj\i

C jð Þþbci p qið Þ; TS 62 si kð Þ; ei kð Þ½ �
bci p qið Þ; TS 2 si kð Þ; ei kð Þ½ �

(
ð8Þ

C ið Þ is the minimum value of the sum of C jð Þwhich satisfies ej kð Þ[ si kð Þ 8j\ið Þ and
the bid Bi ¼ bci p qið Þ. We obtain the winners H that satisfy the minimum social cost.

3.4 QOD-VCG Auction in User Payment

3.4.1 Weight the True Quality of Data (t-QOD)
After the winners submit their data, our platform obtains users’ true data quality. The
users’ submission times affect the performance of the task execution (e.g. the user
submits its data after the end of the task, and can’t collect sufficient data). Therefore, in
order to ensure the fairness of the payment mechanism, we design an incentive mecha-
nism based on QOD-VCG auction, using user’s true quality of data (called t-QOD) t qi.
We weight the true quality of the data (t-QOD) based on the submission time and
determine the payment for each user through VCG auction while considering the t-QOD.

In this paper, we reasonably assume that the platform uses weighted aggregation to
calculate Q (the sum of the QODs of the winners that execute these tasks) as
Q ¼ P

i:i2H ai � t qi, where ai is the weight of i submits its quality t qi. The value of ai
changes over time. Thus, ai is considered as a time factor [9]. Suppose that the user’s
data submits the time as t. Let TS ¼ s and TE ¼ e for convenience. If i submits his data
in Uiðs� t� eÞ, then the time factor ai ¼ 1. However, with the delay of i submits it’s
data ðt[ eÞ, the negative effect of ai on qi is greater. Formula (10) is the function of ai,
ai ¼ g t� eð Þ (9). In addition, f xð Þ is a sigmoid function (10) and sgn xð Þ is a
sign function (11).

g t � eð Þ ¼ 2	 sgn t � eð Þ 	 f e� tð Þþ sgn e� tð Þ ð9Þ
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The expression of sigmoid function f xð Þ:

f xð Þ ¼ 1
1þ e�x

ð10Þ

The expression of sign function sgn xð Þ:

sgn xð Þ ¼
1; x[ 0
1
2 ; x ¼ 0

0; x\0

8><>: ð11Þ

The functional model of ai is shown in Fig. 2, where x = t − e, ai ¼ g t� eð Þ.

The MCS system accounts for the dynamic changes of users’ behavior patterns
when they submit their data. The aggregation error [14] of the sum of the QODs
(Q) submitted by the winners and the task demand QODs ðQÞ is upper bounded by a
predefined threshold #, Q� Q�#. Intuitively, the larger # is, the more QOD will be
available to the platform.

3.4.2 Mechanism Design
In this paper, we introduce QOD-VCG extended from the payment mechanism pro-
posed in [15]. The QA-VCG payment mechanism relied on data quality to pay for
users. However, the time that winners submit their sensing data in our time window
system can’t be predicted accurately. Since the QOD varies with time, we propose a
time-based QOD-VCG payment mechanism based on the QA-VCG. We formulate the
payment problem in (12), and set t qi to be controlled by time factor ai, to eliminate
the unfairness caused by time delay.

Pi bcijcið Þ ¼ Y Hð Þþbci t qið Þ � Y H�i; cið Þ ð12Þ

Fig. 2. Time factor function model.
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Pi bcijcið Þ in (12) represents the platform’s payment to user i when the bid of i is ci:
The cost function of i is bci �ð Þ. Thus, under the limitation of the aggregation error, the
objective of QOD-VCG can be formulated as

Y Hð Þ ¼ max
qi2Q

Pn
i¼1

yi ai � t qið Þ � bci t qið Þ½ �;
s:t:Q� Q�#

ð13Þ

We use Y H�i; cið Þ (H�i denotes all the winners except user i) to denote the social
surplus, in case of the bid of i is ci and the cost function of i is bci �ð Þ while other users’ k
(except user i) bid is bck.

Y H�i; cið Þ ¼
Xn

k 6¼i
yk ak � t qkð Þ � bck t qkð Þ½ � þ yi ai � t qið Þ � ci t qið Þ½ � ð14Þ

Both t qi and t qk in Eq. (14) are the different QODs of user i and k, respectively.

.

If user i reports it’s true cost function ci �ð Þ, the profit of i can be expressed as

ui cijcið Þ ¼ Pi bcijcið Þ � ci t qið Þ
¼

Xn

k 6¼i
yk ak � t qkð Þ � ckt qkð Þ½ � þ yi ai � t qið Þ � ci t qið Þ½ � � Y H�i; cið Þ

ð15Þ

Based on the above definitions, (15) is maximized when the bid of i is the true cost
ci �ð Þ. As a result, only users reporting their real cost function would maximize their
profit ui cijcið Þ.
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4 Performance Evaluation

4.1 Data Description

The experiment in this paper is based on a noise model, where the intensity of the noise
is varies at different times in the same place. The noise model provides help with travel
and purchases. A number of college students were selected as experimental partici-
pants. The participants in this experiment were equipped with a timer, accelerometer,
and the audio signal sampling microphone device that supports 16 bits 44.1 Hz. The
mobile devices of the participants are not restricted. First, we publicize different tasks
with different sensing time windows in many different locations. Next, participants
collect sensing data with different devices in different ways (i.e., walking, taxi, or bus).
Finally, the platform measures the performance of the participants according to the time
and QOD submitted by the user and pays the participant.

4.2 Baseline Method

We first compare the platform’s total payment of the QOD-VCG auction with the
traditional VCG auction. We integrate the concept of t-QOD defined in Sect. 3 into the
VCG payment problem. Next, we use a baseline method MSG-greed to select N users
as winners, according to the descending order of the value qi; until the error-bound
constraints of all tasks are satisfied. Like our QOD-VCG mechanism, the baseline
auction also satisfies individual rationality.

4.3 Experiment Settings

In order to measure the performance of the system, we set different time windows in
different areas. We chose three different locations and four different time periods. The
start times and end times are different for each. Because the noise collection experiment
is conducted in colleges, it accounts for the class times and rest times of the users. The
participation may be different, so the time window settings are shown as Table 1.

In our QOD-VCG auction, we consider the two settings described in Table 2. In
setting I, we fix the number of tasks as K = 30, and vary the number of users from 50
to 150. In setting II, we fix the number of users as N = 130 and vary the number of
tasks from 30 to 60. We assume that participants in the SOUS model calculated the
same QOD through their historical data. The values of # and ai for any user i 2 N are
based on their true behavior.

Table 1. Settings for areas and sensing time windows

Area Time windows

1 [10:20:37, 13:25:40]
2 [18:23:45, 22:34:05]
3 [07:56:32, 10:43:21]
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4.4 Performance Evaluation

A: Time Window
Since the platform needs to collect data from different areas and time windows, the
following figures plot the number of users and number of winners in different time
windows. We determine the different end times, which means the different time win-
dows G are an index to measure the system.

For our simulation of the SOUS mechanism, which is illustrated in Fig. 3 shows that,
when the length of |G| increases, not only do the number of users increase, but the
number of winners also increase. Because of the increase of the sensing time, there are
more participants in each area to perform tasks. Therefore, the platform needs to collect
more participants to perform the sensing task. As the time increases, the winners of the
auction will also grow. The unsmoothed curves in Fig. 3 are due to the experiment that
was conducted at the school and affected by the class time, resulting in the fluctuation
of Fig. 3.

B: Platform’s Total Payment
We compare the platform’s total payment generated under setting I (a) and II (b) using
the QOD-VCG auction and the baseline auction MSG-greed mechanism, in both set-
ting I and II as shown in Fig. 4. The platform’s total payment of the QOD-VCG auction
is far less than that of the baseline and VCG auction. The unsmoothed curves in Fig. 4
as well as in the forthcoming Fig. 5 are due to the parameter ai; which varies with time,
as shown in Fig. 2. We conclude that the platform’s total payment of the QOD-VCG
auction is close to optimal and far better than that of the baseline auction. Compared
with the traditional VCG auction, the data of QOD-VCG is varied, due to the

Table 2. Settings for QOD-VCG auction

Setting Area ai # N K

I 1 [0, 1] [0.1, 0.2] [50, 150] 30
II 2 [0, 1] [0.1, 0.2] 130 [30, 60]

Fig. 3. Performance of SOUS with various end time of the sensing time window

148 H. Yan and M. Zhao



introduction of the time factor. Hence, the payment to the winner will be more rea-
sonable than other payment mechanisms.

C. Social Efficiency
In Fig. 5, we show the comparison of the social efficiency under setting I (c) and
II (d) between the QOD-VCG auction, VCG auction, and the baseline auction mech-
anism in both settings I and II. It is obvious from these two figures that the social
efficiency of the baseline auction is significantly less than the QOD-VCG auction. By
increasing the number of users and tasks, the social efficiency is also increased. Hence,
our social efficiency is closely related to the social cost; the cost will increase with the
increase of time window. The bid price may decline with the increase of the number of
bidders over time, and the social cost unexpectedly decreased. From the two figures
above, we also know that the QOD-VCG auction obtains close-to-optimal social
welfare, which is closer to the optimal social welfare.

(a) Under setting I (b) Under setting II

Fig. 4. Performance of QOD-VCG in platform’s payment comparison with other mechanisms
under setting I and II

 (c) Under setting I                           (d) Under setting II

Fig. 5. Performance of QOD-VCG in social efficiency compare with other mechanisms under
setting I and II.
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5 Conclusion

In this paper, we design QOD-aware incentive mechanisms for MCS systems based on
the SOUS problem and VCG auction. We design an individual rationally and com-
putationally efficient mechanism for selecting optimal users. For the payment stage, we
design a QOD-VCG mechanism that achieves close-to-optimal social efficiency while
satisfying individual rationality and fairness. Moreover, our theoretical analysis is
validated through extensive simulations.

The system designed in this paper has certain advantages from the experimental
results. However, there are still some shortcomings. The next steps focus on the fol-
lowing aspects: (1) The computational efficiency of the model being further optimized;
(2) Designing online incentive model to meet the participants in real-time dynamics to
join; and (3) Using the long-term user participation incentive in our mechanism.

Acknowledement. The research is supported by “National Natural Science Foundation of
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Abstract. Recently, mobile cloud which utilizes the elastic resources
of clouds to provide services for mobile applications, is becoming more
and more popular. When building a mobile cloud platform (MCP),
one of the most important things is to provide an execution environ-
ment for mobile applications, e.g., the Android mobile operating system
(OS). Many efforts have been made to build Android environments on
clouds, such as Android virtual machines (VMs) and Android contain-
ers. However, the need of customizable Android execution environments
for MCP has been ignored for many years, since the existing OS cus-
tomization solutions are only designed for hardware-specific platforms
or driver-specific applications, and taking little account of frequently-
changing scenarios on clouds. Moreover, they lack a unified method of
customization, as well as an effective upgrade and maintenance mecha-
nism. As a result, they are not suitable for varied and large-scale scenarios
on clouds. Therefore, in this paper, we propose a unified and effective
approach for customizing Android environments on clouds. The app-
roach provides a container-based solution to custom-tailor Android OS
components, as well as a way to run Android applications for different
scenarios. Under the guidance of this approach, we develop an automatic
customization toolkit named AndroidKit for generating specific Android
OS components. Through this toolkit, we are able to boot new Android
VM instances called AndroidXs. These AndroidXs are composed of OS
images generated by AndroidKit, which can be easily customized and
combined for varied demands on clouds.

Keywords: Mobile cloud · Execution environment · Android ·
Container-based customization approach · AndroidKit · AndroidX

1 Introduction

Currently, mobile cloud, which leverages elastic resources of cloud platform to
provide services for mobile applications, is becoming more and more attractive.
There are many scenarios depend on MCP for different requirements. Mobile
computation offloading [1–3], which is able to offload parts of workloads to cloud,
exploits rich computing resources of cloud platform to enhance performance of
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mobile applications and reduce power consumption of mobile devices. And cloud-
based mobile testing [4], which uses elastic cloud infrastructure to test mobile
applications for different application requirements, has been widely used.

Many challenges need to be faced when building a practical MCP. One of
the typical challenges is how to build a mobile execution environment, e.g., the
Android mobile OS. Technically speaking, Android OS is not an ordinary Linux
distribution although it is built on top of the standard Linux kernel. There are
many differences between Linux and Android. For example, Linux uses X11 or
Wayland to run a GUI, but Android uses SurfaceFlinger. What’s more, Android
relies on the special kernel features (e.g., Binder IPC subsystem [5]), which
simply do not exist on Linux. Therefore, it is a challenging job to launch Android
applications on MCP, since the vast majority of MCPs are currently based on
ordinary GNU/Linux distributions.

Using VMs as the MCP execution environments is a practical solution.
Projects like shashlik [6] or genymobile [7] use an emulator, which is essentially
a VM, to run the Android environment. The emulator creates an entire emu-
lated system with independent kernel to provide rich functionality. By targeting
an emulator, they avoid the hardware compatibility problems, but it causes a
lot of resource costs since each VM runs a full copy of an OS and suffers high
virtualization overhead. In contrast to this, containers (e.g., Docker [8], LXC
[9], and rkt [10]), as the center of lightweight virtualization technologies, have
significantly lower overhead when compared to VMs. However, because of the
shared kernel mechanism, many efforts need to be made when using contain-
ers as MCP runtime environments for running mobile applications. Anbox [11]
puts a full Android-x86 [12] OS into a LXC container and runs the Android-
x86 OS under the same kernel as the host OS does. It communicates with the
host system by using different pipes and sends all hardware access commands
by reusing what Android implements within the QEMU-based emulator. Rat-
trap [13] is a container-based cloud platform. It provides an on-demand execu-
tion environment for running Android codes through Cloud Android Container
(CAC), which runs an Android-x86 OS inside a LXC container with dynamic
driver extensions. However, the common drawback of Anbox and Rattrap is their
hardware compatibility problem, which results in only a handful of Android
applications can be run normally.

Another challenge is the unified customization model for frequently-changing
usage scenarios on mobile clouds. The need for customizable OS arises when the
existing OS components can not match the specific use cases (such as resource-
constrained hardware platforms and driver-specific applications). Many research
works have been made on exploring the customization of OS. Exokernel [14] and
Nemesis [15] customize OS by restructuring the OS with the target application
into a set of libraries. Think [16] provides a highly flexible programming model for
building flexible OS kernels from components, and [17] designs a system that has
the ability to guide Linux images customization for scientific applications. The
common problem of these OS customization works [14–17] is the lack of a unified
customization model and an effective upgrade and maintenance mechanism, since
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(a) Android VM (b) Android container (c) AndroidX

Fig. 1. The difference between Android VM, Android container, and AndroidX

they are only designed for a particular type of platform or device and do not
focus on the various frequently-changing scenarios on clouds. In other words,
they are inappropriate for varied demands on clouds.

According to the above analysis, in this paper, we mainly address two chal-
lenges mentioned above. Inspired by the previous OS customization works, we
present a customizable Android execution environment called AndroidX. As
Figs. 1(c) and 2(b) show, AndroidXs are built from system images and run with
them. From Fig. 1(c), we can find that one of the AndroidX instances is launched
with the Kernel-1 image, and another is launched with the Kernel-2 image, but
they share the Init-1 image. This kind of combination effectively improves the
utilization of images and simplifies the maintenance and update process of the
whole system. By leveraging the customizability and portability of Docker images
[8], AndroidXs can be easily customized for varied scenarios. In addition, from
Fig. 1(c), it can be also observed that AndroidXs combine the strong hardware-
enforced isolation and compatibility of VMs and the flexibility of containers.

In particular, the main contributions of this paper are summarized as follows:

1. We present a unified approach for customizing Android OS. The approach
provides a container-based solution for building Android OS system compo-
nent images. Following the guidance of this approach, we develop an auto-
matic customization toolkit called AndroidKit, which is much suitable for
varied demands on clouds by leveraging the customizability and portability
of Docker images.

2. We give a prototypical implementation called AndroidX with the help of the
toolkit. The AndroidXs combine the great hardware-enforced isolation and
compatibility of VMs and the flexibility and portability of containers. To
demonstrate the usability and practicability of the toolkit described here, we
use it to implement a type of lightweight AndroidX specifically customized
for mobile computation offloading.

The rest of this paper is organized as follows: Sect. 2 explains the research
motivation, which gives us an important guideline on designing AndroidX.
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(a) The customization process of Android OS

(b) The customization process of AndroidX

Fig. 2. The comparison of customization process for Android and AndroidX

Then in Sect. 3, we describe the architecture and design of AndroidX in detail,
as well as AndroidKit that we developed. Section 4 shows an implementation of
AndroidX. After that, in Sect. 5, we evaluate the usability of the toolkit by using
a case study. In Sect. 6, we describe and review some related works. Finally, a
conclusion is summarized in Sect. 7.

2 Research Motivation

First of all, when building a MCP, the cloud platform should provide a runtime
environment that has the ability to run mobile applications, e.g., the Android
mobile OS. The need for customizing Android OS exists because varied cloud-
based scenarios have their own demands for runtime environments. For exam-
ple, since mobility and interactivity are the keys to the success of computation
offloading, the cloud execution environment, e.g., the tailor-made, trimmed-down
Android OS, should be as lightweight as possible and only contain the function-
ality that computation offloading depends on. By contrast, cloud-based mobile
testing, which needs MCP to provide the full integrated testing environments,
requires the cloud platform has multiple versions of mobile OS for testing differ-
ent application requirements, e.g., Android OS with a particular architecture or
kernel. Therefore, there is a demand for custom-tailored Android OS for varied
scenarios on clouds.

Second, many efforts [18,19] have been made to implement the customiza-
tion of Android OS, but they only focus on the hardware-specific devices or
driver-specific applications. From Fig. 2(a), we can clearly observe that tradi-
tional customization approaches of Android OS have the following problems.
On one hand, the image creator needs to customize complete system images
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for different hardware devices and platforms, which results in low reuse of OS
image components. On the other hand, traditional approaches require developers
have a deep understanding of Android OS and be familiar with each customiza-
tion step, which is a challenging job for developers. In addition, due to the lack
of a unified authentication and update mechanism, it is difficult to ensure the
maintainability and security of OS components.

Finally, as known to all, a lot of scenarios use Android VMs and Android
containers as on-demand execution environments for running Android applica-
tions on clouds. The Android VMs, as shown in Fig. 1(a), have a full copy of
an Android OS and run on top of the specific hypervisor. The main defects of
Android VMs are their heavy overhead of virtualization and slow startup speed,
which are unable to meet the requirements for some scenarios on clouds that
require low time-delay, high interactivity, and mobility [20,21]. The Android
containers (shown in Fig. 1(b)), by contrast, are much more lightweight than
Android VMs because they share kernel with host OS and suffer small overhead
[13]. However, as an alternative solution to Android VMs, Android containers
are not appropriate for multi-tenant deployments on clouds because of their poor
compatibility and weak isolation. Therefore, it is necessary to customize such an
execution runtime environment with great isolation and compatibility like VMs,
as well as the flexibility like containers.

3 System Design

Through the above analysis and discussion, we conclude that the current execu-
tion environments can not meet the needs of varied scenarios on mobile clouds.
In this section, we introduce AndroidX, a customizable Android runtime envi-
ronment for running Android applications on clouds, as well as AndroidKit, a
toolkit that we have developed to create Android VM images around specified
applications.

3.1 Overview

Based on the previous analysis of the deployment of Android on GNU/Linux
platform and the traditional OS customization approaches, and taking into
account the current demands for varied scenarios on clouds, we design AndroidX
with the following primary targets:

1. Customizable components: The customizability of OS components is
important when faced with the varied demands on clouds. Our AndroidX
is designed for the purpose of customizable OS.

2. Easy tooling and easy iteration: The previous research works do not
consider the iterability and maintainability of system components, since
they are only designed for a certain hardware-specific platform or driver-
application, and without taking into account frequently-changing usage sce-
narios on clouds.
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3. Immutable infrastructure: The immutable infrastructure, as the term sug-
gests, is comprised of immutable components. It makes service maintenance
as simple as installing fresh copy of applications and removing the old ver-
sions. With the advantages of repeatable deployments and scalability, it is
widely used on cloud environments.

We use Linux platform as the running and testing environments since our
prototype implementation is based on it. Figure 3 provides an overview of
AndroidX’s architecture. It can be clearly observed that AndroidX has two core
components. One is a set of tools with command line interfaces called Android-
Kit that is used to parse input yaml configuration file and generate Docker
images. The other is a hypervisor-agnostic runtime, which is able to launch
Docker images with a new VM instance.

According to the above targets that we presented, the following four primary
challenges have to be overcome: (1) keep the customization process of Android
OS simple enough and make it iterate as quickly as possible on the development
of system components, (2) be compatible with the Open Containers Initiative
(OCI) specification for Docker containers, (3) minimize performance overhead
as far as possible, and (4) have the speed of containers and excellent isolation
of VMs.

Fig. 3. Overview of AndroidX architecture

3.2 AndroidKit

One of our targets is to achieve easy tooling and easy iteration. To achieve
this target, we provide a set of tools called AndroidKit for images building.
The toolkit contains an automatic build system that has the ability to create
minimalistic Docker images for specific applications. In general, it builds the
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images according to the corresponding package source that consists of a directory
containing a Dockerfile, which contains the steps to build the package. From
Fig. 3, we can find that the toolkit uses a yaml configuration template as the
input file, which contains the specific system modules that need to be customized.

As we heavily exploit Docker containers, which allow users to package up an
application with all of the parts it needs, such as libraries and other dependencies,
and ship it all out as one package, for building tailor-made Android OS, we are
able to ensure the freshness and integrity of generated images by Docker content
trust. Moreover, benefit from the immutable and self-contained features of the
images, we can test them for continuous development and delivery. Because of
the rich tools provided by Docker, it is very easy for users to add or update
the existing system components for different application requirements, which is
much suitable for varied demands on clouds.

After building or pulling the images mentioned in the yaml configuration file,
AndroidKit is able to run the generated images with a new VM instance called
AndroidX, which is designed to be architecture agnostic and compatible with
the OCI specification that allows users to run Docker images on any hypervisor.
Internal to the AndroidX instance in Fig. 3, a minimalist Android Kernel called
AndroidX-Kernel is booted directly by hypervisor, the AndroidX-Kernel employs
a tiny Android initialization service called AndroidX-Init to load the Docker
images from host and then launch them. Through containing applications within
separate VM instances and kernel spaces, AndroidXs are able to provide more
excellent workload isolation than containers, and security advantages like VMs,
which are much suitable for multi-tenant cloud environments.

3.3 AndroidX

Another of our targets is able to launch Docker images with a new Android
VM instance, which is called AndroidX. After pulling user-defined Docker
images, AndroidKit assembles them into bootable images, then they are launched
directly by the toolkit on plain hypervisor, e.g., qemu. AndroidX promises
immutable infrastructure by eliminating the middle layer of Guest OS. Since
the image is run as an initramfs, upgrades are done by updating the system
components externally. This makes AndroidX immutable, but persistent storage
can be attached by adding -drive parameter when booting up.

The customization process of AndroidX is shown in Fig. 3. It can be clearly
observed that the customization is processed by the order of AndroidX-Kernel,
AndroidX-Init, and AndroidX-Apps, which are defined in the input yaml con-
figuration file.

(1) AndroidX-Kernel: The AndroidX-Kernel section defines the kernel con-
figuration. One of the features of AndroidX is the customizable kernel. As the
previous works shown [11,13], Anbox and Rattrap use LXC to run an entire
Android-x86 OS in a container. However, since containers share kernel with
host, if users want to add extra new kernel features, they have to modify the
host kernel configuration and recompile the kernel, which is a big challenge for
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non-kernel developers. What’s more, it is not suitable for multi-tenant environ-
ments on clouds because of the weak isolation of containers. In contrast to this,
AndroidX has its own independent kernel, and we provide a set of useful tools
to simplify the customization process of kernel.

To build the AndroidX-Kernel, we divide the kernel configuration file into
two parts according to the content of configuration options. One is the general-
purpose configuration of Android that acts as a baseline, and the other is the
user-optional kernel configuration, which can be replaced or added according to
different hardware platforms or application requirements. When creating tailor-
made AndroidX-Kernel images, AndroidKit can take a set of user-provided ker-
nel options, and then uses the merge config script that we provided to generate
a minimalist configuration file, which can be used to build the device-specific
kernel with user-provided features enabled. This helps AndroidKit create more
streamlined kernel images.

(2) AndroidX-Init: The AndroidX-Init section consists of basic init process
image called initrd, which is unpacked directly into the root filesystem and con-
tains an Android init program. This and the AndroidX-Kernel can be booted
directly on plain hypervisor. Unlike other Linux based systems, which use com-
binations of /etc/inittab and init programs included in busybox, Android
uses its own initialization program, which parses an init.rc script that includ-
ing actions to mount the basic filesystem, set system properties, and start the
specified Android system services.

To bring up containerd [22], an industry-standard container runtime, and
use runC [23] to run application containers, we migrate containerd and runC
to Android-x86 runtime environment. The original runC program has no abil-
ity to launch application containers since the pivot root system call, which is
used to change root filesystem by runC, does not work on a ramfs or tmpfs
root filesystem. Instead, AndroidX first creates a new tmpfs as root filesystem
and then uses switch root system call to change root filesystem in an initrd
shell script provided by Android-x86. Since this is done before starting Android
init program, runC is able to support pivot root system call without errors. In
addition, as runC provides a native Go implementation for creating containers
with a few Linux kernel features (e.g., namespaces and cgroups), the options
of namespaces and cgroups must be selected in AndroidX-Kernel configuration
file except the IPC namespace since Android uses binder for interprocess com-
munication. Through our efforts, AndroidX-Init can finally bring up containerd
and use runC to run application containers (rootless containers can be launched
successfully we tested).

(3) AndroidX-Apps: The AndroidX-Apps section shows a list of images for
running applications and services. It contains the specific apps and services that
need to be launched when AndroidX starts. The final goal of AndroidX-Apps is
that the specific apps and services can be emitted directly both by AndroidX-Init
and runC. Since AndroidX-Init has the native ability to run Android applications
and services, there is no need to do extra efforts when exploiting AndroidX-Init
to run Android applications and services. By contrast, as we use runC to launch
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application containers, some kernel features (e.g., cgroups and namespaces) and
the Go runtime environment must be supported. In our efforts, rootless contain-
ers currently can be instantiated successfully by runC.

As we hope that more than one AndroidX instance could share the sys-
tem components as much as possible, we exploit the read-only feature of the
Android system partition, which can be attached by adding -drive parameter
and shared with other instances when booting AndroidX instances. Benefit from
this, the average disk usage size of each AndroidX instance decreases and gets
close to Android containers when more and more AndroidX instance are started.
Since we design AndroidX for immutable infrastructure, AndroidX-Apps can be
attached by using SD card and data partitions for persistent storage, which will
be identified by tailor-made AndroidX initialization program when booting up.

4 Implementation

We have implemented the prototype of AndroidX on our machine. The machine
contains an Intel Core i5-7200 2.50 GHz CPU (2 cores) with 16 GB of DDR4
RAM and 256 GB HDD, running Ubuntu 16.04. In our current version, the
implementation of AndroidX consists of two parts. One of them provides a rich
set of tools named AndroidKit for images building. We develop the toolkit with
the guidance of the container-based customization approach. Another is the exe-
cution runtime environment, which can be easily customized for varied scenarios
on clouds.

As we mentioned above, the build process of AndroidX heavily leverages
Docker images for packaging, and all intermediate images are referenced by
digest to ensure reproducibility across its build process. To guarantee the
freshness and integrity of the images, all of the generated images will be
signed using Docker content trust. After building the Docker images, AndroidX
instance can be booted directly on plain hypervisor by targeting with AndroidX-
Kernel+AndroidX-Init. Through combining with the portability of app container
images, AndroidX is able to allow users to build, ship, and run apps anywhere,
without considering the underlying technology stack.

The construction of AndroidX is based on a series of Android-x86 6.0 r3
components, which can be customized for varied demands. In our prototype
implementation, we provide a lot of templates, e.g., Dockerfiles, for users cus-
tomize OS components. The source code of AndroidX is publicly available online
at https://github.com/CGCL-codes/AndroidX.

5 A Case Study

To demonstrate the usability and practicability of AndroidKit, we use it to imple-
ment a type of lightweight AndroidX, which is based on Android-x86 and specif-
ically customized for mobile computation offloading. These AndroidXs provide
the excellent workloads isolation like Android VMs, as well as the extremely fast

https://github.com/CGCL-codes/AndroidX
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Table 1. Performance comparison for Android container, Android VM, and AndroidX.
For the experiment we allocate a single core and 1024 MB of memory to each test
instance.

Runtime Boot time Memory
footprint

Disk usage CPU
allocation

Memory
allocation

Android container 1.8 s 96 MB 1044 MB 1vCPU 1024 MB

Android VM 31.8 s 493 MB 1728 MB 1vCPU 1024 MB

AndroidX 3.9 s 270 MB 1101 MB 1vCPU 1024 MB

instantiation time like Android containers. In this section, we present an evalua-
tion of these customized AndroidXs, including the comparisons of startup time,
memory footprint, and disk usage with standard Android VMs and Android
containers. All experiments are run on a machine mentioned in Sect. 4.

5.1 Boot Time

Boot time is a critical performance evaluation point in many cloud comput-
ing scenarios. Since we evaluate the toolkit by using it to implement a type of
lightweight AndroidX specifically customized for mobile computation offload-
ing (which offloads computational codes to clouds and requires low time-delay),
we want to measure how long AndroidKit takes to create and boot such an
AndroidX instance.

The main limiting factors of instantiation time are the image size of VMs and
the number of processes that need to be started. LightVM [24] has demonstrated
that startup times grow linearly with VM image size by booting the same uniker-
nel VM from images of different sizes in the experiment. The reason why large
VMs slow down instantiation time can be summarized as follows: launching a
large VM instance needs time to read the image from disk, parse it and finally
run it in memory. Inspired by this, we have made a great effort on optimizing
AndroidX for mobile computation offloading, and in our efforts, AndroidKit can
generate compact AndroidXs which have the speed of containers. Table 1 com-
pares boot times for a noop AndroidX instance against a noop Android VM, as
well as a noop Android container. Time is measured form booting to the point
where instantiation is finished.

In order to find the most time-consuming process during the whole startup
of standard Android VM instances, we try to take a look at the CPU usage
when starting a noop Android VM. For the measurement we use bootchart [25]
and adb [26] tools to get a noop Android VM’s CPU utilizations. The bootchart
is a tool for performance analysis and virtualization of the GNU/Linux boot
process, and the adb tool which is specially designed for Android, has the ability
to analyze the startup log of each process. As shown in Fig. 4, the Android VM
reaches a maximum CPU utilization of about 100% after 7 s of startup and lasts
for a period of time. To find out which processes occupy a large amount of CPU
resources at that time, we try to get the time consumption of each process in
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the whole startup process of the VM by leveraging bootchart and adb tools,
and find that dex2oat, package scanning, and class preloading take up about
72.7% of the total system boot time and consume a lot of CPU resources at
that time. To shorten the time taken by these processes, we reduce the num-
ber of preloaded packages, as well as the preloaded classes and resources when
customizing AndroidX for mobile computation offloading. The optimized result
is shown in Fig. 5. This figure shows the time consumption comparison of class
preloading, package scanning and dex2oat during the whole startup for Android
VM, AndroidX, and Android container. From this figure, we can conclude that
the time consumption of optimized processes is only 15.7% of the non-optimized.
In addition, after using a pre-prepared data partition, we almost eliminate the
time taken up by the dex2oat process. In order to minimize the size of VM image,
we reduce the functionality of AndroidX, such as Camera and Bluetooth that
will not be used on cloud environments. In our efforts, the size of the final image
generated by AndroidKit is reduced from the original 1728 MB to 1101 MB. As
a result, the startup time of an optimized AndroidX instance can be shortened
to 3.9 s (shown in Table 1), which is much lightweight than Android VM, and as
fast as Android container.

Fig. 4. CPU usage during the whole
startup of a noop Android VM

Fig. 5. Time consumption comparison of
class preloading, package scanning, and
dex2oat during the whole startup for
Android VM, AndroidX, and Android
container

5.2 Memory Footprint

As known to all, in order to concurrently launch multiple instances on a single
host, the most effective solution is to reduce per-instance memory footprint.
One of the advantages of Android containers is that they typically need less
memory than Android VMs because they use a common kernel with host OS and
have smaller root filesystems. By contrast, Android VMs, where each instance
has their own independent kernel and runs an entire Android OS, suffer more
resource overhead than Android containers when concurrently running multiple
instances on a single machine. In our next analysis, we try to find if the memory
footprint of each compact AndroidX is close to Android container.
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We observe, as others [27], that most VMs and containers run a single appli-
cation on clouds. By reducing the functionality of AndroidX to include only
what is necessary for that specified application, we are able to reduce the mem-
ory footprint of each AndroidX instance. With the help of adb shell procrank
command, we get exact memory footprint of a noop AndroidX instance. Table 1
shows the memory usage of a noop AndroidX instance against a noop Android
VM and a noop Android container (which is essentially a Rattrap instance).
From the table, we can conclude that the memory usage of a noop AndroidX
instance is only 54.7% of a noop Android VM. The reason why we use a noop
AndroidX instance is that the cloud execution environment for mobile compu-
tation offloading has little association with applications, and AndroidKit has
the ability to generate AndroidX for different application requirements since we
provide a lot of templates for customization.

Fig. 6. The average disk usage size of each instance for Android VM, AndroidX, and
Android container

5.3 Disk Usage

As we mentioned above, one of the main limiting factors of instantiation time is
the image size of instance. In order to shorten the startup time and improve the
disk utilization of the offloading code execution environment, Rattrap analyzes
the entire Android-x86 OS files and finds out that 68.4% of them are never
accessed by offloaded codes, which are composed of unnecessary libraries and
modules. By removing the unnecessary parts and sharing the system libraries,
an optimized Rattrap instance only takes up 7.1 MB space and has faster startup
speed.

Inspired by this, we put forward the idea of sharing partitions. AndroidX
instance has the ability to share the data and system partitions by the predefined
-drive parameter, which can be identified by AndroidKit. In this way, the disk
usage of each AndroidX instance is close to a Rattrap instance, which is less
than 10 MB. From Table 1 and Fig. 6, we can find that an AndroidX instance
takes up about 1101 MB of disk. However, the average disk usage size of each
AndroidX instance decreases and gets close to Android containers when more
and more Android instances are launched. By contrast, as Fig. 6 shows, the
average disk usage size of each Android VM instance always remains the same
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when the number of running instances increases, since Android VMs lack a
sharing mechanism. As a result, AndroidX has a great disk utilization when
running multiple instances, which is more suitable for large-scale scenarios on
clouds.

6 Related Work

A lot of container-based virtualization technologies (e.g., Docker, LXC, and rkt)
have been widely deployed on cloud platforms because of their low resource
overhead and great scalability. However, as known to all, the weak isolation of
containers has caused some security problems on multi-tenant cloud environ-
ments [28]. Unlike containers, VMs which are based on hypervisor technologies,
have excellent hardware-enforced isolation, but they cause high resource over-
head since each VM runs a full copy of an OS. Intel sets out to build hypervisor-
based container named Intel Clear Containers (ICC) [29] by combining the
best benefits of VMs and Linux containers. Kata Containers [30], which com-
bines technology from ICC and Hyper [31], tries to run Docker containers on
agnostic hypervisors to provide the workload isolation like VMs, as well as the
portability like containers. A part of our design idea comes from ICC and Hyper,
but as we have already shown, AndroidXs are specifically designed for the various
frequently-changing scenarios on mobile clouds.

Traditional operating systems, e.g., Linux, focus on the versatility and inte-
grality of system functions and contain the entire software stack with the tradeoff
of overhead and efficiency. By contrast, unikernels [27], which are designed for
supporting cloud services rather than desktop applications, are tiny VMs that
pack the minimalistic OS with the target application into a single bootable VM
image. Many research works have been made on constructing unikernels (e.g.,
OSv [32], MirageOS [33], and ClickOS [34]), and the common goal of these uniker-
nels is to run single application on a single machine to eliminate the redundancy
and provide great performance. Through booting directly on plain hypervisor,
they are able to avoid the hardware compatibility problems suffered by tradi-
tional library operating systems (e.g., Exokernel [14] and Nemesis [15]).

7 Conclusion

This paper presents AndroidXs as customizable execution environments for
Android applications on clouds, as well as AndroidKit as a toolkit for building
customizable Android OS images. Our idea comes from the experience of run-
ning Android applications on Linux platform, as well as Intel Clear Containers
and Hyper open source projects. After investigating the relevant research works
of OS customization, and inspired by the design of unikernels, we propose a
container-based approach for customizing mobile cloud execution environment.
Under the guidance of this approach, we have developed a set of tools named
AndroidKit, which is able to generate images for customizable AndroidXs. To
demonstrate the practicability of the AndroidKit, we use it to implement a type
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of lightweight AndroidX specifically customized for mobile computation offload-
ing. The AndroidXs are composed of OS images generated by AndroidKit, and
in our efforts, rootless containers are now able to be brought up by runC in
AndroidX instances.

Acknowledgements. This research is supported by National Key Research and
Development Program under grant 2016YFB1000501, and National Science Foundation
of China under grants No. 61732010 and 61872155.

References

1. Cuervo, E., et al.: MAUI: making smartphones last longer with code offload. In:
Proceedings of MobiSys, pp. 49–62. ACM (2010)

2. Chun, B., Ihm, S., Maniatis, P., Naik, M., Patti, A.: Clonecloud: elastic execution
between mobile device and cloud. In: Proceedings of EuroSys, pp. 301–314. ACM
(2011)

3. Kosta, S., Aucinas, A., Hui, P., Mortier, R., Zhang, X.: Thinkair: Dynamic resource
allocation and parallel execution in the cloud for mobile code offloading. In: Pro-
ceedings of INFOCOM, pp. 945–953. IEEE (2012)

4. Mobile testing. https://en.wikipedia.org/wiki/Mobile application testing
5. Android binder. https://elinux.org/Android Binder
6. Shashlik. http://www.shashlik.io/
7. Genymobile. https://www.genymobile.com/
8. Docker. https://www.docker.com/
9. Lxc. https://en.wikipedia.org/wiki/LXC

10. Rkt. https://coreos.com/rkt/
11. Anbox. https://anbox.io/
12. Android-x86. http://www.android-x86.org/
13. Wu, S., Niu, C., Rao, J., Jin, H., Dai, X.: Container-based cloud platform for mobile

computation offloading. In: Proceedings of IPDPS, pp. 123–132. IEEE (2017)
14. Engler, D.R., Kaashoek, M.F., O’Toole, J.: Exokernel: An operating system archi-

tecture for application-level resource management. In: Proceedings of SOSP, pp.
251–266. ACM (1995)

15. Leslie, I.M., et al.: The design and implementation of an operating system to
support distributed multimedia applications. IEEE J. Sel. Areas Commun. 14(7),
1280–1297 (1996)

16. Fassino, J., Stefani, J., Lawall, J.L., Muller, G.: Think: a software framework for
component-based operating system kernels. In: Proceedings of ATC, pp. 73–86.
ACM (2002)

17. Krintz, C., Wolski, R.: Using phase behavior in scientific application to guide linux
operating system customization. In: Proceedings of IPDPS. IEEE (2005)

18. Shanker, A., Lai, S.: Android porting concepts. In: Proceedings of ICECT, vol. 5,
pp. 129–133. IEEE (2011)

19. Yaghmour, K.: Embedded Android: Porting, Extending, and Customizing. O’Reilly
Media Inc., Sebastopol (2013)

20. Duan, Y., Zhang, M., Yin, H., Tang, Y.: Privacy-preserving offloading of mobile
app to the public cloud. In: Proceedings of HotCloud, pp. 18–18. ACM (2015)

21. Shiraz, M., Abolfazli, S., Sanaei, Z., Gani, A.: A study on virtual machine deploy-
ment for application outsourcing in mobile cloud computing. J. Supercomput.
63(3), 946–964 (2013)

https://en.wikipedia.org/wiki/Mobile_application_testing
https://elinux.org/Android_Binder
http://www.shashlik.io/
https://www.genymobile.com/
https://www.docker.com/
https://en.wikipedia.org/wiki/LXC
https://coreos.com/rkt/
https://anbox.io/
http://www.android-x86.org/


Container-Based Customization Approach for Mobile Environments 169

22. Containerd. https://containerd.io/
23. Runc. https://blog.docker.com/2015/06/runc/
24. Manco, F., et al.: My VM is lighter (and safer) than your container. In: Proceedings

of SOSP, pp. 218–233. ACM (2017)
25. Bootchart. http://www.bootchart.org/
26. Android debug bridge. https://en.droidwiki.org/wiki/Android Debug Bridge
27. Madhavapeddy, A., Scott, D.J.: Unikernels: the rise of the virtual library operating

system. Commun. ACM 57(1), 61–69 (2014)
28. Container security. https://arxiv.org/abs/1507.07816
29. Intel clear container. https://clearlinux.org/containers
30. Kata container. https://katacontainers.io/
31. Hyper. https://hypercontainer.io/
32. Kivity, A., et al.: Osv - optimizing the operating system for virtual machines. In:

Proceedings of ATC, pp. 61–72 (2014)
33. Madhavapeddy, A., et al.: Unikernels: library operating systems for the cloud. In:

Proceedings of ASPLOS, pp. 461–472. ACM (2013)
34. Martins, J., et al.: Clickos and the art of network function virtualization. In: Pro-

ceedings of NSDI, pp. 459–473. ACM (2014)

https://containerd.io/
https://blog.docker.com/2015/06/runc/
http://www.bootchart.org/
https://en.droidwiki.org/wiki/Android_Debug_Bridge
https://arxiv.org/abs/1507.07816
https://clearlinux.org/containers
https://katacontainers.io/
https://hypercontainer.io/


A Dynamic Resource Pricing
Scheme for a Crowd-Funding Cloud

Environment

Nan Zhang, Xiaolong Yang(&), Min Zhang, and Yan Sun

School of Computer and Communication Engineering,
University of Science and Technology Beijing, Beijing, China

yangxl@ustb.edu.cn

Abstract. With the rapid development of cloud computing and the exponential
growth of cloud users, federated clouds are becoming increasingly prevalent
based on the idea of resource cooperation. In this paper, we consider a new
resource cooperation model called “Crowd-funding”, which is aimed at inte-
grating and uniformly managing geographically distributed resource-limited
resource owners to achieve a more effective use of resources. The resource
owners are rational and maximize their own interest when contributing
resources, so a reasonable pricing scheme can incentivize more resource owners
to join the Crowd-funding system and increase their service level. Therefore, we
propose a dynamic pricing scheme based on a repeated game between the
“Crowd-funding” system and the resource owners. The simulation results show
that our resource pricing scheme can achieve more effective and longer-lasting
incentivizing effects for resource owners.

Keywords: Cloud computing � Resource pricing � Resource crowd-funding

1 Introduction

In traditional cloud computing, a data center acts as the only resource provider, per-
forming hardware maintenance and managing task execution and network traffic [1],
and users purchase resources from one resource provider using a fixed pricing scheme.
However, with the rapid development of cloud computing, the number of cloud users
has grown exponentially and federated clouds have become more prevalent [6]. The
aim of federated clouds is to integrate resources from different providers [7, 8].
Therefore, in this paper, we consider a Crowd-funding cloud system [9], which can
aggregate the resources of geographically distributed resource owners to provide cloud
services.

Cloud providers are rational, self-interested parties who exercise their partial or
complete autonomy to maximize their benefit [4–6]. A dynamic pricing scheme is
significantly affected by rational resource contributors, and they may join or leave the
system at any time by measuring their earnings [7]. In the market-oriented environ-
ment, both the resource contributors’ revenue and the users’ quality-of-service
(QoS) assurance are important. A trust and reputation system has been proposed to
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differentiate the service providers [3], and some techniques to evaluate the service
quality of the cloud vendors are introduced based on parameters such as response time,
availability and elasticity [9]. Therefore, the price process should consider the degree of
reliability of resource contributors to ensure QoS. A reasonable price scheme should be
able to incentivize more resource owners to join the Crowd-funding cloud system and
to increase their degree of reliability. In this paper, we design a new resource price
scheme based on the repeated game between the resource owners and the Crowd-
funding system. In our scheme, the resource prices are set differently according to the
degree of reliability of resource owners, and the degree of reliability will be updated in
each new task cycle.

The rest of this paper is organized as follows: Sect. 3.1 describes the application
scenarios of our price scheme and the modeling process. The detailed pricing process is
introduced in Sect. 4. Section 5 presents the performance simulation results. Finally,
Sect. 6 concludes the paper.

2 Related Works

Resource sharing is not a new concept. This idea is applied in many fields, which can
inspired us. P2P (peer-to-peer) architectures and systems are characterized by resource
sharing and direct access between peer computers, rather than through a centralized
server [10]. Therefore, we considered that the idea of resource sharing can be used for
the resource providing in cloud computing. In addition, The authors in [11] propose a
“Crowd-Cloud” architecture by integrating the sensing and processing capabilities of
the dynamic mobile cloud. What is more, the concept of a “local crowd” is proposed,
which can realize a lower delay of offloading data than can be realized from a remote
cloud [12]. Inspired by these works, in this paper, we consider realize the resource
sharing among various devices in a network, which is named “Crowd-funding”. For
“Crowd-funding” model, all kinds of resource owners in the network that have idle
resources could be considered a participator, which allows different cloud providers to
share resources for increased scalability and reliability. In addition, the authors in [13]
claim that the more decentralized a system is, the less energy is consumed. Therefore,
in “Crowd-funding” model, the high energy consumption of relatively concentrated
large servers in traditional data centers can be converted to the low energy consumption
of the relatively small devices that are widely distributed in the network.

For the resource providers in Crowd-funding model, an impartial and reasonable
pricing scheme is important. In [2], the authors propose a new resource pricing and
allocation policy where users can predict the future resource price as well as satisfy
budget and deadline constraints. The authors in [14] propose a reverse auction-based
pricing and allocation scheme, which they prove formally to be individual rational,
incentive compatible and budget balanced. In addition, they present a dynamic pricing
scheme suitable for rational provider requests containing multiple resource types in
federated cloud [6]. In federated cloud, the resource come from multiple cloud pro-
viders, so the trust and reputation of multiple cloud providers need to be considered [3].
However, these works do not consider the capacity variance of the resources, which
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can be represented by some parameters, such as the task completion rate. What is more,
the price will be updated along with the change of task cycle in this paper.

3 Problem Statement

3.1 Description of Application Scenarios

In the network, some small cloud providers or private devices could not afford certain
computing-intensive tasks because of limited resources. Nevertheless, the resources
could be considerable if all the resources within resource-limited devices were inte-
grated. Therefore, in this paper, we consider a Crowd-funding cloud system, which can
integrate the cloud resources of small resource providers and generate a larger federated
cloud as shown in Fig. 1. The “cloud Broker” is the initiator of the resource crowd-
funding, and will manage the Crowd-funding system. The computing tasks from the
users will be split into some small sub-tasks and reorganized by cloud brokers. And
then the cloud broker will assign these sub-tasks to the resource supporters in a certain
order. What is more, the cloud broker will determine whether the cloud supporter has
completed the task at a satisfactory level. Accordingly, the cloud broker will pay the
resource supporters for their services.

Fig. 1. The framework of resource pricing
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3.2 Modeling and Related Definitions

In the network, all the small cloud providers and private devices are called “resource
owners”. The resource owners can gain revenue in two ways: be self-employed
(complete simple tasks alone) or rent their resources to the Crowd-funding system. In
this paper, every resource owner is considered rational with a preference to achieve
more revenue.

In the Crowd-funding system, the resources belong to different owners, whose
service abilities and reliabilities are different. Some resource owners may agree to join
the Crowd-funding system initially, but then fail to complete the tasks because of their
dishonesty or poor ability. Therefore, the resource prices should be different among
different resource owners according to their service levels. The resource price includes
two parts, which means the cloud broker will pay the bonus to the resource owners in
two steps. In the first step, one part of the bonus will be paid according to the strategy
of resource owners if they participate in the Crowd-funding system. In the second step,
another part of the bonus will be paid if the resource owners can complete the task
assigned to them.

In our Crowd-funding system, the degree of service abilities and reliability of
resource owners can be represented as their “completion rate”, which can be expressed
by the probability that the resource owner can successfully complete the assigned tasks
and the average completion rate of Crowd-funding system, which is defined as follows:

Definition 1. Completion Rate—The completion rate of one resource owner can rep-
resent the service level and reputation of its resources, which is described as follows:

P ¼ a � NCom
NTot

þ b � P; NTot\NTH
NCom
NTot

; NTot �NTH

(
ð1Þ

where NCom

NTot
is the proportion of tasks completed by a resource owner out of the total

number of tasks assigned to that resource owner, expressed by P. When the total
number of tasks assigned to one resource owner is too small to reflect the actual service
level (NTot\NTH, NTH is the threshold value, which can be set as a constant), the
average completion rate of the current Crowd-funding system (P) is considered as
shown in Eq. (1). In addition, a and b are the weighted values of an owner’s com-
pletion rate and the average completion rate of the system.

To encourage more resource owners to participate in the Crowd-funding system,
the resource revenue achieved by the cloud broker from renting resources should be
greater than the revenue from self-employing. In this paper, the main issue to be solved
is described as:

• How to encourage the resource owners to participate in the Crowd-funding system
by paying a reasonable bonus to them according to their completion rate.
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4 Resource Pricing Model

In this section, we introduce the game process between the broker and the resource
owner. Then, the solutions in different situations are analyzed in detail to achieve a
reasonable pricing process.

4.1 The Game Process Between the Broker and Resource Owner

We know that we can obtain sufficient resources when needed only if a sufficient
number of resource owners are willing to become the resource supporter. Therefore, a
bonus should be paid to the resource owners if they are willing to participate in the
Crowd-funding system as the resources reserve. For every task cycle, the resource
owner can choose whether to join the Crowd-funding system, and the broker will re-
calculate their values of completion rate. The pricing process can be seen as a repeated
game between the broker and the resource owner. The detailed game process is shown
in Fig. 2.

A. As shown in Fig. 2, there are three strategies for the resource owners: “non-
cooperation”, “cooperation and completing the task”, and “cooperation but not
completing the task”. First, if the resource owner participates in the Crowd-
funding system and completes the tasks assigned by the broker, the broker will
pay the resource not only T0 but also an additional Ta as the reward for

Begin of 
a new Task Period 

Does the resource owner 
agree with coopera�on?

Broker
Resource 

owner
Reject Employed by itself 

Par�cipate into Crowd-
funding system

Pay T0  bonus for the coopera�on & 
Assigned task for resource owner

Accept

Does the resource owner complete 
the task?

Complete the task

Not complete the task 

[ P, Yes ]

[ (1-p), NO ]

Pay addi�onal reward Ta  for the 
comple�on of task

End of 
current Task Period 

Only achieve T0, 
no other reward

Achieve T0 + Ta

Achieve Ts

Fig. 2. Flowchart of the repeated game
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completing tasks. Secondly, if the resource owner participates in the Crowd-
funding system but does not complete the assigned tasks in this task cycle, the
broker will pay only T0, as shown in Fig. 2. Furthermore, in this situation, the
completion rate of the resource will decline according to Eq. (1). Third, if the
resource owner refuses to participate in the Crowd-funding system, they can
achieve Ts through self-employment (providing services alone). For every task
cycle, the resource owners will choose their strategy again from the abovemen-
tioned choices and the cloud broker will pay the corresponding rewards. There-
fore, the relationship between the resource owner and the cloud broker can be
regarded as an infinite repeated game model. For an infinite repetition process, the
revenue up to the current period can be considered equal to the revenue up to the
previous cycle in mathematics, as shown in Eqs. (2) and (3). In addition, if the
resource owner always choose the strategy of “completing the task” (i.e., P ¼ 1),
some of his own tasks must be affected, which is called as “disutility”. If the
resource owners choose cooperation but only completing the tasks when their
resources are idle (P\1), there is no disutility, but the value of Completion Rate
will decrease. We consider three situations of unit rewards for the resource owner,
which are described as follows:

(1) If one resource owner can always cooperate and complete all the tasks assigned by
the broker, i.e., P ¼ 1, then the total revenue of a unit resource after infinite task
cycles should be:

Ve ¼ d � Ve þT0 þTa� e ð2Þ

where e is assumed to be the cost or the disutility for maintaining P ¼ 1. In
economics, the values of unit money are not the same in different periods. In game
theory, the time value of money is described as the discount factor. d is the
discount factor in this paper, which can be described as the exchange rate of a unit
reward between the current task cycle and the previous cycle. Equation (2) can be
explained as the total revenue up to the current task cycle is equal to the sum of
the total revenue up to the previous cycle and the rewards achieved in the current
cycle.

(2) If one resource owner chooses to cooperate and completes tasks with a probability
PðP\1Þ, then the total revenues of a unit resource after infinite task cycles should
be:

Vs ¼ d � Vs þ P � ðT0 þTaÞþ 1� Pð Þ � T0 ð3Þ

(3) If one resource owner refuses to join the Crowd-funding system, he will be self-
employed with a resource price of Ts. Then, the total revenue of a unit resource
after infinite task cycles should be:

Vn ¼ Ts þTs � dþTs � d2 þTs � d3 þ . . . ¼ Ts

1� d
ð4Þ
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B. To achieve a reasonable pricing scheme and incentivize more resource owners to
cooperate, some relationships should be met: (1) The revenue of a resource owner
that completes the tasks with P ¼ 1 should be greater than owners that complete
tasks with P\1. (2) The revenue of a resource owner that chooses to cooperate
should be greater than an owner that refuses to cooperate. (3) The pseudo-
cooperation of a resource owner should be avoided. The relationships can be
described as follows:

Ve �Vs

Vs �Vn
T0 � Ts

8<
: ð5Þ

C. To incentive more resource owner participate the Crowd-funding system and
complete the tasks actively, the price should be paid at the price of the equation
solutions.

4.2 Analysis of the Solutions

(1) To encourage more resource owners to complete the assigned tasks, the revenue
Ve should be greater than Vs, as shown in Eq. (5). Solving the equations:

Ta � e
1� P

ð6Þ

The value of e
1�P increases as P increases. Therefore, in this situation, the resource

owners would prefer to increase their performance, which would lead to increased
completion rate and increased rewards.

(2) To incentivize more resource owners to join the Crowd-funding system, the
revenue when cooperating should be greater than the revenue of owners that are
self-employed. Therefore, the relationship Vs �Vn should be met as shown in
Eq. (5). Solving the equations:

T0 þP � Ta � Ts ð7Þ

(3) If the bonus T0 for agree simply cooperating with the Crowd-funding system is
already greater than the bonus for choosing self-employment (i.e., T0 [Ts), the
resource owner may choose pseudo-cooperation but not complete tasks. This
means that the resource owner can achieve higher revenue without completing
any tasks. To avoid this situation, the revenue for cooperation (T0) should be less
than the revenue for self-employment:

T0 � Ts ð8Þ
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5 Simulations

In this section, we consider a Crowd-funding system with an average completion rate
value of approximately 0.6. In addition, a and b are set equal to 0.2 and 0.8, respec-
tively. The situations of alternative resource owners are shown in Table 1. “MUs” is
the abbreviation of “monetary units”, which is the unit of resource revenue. For sim-
plicity, each application request consists of one resource type. We consider the
application of speech recognition as the cloud task, which needs 5 resources in one
request. The resource numbers provided by the resource owners are in the range of
[50,100]. In this paper, we assume that all the resource owners behave rationally and
make choices that achieve more revenue.

• Fixed Pricing: It is a fixed pricing method, in which we assume the average price of
the resource owners as the fixed price.

• DP-IRG (Dynamic Pricing based on Infinite Repeated Game): It is the dynamic
pricing scheme based on infinite repeated game, which is the method proposed in
our paper.

• S-P scheme: A Strategy-Proof resource dynamic pricing scheme for federated
cloud, which is proposed in [6]. In the federated cloud, all the users and resource
providers are rational and maximize their own interest when consuming and con-
tributing resources.

5.1 Comparison with Fixed

In this section, we evaluate the performance of DP-IRG on the revenues of a resource
owner. As shown in Fig. 3, we can find that the resource owner can achieve a higher
resource price if its completion rate is higher, which can encourage the resource owners
make effort to complete the tasks. In addition, for the resource owners with higher
disutility (e), there will be more bad influence on themselves if they ensure the com-
pletion rate. Therefore, if we want to encourage the resource owners with higher
disutility complete the task actively, we should give them a higher resource price,
which has been confirmed by Fig. 3.

Table 1. Parameters setting

Parameters Values

P [0, 1)
e [3, 6] MUs
Ts [4, 20] MUs
T0 [4, 6] MUs
Amount of resources [50, 100]

A Dynamic Resource Pricing Scheme 177



5.2 Comparison with Fixed Pricing

For the dynamic pricing scheme proposed in this paper (DP-IRG:), the revenue of a
resource owner increases as their completion rate increases. Therefore, the resource
owner can achieve higher revenue if they make efforts to improve their reputation. In
addition, as shown in Fig. 4, the revenue grows increasingly faster as completion rate
increases, which provides more encouragement to the resource owners. However, for
Fixed Pricing, the revenues of resource owners are the same irrespective of their
completion rate value. Therefore, Fixed Pricing cannot encourage resource owners to
improve their reputations.
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For Fixed Pricing, all the resource owners in the Crowd-funding system will
achieve the same revenues regardless of their service levels. Therefore, some rational
resource owners may choose to not join the Crowd-funding system if the fixed price is
not large enough. For DP-IRG, the price paid to resource owners can be adjusted
dynamically according to different service levels (i.e., reputations). Therefore, the
amount of cooperation with DP-IRG is always greater than the amount with Fixed
Pricing, regardless of the number of resource owners, as shown in Fig. 5.

5.3 Comparison with S-P Scheme

In this section, we evaluate the performance of our mechanism using total cost and
number of successful completed requests as the performance measures. Total cost
means all the expenses that broker needs to pay. The cloud broker’ principle of allo-
cating tasks is minimizing the cost on the premise of meeting user requests. Figure 6
shows the total cost when the user requests the task completion rate not less than 70%.
The overall task completion rate means the ratio of the number of tasks completed to
the number of requests. With the requirement of task completion rate not less than
70%, the total cost of DP-IRG are always less than the cost of S-P scheme no matter
how many requests there are, as shown in Fig. 6. In addition, when there are same
numbers of requests, the completed tasks with DP-IRG are always more than that with
S-P scheme, as shown in Fig. 7.
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6 Conclusion

For a resource Crowd-funding system, the resource providers always have different
service levels. Therefore, a dynamic pricing scheme, which is reasonable for different
resource providers, is proposed in this paper based on an infinite repeated game
between the Crowd-funding broker and resource providers. In addition, there are many
additional issues worth studying, such as resource management and task scheduling,
which will be the focus of our future work.
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Abstract. Virtual machine allocation is a core problem in cloud computing.
Most cloud computing platforms allow users to submit one requirement, which
does not satisfy the diversity of user demands and also reduces the incomes of
the platform. We propose a novel model, called multi-choice virtual machine
allocation (MCVMA) with time windows, where the users can enter and leave
the system at any time and submit multiple requirements. We design an optimal
algorithm based on dynamic programming and a heuristic algorithm based on
the resource scarcity and density for the MCVMA problem with time windows.
We experimentally analyze both algorithms in terms of social welfare, execution
time, resource utilization and users served.

Keywords: Cloud computing � Multiple requirements � Heuristic algorithm �
Online � Virtual resource allocation

1 Introduction

In recent years, the demands for cloud computing resources from businesses and
individuals have been continuously increasing. In infrastructure as a service (IaaS),
cloud providers offer easily accessible, abstracted, virtualized, and dynamically scal-
able resources that are allocated to users. For example, Microsoft Azure and Amazon
EC2 [1] assemble different types of cloud resources to create virtual machine
(VM) instances that can be supplied to users. Essentially, the cloud provider supplies
resources to the user, and for convenience, we also refer to the cloud provider as a
resource provider.

One of the major problems in cloud resource allocation is how to effectively
allocate VM instances. Zaman and Grosu [11] formulated the problem of VM allo-
cation in clouds as a combinatorial auction problem and proposed two mechanisms to
solve it. Nejad et al. [9] constructed an integer program for the VM allocation problem,
which is equivalent to the multidimensional knapsack problem, and designed a
polynomial-time approximation algorithm. When the number of resources is bounded,
Mashayekhy et al. [8] designed a polynomial time approximation scheme mechanism
for the VM allocation problem considered in [9]. Liu et al. [6] studied a novel model of
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VM allocation in heterogeneous clouds, which is a variant of the multidimensional
multiple knapsack problem. Shi et al. [10] presented an online auction framework for
dynamic VM allocation. Recently, Mashayekhy et al. [7] considered the multi-choice
reward-based scheduling problem with time windows, and designed a polynomial-time
approximation scheme.

The VM allocation problem is mostly related to the interval scheduling problem
with a resource constraint. Darmann et al. [5] designed a deterministic (1=2� �)-
approximation algorithm for the interval scheduling problem with a resource constraint,
where �[ 0. Angelelli and Filippi [3] studied the complexity of interval scheduling
with a resource constraint. Angelelli et al. [2] designed several algorithm for the
interval scheduling problem with a resource constraint, including approximation
algorithm, a column generation scheme for the exact solution, several greedy heuristics
and a restricted enumeration heuristic.

Motivated by the models in [2, 7], we consider the multi-choice virtual machine
allocation (MCVMA)with time windows, where each user can submit several alternative
requirement as in [7], and each requirement has a time window and multiple resource
requirements, generalizing the model in [2]. In Sect. 2, we describe the model of
MCVMA with time windows. In Sect. 3, we design a dynamic programming algorithm.
In Sect. 4, we propose a heuristic Algorithm based on resource scarcity and density. In
Sect. 5, we give our experimental results. We give conclusion in the last section.

2 Preliminaries

Assume that a resource provider that has a total of m types of different resources, and
the capacity of each resource is represented by the vector ~C ¼ ðc1; c2; . . .; cmÞ; each
resource unit cost is represented by the vector ~V ¼ ðv1; v2, . . .; vmÞ. A total of n users
arrive at the system to request resources at different times. Assume that user i submits
his requirements at time ti, leaving the system at di. Each user can submit multiple
requirements and the corresponding execution time and value, but only one require-
ment can be satisfied. For resource providers, the usage of resources cannot exceed the
total amount of resources at any time.

For example, for a job, the user may have a variety of considerations. One option is
to use a high-performance VM over a short time period to complete the job, and
another option is to use a general-performance VM over a long time period to complete
the job. The resource allocation model consists of two aspects. The first is resource
provider information. We denote a resource provider offering m types of resources
TP1; TP2; . . .; TPm, and the resource capacities are represented by vector ~C ¼ ðc1;
c2; . . .; cmÞ. The unit costs of the resources is defined by vector ~V ¼ ðv1; v2; . . .; vmÞ.
The second part is user information. Let U ¼ f1; 2; . . .; ng be the set of n users. The
entire time period for resource allocation and usage is ½0; T�. Assuming that user i
submits their resource requirements at time ti, the deadline for using these resources is
di, and user i can submit ki requirements, denoted by Ki ¼ f1; 2; . . .; kig. Thus, user i
submits a bundle of requirements Si ¼ ½si1; si2; . . .; sik�, where only one of the ki
requirements can be satisfied. The requirement sik, k 2 Ki can be represented by the
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vector ðsik1; . . .; sikr; . . .; sikm; eik; bikÞ0, where sikr; r 2 R represents the amount of the r-
th resource in the k-th requirement that is requested by user i, eik is the execution time
of requirement k that must be used, and bik is the user valuation of the corresponding
requirement. Because each requirement of user i has the same deadline di but has a
different execution time eik for the requirement k of user i, the latest start time of
resource allocation is di � eik, that is, the requirement should be allocated during the
window period ½ti; di � eikÞ; otherwise, it will not be allocated. The final submission
information of user i is represented by vector hi ¼ ðti; di; SiÞ.

For example, in Table 1, user 1 submits requirement 1 and requirement 2 at time 2.
Requirement 1 needs 2 units of TP1 resource, 4 units of TP2 resource, 5 units of TP3

resource, and an execution time of 20 h, and the user is willing to pay 8 for requirement
1. At the same time, user 1 also submits requirement 2, which needs 4 units of TP1

resource, 8 units of TP2 resource, 5 units of TP3 resource, and an execution time of
15 h, and the user is willing to pay 9 for requirement 2. The deadline of both
requirements is 25. There are 2 requirements for user 1, but only one requirement will
be allocated successfully. We denote h1 ¼ ðt1; d1; S1Þ; t1 ¼ 2; d1 ¼ 25; S1 ¼ ½s11; s12�;
s11 ¼ ð2; 4; 5; 20; 8Þ0; s12 ¼ ð4; 8; 5; 15; 9Þ0.

For MCVMA with time windows, the provider pursues the maximization of social
welfare, which can generate greater revenue. We introduce xikt to indicate whether the
k-th requirement of user i is allocated at time t, where xikt ¼ 1 indicates that the
requirement is allocated at time t and xikt ¼ 0 otherwise.

xikt ¼ 1; if the k-th requirement of user i is allocated at t; t 2 ½ti; di � eikÞ
0; otherwise

�
ð1Þ

We denote the total social welfare as V and formulate the MCVMA problem with
time windows as an integer program as follows:

Objective : V ¼ max½
X
i2U

Xki
k¼1

XT
t¼1
ðbik �

Xm
r¼1

sikr � vr � eikÞ � xikt� ð2Þ

Table 1. Submission requirements of user 1

Requirements Arrival time Execution time Deadline TP1 TP2 TP3 Bid

Requirement 1 2 20 25 2 4 5 8
Requirement 2 15 4 8 5 9
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Subject to :
X
i2U

Xki
k¼1

Xt�1
x¼t�eik

sikr � xikx� cr; 8r 2 R; 8t ¼ 0; 2; . . .; T � 1 ð2aÞ

Xm
r¼1

sikr � vr � eik �
XT
t¼1

xikt � bik; 8i 2 U; 8k 2 Ki ð2bÞ

Xki
k¼1

XT
t¼1

xikt � 1; 8i 2 U ð2cÞ

xikt 2 f0; 1g; 8i 2 U; 8k 2 Ki; 8t 2 ½0; TÞ ð2dÞ

where V represents the total social welfare, which is the sum of all of the selected user

requirement bids bik minus the corresponding cost
Pm
r¼1

sikr � vr. Formula (2a) indicates

that the resource allocation at any time t cannot exceed the capacity of any type of
resource. Formula (2b) indicates that the cost of each requirement of user i must be no
more than the corresponding valuation bik. Formula (2c) indicates that only one of the
requirements submitted by user i can be allocated. Without loss of generality, we
assume that each user has the same number of requirements, ki ¼ K; i 2 U. A feasible
solution of the problem is represented by a n � KT matrix ~X.

Table 2 and Fig. 1 show the results of the online multiple requirement allocation
with a resource capacity of ~C ¼ ð5; 5; 5Þ. The optimal solution is that the first user’s
requirement 1 starts at time 0, the second user’s requirement 2 starts at time 1, the third
user’s requirement 1 starts at time 4, and the fourth user’s requirement 2 starts at time
5. The final social welfare is 10 þ 6 þ 10 þ 5¼ 31.

Table 2. Multiple requirement online allocation example

User Requirements Arrival time
(ti)

Execution
time (eik)

Deadline
(di)

TP1 TP2 TP3 Bid
(bik)

User 1 Requirement 1 0 3 6 3 2 1 10
Requirement 2 3 2 4 3 9

User 2 Requirement 1 1 5 8 2 1 4 5
Requirement 2 3 2 3 2 6

User 3 Requirement 1 3 4 15 1 3 2 10
Requirement 2 7 2 1 3 9

User 4 Requirement 1 5 5 13 2 3 2 4
Requirement 2 4 3 1 2 5
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3 Dynamic Programming Algorithm

Because the system cannot predict each user’s arrival time, the optimal resource
allocation of MCVMA with time windows must occur after collecting all user
requirements. Thus, the optimal resource allocation of MCVMA with time windows is
actually static (offline), which cannot satisfy the pay-as-you-go model of users.
However, the optimal solution can be used as comparison data. We propose the optimal
resource allocation algorithm DP_Optimal_A.

The DP_Optimal_A algorithm can be designed using dynamic programming (DP).
However, the computational time increases exponentially with an increasing number of
users, resource types, and user requirements. We use DP to obtain the optimal solution
of the resource allocation problem as follows:

Initial value setting:

Uð1;C0Þ ¼ b1 ; if c0rj ¼ s1kr; j 2 ½t1; t1þ e1k � 1� ; k 2 Ki; r 2 R

�1; otherwise

�
; where;

C0 ¼

c011; c
0
12; . . .; c

0
1T

c021; c
0
22; . . .; c

0
2T

. . .. . .

c0m1; c
0
m2; . . .; c

0
mT

26664
37775

ð3Þ

Fig. 1. Online multiple requirement allocation
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Recursive relationship:

Uði;C0Þ ¼maxfUði� 1;C0Þ; max
k2Ki; t2½ti;di�eikÞ

ðUði� 1;C0 � CðikÞÞ þ bikÞg; where,

CðikÞ ¼

0 . . . sik1 . . .

0 . . . sik2 . . .

0 . . . . . . . . .

0 . . . sikm . . .

sik1 . . . 0

sik2 . . . 0

. . . . . . 0

sikm . . . 0

26664
37775; t 2 ½ti; di � eikÞ

1 . . . t . . . tþ eik � 1 . . . T � 1

ð4Þ

Uði;C0Þ denotes the maximum social welfare of a user set f1; 2; . . .ig that has been
allocated resources C0 in period T . Because of the online resource allocation, the
resource capacity C0 is a matrix that ensures that any type of resource allocation at
½0; T � 1� cannot exceed the amount. CðikÞ indicates the resource request capacity sik
and time period ½t; tþ eik � 1� that must be allocated to the k-th requirement of user i.
According to DP theory, the maximum social welfare in the case of the participation
of user i can be obtained from the maximum of either Uði� 1;C0Þ or

max
k2Ki;t2½ti;di�eikÞ

ðUði� 1;C0 � CðikÞÞ þ bikÞ.
Algorithm 1 shows the corresponding algorithm of DP_Optimal_A. In this algo-

rithm, line 1 determines the initial social welfare and resources, and lines 2–10 imple-
ment a specific DP algorithm. The final results of the algorithm indicate that the optimal
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social welfare is Usw  Uði;C0Þ and that the optimal allocation solution is X. The
algorithm can find the optimal solution, but the time complexity of the algorithm is
Oðknðc1. . .cmÞTÞ. A more efficient algorithm is needed for practical use.

4 A Heuristic Algorithm

Because the optimal algorithm DP_Optimal_A can not solve the online allocation, we
propose a heuristic algorithm for MCVMA with time windows: the MCVMA_A
algorithm. The MCVMA_A algorithm considers the allocation solution ~Xt and social
welfare Uswt at time t. Because predicting the arrival time of each user is impossible,
MCVMA_A is event driven and invoked whenever a new user submits his require-
ments or when a running user exits and releases his resources.

The MCVMA_A framework calculates the corresponding cost (lines 1–6) of all user
requirements. If any of user i’s requirements have a corresponding cost cpik that is higher
than bid bik, then this requirement should be removed from his requirements (lines 3–5)
to ensure the effectiveness of the subsequent allocation and payment algorithms.

We use the concept of resource density sorting to obtain better results using the
allocation algorithm. One of the most important parameters is the resource scarcity
hr, which represents the supply and demand of resource r at the current time t.
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ctr represents the remaining amount of the r-type resource at time t. A higher value
indicates a rarer resource. Resource scarcity is defined as follows:

ĥr ¼
P
i2U�

Pki
k¼1

sikr

ctr
; 8r 2 R; U� ¼ fijhi 2~hg ð5Þ

hr ¼ 2

1þ e�ĥr
� 1; hr 2 ð0; 1Þ ð6Þ

We introduce the resource density fik as follows:

fik ¼ bikP
r2R
ðsikrcr � hrÞ � eik

; 8i 2 U; k 2 Ki ð7Þ

where fik represents the resource density of the k-th requirement of user i. A higher
resource density value indicates that the provider tends to allocate resources to this
user.

Definition 1. Reallocation strategy. In the allocation algorithm, the resource density
will be recalculated after addressing a certain user’s allocation to obtain more
accurate results.

The OMVA_A algorithm is a heuristic algorithm, and it is invoked when a new
user arrives and submits his requirement or when an allocated user needs to release his
resource.

Step 1. Recycle the released resource at the current time to Ct! ¼ ðct1; ct2; . . .; ctmÞ;
Step 2. According to the resource density fik, sort all requirements submitted at the

current time t in non-increasing order to set D and allocate resources by the order. If
any type of resource cannot satisfy the current allocation, then the entire allocation
algorithm ends.

Step 3. During each allocation, after a certain number step of users is allocated, the
resource density of the users who are not allocated needs to be recalculated and
resorted according to the current resource capacities remaining for the subsequent
allocation. This approach can guarantee that resource providers receive greater social
welfare. The time complexity of the MCVMA_A algorithm is Oðn2k2mÞ.
Theorem 1. MCVMA_A is a feasible solution of formula (2).

Proof. The MCVMA_A algorithm code (lines 7–11) indicates that any resource can be
allocated before being consumed, which satisfies formula (2a). The code of Algorithm
2 (lines 1–6) ensures that every requirement cost for each user must be less than the
valuation bik, which satisfies formula (2b). Line 18 indicates that each user has only one
requirement to be allocated, which satisfies formula (2c). Because MCVMA_A is event

driven, the solution Xt! of each time t is satisfied by formulas (2a)–(2c). Therefore, in
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time period T , the total solution X is the union of the solutions Xt!, also satisfying
formulas (2a)–(2c). Solution ~X is a feasible solution of formula (2).
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Theorem 2. The time complexity of the MCVMA_A algorithm is Oðn2k2mÞ.
Proof. According to the MCVMA_A algorithm, it is possible that k requirements with
m resource types of n users could potentially be considered. Additionally, lines 20–24
also involve the reallocation strategy, and the worst case also needs to address n users’
k requirements; thus, the complexity of the algorithm is Oðn2k2mÞ.

5 Experimental Results

We rely on the well-studied and standardized workload DAS-2 [4] from Grid Work-
loads as the test data for simulating user requirements. DAS-2 is provided by the
Advanced School for Computing and Imaging (ASCI). The DAS-2 data set contains
user job IDs and the corresponding resource requirement information. To ensure rea-
sonable simulation data, we remove the jobs that have zero value from the data set. The
experimental platform hardware is configured as follows: Pentium G630 CPU, 4 GB of
memory, and 500 GB of storage. The experimental settings are as follows:

(1) We use every k jobs in the data set as one user’s requirements. In each job, we use
the CPU request, memory request, and storage request as three different resource
types (TP1, TP2, TP3) and the user arrival time, job start time, and job execution
time to simulate the user requirements.

(2) We randomly generate a value from 1 to 10 to simulate users’ requirement value
bik and pre-set the capacity of various types of resources in ~C and the unit price of
various types resources in ~V .

(3) We set the reallocation step to 5, 10, 50, and 100 according to the users’ number
and the capacity of resources ~C;

(4) We use IBM CPLEX12 to program the DP_Optimal_A algorithm to solve for the
optimal solution of resource allocation.

(5) We use the C++ programming language to program the MCVMA_A algorithm to
solve for a feasible solution of resource allocation.

The experimental cases are divided into small scale (cases 1–6), medium scale
(cases 7–12) and large scale (cases 13–18) based on the number of users, which can
reflect real environments. Table 3 shows the initial set of 18 cases as a prerequisite for
all subsequent experiments. Each case of experiments verifies the MCVMA_A algo-
rithm and DP_Optimal_A algorithm by setting a different number of requirements k
and reallocation step. Without loss of generality, we use CPU, memory, and storage to
represent multiple resources (TP1, TP2, TP3), and each case has the same resource
capacity (TP1: 50, TP2: 5,000, TP3: 50,000). Figures 2, 3, 4 and 5 compare the social
welfare, execution time, served users, and resource utilization of the two algorithms,
respectively.

Figure 2 compares the MCVMA_A algorithm with the optimal algorithm
DP_Optimal_A from the social welfare perspective. MCVMA_A-k or DP_Optimal_A-k
represents the result obtained by the corresponding algorithm when the user submits k
requirements. For a given capacity of resources, the number of requirements k of each
user has a significant impact on social welfare. When the user submits 20 groups
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(MCVMA_A-20, DP_Optimal-20), the resource provider will obtain a higher social
welfare than when the user submits only 5 groups (MCVMA_A-5, DP_Optimal_A-5).
The social welfare calculated by MCVMA_A has reached more than 90% of the optimal
solution. The main difference between MCVMA_A and DP_Optimal_A is that the
optimal algorithm uses the static allocation method to obtain all of the user requirements
before allocation, but the optimal algorithm does not satisfy the online model. Figure 2
(10,000 users) illustrates that DP_Optimal_A cannot obtain the optimal solution when
there is a sufficiently large number of users because the resource allocation problem is
NP-hard.

Table 3. Experiment cases of multiple requirement online allocation

Case User number (n) Requirement number (k) Reallocation (step)

1 100 5 5
2 100 5 10
3 100 5 None
4 100 20 5
5 100 20 10
6 100 20 None
7 1000 5 10
8 1000 5 50
9 1000 5 None
10 1000 20 10
11 1000 20 50
12 1000 20 None
13 10000 5 10
14 10000 5 100
15 10000 5 None
16 10000 20 10
17 10000 20 100
18 10000 20 None

Fig. 2. MCVMA_A versus DP_Optimal_A: Social welfare
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Figure 3 compares the execution times of the MCVMA_A algorithm and the
DP_Optimal_A algorithm, and it can be observed that the execution time of
MCVMA_A is considerably faster than that of DP_Optimal_A. Even when the case has
a large number of users (cases 13–18), the MCVMA_A algorithm is still able to cal-
culate a feasible solution. For cases 13–18, we can observe that step changes do not have
much impact on social welfare from Fig. 2, which shows that when the user number is
large, we can improve the value of step to significantly reduce the execution time.

Figure 4 compares the served users of the MCVMA_A algorithm and the
DP_Optimal_A algorithm. In Fig. 4(a), the served users of the two algorithms are more
than 50%, whereas in Fig. 4(b), (c), the percentage of served users has decreased,
mainly because in Fig. 4(b), (c), the resource usage time period does not increase with
the number of users, and the competition for resources has become more intense; thus,
the percentage of served users decreased.

Figure 5 compares the resource utilization of the MCVMA_A algorithm and the
DP_Optimal_A algorithm. The utilization of resources under the online model is
defined as (The allocated resource usage time/Total resource availability time).
Because the online allocation is difficult and exhausts all the resources at the same time,

Fig. 3. MCVMA_A versus DP_Optimal_A: Execution time

Fig. 4. MCVMA_A versus DP_Optimal_A: Served users
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the resource utilization is not high. However, we can also observe that MCVMA_A
resource utilization can achieve approximately 60% of the optimal solution in most of
the cases.

The experimental results show that the MCVMA_A algorithm can solve the
problem of online multiple requirement, multiple resource allocation and pricing, and
that it has advantages in terms of execution time and revenue.

Fig. 5. MCVMA_A versus DP_Optimal_A: Resource utilization
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6 Conclusion

We have presented two algorithms for the MCVMA problem with time windows. It is
challenging and interesting to design a strategy-proof mechanism for the MCVMA
problem with time windows as in [6–9].
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Abstract. As user-generated reviews from Location Based Social Networks
(LBSNs) are becoming increasingly pervasive, exploiting sentiment analysis
based on user’s textual reviews for location recommendation has become a
popular approach due to its explainable property and high prediction accuracy.
However, the inherent limitations of existing methods make it difficult to discover
what aspects that a user cared most about when visiting a location. In this study,
we propose a fine-gained location recommendation model by jointly exploiting
user’s textual reviews and ratings from LBSNs, which considers not only the
direct rating that a user would score on a location but also the compatibility
between user’s interested features and location’s high-quality features. Specifi-
cally, the proposed recommendation model consists of three steps: (1) extracting
feature-sentiment pairs from user’s textual reviews; (2) learning to rank features
using an Elo-based scheme; (3) making fine-gained location recommendation.
Experiment results demonstrate that our proposed model can improve the rec-
ommendation performance compared with several state-of-the-art methods.

Keywords: Fine-gained location recommendation � User reviews �
Sentiment analysis � LBSNs

1 Introduction

Numerous location recommendation models leveraging user’s check-in records have
been proposed over recent years with the rapid development of LBSNs. Among these
recommendation models, collaborative filtering (CF) models and latent factor models
are widely used, due to their good performance in providing personalized recom-
mendation based on the wisdom of the crowds. However, existing CF models [9, 19]
and latent factor models [13, 21] mainly focused on modelling the relations between
user and location from user’s check-in records, which cannot infer the actual rationale
of the rating. For example, in the catering domain, a user may give a 5-star rating for
taste, while another user may give the same rating but for the price. Since CF models
and latent factor models lack such fine-grained analysis, they may fail to accurately
model a target user’s preference towards different aspects of a location.
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Recently, exploiting user’s textual reviews for location recommendation has become
a popular approach, since user’s reviews offer the underlying reasons for the rating by
discussing some specific aspects of the location. A few studies [2, 5–7, 15, 17, 23–25]
have been proposed to enhance the interpretability of recommendation models by
exploiting user-generated reviews. For example, the studies [7, 15, 17, 25] model users’
rating behavior at the word level, which can uncover the latent topics employ in user’s
reviews. However, the recommendation process of these methods are non-transparent
and the recommendation results are not explainable, as a topic may contain different
aspects of a location and a user could express different opinions for various aspects in the
same topic.

To improve the transparency of recommendation results, recent studies [2, 6, 23, 24]
perform phrase-level sentiment analysis to discover user’s opinion towards different
aspects of a location. For instance, if a user visits a restaurant, and writes the review “the
taste is perfect, but the price is a bit expensive!”, the methods proposed in [2, 6, 23] can
capture the feature-sentiment pairs like <taste; +1> and <price; −1>, which could
provide finer-grained preference analysis of users, and make more accurate recom-
mendation. Despite these methods achieve considerable performance improvement,
they still suffer two limitations: (1) they cannot discover what aspects that a user cared
most about when visiting a location; (2) they cannot distinguish what features of a
location that are most valuable or least valuable to users, such kind of information is
important for businesses to enhance user’s experience.

In this paper, we propose a fine-gained location recommendation model by
exploiting user’s ratings along with textual reviews by the following three steps:
(1) extracting aspect-sentiment pairs from user’s textual reviews. Instead of modeling
reviews at the word or topic level, we propose to model reviews in the aspect level with
a few aspect-sentiment pairs; (2) learning to rank aspects using an Elo-based scheme.
Given the aspect-sentiment pairs extracted from reviews, we utilize an Elo-based
scheme to learn to rank user preferences over various aspects of a location; (3) making
fine-gained location recommendation. We assume that a user’s decision about whether
or not to visit a location is based on several important aspects to him or her, rather than
considering all hundreds of possible aspects.

The remainder of the paper is organized as follows. We first review related work in
Sect. 2. Section 3 describes the overview of the proposed fine-gained recommendation
model. Section 4 describes the proposed Elo-based method for learning to rank aspects.
Then, we detail the fine-gained recommendation model in Sect. 5. Section 6 reports
and discusses the experimental results. Finally, we present our conclusion and future
work in Sect. 7.

2 Related Work

Existing studies on location recommendation based on sentiment analysis of textual
reviews can be divided into word-level method and aspect-level method.
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2.1 World-Level Method

Word-level method takes a review or a sentence as a whole, and analyses its sentiment
directly. The work in [5] utilized a graph based recommendation framework to rec-
oncile the tip and review information. In [17], the author proposed a hybrid preference
model to unify user’s preference by combining the preference extracted from user’s
check-ins and text-based tips. The work in [15] integrated location reviews into matrix
factorization-based Bayesian personalized ranking for alleviating the cold-start problem
in top-k location recommendation. For alleviating the sparsity problem, [26] utilized
deep cooperative neural networks to learn location properties and user behaviors from
online location reviews. In [25], the author proposed a bootstrapping approach to
extract location adopters from review text. The work in [8] integrated ratings, reviews,
user similarity and item similarity for location recommendation by combining matrix
factorization with latent dirichlet allocation. TopicMF [1] jointly considered the ratings
and accompanied review texts for location recommendation. The work in [7] integrated
reviews into matrix factorization for location recommendation based Bayesian per-
sonalized ranking.

These methods mentioned above have made great efforts to fuse user’s review
information in location recommendation. However, these methods are lack of
explainability by modeling user’s sentiment in word-level, thus cannot obtain user’s
attitudes towards the specific aspect of a location.

2.2 Aspect-Level Method

Aspect-level method aims to discover user’s opinion towards different aspects of a
location. For example, EFM [24] first extracted explicit location aspects and user
opinions by phrase-level sentiment analysis on user reviews, then made recommen-
dation according to the specific location features to the user’s interests and the hidden
features learned. The work in [2] proposed a recommendation ranking strategy that
combines similarity and sentiment to recommend locations according to user’s opinion.
In [6], the author modeled the user-location-aspect ternary relation as a heterogeneous
tripartite graph, then regarded the recommendation task as a vertex ranking problem in
the tripartite graph. The work in [23] incorporated textual reviews for recommendation
through phrase-level sentiment analysis.

Through these aspect-level methods can generate _ne-grained location aspects
extraction, the simple matrix factorization approach to optimize RMSE as a rating-
based task fails to distinguish user’s aspect-level preference of different locations. In
addition, the complicated optimization algorithms to fuse the heterogeneous sources
may cause greater errors.

Our proposed approach differs from the above-mentioned studies in the following
two aspects: (1) we propose a simple and straightforward method to infer the aspects of
a location that are most interesting to users and a location’s high-quality aspects based
on aspect-level sentiment analysis; (2) we make fine-gained location recommendation
by jointly considering the direct rating that a user would score on a location and the
compatibility between a user’s interested aspects and a location’s high-quality aspects.
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3 Overview of Fine-Gained Location Recommendation

3.1 Preliminary

For ease of the following presentation, we define the key data structures and notations
used in the proposed method.

Definition 1 (Aspect). An aspect a is an attribute or feature of a location, e.g., “ser-
vice”, “price”, “environment” and “taste” for a restaurant.

Definition 2 (Aspect-Sentiment Pair). An aspect-sentiment pair is defined as a
tuple <a, o>, where a is an aspect and o is the sentiment orientation towards the aspect.
For example, for the piece of review ‘the service is perfect, but the taste is terrible!’,
“the extracted aspect-sentiment phases are <service, +1> and <taste, −1>”.

Definition 3 (Location-Aspect Relation). The relation strength between location pj
and feature ak denotes as wðjkÞ, which indicates the opinion of most users to aspect ak of
location pj.

3.2 Recommendation Framework

Our proposed model produces top-k recommended locations by three phases: (1) ex-
tracting aspect-sentiment pairs from user’s textual reviews; (2) learning to rank aspects
based on aspect-sentiment Pairs; (3) making fine-gained location recommendation.

3.2.1 Extracting Aspect-Sentiment Pairs from User’s Textual Reviews
As our focus is to learn to rank aspects for identifying what aspects users cared most
about when they visit a location, we do not contribute to extract aspect-sentiment pairs
from user’s reviews, but instead exploit ASUM model [10] due to its high accuracy.
For a given piece of review, we generate a set of aspect-sentiment pairs (A, O) using
ASUM model to represent this review, where O is assigned as 1 or −1 according to the
sentiment polarity that the user expressed on this aspect.

We collect a real-world dataset by crawling user’s textual reviews about 2700
stores from Dianping site, which consists of multiple categories that matches with our
research tasks (more details of this dataset are shown in Table 3). To verify the
hypothesis that users usually care about different aspects for various locations, we
select the most popular aspects in each category according to the frequencies they are
mentioned in the textual reviews. In this dataset, we select top-10 most cared aspects
for empirical analysis, as shown in Table 1. Based on simple observations we can find
that:

– On pairwise level, all the six categories contain only two common aspects, and the
others have at most four common aspects or no intersection at all.

– Among all these 36 mentioned aspects, only three appear in more than three
categories.
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These observations imply that user’s interests may vary with the categories, which
is an important motivation for us to model user’s preferences with the discrimination of
different categories.

3.2.2 Learning to Rank Aspects Using Aspect-Sentiment Pairs
This step aims to discover the most interesting aspects of a location to most users and
model a user’s interests in different aspects of a location. Firstly, we extract pairwise
preferences of aspects from the generated aspect-sentiment pairs. Then we utilize an
Elo rating-based method [18] to learn to rank aspects. (Details of the method will be
introduced in Sect. 4)

3.2.3 Making Fine-Gained Location Recommendation
After learning to rank aspects for users and locations, we combine both the direct rating
and the ranked aspects to generate top-k recommendation. Specifically, we consider
two issues when making recommendation: (1) the direct rating that a user would score
on a location and (2) the matching degree between a user’s interested aspects and a
location’s high-quality aspects. (Details of the method for making top-k recommenda-
tion will be introduced in Sect. 5)

4 Learning to Rank Aspects Using Aspect-Sentiment Pairs

In this section, we first present the problem statement of learning to rank aspects from
user’s textual reviews. Then we detail the proposed solution, an Elo rating-based
method for ranking aspects of a location based on the extracted aspect-sentiment pairs.
Ranking aspects for a user can be designed accordingly based on aspect-sentiment pairs.

Problem Statement. Let As = {a1,a2, … a|As|} denote a finite aspect set of location p,
(Ap, Op) denote a set of aspect-sentiment pairs extracted from the textual reviews of p,
the problem is ranking aspects according to the relation strength between aspect ai 2
Ap and location p.

Table 1. The top-10 most cared aspects of different categories.

Restaurant Fashion Kid store Leisure Education Jewelery

‘service’ ‘service’ ‘prices’ ‘massage’ ‘course’ ‘prices’
‘taste’ ‘prices’ ‘style’ ‘service’ ‘Classroom’ ‘service’
‘price’ ‘quality’ ‘clothes’ ‘price’ ‘prices’ ‘workmanship’
‘dinner’ ‘clothes’ ‘discount’ ‘health’ ‘profession’ ‘style’
‘clean’ ‘material’ ‘fabric’ ‘environment’ ‘environment’ ‘staff’
‘Dessert’ ‘environment’ ‘branch’ ‘staff’ ‘service’ ‘environment’
‘staff’ ‘collocation’ ‘service’ ‘decoration’ ‘discount’ ‘promotion’
‘treat’ ‘staff’ ‘environment’ ‘promotion’ ‘atmosphere’ ‘discount’
‘brunch’ ‘custom’ ‘packing’ ‘transportation’ ‘custom’ ‘after-sale’
‘decoration’ ‘temperament’ ‘gift’ ‘skill’ ‘coffee’ ‘brand’
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Problem Solution. Our solution for this problem consists of two phases:

(1) Extract pairwise preference of aspects: Given two aspects ai; aj 2 Ap, a pairwise
preference is extracted as a response from user’s textual reviews. Either ai is
preferred to aj (denoted ai � aj) or the other way around. Note pairwise prefer-
ence labels may be non-transitive (due to irrationality or different personal pref-
erence), which means ai � ak and ak � aj cannot deduce ai � aj.

(2) Estimate relation strength of aspects based on pairwise preferences: We utilize a
linear score function based on Elo rating-based scheme to estimate relation
strength of aspects. More exactly, the Elo rating-based scheme is shown in
Algorithm 1. First, as shown in Line 2, we calculate the winning expectation of
aspects according to pairwise preference. Then, as depicted in Line 3, we update
the Elo point of aspects according to their winning expectation. Finally, we utilize
the ultimate Elo points as aspect’s relation strength.

Algorithm 1. The Elo rating -based scheme for estimating relation strength 
Require: 1) Location aspects ; 2) Pairwise preferences:

3) The starting Elo points of aspects: 
parameters: 

Ensure: Relation strength of aspects:
1: for each pairwise preference do
2: Calculate winning expectation of 

3: Update the Elo point of 

4: end for
5: return The ultimate Elo rating:

5 Making Fine-Gained Location Recommendation

We make fine-gained location recommendation by jointly considering the direct rating
that a user would score on a location and the matching degree between a user’s
interested aspects and a location’s high-quality aspects.

5.1 Estimating the Direct User-Location Rating

Formally, let M be the number of users and N the number of locations, the rating
database is denoted as a N �M rating matrix R, each row of R represents a user, each
column of R represents a location, each element rij of R represents the rating of user
i towards location j. Traditionally, the Regularized Singular Value Decomposition [14]
model is employed to predict missing values. The basic idea is using low-rank matrix
factorization approach seeks to approximate the rating matrix R by a multiplication
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of f-rank factors R = UTV, where U 2 Rf�M and V 2 Rf�N . The objective function is
equivalent to minimize the sum of squared errors with quadratic regularization terms as
follows:

L ¼ min
U;V

1
2

XM
i¼1

XN

j¼1
cij rij � uTi vj
� �2 þ k1

2
Uk k2F þ Vk k2F

� �
ð1Þ

where ui and vj are column vectors with f values, cij is the indicator function that is
equal to 1 if user i rated location j and equal to 0 otherwise, ku, kv represent the
regularization parameters, and �k kF is the Frobenius norm of matrices.

However, matrix factorization methods are not capable of computing meaningful
recommendations for entirely new users and locations. To tackle such cases, we utilize
K-Nearest-Neighbor (KNN) mapping to estimate latent factors of entirely new users
and locations based on additional review information. The general form of rating
estimation by mapping from location aspects to factors is (the mapping method for
users can be designed accordingly):

Rrating
ij ¼

Xf

h¼1

uih/hðAjÞ ð2Þ

where /h: R
n 7!R denotes the function that maps the location aspects of j to the factor

with index h.
We utilize kNN regression to map the aspect space to the factor space for each

factor. Let Nk denotes the k nearest neighbors in terms of pearson coefficient of location
features, then the factor can be estimated by:

/h Aj
� � ¼

P
j2NkðiÞ sim Ai;Aj

� � � vijP
j2NkðiÞ simðAi;AjÞ ð3Þ

where simðAi;AjÞ is the feature similarity of location and calculated by pearson
coefficient:

sim x; yð Þ ¼ \x� �x; y� �y[
x� �xk k y� �yk k ð4Þ

The intuition on how to map location aspects to factors can be explained by the
following example:

Example 1: Suppose the rating matrix consists of three users and three locations, we
train a matrix factorization model with f = 2 yields two matrices consisting of the user
and location factor vectors, respectively:

U ¼
0:34 0:95
1:27 0:78
0:74 1:35

2
4

3
5V ¼

? ?
0:93 0:18
0:84 1:42
0:35 1:08

2
64

3
75 ð5Þ
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Every row in U corresponds to one user, each row in V corresponds to exactly one
location. Suppose that the first location has not yet been rated by the three users, so row
1 in V does not contain any meaningful values. The Elo points based on aspect-
sentiment pairs of the locations are shown in Table 2, then we can utilize KNN to
estimate the factors of the first location (1-NN):

v1 ¼ / A1ð Þ ¼ 0:93 � v21
0:93

;
0:93 � v22

0:93

� �
¼ ½0:93; 0:18� ð6Þ

5.2 Estimating the Aspect Rating

To evaluate the aspect rating by considering the consistency between a user’s favored
features and a location’s aspects. We first estimate location’s quality on different
aspects. Let sij denotes the Elo score of location pi’s feature j based on aspect-sentiment
pairs, cij denotes the number of times that aspect j mentioned in all the reviews of
location pi, then we estimate the quality of aspect j for location pi by:

qij ¼ 1
1þ e�sijcij

ð7Þ

We assume that a user’s decision about whether or not to visit a location is based on
several important aspects to him or her, rather than considering all hundreds of possible
aspects. For a given user-location pair (i, j), we could select ui’s favored aspects
according to Eq. 7. Let MAXj = {ind1, ind2, …, indk} denotes the k largest aspect’s
relation strength in Aj, we estimate a user’s aspect rating for a location as

Rfeature
ij ¼

X
l2MAXj

sjl � qjl ð8Þ

After estimating Rrating
ij and Rfeature

ij , we calculate the final recommendation score of
location j for user i by linear integration:

R̂ij ¼ aRrating
ij þð1� aÞRfeature

ij ð9Þ

Table 2. The Elo points of location features

Feature ‘Service’ ‘Price’ ‘Environment’ ‘Staff’

P1 845.7 974.1 1097.2 647.6
P2 945.9 942.8 1217.3 748.5
P3 1125.6 910.5 1457.5 1248.2
P4 1324.8 859.4 1218.6 1179.5
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where a is a scale parameter that controls the tradeoff between aspect-based score and
direct user-location ratings. Note that we firstly normalize Rrating

ij and Rfeature
ij to be a

value in (0, 1) in our experiment before calculate the final recommendation score.

6 Experiment Evaluation

In this section, we conduct extensive experiments to evaluate the performance of the
proposed recommendation model. We first describe the settings of experiments
including data sets, comparative methods and evaluation metric in Sect. 6.1. Then, we
report and discuss the experimental results in Sect. 6.2

6.1 Experimental Settings

6.1.1 Datasets
Dianping1 is China’s largest location review site (similar to Yelp2) where users can
freely rate locations and write their textual reviews. We crawl ratings and textual
reviews about more than 2,700 locations from Dianping site. We pre-process these
reviews by removing web URLs and non-Chinese words, and utilize ICTCLAS [20]
for parsing and stemming. After pre-processing, this data set consists of 746,623
reviews and the density is 0.76%, as shown in Table 3. The sentiment seed words of
ASUM model should not be aspect-specific evaluative words because they are assumed
to be unknown. In this experiment, we use two sets of sentiment seed words to extract
aspect-sentiment pairs of user’s review: HowNet [3] and NTUSD [12].

6.1.2 Evaluated Techniques
We compare the proposed recommendation model with the following state-of-the-art
competitors for evaluation:

Table 3. Statistics of location’s reviews (#Avg P, i.e., average reviews per location; #Avg U,
i.e., average reviews per user)

# of reviews # of locations # Avg P # of users # Avg U

Restaurant 508872 932 546 15321 33
Fashion 124369 763 163 8752 14
Kid store 72708 498 146 6619 11
Leisure 27244 278 98 3063 8
Education 11264 176 64 2105 5
Jewelry 2166 57 38 490 4

1 http://www.dianping.com/.
2 https://www.yelp.com/.
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– Biased MF: the method extends the basis matrix factorization (as shown in Eq. 1)
by considering the biases and the objective function is as follows:

L ¼min
U;V

1
2

XM
i¼1

XN

j¼1
cij rij � uTi vj
� �2 þ k1

2
Uk k2F þ Vk k2F

� �

þ k2
2

Uk k2bF þ Vk k2bF
� � ð10Þ

where Ub and Vb are the user bias and location bias respectively.
– SVD++: this method [11] extends two collaborating filtering models (e.g., latent

factor models and neighborhood models) by exploiting both explicit and implicit
feedback of the users.

– ORec: this method [22] generates location recommendation by two steps: (1) de-
velop a supervised aspect-dependent approach to detect the polarity of a review, and
(2) devise a unified recommendation framework to fuse review polarities with social
links and geographical information.

– AspectRec: this method [16] generates location recommendation by two steps:
(1) In offline phase, extracting the important aspects from each review along with
their polarity weight to generate aspect summarization; (2) In online phase, using an
user-based collaborative filtering technique to make recommendation.

– TriRank: this method [6] builds a user-item-aspect ternary relation by jointly
considering users’ ratings and affiliated reviews, and models the user-location-
aspect ternary relation as a heterogeneous tripartite graph then casts the recom-
mendation task as one of vertex ranking.

– TopicMF: this method [1] extends the basic matrix factorization model by
simultaneously considering the ratings and accompanied review texts of users.

6.1.3 Evaluation Metric
Following the work in [4], we employ two standard metrics (i.e., precision and recall)
in top-K recommendation for evaluation, which are defined as:

Precision@k ¼ Prec \Pactualj j
K

Recall@k ¼ Prec \Pactualj j
Pactualj j

ð11Þ

where Prec is a top-K recommendation list sorted in descending order of prediction
values, Pactual are the locations a user has visited in the testing dataset.

We randomly divided the dataset into 80% for training and the rest 20% for testing.
We set k1 = 0.005 and k2 = 0.005 for Biased MF. As for the hyper parameters of
ASUM model, following existing work [10], we empirically set / = 0 for the negative
seed words and 0.001 for all the other words. Similarly, for negative aspect-sentiment,
we set / = 0 for the positive seed words and 0.001 for all the other words.
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6.2 Experimental Results

We conduct two groups of experiments and report their performance with the well-
tuned parameters. The first group is to evaluate the recommendation performance for
all users while the second group is to evaluate the recommendation performance for
cold-start users. For the two groups of experiments, we show only the performance
where the number (K) of recommendation results is in the range [1…30], because a
greater value of K is usually ignored for a top-k recommendation task.

6.2.1 Impact of Model Parameters
Tuning model parameters, such as the number of aspects per sentiment and the
weighting factor a, are critical to the recommendation performance of jointly utilizing
rating and reviews. We first fix the weighting factor a = 0.0 and find that the optimal
value for the number of aspects per sentiment (#Aspects) for each category of locations.
Our goal is to investigate the performance of the proposed recommendation model when
#Aspects increases from 10 to the maximum possible value 100. As for the weighting
factor a, grid search and five-fold cross-validation are used for parameter tuning.

The results are shown in Tables 4 and 5 respectively, and larger #Aspects would
lead to significant bias for all kinds of locations. From the two tables, we observe:
(1) the best performance for different categories is achieved with different number of

Table 4. Precision@k with different number of aspects per sentiment (k = 10, # of avgA
denotes the number of aspects per sentiment

Category # of avgA

10 20 30 40 50 60 70 80 90 100

Restaurant 0.108 0.127 0.144 0.178 0.186 0.197 0.203 0.19 0.183 0.176
Fashion 0.095 0.121 0.135 0.143 0.149 0.153 0.137 0.126 0.119 0.112
Kid store 0.107 0.122 0.147 0.162 0.173 0.163 0.157 0.143 0.135 0.121
Leisure 0.095 0.117 0.137 0.148 0.139 0.132 0.125 0.118 0.113 0.105
Education 0.103 0.128 0.142 0.163 0.154 0.146 0.139 0.132 0.125 0.118
Jewelry 0.089 0.113 0.139 0.132 0.128 0.124 0.117 0.112 0.105 0.093

Table 5. Recall@k with different number of aspects per sentiment (k = 10, # of avgA denotes
the number of aspects per sentiment

Category # of avgA

10 20 30 40 50 60 70 80 90 100

Restaurant 0.101 0.164 0.203 0.225 0.244 0.269 0.281 0.273 0.261 0.253
Fashion 0.088 0.137 0.173 0.208 0.241 0.275 0.243 0.232 0.221 0.202
Kid store 0.118 0.146 0.187 0.226 0.253 0.238 0.225 0.207 0.189 0.162
Leisure 0.103 0.156 0.178 0.209 0.192 0.184 0.175 0.169 0.162 0.153
Education 0.115 0.147 0.172 0.194 0.186 0.178 0.173 0.164 0.157 0.152
Jewelry 0.094 0.142 0.183 0.174 0.166 0.159 0.153 0.148 0.144 0.139

206 Y. Chen et al.



aspects per sentiment. In general, the optimal value of aspects per sentiment for dif-
ferent categories have a correlation with the number of reviews: the more the reviews,
the larger the optimal value of aspects per sentiment. For instance, the optimal value of
aspects per sentiment is 70 for Restaurant, while 40 for Education. These observations
confirm our hypothesis in Sect. 5 that when making decisions, users usually care about
several key aspects, and taking too many features into consideration could introduce
noise into the models.

6.2.2 Recommendation Effectiveness for All Users
Figure 1a and b report the precision and recall of the recommendation algorithms for
all users. we observe: (1) the Precision@k of all recommendation methods increase as
the length of recommendation results increases, since increasing the number of rec-
ommendation results makes the data denser thus leading to better recommendation;
(2) Our proposed method performs better than other baseline models (Biased MF, SVD
++, AspectRec, ORec, TopicMF and TriRank) significantly, showing the advantages of
jointly considering user’s ratings and textual reviews for learning user’s fine-gained
preference. For example, the Recall@k of our method is about 17.62% when k = 10,
and the performance is improved by 38.6% and 25.62% compare with ORec and
TriRank respectively; (3) the recommendation methods (TopicMF, TriRank and our
method) jointly utilize user’s ratings and reviews achieve better performance than
merely utilizing ratings (Bised MF and SVD++) or textual reviews (AspectRec and
ORec). For instance, the Precision@10 of TriRank is about 22.6%, while 19.8% for
ORec and 16.7% for Biased MF.

To further investigate the recommendation performance for different kinds of
locations, we report the Precision@10 and Recall@10 of all recommendation models
for the six kinds of locations in Figs. 2 and 3. From the two figures, we observe the
proposed method achieves the best recommendation performance in terms of all
location categories, showing again the advantage of learning user’s preference by
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Fig. 1. Top-k recommendation performance for all users
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jointly considering their ratings and reviews. In addition, our method also outperforms
other methods (TopicMF and TriRank) that utilizes both ratings and reviews, showing
users usually care about several key aspects when making decisions, and taking too
many features into consideration could introduce noise into the models.

6.2.3 Recommendation Effectiveness for Cold-Start Users
To investigate the advantage of jointly considering user’s ratings and reviews for
location recommendation, we compare the recommendation performance of different
algorithms for “cold-start” users in Fig. 4. In this experiment, we regard users whose
location ratings or reviews are less than 5 as “cold-start” users. From Fig. 4a and b, we
observe: (1) the performance of different recommendation algorithms for cold-start
users degrades significantly compares to all users, showing data sparsity caused by few
ratings or reviews bring serious challenge for location recommendation. For instance,
the Recall@10 of SVD++ for “cold-start” users drops 10.05% compare with all users;
(2) the proposed method performs much better than baseline methods (i.e., Biased MF,
SVD++, AspectRec, ORec, TopicMF and TriRank), showing the advantage of the
proposed method by jointly considering user’s ratings and reviews.
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Fig. 2. Precision@10 of different location categories for all users
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Fig. 3. Recall@10 of different location categories for all users

208 Y. Chen et al.



We also report the top-10 recommendation performance of different location cat-
egories for “cold-start” users in Figs. 5 and 6. The results suggest that, users usually
care about several key aspects of locations when making decisions. We further observe
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Fig. 4. Top-k recommendation performance for cold-start users
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the performance improvement of our method for different location categories are
positively related to the number of location reviews. More exactly, the Recall@10 of
our method for Kids store is 10.08%, while 5.8% for Biased MF, 7.3% for SVD++,
7.87% for AspectRec, 7.48% for ORec, 8.37% for TopicMF and 8.42% for TriRank.

7 Conclusions and Future Work

In this paper, we propose a fine-gained location recommendation model by jointly
considering the direct rating that a user would score on a location and the matching
degree between a user’s interested aspects and a location’s high-quality aspects. The
proposed recommendation model provides users with more transparency into the
recommender system behavior and affords user interaction to further improve recom-
mendations. More exactly, the fine-gained recommendation model first extracts aspect-
sentiment pairs from user’s textual reviews using ASUM model, then ranks aspects of a
location based on Elo-based method. The proposed recommendation model achieves
state-of-the-art performance over a real-world dataset, showing users usually care about
several key aspects when visiting a location.

As future work, we plan to facilitate more valuable services (such as automated
defect discovery from location’s textual reviews) based on the proposed learning to
rank methods.
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Abstract. The origin-destination (OD) demand is a critical information source
used in the traffic strategic planning and management. The Radio Frequency
Identification (RFID) is an advanced technique to collect traffic data. In this
paper, daily origin-destination trips were inferred from the RFID data. Locations
of RFID readers are considered as the origins and destinations. However, the
sparseness of RFID data leads uncertainty to the destination of trip. To handle
this problem, an approach was proposed to estimate the OD matrix. At first, the
driving time of trip-legs in all trajectories are calculated by the driving time of
taxis, which can be distinguished from the RFID data. And then, the stay, the
last pass-by RFID reader of a trip, is inferred based on the calculated driving
time. Finally, we extracted daily origin-destination trips for all vehicles. Using
the proposed method, a case study was developed employing the real-world data
collected in Chongqing, China, which demonstrated the effectiveness of our
proposed approach.

Keywords: RFID data � OD matrix � Trip generation � Data mining

1 Introduction

One of the critical input information used in the strategic planning and management of
road network is the pattern of trip making of travelers in the city [1]. This trip pattern is
typically represented by an origin-destination (OD) matrix where the individual cells
indicate the number of trips between a given origin and destination that begin during a
given time period. The OD matrix not only represents the demand for trips in the city,
but also reflects the spatial distribution of traffic flow in the network. It can be used to
plan traffic routes [2, 3], discovery regular commuting patterns [4], and analyze land
use properties [5, 6]. An accurate calculation of OD matrices could help us understand
the use of space and the mobility of the city.

The origin-destination estimation has been studied for many years. The recent
development in the technologies of intelligent transportation systems (ITS) has created
an opportunity for rectifying some of the problems in trip pattern identification. For
example, the automatic vehicle identification (AVI) technologies, including license
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plate-based AVI and the radio frequency identification (RFID), have been studied
extensively in recent years. The license plate-based AVI system recognizes and extracts
the vehicle license plate from the video when vehicles drive through the detection point
equipped with camera. It is convenient and efficient to obtain traffic data. But the
influence of lightness and rainy weather limits the accuracy of the detected traffic
information.

RFID uses electromagnetic fields to automatically identify and track tags attached
to objects, and obtain information stored in tags [7]. It has been widely exploited in the
field of intelligent transportation. A radio-frequency identification system usually
consists of three parts: tags, readers and information center. Tag containing information
such as license plate, vehicle type is attached to vehicle. When a RFID tag-attached
vehicle passes by readers installed along the road links, the time and information of
vehicle are collected by system. Therefore, data is not recorded continuously, and it is
sparse in spatial and temporal scale. Compared with license plate-based AVI, the
information from RFID systems is more accurate, and less influenced by the weather
and environment. This new technique is deployed in some cities in China, like
Chongqing, Nanjing, to collect traffic data. Therefore, the daily OD matrix can be
derived by matching the vehicle information at origins, destinations.

RFID systems monitor the movements of almost all vehicles in a city. It can
provide accurate traffic statistics, flow volume between each reader could be easy to
calculate. While RFID data is not recorded continuously as traditional GPS data, the
data is recorded only when vehicles pass through RFID readers. The activities of
vehicles between readers are uncertain, and the stops of trips are unsure.

The focus of this paper is the use of data from RFID systems to help estimate daily
OD matrix in an urban environment. In this regard, our major challenge is to deal with
the uncertainties caused by the sparsity. The rest of this paper is organized as follows:
Sect. 2 reviews related work of OD matrix estimation. Section 3 details the method-
ology to estimate OD matrix using RFID data. In Sect. 4, we give a description of the
case study area and data, and provide discussion of results. Section 5 presents the
conclusions and the further research.

2 Related Work

Because of the large number of vehicles and the complexity of urban traffic, directly
measuring OD matrices is impossible. To solve this problem, researchers have devised
lots of approaches and models for estimating these matrices. According to the methods
of data collection, there are mainly four categories of methods to estimate OD matrix:
estimate from the survey, estimate from road traffic counts, estimate from traffic tra-
jectory data and estimate from AVI. Traditionally, transportation engineers use
household questionnaires or census and road surveys to develop methodologies for OD
matrix estimation [8]. The survey is labor intensive and time consuming. Data com-
pilation is complicated and prone to error, and the obtained data is not reliable.

Methods based on traffic volumes estimate OD matrix using road traffic counts
derived from sensors such as loop detectors and radar. Estimation techniques or models
such as maximum likelihood, generalized least squares, maximal entropy and
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optimization are employed with traffic assignment matrix [9], which is a prior
knowledge of a link choice proportion matrix. Their accuracies are, however, limited
by the fact the traffic assignment matrix or a prior OD matrix is difficult to obtain.

With the wide deployment of GPS devices, digital cameras, smart cards and mobile
phone, unprecedented footprint information can be collected and accessed. Trajectories
of people and vehicles can be extracted from their digitized footprints. These trajec-
tories are viewed as the representative of urban traffic, and serve as important data
sources for calculating trip patterns in urban. Lu et al. [10] presented a visual system to
explore OD patterns of interested regions based on taxi trajectories. Demissie et al. [11]
used mobile phone data to estimate the origin-destination flows between districts of
Senegal. Alexander et al. [12] estimated average daily origin-destination trips using call
detail records (CDRs) data from millions of anonymized users. Alsger et al. [13]
validated and improved the existing O-D estimation method using the unique smart
card fare data of the South-East Queensland public transport network which includes
data on both boarding stops and alighting stops. While these data only encompasses the
movements of sampled vehicles in a city, just taxis, buses or floating cars.

The aforementioned Methods are generally based on the conventional data col-
lection techniques. License-plate based AVI systems and RFID based systems are the
new techniques for collecting traffic data. Dixon and Rilett [1] employed license-plate
based AVI data to calculate the traffic assignment matrix and the prior OD matrix
which were used to estimate freeway ramp-ramp OD flow. Feng et al. [14] extracted
OD flow from the reconstructed trajectories which were constructed using license plate
recognition data and traditional detection data with particle filter. Guo et al. [15]
derived the preliminary OD matrix and dynamic assignment matrix from RFID data by
matching the data collected in origins and destinations along the road links. But the
uncertainties of the sparseness data are not considered in their work.

3 Methodology

Before introducing the methodology, some definitions are given.

Definition 1: Trajectory. A vehicle trajectory Tri is a sequence of time-ordered spatial
readers, Tri : ðr1; t1Þ ! ðr2; t2Þ ! � � � ! ðrn; tnÞ, where vi is the EID (unique identifi-
cation of the vehicle) of vehicle, tn is the time vehicle vi passes by the reader rn, each
reader has a geospatial coordinate c.

Definition 2: Trip-leg. A trip-leg lmn is a pair of readers ðrm; rnÞ in Trajectory, having a
lmn:dist, where Dist is a function calculating the road network distance between two
points. And denote the trip-leg lmn in Tri as limn, the travel time timn is calculated based
on Eq. 2.

lmn:dist ¼ Dist rm:c; rn:cð Þ; ð1Þ

timn ¼ tn � tm: ð2Þ
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The idea of our method is very simple. Trip is a unidirectional movement from a
reader of origin to a reader of destination. RFID readers are taken as origins and
destinations of vehicles. The trajectory of a vehicle is comprised of trips (at least one
trip). Because of the uncertainties caused by data, the stay of vehicles can not directly
obtain. But it can be estimated by calculating the driving time of trip-legs. The pro-
posed methodology for identifying the daily OD matrix is a three-step process: trip-leg
driving time calculation, stay estimation and trip extraction.

3.1 Trip-Leg Driving Time Calculation

The driving time of a road segment is affected by many factors, such as weather, road
conditions, traffic volume, and time in a day. Vehicles are driving slowly in the
morning and evening rush hour, and traffic jams may even occur. Intuitively, taxis
always roam around the city, looking for guests and providing services. Though the
taxis on a road segment may be quite different from the entire set of vehicle, their travel
speed could be similar [16]. Given this, we can infer the driving time based on the
sampled traffic data.

To address this issue, we split the trajectories of all vehicles, and eventually obtain
138612 trip-legs. At the same time, we calculate the travel time for each trip-leg in the
trajectory of each vehicle based on Eq. 2. Taxis are identified by the codes of vehicle
(seen in Sect. 4.1), vehicle type = ‘K33’, plate type = ‘02’ and property = ‘D’. Then,
we can calculate the driving time for each trip-leg covered by the trajectories of taxis.
As shown in Fig. 1, two taxis v1 and v2 travel four trip-legs l12, l23, l34, and l35, passing
by five readers, generating two trajectories Tr1 and Tr2. We can compute the average
and variance of driving time of a trip-leg.

To distinguish rush hours in the morning and evening, we split one day into four
time slots: 0:00 to 6:00, 6:00 to 12:00, 12:00 to 18:00 and 18:00 to 24:00. Szk is denoted
as the time slot for the zth time slot of the kth day (totally 7 days), z ¼ 0; 1; 2; 3, where
0th time slot represents the time span of 0:00 to 6:00. We calculate the mean driving
time for each time slot and its variance as Eqs. 3 and 4.

tmnjSzk ¼
P

i t
i
mn

N
; z ¼ 0; 1; 2; 3; k ¼ 1; 2; � � � 7 ð3Þ

dtjSzk ¼ var
X
i

timn

 !
; z ¼ 0; 1; 2; 3; k ¼ 1; 2; � � � 7 ð4Þ

For instance, the average driving time of l12 is (t112 þ t212Þ=2. To ensure the quality of
the calculated mean time, we require a trip-leg to be traveled by taxis for certain times,
at least 2 times in a time slot. Otherwise, the trip-leg is considered absent of enough
data. But it can be inferred by similar traffic conditions from other days. Traffic is
generally similar on workdays, and similarly weekends. The average driving time and
variance formulate a trip-leg’s traffic conditions, which will be used in the stay
extraction.
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3.2 Stay Estimation

Furthermore, we wish to distinguish vehicles’ stay locations (i.e., which reader is the
last pass-by locations of trip). After calculating the average driving time and variance
of each trip-leg from taxis, we define a time threshold of the trip-leg as:

T ¼ tmnjSzk þ 3 � ðdtjSzkÞ; ð5Þ

However, taxis are a small part of vehicle set, and the proportion is less than 1%
(i.e. 15018 taxis in dataset). Moreover, there are still some trip-legs that are not tra-
versed by taxis in the dataset. Targeting this issue, we set T ¼ 60 min. In the existing
literature [13, 17], T is regarded as an empirical constant, usually take one hour.

For each trip-leg limn in the trajectory Tri, if the travel time timn is greater than T of
the corresponding time slot at the same day, the RFID reader rm will be regarded as the
stay location of the last trip. Therefore, reader rm is the destination of vehicle in the last
trip, and read rn is the origin of the next strip. But if the travel time timn is less than T ,
the next trip-leg lin nþ 1ð Þ in Tri will be considered, and dealt with in the same way until

the last one.

3.3 Trip Extraction

In this step, we extracted origin-destination trips for all vehicles. The algorithm basi-
cally estimates the stay locations and chains the trip-legs wherever there is a stop
among them to generate vehicle’s O-D trips. To accelerate the process through all the
vehicles, a search list containing the EIDs of all vehicles is created. As shown in Fig. 2,
first choose a vehicle’s EID from the database and then find all records about it for a
given day. Sort records of the vehicle based on their timestamps, which represent the
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Fig. 1. Calculating the average driving time of a trip-leg
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order that the vehicle passed by different RFID readers. Then, we obtained the tra-
jectory of the vehicle. Select the first trip-leg of the vehicle, if the travel time is greater
than the threshold T , the second reader is labeled as the trip’s destination; otherwise,
labeled the trip-leg as a transfer.

Read RFID data

Select the next vehicle EID

Sort records of this vehicle based 
on their  time stamp

Select the next trip-leg of current 
vehicle

Is this the first trip-leg?
Use the first reader as the 

Origin of the trip

Calculate the travel time for the 
current trip-leg

Is the calculated time < T?
Use the second reader as the 

Destination of the trip

Label the trip-leg as in-trip

Is the last trip-leg?

Yes

No

Yes

No

Yes

Use the last reader as the 
Destination of the trip

No

Fig. 2. The flowchart of trip extraction.
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If the currently processed trip-leg is the last one of the vehicle’s trajectory, the last
reader is labeled as the trip’s destination. The search process continues for all vehicles
in the given day. A trip of each vehicle is denoted by trip vi; o; d; toð Þ, where o and d are
readers, and to is the starting time of the trip. Trips with the same origin and destination
readers are grouped by day, and we obtain daily OD matrix.

4 Case Study

4.1 Data Description

The RFID data analyzed in this study were obtained from Chongqing, China. Almost
vehicles in Chongqing have equipped with RFID tags. The tags contain electronically
stored vehicle information, such as the EID, the code of the vehicle type, the code of
the plate type, and the property of the vehicle. The EID is associated with the license
plate, and it is encrypted to protect privacy. More than 1,000 RFID readers are
deployed on major roads such as bridges and tunnels. There are 688 functioning RFID
readers in the study area. Each reader contains information comprising: ID, name,
direction, IP address, coordinates. The readers are installed aside the roads, read vehicle
EID, reader ID and timestamp, and generate a record when a vehicle with an RFID tag
passes by. The sample record data is shown as Table 1. The studied dataset contains
about 80 million records from roughly 1.2 million vehicles in Chongqing main area
over a period of a week, from February 29 to March 6 in 2016. The detailed statistics
data are shown in Table 2.

Table 1. The sample record data of RFID system.

EID Reader ID Time stamp

1000003 R115 2016-03-02 08:53:24
1000005 R31 2016-02-29 09:13:06
1000008 R42 2016-02-29 09:40:46

Table 2. The detailed statistics of the dataset.

Date Number of records Number of vehicles

2016-02-29 11453809 778387
2016-03-01 11233288 763630
2016-03-02 11120763 758514
2016-03-03 11273198 760153
2016-03-04 11677016 794827
2016-03-05 11294460 743939
2016-03-06 10843602 739282
Total 78896136 1235655
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4.2 Data Filtering

To improve the quality of the data and obtain a more accurate evaluation of the OD
estimation, the data was filtered with some records excluded. For example, records with
missing values and duplicate records are discarded. We assume that a vehicle will not
pass by a RFID reader multiple times in a short time (set as 60 s). Therefore, the first of
multiple records that a vehicle passing through the same reader was kept, and the rest
were excluded. Vehicles with only a single record were also discarded, as the OD flow
requires at least two records. The data cleaning process excludes 32248 records,
accounting for less than 0.5% of the dataset. When calculating the travel time of trip-
legs, we found that some of the travel times were abnormal. They are very small, some
are equal to zero. We calculated the average travel speed of each trip-leg through Eq. 6.
Trip-legs with zero travel time are discarded. And Trip-legs with an average travel
speed of more than 150 km/h are also excluded.

�v ¼ lmn:dist=t
i
mn ð6Þ

4.3 Results and Validation

This section discusses the results of the proposed approach, and demonstrates the
effectiveness of our method. After extracting OD-trips from all trajectories, we obtained
trips from origin readers to destination readers. And then we derived the daily OD
matrix, illustrated in Fig. 3. To have a close look at the results, there is high number of
trips on workdays compared to the weekends. The minimum number of trips is on
Sunday, March 6, 1388443 trips. Friday has the largest number of trips, there are
1536290 trips. Followed by Monday, 1522121 trips. The number of trips on Tuesdays
and Thursdays is close, 1484821 trips and 1477289 trips, respectively. During week-
days, the minimum number of trips is on Wednesday, having 1465496 trips. And
Saturday, there are 1435460 trips.
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Fig. 3. Number of estimated OD trips during a week
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To evaluate the proposed approach, we randomly select 200 vehicles in the dataset,
and recruit five university students to extract OD trips from the vehicles’ trajectories.
All the participants are familiar with Chongqing urban area. Each trajectory is anno-
tated by all of them, and the final OD trips of each trajectory, considered as ‘ground
truth’, are determined by majority voting (� three participants). The measures of
effectiveness that we used in the analyses are the root-mean-squared error (RMSE) and
the mean absolute error ratio (MAER) shown in Eqs. 7 and 8, respectively.

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i xi � bxið Þ2
n

s
; ð7Þ

MAER ¼ 1
n

Xn

i

xi � bxij jbxi
� �

; ð8Þ

where n ¼ 200, 200 vehicles’ trajectories being compared; xi = the estimated number
of trips for the ith trajectory; and bxi = the number of trips for the ith trajectory in
‘ground truth’. The RMSE of our algorithm is about 2.28, and the MAER is roughly
2.65, which demonstrated the effectiveness of our proposed approach.

5 Conclusion

With the increasing application of advanced traffic detection techniques, such as RFID
based AVI systems, direct calculation of OD matrix is potentially possible. But the
RFID data is sparse in time and space, leading uncertainty to the destination of a
trip. Therefore, in this paper, we presented an algorithm to estimate daily OD matrix
using the taxi trajectories in the dataset. Specifically, we first calculated the driving time
for trip-legs in all trajectories, derived from the driving time of taxis. Second, we
estimated stays (i.e., the last pass-by RFID reader of trips) based on the calculated
driving times. Finally, we extracted daily origin-destination trips for all vehicles. Using
the proposed method, a case study was developed employing the real-world data
collected in Chongqing, China. The experimental results demonstrated the effectiveness
of our proposed approach.

In the further, we plan to reconstruct the vehicles’ trajectories from RFID data to
improve the estimation of OD matrix. A more fine-grained trip pattern of different
vehicles will also be studied. Besides, we would like to explore the OD patterns of
interested region with visual analysis. Furthermore, it is interesting to identify unli-
censed taxis with trip patterns derived from RFID data.

Estimating Origin-Destination Flows 223



References

1. Dixon, M.P., Rilett, L.R.: Population origin-destination estimation using automatic vehicle
identification and volume data. J. Transp. Eng. ASCE 131(2), 75–82 (2005)

2. Chen, C., Zhang, D., Guo, B., Ma, X., Pan, G., Wu, Z.: TripPlanner: personalized trip
planning leveraging heterogeneous crowdsourced digital footprints. IEEE Trans. Intell.
Transp. Syst. 16(3), 1259–1273 (2015)

3. Chen, C., Zhang, D., Li, N., Zhou, Z.H.: B-planner: planning bidirectional night bus routes
using large-scale taxi GPS traces. IEEE Trans. Intell. Transp. Syst. 15(4), 1451–1465 (2014)

4. Peng, C., Jin, X., Wong, K.C., Shi, M., Liò, P.: Collective human mobility pattern from taxi
trips in urban area. PLoS ONE 7(4), e34487 (2012)

5. Pan, G., Qi, G., Wu, Z., Zhang, D., Li, S.: Land-use classification using taxi GPS traces.
IEEE Trans. Intell. Transp. Syst. 14(1), 113–123 (2013)

6. Yuan, J., Zheng, Y., Xie, X.: Discovering regions of different functions in a city using
human mobility and POIs. In: Proceedings of the 18th ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining - KDD 2012, p. 186. ACM Press,
New York (2012)

7. Radio-frequency identification. https://en.wikipedia.org/wiki/Radio-frequency_identification,
Accessed 16 Jan 2018

8. Calabrese, F., Di Lorenzo, G., Liang, L., Ratti, C.: Estimating origin-destination flows using
mobile phone location data. Pervasive Comput. IEEE 10(4), 36–44 (2011)

9. Ickowicz, A., Sparks, R.: Estimation of an origin/destination matrix: application to a ferry
transport data. Public Transp. 7(2), 235–258 (2015). https://doi.org/10.1007/s12469-015-
0102-y

10. Lu, M., Liang, J., Wang, Z., Yuan, X.: Exploring OD patterns of interested region based on
taxi trajectories. J. Vis. 19(4), 811–821 (2016). https://doi.org/10.1007/s12650-016-0357-7

11. Demissie, M.G., Antunes, F., Bento, C., Phithakkitnukoon, S., Sukhvibul, T.: Inferring
origin-destination flows using mobile phone data: a case study of Senegal. In: 2016 13th
International Conference on Electrical Engineering/Electronics, Computer, Telecommuni-
cations and Information Technology, ECTI-CON (2016). https://doi.org/10.1109/ECTICon.
2016.7561328

12. Alexander, L., Jiang, S., Murga, M., González, M.C.: Origin-destination trips by purpose
and time of day inferred from mobile phone data. Transp. Res. C Emerg. Technol. 58, 240–
250 (2015). https://doi.org/10.1016/j.trc.2015.02.018

13. Alsger, A., Assemi, B., Mesbah, M., Ferreira, L.: Validating and improving public transport
origin-destination estimation algorithm using smart card fare data. Transp. Res. C Emerg.
Technol. 68, 490–506 (2016)

14. Feng, Y., Sun, J., Chen, P.: Vehicle trajectory reconstruction using automatic vehicle
identification and traffic count data. J. Adv. Transp. 49(2), 174–194 (2015). https://doi.org/
10.1002/atr.1260

15. Guo, J., Liu, Y., Li, X., Huang, W., Cao, J., Wei, Y.: Enhanced least square based dynamic
OD matrix estimation using Radio Frequency Identification data. Math. Comput. Simul.
(2017). https://doi.org/10.1016/j.matcom.2017.10.014

224 C. Chen et al.

https://en.wikipedia.org/wiki/Radio-frequency_identification
http://dx.doi.org/10.1007/s12469-015-0102-y
http://dx.doi.org/10.1007/s12469-015-0102-y
http://dx.doi.org/10.1007/s12650-016-0357-7
http://dx.doi.org/10.1109/ECTICon.2016.7561328
http://dx.doi.org/10.1109/ECTICon.2016.7561328
http://dx.doi.org/10.1016/j.trc.2015.02.018
http://dx.doi.org/10.1002/atr.1260
http://dx.doi.org/10.1002/atr.1260
http://dx.doi.org/10.1016/j.matcom.2017.10.014


16. Shang, J., Zheng, Y., Tong, W., Chang, E., Yu, Y.: Inferring gas consumption and pollution
emission of vehicles throughout a city. In: Proceedings of the 20th ACM SIGKDD
International Conference on Knowledge Discovery and Data Mining - KDD 2014, pp. 1027–
1036. ACM Press, New York (2014). https://doi.org/10.1145/2623330.2623653

17. Wang, Y., et al.: Unlicensed taxis detection service based on large-scale vehicles mobility
data. In: Proceedings of the 2017 IEEE 24th International Conference on Web Services,
ICWS 2017, pp. 857–861. Institute of Electrical and Electronics Engineers Inc. (2017).
https://doi.org/10.1109/ICWS.2017.106

Estimating Origin-Destination Flows 225

http://dx.doi.org/10.1145/2623330.2623653
http://dx.doi.org/10.1109/ICWS.2017.106


A Multi-task Decomposition
and Reorganization Scheme for Collective
Computing Using Extended Task-Tree

Zhenhua Zhang1, Yunlong Zhao1(&), Yang Li2, Kun Zhu1,
and Ran Wang1

1 Nanjing University of Aeronautics and Astronautics, Nanjing 211106, China
{zzh2016,zhaoyunlong}@nuaa.edu.cn

2 Harbin Engineering University, Harbin 150001, China

Abstract. Task management has always been a key issue in collective com-
puting, including task decomposition, distribution, execution and results inte-
gration, but there is little research on task decomposition. In order to improve
multi-tasks execution efficiency and promote the full utilization of collective
resources, a task decomposition model based on extended task-tree is proposed
in this paper. Meanwhile, a series of pruning and reorganization algorithms are
proposed, and the performance of the algorithms is analyzed and evaluated.
Experiments verify that the proposed algorithms outperform traditional methods,
and prove that the practicality and efficiency of the strategy.

Keywords: Task decomposition � Task reorganization � Collective computing

1 Introduction

The rapid advance in diverse computing devices, cloud technologies, and human-
computer interaction leads to a new computing framework referred to as collective
computing [1]. In collective computing, a large number of computing devices self-
organizing and cooperating to complete various types of computing tasks. Comparing
to the previous framework, the collective computing has some advantages over ubiq-
uitous computing as: (1) more resources, extensible devices and the types of that;
(2) more extensive tasks support without specialized infrastructure; (3) more intelligent
since it involves human participants and (4) high scalability and spatiotemporal cov-
erage. The collective computing could provide services for many kinds of works
through the network of many computing resources integrated and collaborated.

The collective computing is efficient due to provide many devices for parallel
performing different parts of a task. This paper decomposes tasks to take advantage of
these devices to reduce the total completion time of the tasks. Due to the workload of
some tasks is too large to be completed independently by a single device, the task can
be successfully decomposed by multiple devices. After the task is decomposed, it can
be successfully completed by multiple devices. This framework leads huge tasks into
one platform, which makes lots of the same part of different tasks perform repetitively
also wasting many resources. However, task decomposition avoids repetitive execution
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of the same part of different tasks. Furthermore, the task may occupy many un-
necessary resources for this moment or deploy some resources frequently producing
excessed consumptions like in communication if the decomposition of the task is
coarse-grained or fine-grained excessively. However, most researches adopt the form of
“AND/OR Tree” [10–14], the sequence relationship between tasks is not reflected, the
decomposition and pruning operations are not thorough enough.

In this paper, we introduce a realistic strategy to decompose the task and assess its
rationality. Our contribution is as follows, we present a universal task decomposition
model based on task-tree for managing the association among subtasks. We use
Jaccard similarity coefficient [15] of the keywords to prune the unnecessary tasks
optimally. And a reorganization mechanism keeps equilibrium of the tasks, in order to
avoid to abuse needless resources. There are three main stages to complete task
decomposition including: task-tree initialization, tree pruning, and task reorganization.
Finally, we prove the practicality and efficiency of the strategy by implementation and
performance evaluation.

The rest of this paper is organized as follows. The related work is discussed in
Sect. 2. We formulate the problem and introduce the task decomposition model in
Sect. 3. Section 4 describes the detailed relationship of the tasks in task-tree con-
struction. The process of task-tree optimization shows in Sect. 5. We present the
system implementation and experimental result in Sect. 6. Finally, we conclude the
paper in Sect. 7.

2 Related Work

Abowd proposed that the collective computing as the fourth generation of computing
technology following ubiquitous computing [1]. The collective computing is an
emerging research area with open issues and challenges. The collective computing is a
computational model of human collectives and machine collectives collaboration,
which deals with the complex tasks that existing computing technology cannot
accomplish by integrating a large number of unknown users (human collectives) and
computing resources (machine collectives) on the internet [2].

The research in collective computing mainly focuses on the field of task assign-
ment, privacy protection, incentive mechanism and so on, but few researches on task
decomposition. So this paper draws on a lot of task decomposition literature from the
many fields such as multi-agent system, cloud computing etc.

A main task is decomposed into simpler subtasks, which will be processed sepa-
rately, and the results of subtasks will be combined to obtain the final output [3]. The
most typical method is sequential decomposition, which is characterized by the fact that
the output of one subtask is the input of the next subtask. The completion of each phase
requires three steps, including identification, filtering and extraction [4]. Hirth et al. put
forward the process of data quality for each phase, collect all the subtasks from the first
stage and assign them to the workers in the second stage for evaluation, and in the third
stage, generate the final output. In [5], the model is trained first, the refined, and finally
classified according to the quality of the result and submitted. In the literature [6], all
the images of the food are first labeled. In the second phase, every image is identified
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by description, match and vote. In the final stage, estimate the number of each food
item identified. Another typical approach is concurrent processing, which is a method
that will execute a set of independent jobs concurrently to save the execution time. For
example, SCRIBE, a system that provides instantaneous captions for the deaf in real
time [7], in which the main task is decomposed into subtasks and assigned to different
people for executed concurrently. When a worker starts recording, different subtitle
workers try to capture different recording sections, which are merged and sent back to
the user. Separate sequential decomposition or parallel decomposition is relative to a
particular application, not a generic form.

The literature [8] explores the task decomposition between local resources and
cloud from the perspective of non-cooperative game and proves the existence and
uniqueness of Nash equilibrium. The literature [9] constructs a game model of task
decomposition among cloud users by solving the Nash equilibrium solution. AND/OR
tree is adopted to decompose the task [10–14], it is difficult to reflect the sequential
relationship between tasks. When pruning the tree, only pruning the tasks of “or”
association, and the pruned tasks are not reorganized, and the model performance is
very limited.

3 Problem Formulation

In this section, we first present a task decomposition model, and then describe the
problem formally.

3.1 Task Decomposition Model

The main reasons for the decomposition of tasks in a collective computing environment
are:

(1) The workload of some tasks in collective computing is so large that a single entity
cannot be completed independently within a limited period of time;

(2) After the task is decomposed, the degree of parallelism can be improved to
shorten the tasks’ completion time;

(3) After the task is decomposed into multiple subtasks, the task granularity is
reduced, which is conducive to the further integration of the tasks so as to avoid
repeated execution of the same tasks.

Based on the above reasons, this paper constructs a task decomposition model. As
shown in Fig. 1, a task decomposition model with hierarchical structure adopting task-
tree. Different from the previous works, the model contains three kinds of associations:
“Serial”, “Concurrent” and “Or”.

In the process of constructing a task decomposition tree, each task is decomposed
into the lower layer according to one of the three decomposition methods (“Serial”,
“Concurrent”, “Or”), until the task is decomposed into irreducible atomic tasks.
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According to the characteristics of collective computing and multi-task coordination,
the following principles should be followed in task decomposition process:

(1) Independence. The subtasks obtained after decomposition should have certain
independence so as to help each entity handle each task independently and reduce
the cost of coordination and communication between each other;

(2) Hierarchy. A task can be decomposed into multiple subtasks; subtasks also can be
decomposed into multiple lower layer subtasks. The tasks are decomposed from
complex to simple, a complex task can be divided into multiple simple subtasks;

(3) Combination. A larger task can be completed through the proper combination of
subtasks, another task can be completed by the appropriate transformation;

(4) Equilibrium. The overhead of each subtask should be balanced as much as pos-
sible to avoid the execution time of each subtask is greatly different and affect the
overall system efficiency.

3.2 Problem Formulation

Due to the large number of tasks and the large differences in the size of tasks in the
environment of collective computing, it is considered to decompose and reorganize
several tasks to shorten the overhead of the tasks. Meanwhile as much as possible to
avoiding over-decomposition, so as to reduce the number of tasks obtained by
decomposition.

In this paper, we decompose and reorganize the tasks by the task-tree model, so the
first goal is to find a unified and optimal construction method of task-tree. The rea-
sonable construction of the task-tree facilitates the programming language description
of the tasks and further facilitates the optimization of the task-tree, including operations
such as pruning and composition. After getting a task-tree of a task decomposition
process, the second goal is to prune the task-tree to get the best result.

Assuming that the main task set posted by task publisher is represented as
T ¼ T1; T2; . . .; Tnf g. For all the main task T can also be completely decomposed into a
set of subtasks S ¼ s1; s2; . . .; smf g. For the each task tk 2 T [ S 1\k\nþmð Þ in the
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Fig. 1. Task-tree

A Multi-task Decomposition and Reorganization Scheme 229



set of system tasks is stored in memory as an object. In addition, the paper formalizes
each task into 5-tuple, i.e.

tk ¼ ECtk ;CCtk ;DStk ;Ktk ;AStkh i ð1Þ

where ECtk is the execution cost of task tk , it can be provided by the task publisher or
calculated by the time complexity f(n) of the task and n; CCtk is the communication cost
that depends on the I/O data size of the task and data transfer rate; Moreover, the total
cost of the task tk equals the sum of its communication cost and execution cost, i.e.

Costtk ¼ ECtk þCCtk ð2Þ

DStk DStk 2 Sð Þ represents a direct subtasks collection of task tk after a single
decomposition. Note that the direct subtasks collection DStk can be empty, and called
task tk a leaf task, otherwise it is an internal task; Ktk is the keywords collection of the
publisher’s description for task tk; AStk is association between direct subtasks of task tk,
including “Serial”, “Concurrent”, “Or”.

4 Task-Tree Construction

In this section, we introduce the process of tasks decomposition and the task-tree
construction.

In collective computing, a large number of tasks often emerge in a short period.
Most of the tasks are heterogeneous and come from different publishers. However,
these tasks are often related. Decomposing and reorganizing these tasks can reduce the
total cost of performing all tasks to a certain extent. The typical task decomposition
process is to use “AND/OR” tree in the form of hierarchical decomposition. However,
this method of decomposition has some limitations, because it cannot well represent the
order of execution of the task, and is not conducive to determine whether the task is
over-decomposed. For these reasons, some problems need to be solved, such as
determining the way of task-tree construction and determining the degree of task
decomposition based on the task-tree so as to avoid excessive execution overhead and
excessive number of tasks caused by excessive decomposition of the task.

In this paper, the structure of a task-tree is proposed, it can well represent the order
relationship between tasks. Adopting this structure can effectively help us solve the
mentioned problems above. From the above we can see that the construction of task-
tree is the first step of task decomposition. As shown in Fig. 1, this kind of task-tree
decomposes tasks according to three kinds of associations, namely “Serial”, “Con-
current” and “Or”, denoted “!”, “∥” and “

W
” respectively:

(1) ti ! tj, means that ti and tj must be executed sequentially, and tj must be executed
after ti has been executed. A parents task is decomposed into a series of serial
subtasks, the input of the latter subtask depends on the output of the previous task.
Moreover, the parent task is completed when all its subtasks are completed, and
the completion time of the parents task depends on the sum of the completion
times of all the subtasks.
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(2) ti tj
�� , means that ti and tj can be executed concurrently without affecting each

other. A parents task is decomposed into a series of concurrent subtasks, there is
no execution order restriction between them, so have better independence.
Moreover, the parent task is completed when all its subtasks are completed, and
the completion time of the parents task depends on the completion time of the
largest subtask.

(3) ti _ tj, means that one of ti and tj need be executed. If a parents task is decomposed
into a series of “or” subtasks, both these subtasks and their parents task should
have the same inputs and outputs, the difference is the process of handling the
task. Therefore, the subtasks have the same communication costs but different
execution costs. Moreover, the parent task is completed when one of its subtasks
are completed, and the completion time of the parents task depends on the
completion time of the minimum subtask.

Therefore, the task decomposition method of this paper is defined as: the tasks
publishers decompose their main tasks according to the three kinds of associations
mentioned above, and then the newly acquired subtasks are further decomposed into
lower layers, and repeat this step until the tasks cannot be further divided. Eventually,
the system will link up all the main tasks released by the task publishers over a period
of time to form the root task of the task-tree. This paper has some definitions and
conventions on the process of the tasks decomposition:

Definition 1 (Complete Decomposition). The process of a task being completely
decomposed into some irreducible atomic tasks, called Completely Decomposed.

Definition 2 (Direct Subtasks). The direct subtasks of a task is the set of all subtasks
obtained after the task has been decomposed one time, excluding the subtasks that
continue to be decomposed downwards. In the task-tree, a collection of all subtasks
that appear to be adjacent to the task. Note that the number of direct subtasks for any
task should be greater than 2 (i.e. DStj j � 2), otherwise the task is treated as has not
been decomposed.

Definition 3 (Leaf Tasks). If a task has no subtasks, called a leaf task, which is the
leaf node of the task-tree. In our system, all leaf tasks will be executed.

Definition 4 (Internal Tasks). If a task can continue to be decomposed into multiple
subtasks, called an internal task, which is the internal node of the task-tree. Internal
tasks are not executed directly by the system. The completion of an internal task
depends on whether all leaf tasks in its subtasks are executed successfully.

Convention 1. All direct subtasks of each task in the task-tree must have only one kind
of association.

As shown in Fig. 2(a), there are multiple associations between all direct subtasks of
a task, which should be transformed into the form shown in Fig. 2(b) when the task-
tree is initialized.

Convention 2. The association between the subtasks of the adjacent layers in the task-
tree should be different.
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As shown in Fig. 3(a), the adjacent layers have the same association, which should
be transformed into the form shown in Fig. 3(b) when the task-tree is initialized.

5 Task-Tree Optimization

In this section, we optimize the task decomposition process, in other words, prune and
reorganize the task-tree properly. The entire process includes the initialization of the
task-tree, similar tasks detection, task-tree pruning, and tasks reorganization and so on.
We will introduce the core algorithms of each optimization process in detail. The
optimization process greatly reduces the cost of tasks and the number of subtasks.

5.1 Task-Tree Initialization

As the first step in the optimization process, the initialization is the basis for all
subsequent optimization processes. At this step, the system receives a large number of
tasks from the publisher during a short period of time, as well as the preliminary
decomposition results of their tasks. However, task decomposition provided by task
publishers is often disorganized and does not meets system requirements. Therefore, it
is necessary to reconstruct the respective task decomposition results provided by the
publisher according to the Conventions in Sect. 4 to form a new task-tree that meets the
system requirements.

(a) (b)

A

A11 A12 A13 A14

A

A11 A13 A14

A21 A22

Fig. 2. (a) Multiple associations in the same layer. (b) The transformed result of (a).

(a) (b)

A

A11 A12 A13

A21 A22

A

A21 A22 A12 A13

Fig. 3. (a) The same association between adjacent layers. (b) The transformed result of (a).
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Eventually, the system will link up all the main tasks released by the task publishers
over a period of time to form the root task of the task-tree. Later in this section, we will
minimize the cost of the root task of the task-tree and, on this basis, try to reduce the
number of leaf tasks in the tree.

5.2 Similar Tasks Detection

As the collective computing system, it has a large number of heterogeneous tasks from
different publishers. However, when the system receives a publisher’s new task, it can
try to detect whether a similar task has been executed successfully in history. In this
paper, tasks similarity detection is not the focus of our attention, so we simply calculate
the Jaccard similarity coefficient [15] according to the keywords set that the publisher
describes for their tasks, so as to determine whether there is similarity between the new
task and the historical tasks. The Jaccard similarity coefficient is denoted as:

SIM Ktnew ;Kthistð Þ ¼ Ktnew \Kthistj j
Ktnew [Kthistj j ð3Þ

where Ktnew and Kthist represent the keywords set of new task and the historical tasks
respectively. If the jaccard similarity coefficient between a historical task and a new
task is greater than a threshold hSIM , so the two tasks are considered highly similar and
the historical task is pushed to the publisher to decide whether the two tasks are same
tasks. If they are same tasks, the data of the historical task can be used directly as a
result of the new task to avoid repeated execution of the same tasks to further improve
the system efficiency. By decomposing the task, the granularity of task can be reduced,
so that the detection rate of similar tasks can be improved. In the process of task
decomposition, if we encounter the same task, we can prune it directly.

5.3 Task-Tree Pruning

In this section, we consider pruning the task-tree. The reason is that tasks may be
redundant during the decomposition process. Unnecessary decomposition, not only
doesn’t reduce the tasks’ cost, but also increase the number of tasks. However, in the
collective computing system, the more the number of tasks, the more the number of the
entities needed to carry out the tasks, which inevitably increases the burden of the
system.

Post-decomposition Cost Calculation. We can get the cost of each task before it is
decomposed according to Eq. (2). However, before pruning a task-tree, we also need to
calculate the cost of each task after it has been completely decomposed. Here, we
define the Post-decomposition Cost of the task:

Definition 5 (Post-decomposition Cost). The cost of the task being decomposed is
called Post-decomposition Cost, denoted as DCt. It is equal to the sum of the post-
decomposition communication cost and post-decomposition execution cost. The fol-
lowing represents it with d-cost.
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In fact, there is no necessary relation between the Post-decomposition Cost and the
Cost of the task that have not been decomposed. For a leaf task that cannot be further
decomposed, its Post-decomposition Cost equals Cost. For an internal task, its Post-
decomposition Cost may be greater or less than Cost according to the different
associations.

According to the analysis in Sect. 4, if a task can be decomposed into a series of
serial subtasks, the d-cost of the task depends on sum of the d-cost of all the subtasks,
and minus the cost of similar tasks, formulated as:

DCt ¼
X DStj j

i¼1
DC DSit�TSIMf g ð4Þ

Subject to:

TSIM ¼ t SIM Kt;Kthistð Þ[ hSIM ; t 2 T [ Sjf g ð5Þ

where DStj j is the number of the direct subtasks of the task t; DSit is the ith direct
subtask of the task t; DSit � TSIM

� �
represents the direct subtasks collection of task

t without the tasks in similar tasks collection TSIM .
If a task can be decomposed into a series of concurrent subtasks, the subtasks can

be executed at the same time, but the task’s completion time depends on the largest
subtask, formulated as:

DCt ¼ max DC DSit�TSIMf g i ¼ 1; 2; . . .; DStj jj
n o

ð6Þ

Subject to Eq. (5).

Similarly, if a task can be decomposed into a series of “or” subtasks, then all the
subtasks can get the same output, so we should pick the task with the minimum d-cost,
formulated as:

DCt ¼ min DCDSit
ji ¼ 1; 2; . . .; DStj j

n o
if 8DSit 62 TSIM

0 if 9DSit 2 TSIM

(
ð7Þ

Subject to Eq. (5).

Note that, we should calculate the d-cost in the task-tree from the bottom up,
starting at the leaf task.

“Serial” Tasks Pruning. For an internal task tin, if its subtasks’ association is
“Serial”, i.e. , and then comparing the d-cost and Cost, that is, to
compare the cost of the task before and after decomposition. If DCtin [Costtin , then all
of its subtasks Stin will be pruned out, i.e. Stin ¼ ;, otherwise, not pruning. While a
task’s serial subtasks are pruned out, the internal task becomes a leaf task, and its d-cost
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should be recalculated as DCtin ¼ Costtin . The pseudo code is presented in Algorithm 1.
The algorithm complexity is O(n). Here n represents the number of internal tasks.

After pruning of serial tasks, the minimum d-cost of all the tasks in the task-tree is
finally obtained, and the subsequent pruning operations will not reduce the tasks’ total
cost any more. Therefore, the serial tasks pruning operation began before other pruning
operations is necessary. The “Or” tasks pruning will preserve the subtask with the
minimum d-cost. The “Concurrent” tasks pruning will reduces the number of leaf tasks
without reducing the total d-cost of the task-tree.

“Or” Tasks Pruning. The “Or” subtasks represent different solutions to their parents
task, so pruning the “Or” branch only requires that the branch with the minimum d-cost
be retained. After pruning, the parents task has only one direct subtask, so we need to
replace the parents task with the subtask so that it satisfies Definition 2. After the
replacement, if the situation shown in Fig. 3 appears, we should consider moving the
subtasks further up to meet the Convention 2. The pseudo code is presented in Algo-
rithm 2. The algorithm complexity is (n). Here n represents the number of internal tasks.

“Concurrent” Tasks Pruning. The reason for pruning concurrent subtasks is that the
d-cost of the parents task depends on the d-cost of the largest subtask. Therefore, it is
possible to reduce the degree of decomposition of the task appropriately and not even
decompose the task if the d-cost of other tasks is less than the maximum d-cost.

First, for a parents task t which , excluding its direct subtasks
with the maximum d-cost maxDStð Þ, if there are some non-leaf subtasks in the
remaining direct subtasks of task t that are less than the maximum d-cost and can
continue to be decomposed, performing the following operations on these subtasks.

Assuming that the ith direct subtask of the task t is DSit, satisfying DCDSit
\maxDSt

and DSit is an internal task. The first is to determine whether the task DSit is less than the
maximum d-cost if it is has not been decomposed, i.e. CostDSit\maxDSt . If the result is
true, the decomposition operation is stopped, the branch of the task DSit is completely
pruned out (i.e. DSit ¼ ;), and the task’s d-cost is modified, i.e. DCDSit

¼ CostDSit ; If the
result is false, continue to decompose the task DSit to the lower layer, and constantly
update the task’s d-cost, until the d-cost is less than the maximum d-cost (i.e.
DCDSit

\maxDSt ), and then prune the extra branches. Of course, every time the
decomposition, the subtask DSit and all of its subtasks require a bottom-up recalculation
of the d-cost, according to Eqs. (4–7). The pseudo code is presented in Algorithm 3.
The algorithm complexity is O n2ð Þ. Here n represents the number of internal tasks.

5.4 Tasks Reorganization

After pruning the task-tree, the tasks need to be reorganized to further reduce the
number of leaf tasks. For a task t, if it can be decomposed into a series of concurrent
direct subtasks DSt and the maximum task d-cost in the subtasks is maxDSt , the
remaining leaf tasks are combined to form new leaf tasks, and the new leaf tasks’ cost
must be less than maxDSt . This can be considered as the minimum set covering prob-
lem (SCP). For example, if all four concurrent direct subtasks of a task t are
DSt ¼ t1; t2; t3; t4f g, and DCt1 ¼ 10;DCt2 ¼ 5;DCt3 ¼ 4;DCt4 ¼ 3f g, so the
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maximum d-cost is maxDSt ¼ DCt1 ¼ 10. So if all the remaining subtasks excluding
task t1, we can get three minimum set covering results: r1 ¼ t1f g; t2; t3f g; t4f gf g,
r2 ¼ t1f g; t2f g; t3; t4f gf g, r3 ¼ t1f g; t3f g; t2; t4f gf g. Finally, taking into account the
equilibrium, select the combination r2 with the smallest variance varr2 ¼ 4:22. The
pseudo code is presented in Algorithm 4. The algorithm complexity is O n � 2mð Þ. Here
n represents the number of internal tasks, m represents the number of subtasks per
internal tasks. Note that SCP was originally a NP-hard problem. But in our problem, a
task is only decomposed into a limited number of subtasks, so the result of the minimal
set covering can be traversed in polynomial time.
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6 Evaluations

In this section, we evaluate the performance of our proposed algorithms. In order to
verify the superiority of the algorithm in the number of subtasks and the overall cost of
the system, we validate the results through the collective computing simulation
experiments with multitask.

6.1 The Parameters of Simulation Experiments

This paper adopts the task-tree to describe the decomposition of the task. In fact, the
initial task-tree should be provided by the tasks’ publishers with the tasks’ configu-
ration files. Nevertheless, in our simulation environment, the task-tree is randomly
constructed by our system according to the rules of Sect. 4. The values and descriptions
of some of these parameters are shown in Table 1.

Some other explanations for simulation experiments are as follows:

(4) We create a new virtual root task as the parent task to link all the main tasks
published by the task publishers. Ultimately, the system gets the minimum d-cost
of the root task, as well as the minimum number of leaf tasks.

(5) The I/O cost of each main task is randomly generated by the system according to
the normal distribution. In simulation environment, the I/O costs of other tasks are
randomly allocated by the main task. The communication cost of each task is
equal to the sum of its input cost and output cost, in seconds. In fact, the com-
munication cost equals the quotient of the size of communication and the data
transfer rate.

(6) The execution cost of each leaf task are randomly generated by the system
according to the normal distribution. In simulation environment, the execution
costs of the other tasks are calculated by leaf tasks.

Table 1. Parameter settings.

Parameter Description Value

lmax The maximum number of layers of task-tree 8
num The number of subtasks that can be decomposed for each task 2–5
nummain The number of main tasks published by the task publishers that the

system received during a fixed period of time
2–10

Costin The input cost of main task (unit: s) 5–20
Costout The output cost of main task (unit: s). 5–20
Costexe The execution cost of leaf task (unit: s) 5–20
pde The probability of a task being decomposed 0.5
por The probability of a task being “Or” decomposed 0.05
pse The probability of a task being “Serially” decomposed 0.15
pco The probability of a task being “Concurrently” decomposed 0.3
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Our simulation environment fully considers the actual situation, and the parameter
settings are reasonable and adjustable. Therefore, it has a great reference value for the
actual situation.

6.2 Analysis of Result

In this simulation experiment, the system randomly generated 4 main tasks simulate the
tasks publisher. First of all, the four tasks are independent before decomposed, so they
can be executed concurrently. By linking these four tasks to the root task, the cost of
root task depends on the largest tasks in the four tasks. Then the four tasks are
completely decomposed to get the new cost of the root task. And then pruning and
reorganizing the task-tree after decomposed completely, each step can get the new
number of leaf tasks and the new cost of root task.

This simulation result is shown in Fig. 4. As we can seen from the figure, the total
system cost is reduced by 29.4% after the main tasks are completely decomposed. After
the task-tree was pruned and reorganized, the total system cost was further reduced by
36.6%. However, for the number of leaf tasks, the number of leaf tasks increased by 19
times after completely decomposed. But in collective computing, in order to reduce the
total system cost as much as possible, it is bound to bring about an increase in the
number of leaf tasks when decomposing a task, which is unavoidable. However, the
number of leaf tasks decreased by 61.8% after pruning and reorganization.

It is worth nothing that the total system cost after does not decrease because the cost
of the parents task for a series of “or” subtasks is stored according to the cost of the
smallest subtasks from the beginning.
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The result of our model compared with the traditional method is shown in Fig. 5.
The traditional method adopted a “AND/OR” tree model that decomposed the tasks
completely, and only pruned the “or” tasks, so resulting in a great deal of redundancy.
It is difficult for a “AND/OR” tree model to see the sequential relationship of tasks
from the model. Other typical methods include sequential decomposition and parallel
decomposition, but they are only a single form of decomposition and do not perform
any pruning and reorganization operations. The task-tree model in this paper preserves
the sequential relationship between tasks, which is helpful to pruning and reorganizing
tasks. As we can see from Fig. 5, our model are superior to the traditional model in
terms of both the number of leaf tasks and the cost of the system.

7 Conclusion

This paper puts forward not only the construction of our task-tree model based on
hierarchical structure, but also some optimization methods such as pruning and reor-
ganization of the task-tree. Compared with the traditional method of task decomposi-
tion, our model can extract the order of execution between tasks and further reduce the
number of leaf tasks while keeping the total cost of the task to a minimum. The final
experiment shows that our work has good performance. It can reduce the total system
cost of 55%, compared with the traditional method, it can reduce the number of leaf
tasks by 54%. However, it is necessary to further study the task decomposition methods
in the collective computing environment, considering the heterogeneity of the execu-
tion entities and the incentive mechanism.
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under Grant No. XYDXXJS-031.

70

60

50

40

30

20

10

0

611.36
63

416.76

700

600

500

336.23

29
400

300

200

100

0
AND/OR Tree Sequential

Decomposition
Parallel

Decomposition
Task-tree

The cost of system The number of leaf tasks

264.06
1415

Fig. 5. The comparison between our model and other typical models.

A Multi-task Decomposition and Reorganization Scheme 239



References

1. Abowd, G.D.: Beyond weiser: from ubiquitous to collective computing. Computer 49(1),
17–23 (2016)

2. Zhang, X., Li, G., Feng, J.: Theme-aware task assignment in crowd computing on big data.
J. Comput. Res. Dev. (2015)

3. Chittilappilly, A.I., Chen, L., Amer-Yahia, S.: A survey of general-purpose crowdsourcing
techniques. IEEE Trans. Knowl. Data Eng. 28(9), 2246–2266 (2016)

4. Negri, M., Bentivogli, L., Marchetti, A.: Divide and conquer: crowdsourcing the creation of
cross-lingual textual entailment corpora. In: Proceedings of the 2011 Conference on
Empirical Methods in Natural Language Processing, pp. 670–679 (2011)

5. Zhu, S., Kane, S., Feng, J., Sears, A.: A crowdsourcing quality control model for tasks
distributed in parallel. In: CHI 2012 Extended Abstracts on Human Factors in Computing
Systems, 2012, pp. 2501–2506

6. Noronha, J., Hysen, E., Zhang, H., Gajos, K.Z.: Platemate: crowdsourcing nutritional
analysis from food photographs. In: Proceedings of the 24th Annual ACM Symposium on
User Interface Software and Technology, pp. 1–12 (2011)

7. Lasecki, W., et al.: Real-time captioning by groups of non-experts. In: Proceedings of the
25th Annual ACM Symposium on User Interface Software and Technology, pp. 23–34
(2012)

8. Nahir, A., Orda, A., Raz, D.: Workload factoring with the cloud: a game-theoretic
perspective. Proc. - IEEE INFOCOM 131(5), 2566–2570 (2012)

9. Tao, J., Xiao-Hong, W.U., Yong-Gen, G.U.: Study of Cloud Computing Task Factoring
Based on Game Theory. Sci. Technol. Eng. (2013)

10. Zhang, R.G., Liu, J., Zhang, J.F., et al.: Study on task decomposition and coordination
modeling in product concurrent design based on multi-agent system. J. Taiyuan Heavy
Mach. Inst. 23(2), 166–169 (2002)

11. Song, J.P.: An improved algorithm to solve the task partition problem in MDOCEM.
J. Hubei Univ. (2007)

12. Zeng, X.S., Song, M.Y., Xiao-Bo, Z.: Research of the algorithms for task cooperation
execution based on multi-agent system. J. Comput. Appl. 26(8), 1918–1922 (2006)

13. Xiao, Z.L., Yue, X.B., Zhou, H.: Multi-agent task decomposition algorithm based on and-or
dependence graph. Comput. Eng. Des. 30(2), 426–428 (2009)

14. Qing-shan, L.I., et al.: Collaboration strategy for software dynamic evolution of multi-agent
system. J. Central South Univ. 22(7), 2629–2637 (2015)

15. Niwattanakul, S., Singthongchai, J., Naenudorn, E., et al.: Using of Jaccard Coefficient for
Keywords Similarity. Lecture Notes in Engineering & Computer Science, vol. 2202(1)
(2013)

240 Z. Zhang et al.



CompetitiveBike: Competitive Prediction
of Bike-Sharing Apps Using

Heterogeneous Crowdsourced Data

Yi Ouyang1, Bin Guo1(B), Xinjiang Lu1, Qi Han2, Tong Guo1, and Zhiwen Yu1

1 Northwestern Polytechnical University, Xi’an, Shaanxi, China
guob@nwpu.edu.cn

2 Colorado School of Mines, Golden, CO, USA

Abstract. In recent years, bike-sharing systems have been deployed in
many cities, which provide an economical lifestyle. With the prevalence
of bike-sharing systems, a lot of companies join the market, leading to
increasingly fierce competition. To be competitive, bike-sharing compa-
nies and app developers need to make strategic decisions for mobile apps
development. Therefore, it is significant to predict and compare the pop-
ularity of different bike-sharing apps. However, existing works mostly
focus on predicting the popularity of a single app, the popularity con-
test among different apps has not been well explored yet. In this paper,
we aim to forecast the popularity contest between Mobike and Ofo, two
most popular bike-sharing apps in China. We develop CompetitiveBike,
a system to predict the popularity contest among bike-sharing apps.
Moreover, we conduct experiments on real-world datasets collected from
11 app stores and Sina Weibo, and the experiments demonstrate the
effectiveness of our approach.

Keywords: Bike-sharing app · Mobile app · Competitive prediction ·
Popularity contest · Crowdsourced data

1 Introduction

In recent years, shared transportation has grown tremendously, which provides us
an economical lifestyle. Among the various forms of shared transportation, public
bike-sharing systems [1–3] have been widely deployed in many metropolitan areas
(e.g. New York City in the US and Beijing in China). A bike-sharing system
provides short-term bike rental service with many bicycle stations distributed
in a city [4]. A user can rent a bike at a nearby bike station, and return it
at another bike station near his/her destination. The worldwide prevalence of
bike-sharing systems has inspired lots of active research, such as bike demand
prediction [5–7], bike rebalancing optimization [8], and bike lanes planning [9].

More recently, station-less bicycle-sharing systems are becoming the main-
stream in many big cities in China such as Beijing and Shanghai. Mobike1 and
1 https://en.wikipedia.org/wiki/Mobike.
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Ofo2 are two most popular station-less bicycle-sharing systems. Unlike tradi-
tional public bike-sharing systems, station-less bike sharing systems aim to solve
“the last one mile” issue for users. Using the Mobike/Ofo mobile app, users can
search and unlock nearby bikes. When users arrive at their destinations, they
do not have to return the bikes to the designated bike station. Instead, they can
park the bicycles at a location more convenient for them. Therefore, it is easier
for users to rent and return bikes than traditional bike-sharing systems.

As bike-sharing apps become increasingly popular, a lot of companies join the
bike-sharing market, leading to fierce competition. To thrive in this competitive
market, it is vital for bike-sharing companies and app developers to understand
their competitors and then make strategic decisions accordingly [10] for mobile
app development and evolution [11]. Therefore, it is significant and necessary to
predict and compare the future popularity of different bike-sharing apps.

With the rapid development of mobile social media, heterogeneous crowd-
sourced data [12,13] can bring multi-dimensional and rich information about
bike-sharing apps. When users download and install a mobile app, they may sub-
mit user experience to the app store [14–16]. Specifically, users may upload their
requirements (e.g. functional requirements), preferences (e.g. UI preferences) or
sentiment (e.g. positive, negative) through reviews, as well as their satisfaction
level through ratings. Online social media is another way to share the user expe-
rience of a mobile app. When users actually use the bike, they may share the
ride experience on social media. Specifically, users may record the feeling of the
ride, the advantages and disadvantages of the bike/system, or the comparison
with other bikes/systems. Both users’ online and offline experience will affect
the popularity of the apps, thereby affecting their popularity contest outcome.
Therefore, app store data and microblogging data are complementary, and can
describe a mobile app from different perspectives. In this paper, we study the
problem of competitive prediction of bike-sharing apps using heterogeneous app
store data and microblogging data.

To the best of our knowledge, the problem of predicting the competitiveness
of mobile apps has not been well investigated in the literature. There are several
challenging questions to be answered. How to forecast the popularity contest
outcomes of bike-sharing apps? How to extract effective features to characterize
the competitiveness of bike-sharing apps from heterogeneous crowdsourced data?

To answer these questions, we propose CompetitiveBike, a system that pre-
dicts the outcomes of the popularity contest among bike-sharing apps leverag-
ing heterogeneous app store data and microblogging data. We first obtain app
descriptive statistics and sentiment information from app store data, and descrip-
tive statistics and comparative information from microblogging data. Using
these data, we extract both coarse-grained and fine-grained competitive fea-
tures. Finally, we train a regression model to predict the outcomes of popularity
contest. We make the following contributions.

2 https://en.wikipedia.org/wiki/Ofo (bike sharing).

https://en.wikipedia.org/wiki/Ofo_(bike_sharing)
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(1) This work is the first to study the problem of competitive prediction of
bike-sharing apps. We use two indicators for the comparison: (i) competitive
relationship to indicate which app is more popular; and (ii) competitive
intensity to measure the popularity gap between the two apps/systems.

(2) To predict popularity contest between apps, we extract features from dif-
ferent perspectives including the descriptive information of apps, users’ sen-
timent, and comparative opinions. Using the basic information, we further
extract two novel features: coarse-grained and fine-grained competitive fea-
tures, and choose Random Forest for prediction.

(3) To evaluate CompetitiveBike, we collect data about Mobike and Ofo from 11
app stores and Sina Weibo. With the data collected, we conduct extensive
experiments from different perspectives. We find that the Random Forest
model performs well on competitive relationship prediction (the Accuracy
is 71.4%) as well as competitive intensity prediction (the RMSE is 0.1886).
A combination of the coarse-grained and fine-grained competitive features
improves performance in popularity contest prediction, and a combination
of data from app store and microblogging also improves performance in pop-
ularity contest prediction. The results demonstrate the effectiveness of our
approach.

2 Related Work

2.1 App Popularity Prediction

Recently, a significant effort has been spent on predicting popularity of mobile
app [17–20]. Zhu et al. [17] proposed the Popularity-based Hidden Markov Model
(PHMM) to model the popularity information of mobile apps. Wang et al. [18]
proposed a hierarchical model to forecast the app downloads. Malmi [19] found
that there existed connection between app popularity and the past popularity
of other apps from the same publisher. Finkelstein et al. [20] found that there is
a strong correlation between rating and the downloads.

Our work differs from and potentially outperforms the previous work in sev-
eral aspects. First, we focus on the problem of competitive prediction of bike-
sharing apps, instead of the prediction of a single app. Second, we predict the
popularity contest leveraging heterogeneous crowdsourced data (i.e., app store
data and microblogging data) that are often complementary and can reflect
mobile app popularity contest from different perspectives.

2.2 Competitive Analysis

Competitive analysis involves the early identification of potential risks and
opportunities to help managers making strategic decisions for an enterprise [10].
Jin et al. [21] selected subjective sentences from reviews which discuss common
features of competing products. He et al. [22] analyzed the textual content on
the social media of the three largest pizza chains, and the results revealed the
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business value of comparing social media content. Tkachenko and Lauw [23] pro-
posed a generative model for comparative sentences, jointly modeling two levels
of comparative relations: the level of sentences and the level of entity pairs. Zhang
et al. [24] proposed to scan reviews to update a product comparison network.

These studies conduct competitive analysis simply via semantic analysis of
users’ opinion. In contrast, our work extracts features from different perspectives
including the descriptive information of apps, user’s sentiment, and comparative
opinions. Using the basic information, we further extract coarse-grained and fine-
grained competitive features, and train a model to predict popularity contest.

3 Data Acquisition and Analysis

3.1 App Store Data

We collected data from 11 mainstream Android app stores3 in China, including:
Wandoujia, Huawei, 360, Meizu, OPPO, VIVO, Yingyongbao, Xiaomi, Baidu,
Lenovo and Anzhi market. An overview of app store data is listed in Table 1.

Table 1. Basic statistics of the app store data

Property Statistics

App stores 11

Time span 04/22/2016–03/14/2017

Reviews of Mobike 69,228

Reviews of Ofo 13,928

Total downloads of Mobike 35,591,757

Total downloads of Ofo 30,423,077

We collected data between 04/22/2016 and 03/14/2017. At the beginning,
these two apps were still relatively new and they are not as popular now, so there
were not a lot of data. To ensure prediction accuracy, the actual time span of
the app store data we use is from 06/20/2016 to 03/12/2017, exactly 38 weeks.

Figure 1 shows the downloads of the two apps over different lengths: daily,
weekly, and monthly. We can observe that their downloads are all increasing,
and for the recent months, Mobike and Ofo have more comparable downloads.
The weekly records are more appropriate for competitive prediction, because
the daily records fluctuate too much and the monthly records are too sparse.
Therefore, we set the length of time window as one week.

3 Data from Google Play is more sparse than these app stores as Mobike and Ofo
users are mainly from China, so we did not collect data from Google Play.
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(a) daily records (b) weekly records (c) monthly records

Fig. 1. The daily, weekly and monthly downloads of Mobike and Ofo

3.2 Microblogging Data

We crawled three microblogging datasets from Sina Weibo4, the most popular
microblogging service in China. The first dataset was crawled by using a com-
bination of the two keywords “Mobike” and “Ofo”, we refer it as the “Mobike
& Ofo”. The second one was crawled by using the keyword “Mobike”, we refer
it as the “Mobike”. The third one was crawled by using the keyword “Ofo”, we
refer it as the “Ofo”. An overview of three datasets is listed in Table 2.

Table 2. Basic statistics of the microblogging data

Dataset Time span Microblogs Users Reposts Comments Likes

Mobike & Ofo 06/21/2016–03/14/2017 11,176 8,725 34,801 35,646 31,295

Mobike 04/22/2016–03/14/2017 52,718 40,187 151,126 207,926 181,560

Ofo 05/30/2016–03/14/2017 43,746 35,752 145,882 181,815 170,644

4 Problem Statement and System Framework

4.1 Problem Statement

The problem can be stated as follows: given the app store data and microblogging
data about Mobike and Ofo, we want to predict which app will be more popular
in the future.

Definition 1 Popularity Contest. Inspired by [25], the popularity of Mobike
(or Ofo) can be measured by the downloads, and the popularity contest (PC)
between Mobike and Ofo can be defined by the difference in their downloads Dm

and Do:

PC =
Dm −Do

Dm + Do
(1)

4 https://weibo.com/.

https://weibo.com/
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Definition 2 Competitive Relationship. The competitive relationship (CR)
between Mobike and Ofo can be one of the two possibilities: (1) Mobike is more
popular than Ofo, or (2) Ofo is more popular than Mobike. According to For-
mula (1), when PC > 0, Mobike is more popular; otherwise, Ofo is more popular.

Definition 3 Competitive Intensity. The competitive intensity (CI)
between Mobike and Ofo is the absolute value of PC. The smaller the value,
the higher the competitive intensity is.

Formally, we extract feature set X from app store data and microblog-
ging data, then we want to predict the popularity contest Y . Let X =
{x1, ...xN} and Y = {y1, ...yN}, given X(1:t+1)(= {X(1), ..., X(t+1)}) and
Y (1:t)(= {Y (1), ..., Y (t)}), our objective is to predict Y (t+1).

4.2 System Framework

The overview of the framework is illustrated in Fig. 2, which mainly consists of
three layers: data preparation, feature extraction, and competitive prediction.

App Store Data Microblogging Data

App
Statistics

App 
Reviews

Microblog 
Statistics

Comparative 
Microblog

Coarse-grained
Competitive Features

Fine-grained 
Competitive Features

Regression Model

Popularity Contest
Prediction

Data Preparation

Feature Extraction

Competitive Prediction

App Store Social Media

Fig. 2. System framework.

Data Preparation. We obtain app statistics and reviewers’ sentiment from
app store data, and microblogging statistics and comparative information from
microblogging data.

Feature Extraction. To effectively extract and quantify the factors impacting
mobile app popularity contest, we extract features from different perspectives
including the inherent descriptive information of apps, users’ sentiment, and
comparative opinions. With this information, we further extract two novel sets
of features: coarse-grained and fine-grained competitive features.

Competitive Prediction. With these two extracted feature sets, we train a
model to predict the popularity contest between Mobike and Ofo.
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5 Popularity Contest Prediction

In this section, we first analyze the factors impacting the popularity contest
between Mobike and Ofo, then extract coarse-grained and fine-grained compet-
itive features from these factors to characterize popularity contest. Finally, we
train a model to predict popularity contest.

5.1 Coarse-Grained Competitive Features

Features from App Store. When users download and install a mobile app,
they may submit reviews and ratings to the app store. For example, a user wrote:
“The Mobike app cannot launch today, it was still okay yesterday, what’s the
matter? It’s terrible!”. According to the review, we believe that app store data
(e.g. reviews, ratings) can reflect users’ online experience with the app. Typically,
users may upload their requirements (e.g. functional requirements), preferences
(e.g. UI preferences), or sentiment (e.g. positive, negative) through reviews, and
they may also rate the app based on their overall satisfaction. Therefore, we
extract features from reviews and ratings to characterize popularity contest.

App Statistics. Generally, the numerical statistics of reviews and ratings in
each time window can reflect the popularity of the app. In other words, a bigger
number of reviews and a higher rating score may indicate that the app is more
popular. We use the difference between app’s review number DN (and rating
scores DS) to characterize popularity contest. A small value of DN (and DS)
indicates that they have similar number of reviews (and rating score), thus their
competition is more intense.

Sentiment Similarity. Besides numerical statistics, app reviews can express
users’ sentiment. We use a Chinese sentiment analyzer called SnowNLP5 to
analyze the sentiment of reviews. We calculate the sentiment value si of each
review at time instant ti, then we obtain the sentiment distribution vector vi =
(p1, p2, p3) at time ti, where p1, p2, p3 is corresponds to negative, neutral and
positive sentiment proportion respectively.

The extracted sentiment sequences are only for a single app, when we consider
the competition between two apps, we compute sentiment similarity to capture
the difference of users’ sentiment about these apps, and the similarity can be
measured by calculating the cosine similarity [26]. The higher similarity means
that users’ opinions about them are more similar, and the competition between
them is more intense.

Features from Microblogging. When users ride the bike of different apps,
they may share their riding experience on social media. An example of a
microblog is like this: “This is my first ride of Mobike, it is so cool!”. We believe
online social media is another way to express users’ riding experience. Therefore,

5 https://github.com/isnowfy/snownlp.

https://github.com/isnowfy/snownlp
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we extract features from microblogging data to help understand the popularity
contest of different apps.

Microblogging Statistics. In the “Mobike & Ofo” dataset, the number of
microblogs, users, reposts, comments, and likes can reflect the attention about
Mobike and Ofo on microblogging, the bigger value indicates more intense com-
petition between Mobike and Ofo.

In the “Mobike” dataset, more microblogs that contain the keyword “Ofo”
imply that Ofo is more frequently mentioned in the “Mobike” dataset. We use the
ratio (Rom) of “Ofo” and “Mobike” to characterize the competition. Formally,
Rom = MNo

MNm
, where MNo and MNm represent the number of microblog that

contains “Ofo” and “Mobike”, respectively. Similarly, in the “Ofo” dataset, we
use the ratio (Rmo) of “Mobike” and “Ofo” to characterize the competition. The
higher ratios, the more intense competition.

Comparative Analysis. In addition to the numerical statistics, the textual
information in microblog content is also valuable. The “Mobike & Ofo” dataset
often contains the comparison between Mobike and Ofo. Let us consider a
microblog: “Mobike is too heavy, and it is uncomfortable to ride. It is also slightly
expensive. Of course, there are some aspects where Mobike is better than Ofo,
such as: Mobike is more solid than Ofo, and its bell is also better.” According to
this post, we observe that (1) there exists comparison between Mobike and Ofo;
(2) a single microblog may compare the apps many times on different aspects
(e.g. price, quality); (3) each comparison can discuss the advantages and disad-
vantages of the bike. Therefore, we need to address three issues in comparative
analysis: (1) how to identify comparison between Mobike and Ofo; (2) how to
calculate the comparison count; (3) how to determine the comparison direction,
which means whether Mobike is better than Ofo, or Ofo is better than Mibike.
We next describe our methods to address these issues.

First, the occurrences of comparative words such as “better” often indicate
comparison and these comparative words are usually adjective or adverb. There-
fore, to identify the comparison, we try to determine whether there exist compar-
ative words in microblogs. Specifically, we use a Chinese lexical analyzer called
Jieba6 to annotate part of speech, and extract adjectives and adverbs to build a
dictionary. We then determine whether there exist comparative words by query-
ing the dictionary and filtering out microblogs without comparative words. After
this, all the remaining microblogs contain comparison between Mobike and Ofo.

Next, when calculating the comparison count, we do not need to differentiate
which aspects are in comparison. We can count the number of comparative word
to determine the comparison count.

Last, the sentiment of the comparative words can be used to infer comparison
direction. In the example above, “Mobike is more solid than Ofo” implies that
Mobike is better than Ofo. We divide the dictionary into two sub-dictionaries:
positive and negative. With a positive comparative word, 1 is added to its own
score; with a negative comparative word, 1 is added to the score of the com-

6 https://github.com/fxsjy/jieba.

https://github.com/fxsjy/jieba
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petitor. This way, we can obtain the comparison direction scores for Mobike and
Ofo. We use the scores to characterize popularity contest.

5.2 Fine-Grained Competitive Features

Each coarse-grained competitive feature is a time series with time window of
one week. In each time window, we extract the temporal dynamics of the coarse-
grained competitive features as the fine-grained competitive features to charac-
terize the trend of the sequence [27].

Overall Descriptive Statistics describe the basic properties of the coarse-
grained competitive features from multiple aspects. We extract the mean, stan-
dard deviation, median, minimum and maximum as features.

Hopping Counts can effectively describe the “pulse” of sequence and is
calculated as the number of elements whose values are greater than their next
element. This feature is used to characterize the fluctuation of the sequences.

Lengths of Longest Monotonous Subsequences describe the size of gra-
dient descent or ascent patterns in a sequence. We examine the longest monotone
(including increasing and decreasing) subsequences, and use the lengths of these
two subsequences to describe the tendency of the sequence.

5.3 Popularity Contest Prediction

With these two extracted feature sets, we want to predict the popularity contest
in the future, we use regression-based methods. Since the extracted features are
sequences, and the time window is one week, we treat successive several weeks as
the training set, then compare the state-of-the-art regression models. Section 6
has the details on the models we compared and the one we eventually use.

6 Performance Evaluation

6.1 Experimental Setup

Comparison Settings. To demonstrate the effectiveness of different types of
features, we divide the extracted features into two categories: (1) coarse-grained
competitive features (CF); (2) fine-grained competitive features (FF).

To demonstrate the effectiveness of heterogeneous crowdsourced data, we
divide the features into another two categories according to the data source: (1)
features from app store data (AF); (2) features from microblogging data (MF).

Regarding algorithm comparison, in the phase of competitive relationship pre-
diction, we evaluate three state-of-the-art classification algorithms: Decision Tree
(DT), Adaboost and Random Forest (RF). In the phase of competitive inten-
sity prediction, we evaluate two state-of-the-art regression algorithms: Support
Vector Regression (SVR) and Random Forest (RF).

To conduct popularity contest prediction, we use the following setup: we use
ten successive weeks as the training set and the next one week as the test set.
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Baseline Algorithms. For popularity contest prediction, we use the following
methods as the baselines:

– Last predcition: it predicts the popularity contest using the last one week, i.e.
Y (t+1) = Y t. We refer it as “Last”.

– CF : it predicts the popularity contest using the coarse-grained competitive
features alone.

– FF : it predicts the popularity contest using the fine-grained competitive fea-
tures alone.

– AF : it predicts the popularity contest using the features from app store alone.
– MF : it predicts the popularity contest using the features from microblogging

platform alone.

Evaluation Metrics. For popularity contest prediction, we measure the pre-
diction performance using the following metrics:

– In the phase of competitive relationship prediction, we use Accuracy, Pre-
cision, Recall, F-measure as the evaluation metrics. Higher values of these
metrics means the better performance in competitive relationship prediction.

– In the phase of competitive intensity prediction, we use RMSE as the evalu-
ation metric. A smaller RMSE means the better performance in competitive
intensity prediction.

6.2 Experimental Results

Comparison of Different Algorithms. We want to compare the effective-
ness of different algorithms in popularity contest: competitive relationship and
competitive intensity.

Regarding the competitive relationship prediction, Fig. 3 shows the Accuracy,
Precision, Recall and F-measure of DT, Adaboost and RF. We observe that RF
outperforms the other algorithms, with the Accuracy of 71.4%, and the state-
of-the-art classification algorithms outperforms the baselines.

Regarding the competitive intensity prediction, Table 3 shows the RMSE of
Last, SVR, and RF. We observe that RF again outperforms other algorithms,
and the RMSE of the baseline is much larger than RF regression algorithm.

In summary, the state-of-the-art machine learning algorithms can train a bet-
ter learning model by using the proposed features. RF performs well on competi-
tive relationship prediction as well as competitive intensity prediction. Therefore,
we choose Random Forest (RF) as the default predictor for predicting popularity
contest.

Comparison of Different Features. We try to determine whether the com-
bination of the coarse-grained and fine-grained competitive features can improve
the performance of prediction. Therefore, we compare the CF, FF, and CF+FF,
respectively.
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Algorithms
DT Adaboost RF
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Fig. 3. Comparison of algorithms.

Table 3. RMSE of algorithms

Last SVR RF

0.2280 0.2185 0.1886

Figure 4 shows the Accuracy, Precision, Recall and F-measure of CF, FF and
CF+FF. We observe that FF outperforms CF, with the Accuracy of 67.9%, while
CF is 60.7%. This is because FF is generated based on CF, and it can reflect the
fine-grained tendency of CF. Furthermore, the combination of the coarse-grained
and fine-grained competitive features (CF+FF) improves the performance in
competitive relationship prediction, compared with CF and FF alone.

Table 4 shows the RMSE of CF, FF and CF+FF. We can observe that FF
outperforms CF, and can reflect the temporal dynamics of the CF. Further-
more, the combination of the coarse-grained and fine-grained competitive fea-
tures (CF+FF) improves the performance in competitive intensity prediction,
compared with CF and FF alone.

In summary, FF outperforms CF in both competitive relationship and com-
petitive intensity prediction, and the combination of the coarse-grained and fine-
grained competitive features (CF+FF) can further improve the performance in
competition prediction.

Features
CF FF CF+FF

0.0

0.2

0.4

0.6

0.8
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Fig. 4. Comparison of features.

Table 4. RMSE of features

CF FF CF+FF

0.2059 0.1980 0.1886
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Comparison of Different Data Sources. We aim to determine whether
the combination of app store data and microblogging data can improve the
performance of prediction. Therefore, we compare the AF, MF, and AF+MF,
respectively.

Figure 5 shows the Accuracy, Precision, Recall and F-measure of AF, MF
and AF+MF. We can observe that AF outperforms MF, with the Accuracy of
64.3%, while MF is 60.7%. This is because that AF constitutes reviews and
scores which can reflect users’ online experience with the app. Users may report
their sentiment or requirement through reviews, and their satisfaction degree
through rating scores. It will directly affect the popularity of the app, there-
fore will affect the popularity contest. In contrast, MF reflects the popularity
contest indirectly. Furthermore, the combination of features from app store and
microblogging (AF+MF) improves the performance in competitive relationship
prediction, compared with AF and MF alone.

Table 5 shows the RMSE of AF, MF and AF+MF. We can observe that AF
outperforms MF, because AF will directly affect the popularity of the mobile app,
while MF reflects the competition indirectly. Furthermore, the combination of
features from app store and microblogging (AF+MF) improves the performance
in competitive intensity prediction, compared with AF and MF alone.

Data sources
AF MF AF+MF

0.0

0.2

0.4

0.6

0.8
Accuracy
Precision
Recall
F-measure

Fig. 5. Comparison of data sources.

Table 5. RMSE of data sources

AF MF AF+MF

0.1965 0.2062 0.1886

In summary, AF outperforms MF in both competitive relationship and com-
petitive intensity prediction, and the combination of features from app store
and microblogging (AF+MF) further improve the performance in competition
prediction.

7 Conclusion

In this paper, we focus on the problem of competitive prediction over Mobike
and Ofo. We propose CompetitiveBike to predict the popularity contest between
Mobike and Ofo leveraging heterogeneous app store data and microblogging
data. Specifically, we first extract features from different perspectives including
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the inherent descriptive information of apps, users’ sentiment, and comparative
opinions. With the basic information, we further extract two sets of novel fea-
tures: coarse-grained and fine-grained competitive features. Finally, we choose
the Random Forest algorithm to predict the popularity contest. Moreover, we
collect data about two bike-sharing apps from 11 online mobile app stores and
Sina Weibo, implement extensive experimental studies, and the results demon-
strate the effectiveness of our approach.

In the future work, we will enrich our problem statement and system frame-
work by learning from the classical economic theories on competitive analysis
[28,29]. In the stage of data preparation, we will filter the fake and malicious user
feedbacks [30], which may affect the prediction of popularity contest. In order to
provide competitive analysis for mobile apps, we will view the mobile apps com-
petition as a long-term event, and generate the event storyline [31] and present
descriptive information regarding popularity contest to enrich the competitive
analysis. Besides, we will improve the prediction model by analyzing the cou-
plings [32,33] among features and determining their mutual influence. Morever,
we will collect more categories of apps to enrich our datasets, not only focus on
the popular apps, but also the new emerging apps, and extend the generality of
our approach to other apps.
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Program of China (No. 2017YFB1001800), and the National Natural Science Founda-
tion of China (No. 61332005, 61772428, 61725205).
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Abstract. The study of the competitive dissemination of various social infor-
mation is of great significance to product marketing, political competition, and
public opinion. Based on the existing small-world network model, this paper
establishes a dual world network model that combines geographical factors to
describe the information dissemination in society from two aspects of human
relations and geographical relations. In addition, in order to describe the com-
petitive relationship of a variety of opinions, the Opinion Acceptance Rules
(OAR) were designed and simulated in the MATLAB environment. Therefore,
this paper proves a lot of communication phenomena such as information
explosion, information balance, and information island.

Keywords: Competitive dissemination � Various social information �
Dual world network

1 Introduction

Social information dissemination [1–4] refers to the process of proliferation and
extinction of information in social networks. Mail, phone, TV, Facebook, or WeChat
can be transmitted through text or multimedia as a medium for information dissemi-
nation. To a certain extent, social relations can be regarded as a kind of trust rela-
tionship on which information dissemination depends [5]. A set of social relationship
(like Facebook “news feed”) can be seen as a channel for information dissemination.

According to the competitive nature of information dissemination process, infor-
mation dissemination research can be divided into two categories. One is focused on
the study of a single viewpoint and the spread of a single event in the society, such as
Karumanchi et al. [6], Ryan et al. [7] and others have put forward some effective
research model in this field. The other is to consider more complex situations and study
the competitive spread of multiple views in the same event. There is no doubt that the
application of the second types of research is more extensive.

In addition, Studying the objective laws of opposing views dissemination can make
the information spread more effectively in the community. It plays an significant role in
the product marketing [8], political argument [9] and opinion guidance [10]. The study
of the opposing views dissemination is to bring in interaction effect mechanism of
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opposing views based on the study of the law of information dissemination. It aims at
figuring out how the information is disseminated in the social network. Specifically, it
is to clarify that under what circumstances, people will adhere to their original views. In
what circumstances, people will give up their original views and believe a new
viewpoint.

The common mathematical models of information dissemination are SIS, SIR [11]
model, ER random network model [12], small world network model (small world
network model) [13–16] and so on. Among which, the small world network model has
a wide range of attention and is considered to be more effective [17]. small world
network model can be used to describe the natural network structure of [7] shortest
path, clustering characteristics [14, 18]. In addition, the six-degree separation theory
[19] is derived from small world network model.

Because the small world network model can effectively describe the relationship
between objects, such as cooperation/competition among members of society, links
between brain neurons, excitatory dissemination relationship, and social information
dissemination. With the aid of the method of describing the relationship between the
small world network, a large number of scholars have used the small world network to
research the relationship above. For example, Sullivan et al. [20] combine the small
world network model with the weaving learning theory to explore the relationship
between the relationship intensity of the members and the learning ability of the
company. Erkaymaz et al. [21] introduces the topology of the small world into the
artificial neural network and uses an improved neural network to diagnose diabetes.
A better diagnosis is achieved.

In all applications, the use of a small world network to solve the problem of
information dissemination is a hot issue. In this field, all the studies are divided into
three categories.

The first class of researchers used the small world network to apply to a particular
field of communication and explored the spread and propagation of the real life. For
example, Xu et al. [22] use small world network model to explore the spread of mobile
social networking (MSN). Pin Luarn uses small world network model to explore the
spread of mainstream social networking sites. Wang et al. [23] use a small world
network model to discuss the spread of safety information on product quality. This kind
of research has a strong application and can play a role in predicting and guiding
information dissemination in a certain field.

The second types of researchers have the impact of the internal structure of the
small world network on the communication of social information. For example, Lima
et al. [24] study the containment strategy for bad information dissemination through the
mobility of small world network nodes. Wei et al. [25] study the relationship between
the intensity of the connections between the small world network nodes and the speed
of the communication of social information.

There are many other scholars studying the key nodes in the network - the impact of
super-communicators [26–28] on social communication.
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The third types of researchers are trying to improve the small world network so that
they are more satisfied with the requirements of social communication. Hodas et al. [28]
studied the characteristics of social information dissemination on the Internet based on
the small world network model by extracting a large amount of communication infor-
mation from Twitter. On the basis of the node propagation model, Zhou et al. [29] added
a lot of spreading factors, proposed a fine-grained online social network information
dissemination model, and used KRI’s information extraction method to gain a lot of
information on the Weibo for model verification.

As a universal relational network model, the small world network is bound to be
unable to describe a specific social structure very carefully. For example, when
describing the social communication problem in a certain area, the net- work structure
established by it is not different from the network structure in other regions and does
not reflect the difference in different regions. In order to make the small world network
more suitable for the request of the information dissemination problem. In this paper, a
dual world network model is proposed.

Most importantly, the small world network model focuses on the network structure
of social relationships [30], but information dissemination problem does not only
conform to its social relations. In many ways of communication (such as people face to
face communication, Mail, telephone, television and so on), geographical relations is
also an important part of information dissemination. In addition, research shows that
people are more likely to believe in friends who are geographically close to each other.
So the impact of geographic factors on the problem of information dissemination is also
worth introducing in the model.

In communication, The opposing view is the opposing viewpoint that every indi-
vidual holds in same event [31]. Every individual can only choose to accept one in all
opposing views. The acceptance of a personal view is influenced by many aspects, such
as personal position, historical factor, and the heart of the crowd [32]. Specifically,
people choose to accept or exclude a viewpoint that will be affected by the social
environment. At present, the theory about the spread of opposing views in society is
not very complete.

Based on the several points above, the main contributions of this paper are as
follows: By developing the small world network model, the paper uses the impact of
geographical factors on social information dissemination to first propose the estab-
lishment of dual world network model (the relationship world and the geographical
world) and model for the information dissemination mechanism. The dual world net-
work model also considers changing the nonweighted graph of social structure and
geographical factors into a weighted graph. Based on the human characteristics like
mass-following psychology and perspective inertia, the Opinion Accept Rules
(OAR) is designed to describe each person for the acceptance of the view, thus discuss
the laws of society as a whole.
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2 Small World Network and Establishment of the Dual
World Network

2.1 Small World Network

The small world network is between the regular network and stochastic network model.
As one of the complex network model, the small world has both small world char-
acteristics and clustering characteristics [33].

In reality, it was proved that most networks have small world characteristics, so the
small world network can be used to depict actual real network. This paper introduces
the establishment of the WS network method proposed by Watts to establish a small
world network model [34].

The small world network model starts from the N nodes nearest neighbor network.
1 Put the adjacent coupled network into a ring. 2 Reconnect each side of the network
with probability p. One endpoint is maintained, and the other endpoint is selected as a
random node in the network.

And specify that there can be only one edge between any two different nodes. The
coefficient P specifies the randomness of the network, as shown in Fig. 1:

In the small world network, P = 0 represents a fully defined network; P = 1 rep-
resents a completely random network. By adjusting the value of P, we can control the
changes from the regular network to the random network, thus generated the small
world network.

Fig. 1. Sketch map of small world network
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2.2 Conceptual Proposition and Mathematical Description of Dual
World Network Model

In any dissemination of social information, a relationship network is not established
entirely random. Its establishment is not only affected by the geographical environ-
ment, cultural factors, but also by the information media and the impact of randomness.
So small world network model cannot description the social network accurately. The
main reason is that the small social model does not take into account the media and
geographical factors on social network.

On this paper, the dual world models are established based on the two constraints of
geographical factors and relationship factors.

The diagram of the dual world network model is as shown in the Fig. 2.

As shown in Fig. 2, For the same node, the node exists in two worlds at the same
time, One is the geographical world, describes the location of the relation- ship between
nodes. another is the relational world, describing the dissemination of information
between nodes. For example, Node A has information exchange relationship with five
other nodes (B, C, D, E) in information dissemination world, and the nodes are not
geographically connected with them.

Dual world information dissemination model can be expressed as the following
mathematical form:

In the undirected right connected graph G(V, E), where V represents the range of
unicom figure, E represents the link of unicom figure.

NETt ¼ NETt�1 [Bt ð1Þ

Fig. 2. Dual world network diagram
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In (1), NETt represents the state of acceptance of a certain message by the network
at t. When D(x, y) node receives this message, NETt ¼ 1, NETt ¼ 0 when not accepted,
where:

Bt ¼ vjv 2 V ; evt [ p
� � ð2Þ

evt ¼
Mt

v

dv
ð3Þ

Mt
v ¼ v0jðv0; vÞ 2 E; v0 2 NETt�1f g ð4Þ

In (2) and (3), Bt is the Transfer matrix of NETt, and evt represents the adoption of a
problem in the scope of a node’s friends. B represents the trust degree of this node’s
friend node. And p represents its trust threshold for a certain information.

2.3 The Opinion Accept Rules

In order to simulate the spread of information in society, this paper designs an Opinion
Accept Rules (OAR) to simulate the interpersonal relationship through the dual world
model.

When choosing the social viewpoint, social members will be influenced by other
social members around them. Therefore, based on the psychology of conformity, this
paper designs the Opinion Accept Rules. The mathematical description of OAR is
shown as (5)

if PðiÞ ¼ 0 and
Nin

Na
[ ai

TðiÞ ¼ i

if PðiÞ ¼ 0 and
Nin

Na
� ai

TðiÞ ¼ 0

if PðiÞ ¼ 1 or 2 or � � � or n and Nin

Na
[ aiki

TðiÞ ¼ i

if PðiÞ ¼ 1 or 2 or � � � or n and Nin

Na
� aiki

TðiÞ ¼ i

ð5Þ

In (5), PðiÞ represents the degree of the node believe in the information. true(1)
specifies that the information is accepted. Indicates the number of people who believe in
the message in their friend circle, and represents the total friend number. The friend circle
of Node i include all nodes in the dual world network which are related to node i.
Nb represents the confidence coefficient, which is the coefficient of the model.
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Ti represents the opinion accept transitionmatrix can describe the transition of peoplewho
do not believe in the message to accept the message. After all the nodes’ confidence
transfer matrix has been updated, the matrix P is updated by OR operation.

3 Model Simulation Results

3.1 Multi-viewpoint of the Simulation Results

In order to simplify the problem, this article defines the social area as a uniform
population of square areas, select the model parameters in the Table 1.

The simulation diagram of the propagation of opposing views is shown in the
Fig. 3.

Specific time dependent believers percentage of B and C shown as Table 2.
Table 2 shows the propagation status of the two viewpoints corresponding to the

current situation in the figure and lists the proportions of beliefs of viewpoints B and
C at different times. As shown above is the viewpoint B and the opposing view of
C simulation of communication icon. In the figure, white indicates a node that does not
believe any viewpoint of B and C, red indicates a node that believes viewpoint B, and
blue indicates a node that believes viewpoint C.

Table 1. A single viewpoint of the variable name value comparison table

Variable name Nf Lf [Wc, Wk]

Variable meaning friend number
friend distance network size value
Value 10 10 [500, 500]
Variable name Tm Tv Bt

Variable meaning friend number
friend distance network size value
Value 10 10 [500, 500]

Fig. 3. Multi-view simulation of communication
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The concrete manifestation is that the beliefs of viewpoint B and C increase at the
same time until the saturation occurs. At T ¼ 5, essentially all nodes believe in the
B and viewpoint C and enter the saturation situation.

When T [ 5, the two viewpoints are in a state of exponential growth. The increase
in the number of people who believe in one viewpoint leads to another view that the
reduction in the number of people is in a state of competitive communication. In the set
parameters, the author presupposes that people in this dissemination have a tendency of
accepting viewpoint B to be 0.01% more than viewpoint C.

However, in the final result of dissemination, viewpoint B occupies a great
advantage, It can be seen that the ability of the message to spread has a great influence
on the spread of the message.

Multi-perspective sensitive analysis shown in Fig. 4.

As shown in Fig. 4, the simulation result of changing the friendship range Nf is
shown in the figure. The horizontal axis is the time scale and the vertical axis is the
percentage of the number of people who believe it.

Fig. 4. Multi-perspective sensitive analysis

Table 2. A time-varying table of people’s persistence of opinions in a population

Time T = 1 T = 2 T = 3 T = 4 T = 5 T = 7 T = 9 T = 11

PerB 0.12 0.24 0.54 0.65 0.68 0.70 0.71 0.72
PerC 0.11 0.18 0.33 0.29 0.26 0.24 0.23 0.22
Time T = 15 T = 17 T = 19 T = 21 T = 23 T = 25 T = 27 T = 29
PerB 0.73 0.74 0.77 0.78 0.78 0.79 0.79 0.80
perC 0.21 0.20 0.17 0.16 0.15 0.14 0.14 0.14
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In the period of opinion communication ðT\¼ 5Þ, no matter how the Nf changes,
the proportion of beliefs in both viewpoint will increase rapidly. But the notion of B is
growing faster than the viewpoint C, so at the end of the propagation phase, more
nodes accept the viewpoint B.

In the next phase of the competition, the viewpoint B will eventually yield large-
scale support because of its own dissemination advantages and the existing mass
advantages. But at the end of the day, the idea that viewpoint B does not hold a 100%
approval rate due to the information silos will be discussed later.

3.2 Discussion on the Phenomenon of Islands of Interest

In the situation of information’s competitively dissemination, advantageous views will
erode disadvantage views. It means that with the passage of time, due to the influence
of the social network, there will be people who have weak point turn to believe the
advantageous view. But often weak views will not be completely eroded since Infor-
mation Island will appear in the social network. Similar to the concept of small world
network, groups that have high rate information flow exist in the social network.
Because the mutual friend relationship between nodes is very concentrated, in the
premise of confidence in their internal rules, people tend to hold the same attitude to a
question, is also easier to exclude outside in the opposite view. As the last figure in the
last, the red spots being left are results of isolated island phenomenon.

Island phenomenon analysis chart shown in Fig. 5.

Figure 5 shows the final propagation state when Nf takes different values. When the
Nf number is 15, the number of islands is 35 and the volume is small. As the Nf value
increases, the number of isolated islands decreases. However, The volume will be
larger. When Nf is 27, there are 13 islands. In other words, as the number of friends Nf

increase, or friends to improve the scope of Lf, island phenomenon will gradually
decline, that is, the society will be more and more tend to take the same view on a
certain issue. In other words, with the escalation of communication means, the island
phenomenon will be weakened.

Fig. 5. Island phenomenon analysis chart
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4 Conclusions

This article establishes a dual-world model that is related to geographical factors to
explore and simulate the process of the spread of social information. By MATLAB
software to solve the following conclusions.

With the increase in the scope of making friends, there will be a leap in information
dissemination speed. But after a threshold, the spread of information there will be a not
smooth phenomenon. Nodes more friends, it will make the social relations more clo-
sely, which will bring about a corresponding increase in the speed of communication,
but in the simulation results can also see the number of friends will have a roof effect,
that is, when the number of friends After reaching a certain large value, the result of the
spread of the sensitivity of the number of friends is not high.

In addition, under the circumstance of competition and dissemination, the advan-
tage of occupying a small number of advantages expands its advantages at the initial
stage of dissemination. The greater the social scope and the longer the stage of dis-
semination, the more obvious its advantages will be expanded.

There is an island phenomenon in society, that is, there is a small group insensitive
to changes in external information. However, with the reduction of the scope of making
friends, the island phenomenon will be weakened.
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Abstract. A tiered storage system uses replication method to provide
both high reliability and availability, which stores three replicas over dif-
ferent nodes in the clusters. Erasure codes (EC) such as Reed-Solomon
(RS) are increasingly utilized to further reduce the storage overhead
while providing low I/O performance and availability. Existing solutions
nowadays implement heterogeneous storage systems either using triple
replication, erasure coding methods or a combination of both, although
involves high performance gap between each data layer. To address this
problem, in this paper, we introduce WarmCache, a new data layer for
warm data by having one copy stored using erasure coding and the other
copy in memory data layer. Using one copy in erasure coding data layer
ensures data reliability, while the other copy in memory data layer pro-
vides fast I/O performance.

Keywords: Erasure codes · Storage overhead · I/O performance ·
Replication · Cache

1 Introduction

The upper limit of data processing is constantly growing each year which implies
storage utilization is exponential increasing. Data centers have begun to analyze
their data in order to optimize their clusters efficiency: (1) realizing that most
existing data is almost never accessed (archival or cold data); (2) while a shorter
proportion of data is more frequently accessed. Tiered storage systems [1] groups
data based on the business Key Performance Indicator (“KPI”) allocating each
group on different storage devices such as SSD for frequently accessed data and
HDD for less accessed data. The goal of tiered storage is to reduce storage cost
while keeping system utilization optimized. Distributed File Systems (DFS) such
as Hystor [2] and Hadoop [3] implement tiered storage in their architecture.

Typically Distributed File Systems (DFS) use triple replications to ensure
data reliability and availability. Although it is simple and effective, replication
c© Springer Nature Switzerland AG 2019
S. Li (Ed.): GPC 2018, LNCS 11204, pp. 269–283, 2019.
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have a 3× storage cost in the default case. While some previous work [4,5] tries
to provide adaptive number of replicas based on access demand to optimize
storage cost, the Quality of Service (QoS) cannot be guaranteed. Another app-
roach used in DFS to provide reliability is the implementation of Erasure Codes
(“EC”), which divides data in smaller chunks with parity information resulting
in less storage overhead. As shown in previous publications [6], we can observe
there exist many kind of codes for storage systems based on RAID [7]. A major
category of erasure codes are the Maximum Distance Separable (“MDS”) codes,
such as Reed-Solomon (“RS”) [8] and STAR codes [9]. Another type are the
non-MDS codes, such as Locally Repairable Codes (“LRC”) [10], Local Recon-
struction Codes (“LRC”) [11], GRID Codes [12] and HoVER Codes [13].

Although Erasure Coding (EC) gives less storage overhead, it has higher I/O
cost than replication since encoding/decoding tasks are involved in typical I/O
operations such as read, write and block reconstruction. Recent work [14–17]
have shown different ways of combining replication and erasure coding in tiered
storage system, mostly using replication for hot data and erasure coding for cold
data with a data monitoring mechanism that transform data from a type to
another.

However, [18] shows that it exists a huge gap between the replication and
erasure coding, since there is a lot of encoding bandwidth and computation cost
to move a data from a layer to another, which decreases the system perfor-
mance. Reducing the gap between replication and erasure coding is crucial since
the latter involves high system resources utilization as shown in [18], where at
least a median of 95,500 blocks (180 TB) is transferred between racks every day
in a Facebook’s warehouse cluster due to block recovery operations inherited
of erasure coding methodologies. Degraded system utilization can affect clus-
ters normal operations colliding with regular business operations causing extra
failures. Furthermore, the data transformation gap between EC and replication
doesn’t take into account warm data.

To address this problem, we propose WarmCache, a new warm data layer
that uses a 2.5× storage cost by allocating one replica in memory and the other
replica encoded as erasure coding. It allows one replica for fast I/O operations
and the other copy encoded by erasure codes to ensure reliability. The proposed
approach can improve the I/O performance of overall distributed file systems
by improving the I/O performance on erasure coding layer with lazy persisted
replica in memory.

We make the following contributions:

– We propose a new warm data layer, which uses one replica in memory and
the other encoded using a erasure code;

– To demonstrate the effectiveness of the warm data layer, we conduct sev-
eral experiments. The results show that, by adding warm data layer into
distributed file systems, we can achieve higher I/O performance with low
additional storage cost (Fig. 1).
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Fig. 1. Writing data with triple replication in Hadoop [3]. As shown in this figure, a
typical Hadoop system consists of four nodes, one namenode and three data nodes.
The Namenode provides the management of namespace and datanodes. The Datan-
odes store the digital data. By default, Hadoop write three replicas in different nodes
sequentially, sending an acknowledgement to the Namenode after writing a replica in
a Datanode, which is responsible to keep data consistency.

The rest of the paper is organized as follows. Section 2 contains a detailed
discussion of the performance of triple replication systems, erasure code systems
and combination approaches as well as their drawbacks. Section 3 shows in depth
the design of our new warm data layer. Section 4 shows the evaluation results.
Lastly, Sect. 5 gives a summary the contributions of our paper.

2 Related Work

2.1 Triple Replication

For distributed storage systems, it is essential to ensure reliability since they are
built by interconnected cheap commodity hardware. The simplest way is to use
replication, store copies of data over multiple locations to tolerate node failures
and provide high reliability of the system. Distributed File Systems (DFS) such
as the Google Filesystem (GFS) [19] and Hadoop HDFS [3] implement triple
copies over available nodes as standard behavior. Load balancing is achieved
by distributing utilization across the replicas. In most cases, triple replications
work well in terms of reliability and performance, but the high monetary cost
on storage devices motivates the search of new methods. Approaches such as
CDRM [4] and Scarlett [5] optimizes the number of replicas based on data
access patterns and system capacities.

2.2 Erasure Codes

The implementation of erasure codes [20] in DFS can further reduce the storage
overhead replacing the traditional triple replication. Theoretically it can reduce
the storage cost at least 50% in practical systems [21].

Erasure codes [20] separates data into k chunks. Another m chunks of coding
information are calculated from original k chunks, the parity chunks combining
them into n chunks (n = k+m), which are stored in n disks, respectively [22,23].
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Various erasure coding methods are illustrated in Hadoop systems. DiskRe-
duce [24] is a modification of Hadoop HDFS that enables asynchronous compres-
sion of initially triplicated data down to RAID-class redundancy overheads. Face-
book’s HDFS-RAID [25] establishes a layer over HDFS consisting of a RaidNode
(a daemon which creates the parity files) and raidfs (intercepts all calls to HDFS
client in pursue of detecting corrupted files, and corrects the files based on the
corresponding parity chunks).

2.3 Combination of Triple Replication and Erasure Codes

The advantages of triple replication are high I/O performance and fast data
recovery. The advantages of erasure coding is that the storage cost is typi-
cally 1.5× compared to the 3× storage cost of triple replication. Compared to
triple replication, EC has lower I/O performance and slower data reconstruction.
Therefore replication is typically used for hot data while erasure coding is used
for cold data. Different solutions vary the transformation method between these
data layers.

ERMS [14] takes advantages of a Complex Event Processing engine to dis-
tinguish real-time data and providing an elastic replication policy, incrementing
replicas for hot data using a replication manager and erasure coding for cold
data, while reducing the number of replicas of cool data. Another solution is
encoding-aware replication (EAR) [15] which carefully determines where to place
the replicas in order to reduce cross-rack replica download traffic while applying
encoding operations.

MICS [16] organizes each data in two parts, a master node (MN) for full copy
and a Erasure Coded Chain (ECC) for k + m chunks with modified read and
write protocols. CAROM [17] stores data using (m, k) EC meanwhile it creates
a replica from EC for read/write operations as a cache version for frequently
accessed files.

Table 1. Advantages and disadvantages of existing approaches

Redundancy approaches Advantages Disadvantages

Replication I/O performance fast data
recovery

Storage overhead

Erasure coding Storage overhead I/O performance slow
data recovery

Replication & EC
combination

Fast I/O performance low
storage overhead

Data transition
complexity [18]

WarmCache Fast I/O performance low
storage overhead Low
transformation complexity

Memory overhead
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Fig. 2. Performance of WarmCache vs traditional implementations. RS(6,3)+ 3x is
the combination of triple replication and RS(6,3) erasure code. Note that different EC
implementations requires various storage costs (typically between 100% and 200%),
and here we show the results for RS(6,3).

2.4 Motivation of Our Idea

Based on previous literatures, we conclude that both replication and erasure
code redundancy offers advantages for hot and cold data, respectively. But they
inquire high processing and monitoring resources to maintain each data in the
corresponding data layer such as encoding latency and traffic cost, number of
replicas to ensure performance and availability as well as location awareness.
WarmCache add a data layer for warm data in combination with triple repli-
cation for hot data and erasure code for cold data to improve read and write
operations without higher storage cost. Our results are summarized in Table 1
and Fig. 2, where we take the read and write performance of RS(6,3) erasure
coding DFS as baseline and compared it with replication, the combination of
erasure coding and replication and our proposed solution. The results shows
that our solution can provide increased performance at low additional storage
overhead.
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Table 2. Typical stored data volume by temperature as in [1]

Temperature Data age Access frequency Accessed data volume

HOT <14 days 75% 20%

WARM <3 months 15% 30%

COLD >3 months 10% 50%

The design goals of this paper are,

– Smooth the data transition complexity between replication and EC [18];
– Reduce the data migration overhead from one layer to another;
– Increase the overall performance over storage overhead.

3 WarmCache Design

3.1 Key Idea

The hot data layer is based on triple replication, the cold data layer is imple-
mented using erasure coding. The warm data layer uses one replica stored in
memory data layer and the other replica encoded and stored in erasure coding.
The architecture of WarmCache is shown in Fig. 3. We conducted our tests using
Alluxio [26] as in-memory filesystem with Hadoop [3] as under filesystem. The
hot data layer uses Hadoop triple replication, the warm data layer keeps a in-
memory replica in Alluxio and a encoded replica in Hadoop using Reed-Solomon
(RS) erasure coding with k = 6 data blocks and m = 3 parity blocks and the
cold data layer keep only an encoded copy using the previous encoding method.

Using in-memory replica for the warm data results in better IO performance
for archival data that shows an increased access in the later analyzed period,
an smoother transition from replication to a erasure coding approach due to the
fact that a in-memory replica provides high IO performance meanwhile encoding
operation can be tasked in parallel. Data can be lazily moved in erasure coding
due to memory blocks eviction when other files require better access time.

We classify the data by its temperature, which is based on the data block
access frequency [27]. A typical data volume and access frequency is observed in
Table 2.

3.2 Identify Data Temperatures and Thresholds

We define λWARM and λCOLD as the access frequency threshold for ‘warm’
and ‘cold’ data, respectively. We use the function Sblock(f) to define the current
state of the data block based on the access frequency f , which is calculated by
observing the number of times a block is accessed within a period of time defined
by the application needs (hourly, daily, . . . ). The overall access time uses the
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Fig. 3. Architecture of WarmCache. We implement a hot data layer using triple repli-
cation for frequently accessed data, a warm layer made by one encoded replica using
Reed-Solomon erasure coding and other replica stored in memory data layer, and a
cold layer using Reed-Solomon erasure coding for rarely accessed data.

bandwidth (BW) and seek time (Tseekm
) analysis as defined in [28] to establish

the preference to put data blocks in a specific data layer.

TREADm
(i) =

Size(i)
BWREADm

+ Tseekm
(1)

TWRITEm
(i) =

Size(i)
BWWRITEm

+ Tseekm
(2)

Cm(i) = TREADm
(i) ∗ fread(i) + TWRITEm

(i) ∗ fwrite(i) (3)

Sblock(i) =

⎧
⎨

⎩

HOT λWARM < Cm(i)
WARM λCOLD < Cm(i) < λWARM

COLD Cm(i) < λCOLD

From Eqs. (1) and (2) [28], we observe that using a replica in memory reduces
TREADm

(i) and TWRITEm
(i) due to faster bandwidth and slower Tseekm

for the
warm data layer.

3.3 Data Reallocation Policies

Data block Bi initially is located in the ‘hot’ state. The data allocation algorithm
changes Bi based on its current overall access time Cm(i). The stored metadata
of Bi is used to review the latest three states of the block. If the block states
have a circular variation (i.e. hot → warm → hot) and the difference between
the threshold λ and Cm(i) is smaller than Δcircular we skip the reallocation of
the file for a next execution of the algorithm. If the difference is bigger than
Δcircular we schedule the reallocation to the corresponding layer. This helps
avoid excesive reallocation of data block with Cm(i) close to thresholds. The
algorithm takes into account the workload of each datanode to decide in which
node to allocate the replica by considering the node’s bandwidth and the access
time of other replicas already in memory or in the hot data layer for the cases
where capacity is almost reached (Table 3).
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Table 3. Symbols in this paper

Symbol Description

fread(i) Read access frequency of a block i

fwrite(i) Write access frequency of a block i

BWm Bandwidth of datanode m

Tseekm Seek time of datanode m

TREADm(i) Read time of data block i

TWritem(i) Write time of data block i

Cm(i) Overall access time of a block i

Sblock(i) Temperature state of the block (hot, warm or cold)

λHOT Access frequency threshold for hot data

λWARM Access frequency threshold for warm data

λCOLD Access frequency threshold for cold data

Δcircular Minimum acceptable difference |Cm(i) − λstate| for data reallocation

Δburst Minimum increment of Cm(i) to cache a replica for IO performance

fRep Number of replicas of a block

If data increases Cm(i) over an upper state layer’s threshold for a short
period of time (depending on the applications requirements) and go back to
the previous average access time, a temporarily cache of a block’s Bi replicas
is created depending of its current state in a memory data storage layer, such
as [29]. Δburst, λburst and Cref (i) are custom defined by the application as the
minimum time window to allow data burst caching, the data burst increment
percentage over the threshold and the closest access time reference for a base
comparison (i.e. a day average of Cm(i)), respectively.

3.4 Memory Eviction Policies

Since memory data layer devices possess limited storage capacity compared
with other storage devices, a mechanism to preserve most “important” blocks
is required. In our experiments we used simple Least Recently Used (LRU),
but as shown by [30] different workloads perform better under a different evic-
tion policy, which are easily pluggable in modern distributed filesystems such as
Alluxio [26].

4 Evaluation

To demonstrate the effectiveness of WarmCache, in this section, we implement
WarmCache into Hadoop and Alluxio and conduct several experiments by run-
ning different I/O workloads.
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4.1 Methodology

We compare the following solutions in this evaluation,

1. Triple replication method [3], which is referred to as “HOT” in the evaluation
using a storage cost of 3 replicas.

2. Erasure Coding approach. Typically, RS (6,3) erasure code (referred to as
“COLD”) is a popular choice in distributed storage systems [24,25] using a
storage cost of 1.5 replicas.

3. Combination scheme of replication and erasure coding [27], which is referred
to “HC” in the evaluation using a storage cost of 1.83 replicas.

4. The approach presented in this paper (WarmCache), which is the combina-
tion of replication, erasure coding and the warm data layer, one replica in
a memory layer and the other encoded using erasure coding as explained in
Sect. 3.1; hereby referred as “HWC” using a storage cost of 2.17 replicas. This
value comes from the average overhead shown in our tests by implementing
the previous explained design.

We implement the previous approaches into a real Hadoop system, and use
TestDFSIO to evaluate the I/O performance. TestDFSIO is a benchmark tool
included with Hadoop’s distributions to measure read and write I/O perfor-
mance, which is helpful to test HDFS network and hardware bottlenecks without
involving Map-Reduce operations. Statistical Workload Injector for MapReduce
(SWIM) [31] includes workload repositories from real life production systems,
workload synthesis tools to generate representative test workloads by sampling
historical cluster traces and replay tools to execute these workloads. Our exper-
iments use Facebook’s 2009 first 50 Jobs repository which includes an array of
jobs as explained in [32].

Table 4. Hardware setup

# Server model Cores RAM Storage units

1 Dell PowerEdge
R370

(24) Xeon(R)
CPU E5-2620

16 GB 8 1TB HDD RAID-1

2 Dell PowerEdge
R370

(24) Xeon(R)
CPU E5-2620

16 GB 8 1TB HDD (4× HDD 1× per VM)

3 Dell PowerEdge
R370

(24) Xeon(R)
CPU E5-2620

16 GB 16 250GB SSD (4× per VM)

4 Dell PowerEdge
R370

(24) Xeon(R)
CPU E5-2620

16 GB 14 250GB SSD (3× per VM)

The hardware configuration of our Alluxio-Hadoop system is shown in Table 4
and Alluxio version 1.6.0 for all nodes.
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Table 5. Configuration

# Hadoop version Virtual machine RAM Storage

1 Hadoop 3.0.0 -alpha4 None 16 GB RAID1

2 Hadoop 3.0.0 -alpha4 3 VM 4 GB each 4 HDD 1TB 1 HDD Spare

3 Hadoop 3.0.0 -alpha4 3 VM 4 GB each 4 250GB SSD each

4 Hadoop 3.0.0 -alpha4 3 VM 4 GB each 3 250GB SSD each

We use the following metrics in our evaluation (Table 5),

1. Throughput (megabytes/seconds) =
∑N

i=0 filesizei∑N
i=0 timei

: The overall amount of
megabytes processed in the TestDFSIO job duration.

2. Average I/O Rate (megabytes/seconds) =
∑N

i=0
filesizei

timei

N : The average of the
megabytes processed in TestDFSIO duration of all map jobs.

For SWIM tests we measure the metrics as below,

1. Total time spent by all maps in occupied slots (seconds): The total time taken
to execute the map tasks.

2. Total time spent by all reduce in occupied slots (seconds): The total time
taken to execute reduce tasks.

3. Jobs duration (milliseconds): Duration of each job.

For the figures, we take erasure coding layer (referred here as “COLD”) as
basis of comparison, and we show others solutions as multiples of the previous.
To provide fair comparison, we compared our proposed solution with others
solution using each metrics over storage cost in Table 6 as follows:

metric =
metricHWC − metricotherSolution

storageCostotherSolution
(4)

4.2 Experimental Results

In this subsection, we present the experimental results of WarmCache compared
to other popular approaches.

I/O Performance. The results of I/O performance are shown in Fig. 4 throught
Fig. 5. In Fig. 4, we observe that HWC perform 6.7× COLD, 4.4× HC and 3.19×
below than HOT in terms of write throughput. For the read throughput in Fig. 6,
HWC is 16× COLD, 12.9× HC and 10.8× HOT.

We summarize the improvements of WarmCache versus other approaches in
terms of I/O performance over the storage cost in Table 6 (performance results
in Fig. 4 through Fig. 5 divided by the storage cost in X-axis). From this table,
we observe HWC gives up to 3.6× better performance over other solutions. In
the case of read tests, HWC executes up to 3.16× over other solutions. The
average I/O rate over storage cost for write tests is up to 3.02× and up to 7.6×
in read tests (Fig. 7).
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Table 6. Improvements of WarmCache over other approaches in terms of read/write
throughput and average I/O rate over storage Cost

Solutions Throughput Average I/O rate

Write HWC/HOT 164.06% 151.14%

HWC/HC 167.31% 145.24%

HWC/COLD 363.09% 302.32%

Read HWC/HOT 315.64% 204.40%

HWC/HC 328.21% 216.21%

HWC/COLD 1015.19% 762.02%

100.00%

225.37%

669.93%

350.75%
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Fig. 4. Write throughput
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Fig. 5. Write average I/O rate
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Fig. 6. Read throughput
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Fig. 7. Read average I/O rate

SWIM Evaluation. The evaluation on Facebook’s workloads are shown in
Figs. 8, 9, 10. We observe in Fig. 8 that HWC take 29.24% less time in map
tasks compared to COLD, 17.16% less than HC and 15.20% more than HOT.
Similar Fig. 9 shows that the average total time in reduce tasks is up to 7.47%
over COLD, 20.35% faster than HC and 9.64% less time than HOT. Analyzing
Fig. 10 jobs duration average shows that HWC is 17.63% faster than COLD,
36.16% than HC and 5.54% than HOT.
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The HWC storage consumption is 8.33% worse against HC, 25% against
COLD but is 50% better than HOT as seen in Fig. 11.
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Fig. 11. Storage cost of WarmCache vs various data redundancy approaches (HOT,
COLD, HC & HWC). Original file size for each file is 128 MB.
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4.3 Analysis

From the results in previous subsection, WarmCache shows great advantages in
terms of the performance/reliability over storage cost. There are many reasons to
achieve these gains. First, the use of one replica in erasure coding data layer and
the other replica in memory data layer being processed in parallel achieves high
I/O performance, due to a preference to consume the replica in memory over
the one stored using EC. Since memory replica is allocated by considering data
node workload, imbalanced datanodes are minimized. Second, the warm data
layer provides faster data recovery compared to erasure coding methods due to
existence of in-memory replica, since we can either recover from the in-memory
replica (faster recovery) or other EC chunks. Third, compared to replication
method, the storage cost of WarmCache is much lower.

Job average durations are slightly reduced due to fewer written output bytes
(HWC overall data volume is reduced compared to other solutions), which trans-
late in more CPU and I/O cost in the map reduce job intermediate files used in
the reduce phase.

In our design we take Table 2 as typical data volume reference. DFS file
access distribution analysis provide correct data volume and access frequency
temperature percentages. In our experiments we found that 50% or more storage
volume for cold data, 20% or less for the hot data and the remaining percentage
for the warm data achieve the higher I/O performance per storage unit.

5 Conclusion

This work introduces a novel approach called WarmCache for tiered storage sys-
tems, which conceptualizes a new data layer for warm data. It implements one
copy in memory data layer and the other in a erasure coding layer, providing both
high data availability and reliability. To demonstrate the effectiveness of Warm-
Cache, we implement WarmCache into a real Alluxio-Hadoop system. And in
our experiments, compared to other popular solutions for tiered storage, Warm-
Cache shows (1) higher read/write performance over storage cost; (2) lower job
duration over storage cost for SWIM jobs due to better chunk access frequency
classification and (3) faster recovery process than erasure coding method.
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Abstract. Biogeography based Optimization (BBO) is a new evolutionary
optimization algorithm based on the science of biogeography for global opti-
mization. However, its direct-copying-based migration and random mutation
operators make it easily possess local exploitation ability. To enhance the per-
formance of BBO, we propose an improved BBO algorithm called imBBO.
A hybrid migration operation is designed to further improve the population
diversity and enhance the algorithm exploration ability. Empirical results
demonstrate that our imBBO effectively gains the high optimization perfor-
mance by comparing with the original BBO and three BBO variants for 23 out
of 30 CEC’2017 benchmarks. Moreover, our imBBO presents a faster conver-
gence speed.

Keywords: Hybrid migration � Biogeography-based Optimization �
Global optimization

1 Introduction

Optimization problems are of increasing importance in modern science and engineering
fields, especially for the global continuous optimization problem. During the past
decade, they have turned to be more complicated and diversified commensurate with
the unceasing progress of science and technology [41]. The major challenge of the
global continuous optimization is that the problems to be optimized may have many
local optima. This issue is particularly challenging when the dimension is high [15].
Thus, numerous optimization techniques have been advanced to handle these problems
[2, 20]. Currently, the most popular method is meta-heuristics, such as Genetic
Algorithms (GAs) [6], Evolution Strategy (ES) [42], Particle Swarm Optimization
(PSO) [21], Differential Evolution (DE) [40], Ant Colony Optimization (ACO) [9] and
Biogeography-based Optimization (BBO) [36].
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Biogeography-based Optimization (BBO) proposed by Dan Simon in 2008 is a
novel Evolutionary Algorithm (EA) for global optimization based on the equilibrium
theory of island biogeography. Different from other population-based algorithms, in
BBO, poor solutions can improve their qualities by accepting new features from good
ones [19]. Concretely, a habitat in BBO algorithm is called an island and a group of
habitats construct the ecosystem. The habitat suitability index (HSI) presents the
habitability of an island, which can be analogized as the fitness values to evaluate the
problems. The HSI is always determined by a series of independent decision variables
called Suitability Index Variable (SIV), such as the features of temperature, disease and
earthquake in real world. Specially, the most important characteristics in BBO are
migration and mutation operation. The migration, including immigration and emigra-
tion process, is designed to conditionally share the SIV information among habitats in
an ecosystem. The mutation is a probabilistic operation that can randomly modify the
habitat SIVs based on the a priori probability of the habitat.

Similar to other EAs, the BBO algorithm has also some certain weaknesses. The
probabilistic migration can make the population share different information among
solutions to guide good exploitation ability [14]. However, its directcopying-based
migration and random mutation operators make BBO lack enough exploration ability
and cannot improve the diversity of population [15, 41]. Although its convergence
speed is relatively fast at the beginning of the evolutionary process, it easily falls into
local optima. To mitigate these weakness, an improved BBO variant (called imBBO) is
proposed in this paper.

Our contributions of this paper are summarized as follows:

• An imBBO algorithm is proposed to mitigate part weakness of BBO for global
optimization problems, which is composed of a hybrid migration operation and a
scalable direction mutation operation.

• A hybrid migration operation is designed based on the combination of the DE
theory and a scalable method, which helps our imBBO to improve the population
diversity and enhance the algorithm exploration ability.

• We conduct an optimization performance comparison among our imBBO, the
original BBO and three BBO variants. Empirical results demonstrate that our
algorithm effectively outperforms the competitors for 23 out of 30 CEC’2017
benchmarks. Moreover, our imBBO presents a faster convergence speed.

The rest of this paper is organized as follows. Related works are discussed in
Sect. 2. Section 3 defines the problem formulation. Section 4 proposes our imBBO
algorithm. We describe our experimental setup in Sect. 5 and present the results in
Sect. 6. Section 7 discusses our experimental results by answering two research
questions. Section 8 concludes the paper.
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2 Related Work

For global optimization problem, many references have showed that meta-heuristic
algorithms [30], including the categories of nature-inspired meta-heuristic algorithms,
physics-based algorithms and swarm-based methods, become much more popular to
solve these problems or various engineering applications [28]. Part of typical
algorithms include the first category of Genetic Algorithms (GAs) [6], Genetic Pro-
gramming (GP) [29] and Biogeography-based Optimization (BBO) [36], the second
category of Simulated Annealing (SA) [5], Gravitational Search Algorithm (GSA) [33]
and Artificial Chemical Reaction Optimization Algorithm (ACROA) [1] and the third
category of Particle Swarm Optimization Algorithm (PSO) [21], Ant Colony Opti-
mization (ACO) [9] and Artificial Bee Colony Algorithm (ABC) [18].

This paper focuses on the Biogeography-based Optimization [36], which shows the
excellent performance on various unconstrained or constrained benchmarks [7]. During
the last decade, more BBO variants are proposed and are available in literature [8, 24, 37].
On the one hand, Mehmet et al. proposed an oppositional Biogeography-based Opti-
mization [11] which is composed of the opposition based learning and migration rates of
original BBO in 2009. To enhance the mutation operation, a real coded BBO algorithm
[15] was proposed in 2010. Similarly, there are some additional BBO variants that the
migration operation is also modified, such as the literatures [13, 17, 19, 20, 22, 41].
Moreover, Haiping Ma analyzed the equilibrium of migration models [23]. Haiping Ma
and Dan Simon discussed migration models using Markov theory [25] and the blended
BBO [26] for constrained optimization. Considering the random initial generation
of population, Simon et al. focused on the re-initialization and local search in
Linearized BBO [38].

On the other hand, Wenyin et al. proposed a combination DE/BBO [14] that
combines the DE algorithm with BBO to improve the searching capability. Moreover, a
hybrid BBO [27] was proposed in 2014, which combine the various EAs with BBO in
different ways. That is, two types of hybridization named as iteration-level
hybridization and algorithm-level hybridization are used.

Naturally, BBO has been widely applied to solve the real-world and engineering
problems, such as the sensor selection [36], power system optimization [32], economic
load dispatch [4] and antenna design [12, 39].

3 Problem Definition

For the different areas of engineering or scientific application, the optimization problems
should be solved to achieve approximate optimal solutions. However, different prob-
lems may have the special constraints and conflicting objectives. So an effective method
is to design a global search algorithm to find these optimal or near-optimal solutions.

Without loss of generality, the mathematical expression presents that the uncon-
strained continuous global minimization problem can formulize as a pair ðS; f Þ, where
the S�RD is a bounded set based on RD and f : S ! R is a Ddimensional real-valued
function. Finally, the purpose of these problems is to find a point X� 2 S [15] and the

286 K. Shi et al.



X� belongs to a D-dimensional D 2 f1; 2; 3; � � �gð Þ vector. Thus, the f ðX�Þ value is the
global minimum on S½1�. More specifically, it is required to find an X� 2 S, as the
formula 1:

8X 2 S : f ðX�Þ� f ðXÞ ð1Þ

Note that the function f does not need to be continuous but it must be bounded.
Moreover, the different variables contain the different bound in realworld constraint
optimization problems. We only consider the unconstrained and continuous functions
optimization in this paper.

As mentioned in above, the major challenge in global continuous optimization
problem is that the optimization problems to be solved may easily lead EAs to trap into
local optima. These issues are particularly challenging when the problem has the high
dimension. So, one of the effective methods is that different EAs adopt the special
search and modification method for different optimization problems.

4 Our Approach

In this section, we firstly introduce our algorithm implementation in Algorithm 1. Then,
a hybrid migration operation is discussed in detail.

Algorithm 1: The main algorithm structure of imBBO
Input: objectives, constraint condition, maximum iterations and migration rate, 
population size NP , different algorithm parameters, etc.
Output: the optimal objective fitness, solutions and iteration optimum curves
1: Begin
2: Generating the initial population
3: Setting relevant algorithm Parameters
4:           Evaluating fitness values for each individual in NP
5: while the halting criterion is not satisfied do
6:                     Elites inheritance operation
7: for each individual do
8:                           modifying the number of species
9:                     end
10:                   Calculating migration rate iλ and iμ for each habitat iX
11:                   Modifying the population size with a hybrid migration operation 

shown in Section 4.2
12:                   Enhancing exploration with the mutation operation 

referring from [34]
13: Other mechanisms, such as data validation and boundary checking
14:                  Evaluating the fitness for each individual in NP
15: Elites selection operation
16:         end
17: end

imBBO: An Improved Biogeography-Based Optimization Algorithm 287



4.1 The Structure of imBBO

Our algorithm structure is showed in Algorithm 1, which is mainly composed of a
hybrid migration operation introduced in Sect. 4.2 and a scalable direction mutation
operation derived from our previous work [34].

Concretely, the hybrid migration operation combines the DE theory with a scalable
method to further improve the population diversity, exploit the population information
and enhance the algorithm exploration ability. Moreover, considering the excellent
algorithm performance of iCPBBOCO [34], we still try to adopt the same mutation
operation into our imBBO algorithm.

To make a fair comparison, all parameters values of our algorithm are set by
referring to [14, 34, 36], which is shown in Table 1. The modification of migration and
mutation operation are marked from Line 11 to Line 12 in Algorithm 1.

4.2 Hybrid Migration Operation

A hybrid migration operation is deployed in our imBBO algorithm, which combines
the DE theory [14, 31] with the component of migration operation from our previous
iCPBBOCO algorithm [34]. The core idea of this proposed method is that good
solutions would be less destroyed, while poor solutions can accept a lot of new features
from good solutions. Furthermore, the implementation is listed in formula 2, which is
composed of the relevant DE theory and a scalable method in formula 3 and formula 4,
respectively. To enhance the diversity, we define a parameter n to further guide the
specific migration operation.

Migraiton
Formual 3 rand� n
Formual 4 rand[ n

�
ð2Þ

For operations of the DE theory, the main mathematical principle is illustrated in
formula 3. Recently, the DE algorithm is used for global permutation based combi-
natorial optimization problems [14], successfully. It is good at exploring the search
space and locating the region of global minimum. It uses the distance and direction
information from the current population and the characteristics of problem to guide the
further search. So, we try to adopt it to our migration operation.

UiðjÞ ¼
UiðjÞþ f1 � d1 þ f2 � d2 rand� j

UiðjÞ � f1 � d3 � f2 � d2 rand[ j

�

d1 ¼ U1ðjÞ � Ur1ðjÞ; d2 ¼ Ur2ðjÞ � Ur3ðjÞ
d3 ¼ UNPðjÞ � Ur1ðjÞ

ð3Þ

To inherit the excellent performance, we define the standard parameters setting of
DE theory in our algorithm. In formula 3, the variable UiðjÞ presents the j� th decision
variable in i� th solution. According to the principle of DE theory [14, 16, 31], we
randomly select three additional population r1, r2 and r3, where r1 6¼ r2 6¼ r3. A series of
variables, such as d1, d2 and d3, are the difference values of corresponding populations.
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Then, two scale factors of f1 and f2 are related with the lower/upper bound for immi-
gration probability per individual, which indicates that how much amount of differential
variation [10] will influence on target. Similarly, we also define the guide parameter j.

UiðjÞ ¼
@ � UiðjÞþ ð1� @Þ � UjðjÞ rand�u

ð1� @Þ � UiðjÞþ @ � UjðjÞ rand[u

�
ð4Þ

In description of formula 4, it is an additional method to perform the migration
operation. The new offspring solution comes from a different combination of the source
solution of Ui and a target solution of Uj. We define a scalable factor @ to decide the
migration size of individuals. To maintain the stability, we exchanges the scalable
coefficient @ among each other. That is, the purpose is to apply for asymmetrical
migration, further enhance potential population diversity and exploit the population
information.

5 Experimental Setup

In this section, we describe settings of our conducted experiments to evaluate oural-
gorithm performance. Concretely, we detail the benchmarks, the performance criteria
and algorithms setting.

5.1 Benchmark Functions

To evaluate the performance of the proposed algorithm, 30 benchmarks from
CEC’2017 [3] which is the latest set of benchmarks are employed in our experiments.
These benchmarks are divided into four categories, including unimodal functions
(F01-F03), simple multimodal functions (F04-F10), hybrid functions (F11-F20) and
composition functions (F21-F30). The more complex benchmarks in evaluation pro-
cess, the better performance superiority of competition will be shown.

Currently, these benchmarks from CEC’2017 [3] are related with the real-parameter
single objective optimization without making use of the exact equations of the test
functions. Some benchmarks are developing with novel features such as new basic
problems, composing test problems by extracting features dimension-wise from several
problems, graded level of linkages, rotated trap problems, and so on.

5.2 Performance Mertrics

We evaluate the performance of our algorithm in terms of two aspects [14, 34], which
are described as follows in detail.

• Error: The error value of a solution X is defined as f ðXÞ � f ðX�Þ, where X� is the
standard, global optimization of the objective. The minimum average error is
recorded when the maximum number of fitness function evaluations maxFEsð Þ
reached in 30 independent runnings. Moreover, we also calculate the average
median values.
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• Convergence graphs: We present the convergence speed of our algorithm com-
pared to the competitors. In order to observably demonstrate differences, we
recalculate all of error values by the logarithm (log) function.

5.3 Algorithm Settings

Table 1 lists the values of key parameters of imBBO. To enable a fair performance
comparison to the competitors, we use the same settings as the ones reported by
[14, 15, 19, 20, 34, 36]. All of algorithms are developed by Matlab. We generate the
initial population by uniform random initialization within the search space. According
to [3], we set the problem dimension D ¼ 100. That is, the search rang is ½�100; 100�.
Moreover, we define the maxFEs is 10000 * 10. All algorithms need to be terminated
when reaching maxFEs or the error value is smaller than 10�08.

The competitors in our experiments include original BBO [36] and three BBO
variants. They are the MOBBO [20], the PBBO [19] and the RCBBO [15] algorithms.

5.4 Measurement Settings

All measurements of each algorithm are performed on Windows 7 (64bit) Machine
with Intel Core i5-4690 K CPU 3.5 GHz and 16 GB RAM. Each algorithm variant is
compute-bound and not memory intensive.

To reduce measurement fluctuations caused by randomness (e.g., the randomness
of performing migration and mutation), we independently execute each algorithm
30 times. We take both the median and mean values of the measurements for analysis.

Table 1. Overview of parameters setting of imBBO and BBO variants.

Parameter (imBBO and Variant BBOs) Default

Population size: NP 100
Habitat modification probability 1.0
Mutation probability 0.005
Maximum migration rate: I&E 1.0 & 1.0
Number of elites 2
Migration scaling factor: @ 0.3
Migration guide parameter of n, j, u 0.5
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6 Results

In this section, we report the experiment results in detail. we aim at answering the
following two research questions.

RQ1: What is the performance of our imBBO, compared to the BBO and three
BBO variants? (Section 6.1)
RQ2: How fast is the convergence speed of our imBBO? (Section 6.2).

6.1 Performance Results

Table 2 records the experimental results of the comparison between our imBBO
algorithm and competitors when applied to 30 CEC’2017 benchmarks in reaching to
maxFEs. The columns BBO, imBBO, MOBBO, PBBO and RCBBO list the measured
results of each algorithm. We report the median and mean values for 30 executions of
each algorithm. The rows of the table record the measured details for each benchmark.
Moreover, we highlight the median and mean values in bold, which are the best for
each benchmark.

Our experimental results reveal that our imBBO outperforms the competitors for
23 out of 30 CEC’2017 benchmarks, except for F1, F3, F4, F7, F12, F17 and F24.
Analyzing the experimental results, our algorithm achieve the better algorithm per-
formance of the hybrid and composition functions by comparing with the unimodal and
simple multimodal functions. Hence, we conjecture that the components of our imBBO
make an effect to be the complex searching.

6.2 Convergence Speed

It is interesting to understand the convergence speed of our approach compared to the
others. The convergence is an important metric to illustrate whether or not a algorithm
has reached to the steady state.

Our experimental results demonstrate that the convergence speed of imBBO is
much faster than other competitors, that part of representative curves are shown in
Fig. 1 (blue line).
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Fig. 1. The convergence curves of imBBO algorithm and four competitors (BBO, MOBBO,
PBBO and RCBBO) for F02, F10, F15, F18, F19, F21, F28 and F30 benchmarks. The X-axis
shows the number of iteration (NFFEs). The Y-axis presents the algorithm values of each
iteration (log-error). (Color figure online)
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7 Discussion

In this section, we answer the research question according to the above experimental
results. Moreover, we further analyze the experimental results.

7.1 Research Questions

Regarding RQ1, we compare the algorithm performance of our imBBO with the
original BBO and three BBO variants. The statistical results show that our algorithm
works better than the competitors for 23 out of 30 CEC’2017 benchmarks.

Regarding RQ2, we present part of functions convergence speed of our imBBO
and the competitors in Fig. 1 when the evolution running reaches to the maxFEs. The
experimental results indicate that our algorithm quick converges to a relatively stable
state (the blue line in Fig. 1).

7.2 Results Analyzing

Although our imBBO algorithm outperforms the other competitors, the final algorithm
results present some differences compared with standard optimization values from
CEC’2017. Thus, we analyze the reasons as follows: (1) The functions from CEC’2017
are the latest test benchmarks. Much more complex functions are introduced, especially
for hybrid functions and composition functions. Thus, these conditions take the
potential probability to influence the algorithm performance. (2) Our global is to verify
our imBBO for mitigating part of issues of exploration ability and diversity. We focus
on the performance superiority by comparing with other popular BBO variants,
especially for the latest CEC’2017 benchmarks set. (3) We insist upon our own view
that different exploration methods should be involved into algorithm for different
objectives. That is, different characteristics of objectives should be analyzed at the
begin of evolution process. Since it is the first time to do the test in CEC’2017, there is
no special consideration of objectives in our imBBO algorithm. Furthermore, more
components should be developed in future.

8 Conclusion

In this paper, an improved BBO variant called imBBO, is proposed to solve the global
optimization problems. Concretely, a hybrid migration operation is designed to further
improve the algorithm exploration ability and exploit the population information,
which conditionally combines the DE theory with a scalable method to increase the
diversity of population in formula 4. Moreover, the mutation operation in our imBBO
derives from our previous work because it has been proved its performance
successfully.

To evaluate the algorithm performance of imBBO, we conduct the comparison by
evaluating our algorithm to the original BBO and three BBO variants based on
30 CEC’2017 benchmarks [3] with different characteristics. Empirical experimental
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results demonstrate that our algorithm effectively outperforms the competitors for
23 out of 30 benchmarks.

In future work, the influence of population size, other parameters tuning and the
problem dimension will be further studied. Additional, this research just focus on the
unconstrained global numerical optimization problems. Another work will extend our
imBBO to address some constrained, real-world optimization problems, such as virtual
machine consolidation problems [35, 43].
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Abstract. Blockchains are increasingly used in the collaboration between
business as a trusted distributed ledger. Coping with massive data transactions
raises the requirement of real-time safety of blockchains. The celebrated Raft
protocol has limitations of being a consensus protocol for permissioned
blockchains where a strong consistency is needed between clients and servers.
In this work, we propose a new consensus protocol called Dynasty which
ensures the real-time safety and the liveness under all non-Byzantine conditions.
We design and implement a three-layer permissioned blockchain framework
which tolerates f failures with 2f + 1 correct servers based on Dynasty. We
demonstrate the blockchain as a service in an application of used-vehicle trading
management and evaluate the performance of the blockchain framework in
terms of throughput and latency. Experimental results show that while the
latency in different scales of the system increases as expected, the number of
committed transactions per second stabilizes at a point within less than 8%
difference after a warming-up period.

1 Introduction

Since Bitcoin [18] has been widely used to exchange for currencies, products and
services, the blockchain technology where the transactions are stored in a distributed
ledger accomplishes the solution to validate transactions without the presence of any
trusted authority. At present, the applications based on blockchains have been extended
from digital currency to other financial applications such as Ripple [20], Dash [8],
BlackCoin [13] and Hyperledger Fabric [5]. Using blockchains makes it unnecessary to
use a third party to provide credit support for the transactions. Each node that joins the
system maintains the same chain at any verifiable time and adds the same block when
the system reaches a consensus. Depending on the applicable scenarios, the block-
chains are divided into two categories, namely, permissionless and permissioned.

Acting as a real-time trusted system is becoming an urgent requirement of block-
chains. The real-time safety requests that the blockchain systems are able to provide the
real-time consistency of every committed transaction at any time since it has com-
mitted. The permissionless blockchains use Proof-of-X [2, 13, 18] based protocols to
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provide consensus services with no management of the node identity. For example, the
Proof-of-Work protocol, firstly used in Bitcoin, guarantees the correctness when no
party can control over 51% of the computing power and offers a good scalability of
nodes and clients but a poor performance in throughput and latency on a widely-open
ledger. Due to the high latency and the low throughput, permissionless blockchains can
not meet the requirement in building a real-time service blockchain driven by a high
volume of transactions. In addition, the huge energy consumption of Proof-of-Work
based protocols in solving cryptographic puzzles reduces the value of the commercial
use. On the contrary, the IDs of all other servers are known in the permissioned
blockchains since the nodes added in the system are already licensed by the node
management. The consensus protocols such as Paxos [15], PBFT [6] and Raft [19]
manage the fault-tolerance based on the theory of the state-machine replication, which
makes a greatly improved performance in throughput and latency but brings a limited
scalability [21]. The above protocols make the permissioned blockchains are well
suited to commercial applications such as cross-border transactions between banks and
smart contrast between business cooperation. Raft is used by R3 Corda [4], Quo-
rumChain, Hyperledger Kafka [5] to provide a fast blockchain consensus service with
high throughput and low latency of transactions. Raft guarantees the tolerance in any
f < n/2 crashes on n nodes in total.

However, the Raft protocol can not ensure the real-time safety in terms of com-
mitting transactions. A majority of cluster does not commit the transaction when the
client receives a notify from a Raft-based blockchain system. Although Raft can
guarantee the ultimate consistency of the commitment, the real-time consistency also
needs to be considered in building permissioned blockchains especially when the
transactions have sequential dependencies.

In this paper, we present an efficient consensus protocol called Dynasty which
ensures the real-time safety and the liveness in building permissioned blockchains.
Furthermore, Dynasty performances a good throughput and scalability with O(N) mes-
sages in each round. We design and implement a three-layer permissioned blockchain
framework to serve real-time requests of clients based on Dynasty protocol. The
blockchain could tolerate f failures with 2f + 1 correct servers under all non-Byzantine
conditions such as crash, network delays, packet omission and record tampering. We
believe that the trading business model based on this blockchain framework is superior
to those centralized, both in data protection and transaction transparency.

In summary, we made the following contributions:

1. Dynasty consensus protocol. The new protocol is designed for building real-time
permissioned blockchains. Its properties guarantee the real-time safety and the
liveness under all non-Byzantine conditions. It handles the consensus with a
message complexity of O(N) on broadcasts.

2. Application in used-vehicle trading. The implemented trading model for managing
the trades of used vehicles is a distributed ledger based on the blockchain frame-
work. It makes the trading transactions recorded chronologically and irreversible.
The evaluation suggests that the blockchain based on Dynasty is more practicable in
terms of throughput and latency.
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The remainder of this paper discusses the related work of consensus problems and
blockchain applications (Sect. 2), describes the design and analysis of the Dynasty
consensus protocol (Sect. 3), demonstrates the blockchain framework and its three
layers (Sect. 4), and presents the case study with a used-vehicle trading application and
the evaluation (Sect. 5).

2 Related Work

2.1 Consensus Protocols in Blockchains

The blockchains, whether permissionless or permissioned, are distributed ledgers that
rely on consensus protocols to achieve agreements. The consensus problem is to get a
group of n processes in a distributed system to agree on a value. A consensus protocol
is an algorithm that produces such an agreement. Correct consensus protocols must
satisfy the following three conditions [1]: agreement, termination and validity, which
means that all processes that decide choose the same value, all non-faulty processes
eventually decide, and the common output value is an input value of some process.

Consensus Protocols for Permissionless Blockchains. Bitcoin [18] uses the Proof-
of-Work protocol to avoid charging real money by requiring senders to demonstrate
that they have expended processing time in solving a cryptographic puzzle. The work-
based certification protocols require a lot of consumption to record transactions so that
fraudsters pay much more than the reward when they modify the history record. In
permissonless blockchains, there are also some other protocols such as Bitcoin-NG
[10], Proof-of-Stake [13] and Proof-of-Activity [2] accomplish the consensus even
more efficient and applicable in some additional requirements than the PoW protocol.

Consensus Protocols for Permissioned Blockchains. Unlike the permissionless
blockchain that opens to the whole network, the nodes that join the system are not
required a permission, permissioned blockchain is more suitable for specific cooper-
ative transactions as it faces the users with a certain permission. Some consensus
protocols such as Paxos [7, 15, 16], PBFT [6], XFT [17] and Raft [19] could handle the
consensus between servers in permissioned blockchains. Although the celebrated
PBFT protocol achieves the Byzantine agreement [6, 11, 14], it brings a lot of problems
such as the low efficiency of message delivery, the heavy capacity of network and the
additional costs of the strong requirement of Byzantine broadcast. PBFT tolerates
f Byzantine faults with the cost of O N2ð Þ by broadcasting signed messages. However,
the Byzantine problem rarely happens in such a system where the nodes are licensed to
join in. When using PBFT as the consensus protocol of permissioned blockchains, the
additional costs in terms of resources and message delivery cause a great loss on the
throughput and scalability.

Some protocols such as Paxos and Raft have a better efficiency than PBFT under
non-Byzantine conditions. Paxos ensures that a single value among the proposed
values is chosen [3, 15]. Although the Basic Paxos meets the requirements of safety
and liveness by its two phases of operating actions in accepting proposed values, the
livelock could happen when a next propose phase always comes before the previous
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accept phase, and such disadvantages of Basic Paxos make it not practical enough to
build a real-time service blockchain.

Raft guarantees the election safety, leader append-only, log matching, leader
completeness and state machine safety. Those proofs are given in its paper in Section 5
[19]. The features of log replication and leader election make it superior to other
consensus algorithms, both for understanding and as a foundation for implementation
of blockchains.

Although the Raft protocol has so many advantages of being a consensus protocol,
it does not meet the requirements of the real-time safety of permissioned blockchains
driven by transactions. We will discuss the limitations of Raft in building real-time
blockchains in the next Section.

2.2 Blockchain Applications

Blockchain technology benefits shared economy applications as a financial technology
(FinTech) in providing a wide variety of services spanning areas such as payment,
financial management, insurance business and asset registration. [12] points out that
contracts, transactions, and the records of them are among the defining structures in our
economic, legal, and political systems. Blockchain adoption has the power to transition
new and existing models of insurance, including P2P insurance, parametric insurance
and microinsurance, into a new digital age.

The blockchain-based smart contracts have been rapidly developed in the financial
economy. These contracts can be partially or fully executed or enforced without human
interactions. A smart contract could be enabled by scalable program-instruction that
initializes and executes an agreement. These automate payments and the transfer of
currency or other assets as negotiated conditions are met. Firms could be built on con-
tracts, from incorporation to buyer-supplier relationships to employee relations [12]. In
Hyperledger fabric [5] and Ethereum [22], smart contracts are mostly used more
specifically in the sense of general purpose computation that takes place on a blockchain.

3 Design and Analysis of Dynasty Consensus Protocol

In this section, we present the Dynasty protocol in detail. First, we discuss the limi-
tations of Raft in being a consensus protocol for permissioned blockchains. Then we
demonstrate the Dynasty protocol and its features in terms of real-time safety, liveness
and fault-tolerance.

3.1 Raft and Its Limitations

Raft protocol manages the agreement of producing the same outputs from the identical
sequences of commands of the replicated state machine. In Raft, each server runs one
state of leader, follower, or candidate at any given time. In normal operations there is
exactly one leader and all of the other servers are followers. The system time of Raft is
divided into terms. Terms are numbered with consecutive integers, and a single leader
manages the cluster until the end of the term.
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Leader Election. The servers begin with the initial state as a follower. From Fig. 1(a)
we can see that when a timeout happens on a specific follower, it becomes a candidate
and starts an election by asking other servers to vote in its term. If the candidate is
elected by a majority, it must has received more than half servers’ tickets, then it
becomes the new leader of the current term and begins to take the authority of leading
the consensus progress with other servers.

Log Replication. Raft uses remote procedure calls (RPCs) to communicate between
servers. During log replications, the leader appends commands to its log as a new entry,
then issues AppendEntries RPCs in parallel to each of the other servers to replicate the
entry. The arguments in AppendEntries RPC are: term, leaderId, prevLogIndex, pre-
vLogTerm, entries[], leaderCommit. The term is the leader’s current term; the leaderId
is used for redirecting clients to a new leader when the crash happens on the elder
leader; the prevLogIndex is the index of log entry immediately preceding new ones; the
prevLogTerm is the term of PrevLogIndex entry; the entries[] is log entries to store
commands, and it could be empty for heartbeat; the leaderCommit is the leader’s local

commit index. Formally, we denote Skl with term; Lid ; Index
prev
log ; termprev

log ; Indexlcmt
n o

to

represent the arguments in AppendEntries RPC in a round k. Thus Skl Xð Þ stands for the
entries[] in AppendEntries RPC is a record X. The Skl ?ð Þ represents the heartbeat that
contains an empty entries[].

Figure 2(b) shows the normal operations in a 4-node Raft cluster in round k and
k + 1. In round k, X is proposed to the leader by a client. Then, the leader broadcasts
Skl Xð Þ to followers: f1, f2, f3. Followers log X and send back Rk

f Xð Þ to leader. When the

leader receives a majority replies of Rk
f Xð Þ, the consensus is reached for committing X.

By this time, leader increases Indexlcmt and notifies the proposed client that X has been
committed. In Raft, if a majority of the cluster has responded the return value, the
commit is made, otherwise the commit is refused.

Fig. 1. The three states of server (a) and normal case operations of log replication (b) of Raft
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The Safety Limitations. In a Raft-based blockchain, there is no majority server has
committed X before the proposed clients are notified by leader. Since followers are
only passive to receive the message and give the return value, the followers always
increase their Index f

cmt by synchronizing the Indexlcmt in the next round. As a result, X
cannot be committed on leader and followers in the same round.

In Raft, the unsafety condition happens when the proposed client is notified in
round k until a majority cluster commits in round k + 1. In log replication, followers
never know the consensus result in round k, which results in that the Index fcmt won’t be
increased until followers synchronize the Indexlcmt in S

kþ 1
l �ð Þ (where * represents either

X or ?) in round k + 1 even the leader has notified the proposed client. What’s worse,
the unsafety time could be much longer in the case that the leader l crashes after it
notified the proposed client. During a period between l has crashed and a new leader l�

with a higher term t�(t� [ t in l) is elected, the unsafety time gets much longer since
there is no Skþ 1

l �ð Þ for followers to synchronize their Index f
cmt from Indexlcmt.

Although the followers could eventually commit X according to the properties of
Raft, the unsafety condition still cannot be tolerated when we use the real-time
blockchains as a service. For example, for smart contracts, we assume two contracts
A and B where A could be paid individually but B depends on A has been paid first. In
above conditions, when the notice that A was accomplished is sent to the proposed
client, the contract B could be proposed to the system. At this time, actually, there is no
cluster has committed A besides the current leader but B is proposed by client. If the
current leader crashes, until a new leader l� is elected, the log replication stops but the
transactions are blocking in the committing queue. We do not allow those transactions
that have dependency relationship block in the same committing queue. Since the new
leader issues S�l �ð Þ in parallel to each server to replicate entries, the contract B could be
accomplished before A on a majority server. As a result, the dependence relationship of
A ! B changes to B ! A.

We need a confirmation that a majority of the cluster has stored the record and
provides an interface for querying requests before the leader notifies external clients.
The Dynasty protocol perfectly solves the unsafety condition when we design real-time
service blockchains.

3.2 Dynasty Consensus Protocol

Dynasty is a consensus protocol which ensures the real-time safety and the liveness.
When designing Dynasty, we refer to the basic idea of strong leader and leader election
features of Raft. The Dynasty protocol is totally different in the process of log repli-
cation from Raft, we present a new method called two-step commit to ensure the safety
property to meet the requirements of building a real-time permissioned blockchain.

Overview. The Dynasty protocol uses a log phase and a commit phase to replicate a
proposed record. In the log phase, we denote Skllog with Symlog, term, Lid , Index

prev
log ,

termprev
log , Indexlcmt, where Symlog is a symbol character to distinguish the RPC type.

When a client proposes a record X to leader, the leader broadcasts Skllog to other servers

to start a consensus process. In the commit phase, the symbol character in Sklcmt Xð Þ
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changes to Symcmt. We also Sklcmt ?ð Þ where the symbol is Sym? to stand for the
heartbeat in round k to maintain the authority of the leader.

In Dynasty, heartbeat is only used for resetting followers’ timer. Followers never
synchronize the Indexlcmt through Skl ?ð Þ and the arguments of Skl ?ð Þ change to Sym?,
term, Lid , Index

prev
log , termprev

log . The Skl ?ð Þ is sent between a fixed interval Time? from the
leader. To maintain the liveness and stability of the system, we set Timef � Time? to
tolerate some network delays and guarantee the timeout never happens on followers
before the Skl ?ð Þ comes in normal cases.

The Legality Check (LC) for receivers in round k includes message-type validity
and leader state validity. The follower resets its timer when, Sklcmt Xð Þ or Skl ?ð Þ passes
the LC. The requirements are as following:

– term of receiver � term in Skl . (both for log, cmt, ?)
– 9 term of X at Indexprevlog matches termprev

log .

Two-step Commit. Dynasty uses two-step commit to ensure that leader always
commits a record after a majority cluster has done. In Fig. 2 we illustrate a process of
committing X in round k. The two-step includes two phases: Log Phase and Commit
Phase, following shows the details.

First Step

– A client (C) sends a propose request with record X to leader (L).
– Log Phase:

• L broadcasts Skllog Xð Þ to other servers.

• If the received Skllog Xð Þ passes the LC, followers send back Rk
flog Xð Þ to L indicates

that X has logged and agrees to commit.

Fig. 2. Two-step commit ensures that the leader always commits after a majority cluster has
committed. Timeline shows the happens-before process.
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Second Step

– Commit Phase:
• L broadcasts commit requests Sklcmt Xð Þ to followers when the number of received

Rk
flog Xð Þ is more than half.

• If the received Sklcmt Xð Þ passes the LC, the follower: commits X; increases

Index f
cmt; sends back Rk

fcmt Xð Þ to L.

• Once the number of received Rk
fcmt Xð Þ more than n/2, the leader L: commits X;

increases Indexlcmt.
– The leader L notifies the proposed client that X has been safely committed.

During the normal case, a committed record involves 4N messages in total as in
each step, the leader only broadcasts O(N) messages and the followers only passively
sends back to the leader with O(1) message. Thus, the Dynasty protocol reduces the
message complexity from exponential level to a constant degree than PBFT.

View-Change. The current leader in the blockchain may crash down or have a high
network latency, which may result in a time that the blockchain system could neither
have any communication to external clients nor proceed any consensus process since
the followers only passively response to the leader. The view-change begins on these
conditions, a new leader needs to be elected to ensures the liveness of the system so as
to the blockchain never goes to a termination. Referring to the idea of the leader
election in Raft, Dynasty protocol also defines three states of each server: leader,
follower, or candidate. A follower increases its term t to tþ 1, starts an election and
becomes to a candidate when its timer has a timeout. The new leader comes from the
candidate which has received a majority votes in the whole cluster must have the
highest term value. We do not modify the election part (Section 5.2 in [19] of Raft
since it does not have a bad influence in building the real-time blockchain in this work.
The blockchain based on Dynasty cannot provide any service during the election time.

Analysis of Dynasty Protocol
The Dynasty protocol ensures the safety and the liveness properties in building real-
time service permissioned blockchains. The two-step commit provides a real-time
safety promise in building blockchains than Raft. This helps the Dynasty protocol
reduces the conflicts between the interactions with clients and makes the transaction
driven more practicable.

Property 1. (Safety) Two-step commit ensures that a majority of cluster has committed
before the leader sends a notice to the proposed client.

Proof. In Dynasty, the unsafety condition never happens. In normal case, as shown in
Fig. 2, the timeline shows that the leader commits a record X when it has received
majority Rk

fcmt Xð Þ replies, so that the notify won’t be sent before two-step commit has
been accomplished. In the case of leader crashes, the two-step commit also ensures the
real-time safety. In the log phase, if the leader crashes, the consensus fails and a new
leader l� continues to broadcast the Skþ 1

l� ?ð Þ after being elected, the system aborts the
second step of committing X. There is no follower commits the logged X and the safety
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is ensured. In the commit phase, if the leader crashes and a new leader must be elected
according to the election method. The elected leader must the one that has committed X
since in the Legality Check, it guarantees the leader’s Indexprevlog is more up-to-date than

a majority server in the system. The new leader l� broadcasts Skþ 1
l�log

Xð Þ to form a new

process of committing X. Above all, the leader always commits after a majority cluster
has committed despite of any conditions. h

The liveness is promised by non-stop elections until a new leader is elected in the
view-change. A new election must start when a follower’s or a candidate’s timer
triggers a timeout. Assume that the current leader l crashes, after at most
min Timeoutfi

� �
time passes, a candidate begins to start an election with a higher term

t� t� [ tð Þ. When multiple candidates get the same number of votes, the election in term
t� fails but a new election must be start after the min TimeoutCandiif g. Since the term of
the system never decreases on any conditions, the system never goes back to a previous
time. In order to avoid a long period of election, each server’s timer is initialized by
random times.

When we use Dynasty to implement a real-time permissioned blockchain, after the
consensus process, the following works step to store the record from memory to disk
and provide an interface for clients to handle query quests.

4 Design of Blockchains Based on Dynasty Protocol

In this section, we demonstrate the structure of the blockchain in detail. In the first
subsection, we present the basic idea of the three-layer design, the detailed block
structure and the query method. In the second subsection, we give the fault-tolerance
discussions of the blockchain.

4.1 Three-Layer Design

The designed blockchain framework is divided into two parts: cluster and clients. The
servers with states of leader and follower make up the cluster where the records could
be stored after being committed. The client communicates with the internal system by
sending propose-request and query-request to the current leader.

The three-layer design is shown in Fig. 3, in the consensus layer, the leader is not
only a bridge that communicates with the clients in terms of receiving requests and
sending notices, but also manages the consensus with other servers in the blockchain.
The storage layer packs the committed records to blocks and stores them on local server
once the consensus has been reached. The query layer responds to the query requests
from the clients and gives back the result according to the QMethod.

Consensus Layer. The protocol in consensus layer is the designed Dynasty in Sect. 3.
Consensus layer handles the proposals from clients and maintains the consistency
between servers in the blockchain.
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Storage Layer. The principle of the block structure in the storage layer is packing a
committed record into single block concatenated with a unique BlockId. We use the
hash of the block’s address to act as the unique Id. Each new block holds its own hash
and pervious block’s hash, and links to a previous one by the previous block’s hash up
to the first. Figure 3 shows a chain that owns three blocks with one being built. The
block 3 is waiting to pack the next record from the consensus layer. Block 2 links to
Block 1 and these two are both available to the query layer. In this way, a unique chain
is formed on different servers in the whole system.

Once a record is committed, it has been stored in a distributed ledger on different
servers. This single record block structure makes it quicker to add a new record into a
chain, and the BlockId makes it more efficient to the query service to locate a certain
block.

Query Layer. In the query layer, the blockchain believes that the correct result is the
most consistent result. When the current leader notifies the proposed client, according
to Property 1, majority servers must have stored the record and the blocks are acces-
sible for query layer to obtain. We use the QMethod strategy that chooses a value
among a group of different values according to the majority principle to return the final
result. Thus, the QMethod gives the correct result when the correct nodes are not less
than f + 1 when f records are faulty.

4.2 Fault Tolerance

With above designs, this blockchain can tolerant f faults when the correct nodes are not
less than 2f + 1. For example, in a 5-node blockchain of Fig. 4, S0 is the leader and the
other 4 are followers. S3 crashes and S1 gets a storage fault. In each step of the
consensus process, the leader still gets enough correct replies (Rk

flog and Rk
fcmt ) from other

servers. Thus, the consensus still could be reached. In terms of querying process, the
QMethod also gives the correct result since correct servers are more than faulty ones.

In our Dynasty based blockchain, if f faults all happens on the consensus stage, the
blockchain needs f + 1 well-behaved servers to ensure the enough replies. Similarly,
the QMethod also need f + 1 correct backups to guarantee the correctness of final result

Fig. 3. The three-layer design. The storage layer saves the value passed from the consensus
layer. The query layer provides an interface between clients and servers.
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when there are f storage-faulty servers in the blockchain. The worst case is that those
storage faulty nodes are non-crash servers so that the safety must be guaranteed at least
2f + 1 correct servers.

5 Case Study

We have implemented the blockchain with roughly 2000 lines of java code, not
including tests, comments, or blank lines. We use multi-thread to send and receive
packets, distinguish message types, countdown fixed time and other functions. The
source code is freely available on GitHub [23]. The reminder of this section we present
the application of used-vehicle trading model based on our blockchain framework and
the evaluation of throughput and latency.

5.1 Used-Vehicle Trading Model

The traditional business management in used-vehicle trading is centralized so that
transactions between buyers and sellers must get through a third party (agency). The
buyers can only obtain vehicles’ information through those agencies, which may breed
business fraud cases such as the concealment of the vehicle’s damage, the fake years of
used and the missing information of transfers.

In a blockchain based trading management, the transactions and the vehicle’s
insurance information are recorded on a open ledger. No one can change the transaction
records in the blockchain unless he can control more than half the nodes in the system.
Each participating node proposes the information of vehicles, each record is stored on a
majority of cluster after the consensus approach. Sellers and buyers are able to read the
records by proposing query-request, and we do not need a third party to provide proofs
of vehicles’ information anymore.

5.2 Evaluation and Analysis

We measured the throughput and the latency of the designed blockchain on a cluster of
4, 8, 12 and 16 nodes. Each server has an E5-2630 2.40 GHz CPU, 64 GB RAM, 2 TB
hard drive, running on Ubuntu 14.04.1, and connected to the other servers via 1 GB
switch. In out tests, we do not consider any case of node failure, but allow the loss of
packet. All the results are averaged over 5 independent runs.

Fig. 4. A five-node blockchain based on Dynasty. Server S3 crashes, server S1 has a storage
fault.
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Throughput. We measured the throughput as the number of successful transactions
per second (TPS). The client sends continuous requests in order to saturate the network
capacity to achieve a maximum throughput. We noticed that a warm-up period always
appears at the beginning of our tests. During the warm-up period, since the transactions
are in the order requested by the leader in turn sent to the servers in the cluster, the
network capacity does not reach the peak at the beginning of the test. After the network
has been saturated to the maximum, the leader and other servers maintain a smooth
throughput that stabilizes at a point within tiny fluctuations.

From Fig. 5(a) we can see that along with the increasing scale of the cluster’s size,
either TPS with or without the warm-up period shows a downward tendency due to the
requirement of more replies to reach the consensus. In our 240 s tests, the 4-node
blockchain commits and stores averaged 1:8� 108 transactions in total and the TPS
averaged at 764 which is the maximum in all test cases. When the cluster’s size
increases to 16, the number of committed transactions falls to 1:3� 105 and the TPS
decreases to an average of 543.

We have analyzed the message complexity of Dynasty protocol in Sect. 3. During
normal cases, a committed record involves 4N messages in the consensus layer as the
two-step commit method takes O(N) message in each step. The constant degree of the
message complexity could be verified from Fig. 5(b), the average TPS has been
measured in an interval of 10 s, and the throughput reduces less than 8% in each
increasing 4 nodes of the cluster’s size after the warm-up period. The peak performance
is measured as the highest TPS per 40 s as shown in Fig. 6(a) that the increased cluster
size is the major factor that causes the degradation during the warm-up period (first
120 s). After that, the cluster size alleviates the influence and the performance gap
between different sizes of clusters gets smaller.

Latency. We measured the latency as the response time of each successful transac-
tions. According to Dynasty protocol, each transaction needs two round O(N) broad-
casts, which makes the latency affected more by network delay. Figure 6(b) shows that
the latency gets marked higher as expected along with the increasing sizes of the scale.

The above evaluations show that while the latency in different scales of the system
increases as expected, the number of committed transactions per second stabilizes at a

Fig. 5. The throughput due to the blockchain based on Dynasty.
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point within less than 8% difference after a warming-up period. The throughput and the
latency are both severely affected by the cluster’s size, which indicates that measuring a
balance between throughput and scalability is an urgent problem in blockchain-based
applications. The work in [9] measured the scalability of Hyperledger and the test
stopped working beyond 16 servers. Although in our work we used Dynasty protocol
which reduces the broadcast cost to build the blockchain framework, we still observed
that the performance reduces when the cluster size becomes larger.

6 Conclusion

Blockchains benefit commercial applications as a distributed ledger where transactions
could be committed without the presence of any trusted authority. The permissioned
blockchain works in reaching consensus, replicating state, broadcasting requests and
storing transactions on server.

In this paper, we discussed the limitations of the real-time safety of Raft in terms of
being a consensus protocol in blockchains. We designed and analyzed a new consensus
protocol called Dynasty with its two-step commit method to ensure the real-time safety.
We demonstrated a three-layer blockchain framework based on Dynasty, which
requires 2f + 1 correct servers to tolerate f failures under non-Byzantine conditions. We
implemented the framework in a used-vehicle trading application and measured the
evaluations of the blockchain on several clusters with different size. We observed that
in our approach, the size of the blockchain for each 4-node increases, the throughput
only takes 8 percentage reduction even the latency nearly doubly increases.
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Science and Technology Planning Project of Guangdong Province (2015B010129011,
2015A030310326), the Basic Research Program of Shenzhen (JCYJ20150630114942313).

Fig. 6. The peak performance and the latency of the blockchain based on Dynasty. (a) The peak
performance. (b) The latency.
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Abstract. Safety-critical embedded systems are often subject to multiple cer-
tification requirements from different certification authorities, giving rise to the
concept of Mixed-Criticality Systems. In the classical Mixed-Criticality Sche-
duling task model, all low-criticality tasks are dropped in high-criticality mode.
This approach may not be very practical in reality, since it may cause serious
degradation of Quality-of-Service (QoS) for low-criticality tasks. In this paper,
we present EDF with Virtual Deadlines-Weakly Hard (EDF-VD-WH), where a
number of consecutive jobs of LO-crit tasks may be skipped in high-criticality
mode, in order to provide a certain level of QoS for low-criticality tasks in high-
criticality mode. We present schedulability analysis of EDF-VD-WH based on
Demand Bound Functions, and perform experimental evaluation of schedula-
bility acceptance ratios compared to the original EDF-VD.

Keywords: Mixed-Criticality Systems � Weakly-hard � EDF-VD

1 Introduction and Relate Work

Today’s complex safety-critical embedded systems often need to integrate diverse
subsystems with varying levels of criticality on a shared hardware platform. For
example, in the automotive certification standard ISO 26262, there are 4 criticality levels
Automotive Safety-Integrity Level (ASIL) A, B, C and D, with D being the highest
criticality level. Furthermore, a system may be required to meet multiple certification
requirements from different certification authorities. For suchMixed-Criticality Systems,
the topic of Mixed-Criticality Scheduling (MCS) [1, 2] has been studied intensively in
recent years, with the goal of simultaneously achieving strong temporal protection for
high-criticality applications and efficient utilization of hardware resources.

For Fixed-Priority scheduling on a uniprocessor, a well-known MCS algorithm is
Adaptive Mixed Criticality (AMC) [3], with two schedulability analysis algorithms: the
more efficient but pessimistic AMC-rtb, and themore accurate butmore computationally-
expensive AMC-max. Zhao et al. presented integration of Preemption Threshold
Scheduling with MCS [4, 5] to reduce system stack size, and resource synchronization
protocols [6, 7] to protect shared variables while guaranteeing schedulability. For Earliest
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Deadline First (EDF) scheduling on a uniprocessor, Baruah et al. [8] presented EDF-VD
(Earliest Deadline First with Virtual Deadlines), where each high-criticality (HI-crit) task
is given two relative deadlines: its deadline in HI-crit mode is the ‘real’ deadline, and its
deadline in low-criticality (LO-crit) mode that is smaller than its deadline inHI-crit mode.
All HI-crit tasks have their deadlines reduced by the same reduction factor in LO-crit
mode. Ekberg and Yi [9] presented a more general EDF-VD model, where each HI-crit
task may have a different deadline reduction factor, and schedulability analysis based on
Demand-Bound Functions. Zhang et al. [10] provided a tighter schedulability analysis for
EDF-VD based on unified Demand Bound Functions that considers system behavior
crossing multiple criticality levels.

In the classical MCS model, all LO-crit tasks are dropped immediately when the
system switches from LO-crit to HI-crit mode. This approach may not be very practical
in reality, since it can cause serious degradation of Quality-of-Service (QoS) for LO-
crit tasks. Instead of dropping all LO-crit tasks, many authors have proposed techniques
to provide reduced QoS for LO-crit tasks in HI-crit mode. Among the many different
approaches reviewed in the survey paper [2], one effective approach is based on the
concept of elastic scheduling [11], where a task’s period may change dynamically at
runtime depending on runtime workload and system mode. Su et al. presented Elastic
Mixed-Critical (E-MC) task model [12]. The basic idea is to allow each LO-crit task to
have a maximum period that defines its minimum service level, and its schedulability is
guaranteed even in HI-crit mode. Su et al. [13] presented a Dual-Rate Mixed-Criticality
(DR-MC) task model based on EDF-VD, where each LO-crit task is assigned a pair of
periods to represent its service requirements in the LO and HI running modes,
respectively. Its period in HI-crit mode is larger than that in LO-crit mode, hence it has
degraded QoS in HI-crit mode compared to LO-crit mode. Su et al. [14] presented
Mode-Switch Fixed-Priority (MS-FP), where each LO-crit task may change both its
period and priority when the system switches to HI-crit mode.

Another approach is based on weakly-hard, also called (m, k)-firm timing con-
straints. Gettings et al. [15] present Adaptive Mixed Criticality-Weakly Hard (AMC-
WH) for Fixed-Priority scheduling. Instead of being dropped completely HI-crit mode,
a number of consecutive jobs of LO-crit tasks may be skipped, characterized by the
parameters ðsi;MiÞ: for a LO-crit task executing in HI-crit mode, at most consecutive si
jobs can be skipped within Mi consecutive jobs, with 1� si\Mi. Figure 1 shows an
example. This task model reduces system workload in HI-crit mode, freeing up
capacity for HI-crit tasks while also providing a (degraded) QoS for LO-crit tasks. The
assumption of allowing only consecutive job skips in a cycle is motivated by the fact
that consecutive skips cause more severe performance degradation than non-
consecutive skips in either control systems or multimedia systems, hence it is impor-
tant to prevent a large number of consecutive job skips. It also simplifies the
schedulability analysis considerably.

In this paper, we present EDF with Virtual Deadlines-Weakly Hard (EDF-VD-
WH), which is based on a similar weakly-hard task model to that in [15], but in the
context of EDF scheduling instead of Fixed-Priority scheduling.

The remainder of the paper is organized as follows. The system models and pre-
liminaries are discussed in Sect. 2. Section 3 reviews the unified Demand bound
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analysis approach of EDF-VD and introduces our algorithm. Section 4 presents per-
formance evaluation results, and Sect. 5 concludes the paper.

2 System Models and Preliminaries

2.1 Task Model

A software task is characterized by different estimates of its Worst Case Execution
Time (WCET) [16] used for schedulability analysis at different criticality levels, e.g.,
one optimistic WCET estimate by the system designer, and another more pessimistic
and safe WCET estimate by the safety certification authority. We consider a dual-
criticality system, with 2 criticality levels High (HI) or Low (LO). Formally, a HI-crit
task si is characterized by the tuple CLO

i ;CHI
i ;DLO

i ;DHI
i ;Pi; ni ¼ HI

� �
. CHI

i and CLO
i

denote the Worst-Case Execution Time (WCET) of task si in HI-crit mode and LO-crit
mode, respectively. DHI

i and DLO
i denote the relative deadlines of task si in HI-crit

mode and in LO-crit mode, respectively. We assume the implicit deadline model
ðDHI

i ¼ PiÞ in HI-crit mode, and DLO
i �Pi in LO-crit mode [5]. Pi is the period, or the

minimal inter-arrival time of the sporadic task. A LO-crit task si is characterized by the
tuple Ci;Di;Pi; ni ¼ LO; si;Mið Þ, with the same WCET, relative deadline, and period in
LO-crit or HI-crit mode. We assume the implicit deadline model ðDi ¼ PiÞ. For a LO-
crit task executing in HI-crit mode, at most consecutive si jobs can be skipped within
Mi consecutive jobs, with 1� si\Mi.

2.2 Notations

For a HI-crit task si, its CPU utilizations in LO-crit and HI-crit modes are defined as:

uLOiHI ¼
CLO
i

Pi
; uHIiHI ¼

CHI
i

Pi

Fig. 1. Weakly-Hard task model as adopted in [15] and in this paper, with parameters
ðsi;MiÞ ¼ 1; 4ð Þ.
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For a LO-crit task si, its CPU utilizations in LO-crit and HI-crit modes are
defined as:

uLOiLO ¼ Ci

Pi
; uHIiLO ¼ Ci Mi � sið Þ

MiPi

The system utilizations are further defined as:

ULO
HI ¼

X
si2sHI

uLOiHI ;U
HI
HI ¼

X
si2sHI

uHIiHI ;U
LO
LO ¼

X
si2sLO

uLOiLO ;U
HI
LO ¼

X
si2sLO

uHIiLO

ULO ¼ ULO
HI þULO

LO ;U
HI ¼ UHI

HI þUHI
LO

3 Unified Demand Bound Analysis

3.1 Demand Bound Analysis in LO-Crit Mode

For an HI-crit task si, its unified DBF in an interval of length ‘ in LO-crit mode is [10]:

dbf LOHI si; ‘ð Þ ¼ ‘� DLO
i

Pi

� �
þ 1

� �
� CLO

i ð1Þ

For a LO-crit task si, its unified DBF in an interval of length ‘ in LO-crit Mode is:

dbf LOLO si; ‘ð Þ ¼ ‘

Pi

� �� �
� Ci ð2Þ

Theorem 1. A mixed-criticality weakly-hard taskset is schedulable in LO-crit mode if:

8‘� 0:
X

si2sLO dbf
LO
LO si; ‘ð Þþ

X
si2sHI dbf

LO
HI si; ‘ð Þ� ‘ ð3Þ

3.2 Demand Bound Analysis in HI-Crit Mode

We now derive the unified DBF for a HI-crit task si in HI-crit mode, based on [10], but
with weakly-hard timing constraints for LO-crit tasks.

In HI-crit mode, two types of jobs need to be considered:

Definition 1. (Normal job): a normal job has its release time after the criticality mode
switch point.

Definition 2. (Crossing job): a crossing job has its release time before and absolute
deadline after the criticality mode switch point, respectively.

Consider the time interval to; td
� 	

with length ‘ ¼ to � td . Suppose that the running
mode switches at time t� with to � t� � td . We further define . The maximum
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number of jobs of si with both release times and absolute deadlines in a time interval of
length ‘ is:

ni ‘ð Þ ¼ max
‘� DHI

i

Pi

� �
þ 1; 0

� �
ð4Þ

The number of jobs of si that have not finished their execution by time t� whether
its crossing job should be counted is:

ð5Þ

where

ð6Þ

ð7Þ

S� ¼ min 8si 2 sHI D
HI
i � DLO

i



� � ð8Þ

Hence, the total workload of a HI-crit task si in to; td
� 	

is calculated by:

ð9Þ

The number of jobs of a skippable LO-crit task si in LO-crit mode that have both
release times and deadlines within the interval to; td

� 	
of length is

bounded by:

ð10Þ

The number of jobs of a skippable LO-crit task si in Hi-Crit mode can be expressed
as the number of jobs of si assuming no skips, minus the number of skipped jobs in
each cycle. We note that the maximum amount of execution occurs when the phasing
of consecutive skips is at the end a cycle i.e. N ¼ 1; 2; � � � ; si, shown in Fig. 2.

Therefore, after the mode switch time t�, the number of jobs of si executed within
the interval t�; td

� 	
of length (including one crossing job and normal jobs, minus

skipped jobs) is bounded by:

ð11Þ

Moreover, to rule out the case where the crossing job is released before to, it is
further bounded by:

ð12Þ
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Hence, the total workload of a LO-crit task si in to; td
� 	

is calculated by:

ð13Þ

Theorem 2. A dual-criticality weakly-hard taskset is schedulable in HI-crit mode if it
holds:

ð14Þ

3.3 Test Region

We present Theorem 3, which gives the test region of that needs to be checked
for the schedulability condition in Theorem 2. (The theorem and its proof is similar to
Theorem 4 in [13].)

Theorem 3. Let . For schedulability test in Hi-Crit mode, only the values of
that satisfies the following condition need to be considered.

where

a ¼ 1� UHI

b ¼ 1� ULO

c ¼ P
si2sLO

Ci þ
P

si2sHI
CHI
i

Proof. From the definitions of dbf HILO and dbf HIHI , we have

Fig. 2. Maximum workload in each cycle
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Sum up these equations for all task, we have:

Since the schedulability condition in Hi-Crit mode is violated, there exist a pair of
such that:

The above equation can be easily transformed to Eq. (14), which concludes the
proof. ■

4 Evaluation and Discussions

We evaluate the performance of EDF-VD-WH, compared to the EDF-VD with the
schedulability analysis in [10], denoted as EDF-VD-Original. The main performance
metric is the ratio of schedulable tasksets. The experiment platform is AMD Athlon(tm)
II X4 640 Processor with 7.8 GB main memory, running -64bit Ubuntu Linux release
12.04.

We use UUnifast algorithm [17] to generate synthetic tasksets. Taskset utilization is
varied from 0.05 to 0.95 in steps of 0.05. For each utilization level, 1000 tasksets are
randomly generated. Task periods are set according to a log-uniform distribution within
the interval [10, 200]. DHI

i values of HI-crit tasks or Di values of LO-crit tasks are
implicit, i.e. same as its period. DLO

i values of HI-crit tasks are calculated by
DLO

i ¼ k � DHI
i , where k ¼ ULO

HI = 1� ULO
LO

� �
. CLO

i values of HI-crit tasks or Ci values of
LO-crit tasks are set based on utilization and period, CLO

i orCið Þ ¼ Ui � Pi. CHI
i values

are assigned by multiplying the CLO
i by a Criticality Factor (CF). A Criticality Prob-

ability (CP) denoted the probability that a task would be designated as a HI-crit task.
By default, each taskset contains 10 tasks with CP = 0.5 and CF = 2.

In the following, for experiments 1 to 3, the weakly-hard constraints si;Mið Þ for all
LO-crit tasks range from (1,5) to (4,5), respectively; for experiments 2 to 5, weighted
schedulability is used to flatten the data from 3D to 2D as in [15], where higher
utilization tasksets are more heavily-weighted than lower utilization tasksets.

Figure 3 shows the acceptance ratios as a function of the total utilization. As
expected, EDF-VD-Original dominates EDF-VD-WH since all LO-crit tasks are
dropped in HI-crit mode, but the differences are not very large. For EDF-VD-WH,
more skippable jobs means higher acceptance ratio.
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Figures 4 and 5 illustrate the influences of HI-crit tasks. More HI-crit tasks in a
taskset, or more pessimistic WCET estimates in HI-crit mode, lead to lower acceptance
ratio.
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Figures 6 and 7 show the impact of weakly-hard constraint parameters si and Mi.
Increasing si or decreasing Mi both lead to increased acceptance ratio.
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5 Conclusions

In this paper, we have presented schedulability analysis of weakly-hard mixed criti-
cality system on a uniprocessor based on EDF-VD, and shown its advantages in
improving service guarantees for LO-crit tasks. Performance evaluation indicates that it
is possible to maintain a certain level of QoS for LO-crit tasks in HI-crit mode without
affecting HI-crit tasks, instead of dropping all LO-crit tasks in HI-crit mode.

Acknowledgements. This work is partially supported by NSFC Project # 61672454; Zhejiang
Provincial Natural Science Foundation Project # LY16F020007.

References

1. Vestal, S.: Preemptive scheduling of multi-criticality systems with varying degrees of
execution time assurance. In: 28th IEEE International on Real-Time Systems Symposium,
RTSS 2007, pp. 239–243. IEEE (2007)

2. Burns, A., Davis, R.I.: A survey of research into mixed criticality systems. ACM Comput.
Surv. (CSUR) 50(6), 82 (2017)

3. Baruah, S.K., Burns, A., Davis, R.I.: Response-time analysis for mixed criticality systems.
In: 2011 IEEE 32nd Real-Time Systems Symposium (RTSS), pp. 34–43. IEEE (2011)

4. Zhao, Q., Gu, Z., Zeng, H., et al.: Schedulability analysis and stack size minimization with
preemption thresholds and mixed-criticality scheduling. J. Syst. Arch. 83, 57–74 (2018)

5. Zhao, Q., Gu, Z., Zeng, H.: Design optimization for AUTOSAR models with preemption
thresholds and mixed-criticality scheduling. J. Syst. Arch. 72, 61–68 (2017)

6. Zhao, Q., Gu, Z., Zeng, H.: Resource synchronization and preemption thresholds within
mixed-criticality scheduling. ACM Trans. Embed. Comput. Syst. (TECS) 14(4), 81 (2015)

7. Zhao, Q., Gu, Z., Zeng, H.: HLC-PCP: a resource synchronization protocol for certifiable
mixed criticality scheduling. Embed. Syst. Lett. 6(1), 8–11 (2014)

50% 

55% 

60% 

65% 

70% 

75% 

80% 

2  3  4  5  6  7  8  9  1 0

W
EI

G
H

TE
D 

AC
CE

PT
AN

CE
 R

AT
IO

CYCLE OF SKIPS

EDF-VD-Original EDF-VD-WH

Fig. 7. Exp 5 – Weighted acceptance ratio vs. different cycle of skips, with si ¼ 1

EDF-Based Mixed-Criticality Systems with Weakly-Hard Timing Constraints 321



8. Baruah, S., Bonifaci, V., DAngelo, G., et al.: The preemptive uniprocessor scheduling of
mixed-criticality implicit-deadline sporadic task systems. In: 2012 24th Euromicro
Conference on Real-Time Systems (ECRTS), pp. 145–154. IEEE (2012)

9. Ekberg, P., Yi, W.: Bounding and shaping the demand of generalized mixed-criticality
sporadic task systems. Real-Time Syst. 50(1), 48–86 (2014)

10. Zhang, T., Guan, N., Deng, Q., et al.: On the analysis of EDF-VD scheduled mixed-
criticality real-time systems. In: Industrial Embedded Systems (SIES 2014), pp. 179–188
(2014)

11. Buttazzo, G., Lipari, G., Caccamo, M., Abeni, M.: Elastic scheduling for flexible workload
management. IEEE Trans. Comput. 51(3), 289–302 (2002)

12. Su, H., Zhu, D.: An elastic mixed-criticality task model and its scheduling algorithm. In:
Proceedings of the Conference on Design, Automation and Test in Europe. EDA
Consortium, pp. 147–152 (2013)

13. Su, H., Guan, N., Zhu, D.: Service guarantee exploration for mixed-criticality systems. In:
2014 IEEE 20th International Conference on Embedded and Real-Time Computing Systems
and Applications (RTCSA), pp. 1–10. IEEE (2014)

14. Su, H., Deng, P., Zhu, D., et al.: Fixed-priority dual-rate mixed-criticality systems:
schedulability analysis and performance optimization. In: Embedded and Real-Time
Computing Systems and Applications (RTCSA 2016), pp. 59–68 (2016)

15. Gettings, O., Quinton, S., Davis, R.I.: Mixed criticality systems with weakly-hard
constraints. In: Proceedings of the 23rd International Conference on Real Time and
Networks Systems, pp. 237–246. ACM (2015)

16. Lv, M., Gu, Z., Guan, N., et al.: Performance comparison of techniques on static path
analysis of WCET. In: IEEE/IFIP International Conference on Embedded and Ubiquitous
Computing, EUC 2008, vol. 1, pp. 104–111. IEEE (2008)

17. Bini, E., Buttazzo, G.C.: Measuring the performance of schedulability tests. Real-Time Syst.
30(1–2), 129–154 (2005)

322 H. Wu et al.



GA-Based Mapping and Scheduling of HSDF
Graphs on Multiprocessor Platforms

Hao Wu1, Nenggan Zheng2, Hong Li1, and Zonghua Gu1(&)

1 College of Computer Science, Zhejiang University,
Hangzhou 310027, Zhejiang, China

zonghua@gmail.com
2 Qiushi Academy for Advanced Studies, Zhejiang University,

Hangzhou 310027, Zhejiang, China
zng@cs.zju.edu.cn

Abstract. Synchronous Dataflow (SDF) is a widely-used model-of-computation
for signal processing and multimedia applications. We address the problem of
mapping a Homogeneous Synchronous Dataflow (HSDF) graph onto a multi-
processor platform with the objective of maximizing system throughput. Since
the problem is a NP-hard combinatorial optimization problem, it computationally
infeasible to use exhaustive search to obtain optimal solutions for large appli-
cations. In this paper, we apply Genetic Algorithms to search the design space of
all possible actor-to-processor mappings and static-order schedules on each
processor to find a near-optimal solution, and compare the performance and
scalability of GA with the exact solution technique based on SAT solving.

Keywords: Synchronous Dataflow (SDF) � Genetic Algorithms �
Multiprocessor systems

1 Introduction

1.1 SDF Graphs

In the dataflow paradigm, a program is represented as a directed graph, where nodes,
called actors, represent computational modules, and directed edges represent com-
munication channels between the modules. There are many variants of dataflow
models, including Synchronous Dataflow (SDF), Cyclo-Static Dataflow (CSDF),
Multi-Dimensional SDF (MDSDF), Boolean Dataflow (BDF), and others. Syn-
chronous Dataflow (SDF) is a type of dataflow model where each actor invocation
consumes and produces a constant number of data tokens. A SDF graph can be stat-
ically scheduled offline because of its static nature. SDF is used in a broad range of
signal processing applications, including modems, multi-rate filter banks, and satellite
receiver systems.

Formally, a SDF graph is defined as G = (V, E). It is a directed graph with a set of
nodes V = {vi | 1 � i � n} which representing the actors, combined with a set of
directed edges E = {eij | i, j 2 [1, …, n]} from source actor vi to sink actor vj. When an
actor vi fires, the number of tokens it consumes (produces) on each input (output) edge
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eij is fixed and known at compile time, denoted as consðeijÞ( prodðeijÞ). Each edge eij
has a known buffer size buffij, representing the maximum number of tokens that can be
stored on it. Each edge eij may contain a number of initial tokens, also called delays,
denoted as de.

As an example, Fig. 1(a) shows a simple SDF graph. Assume that buffer sizes on
edges eAB and eBA are both 4. Each firing of actor A consumes 2 tokens on edge eBA,
and produces 2 tokens on edge eAB; each firing of actor B consumes 3 tokens on edge
eAB, and produces 3 tokens on edge eBA. One feasible static schedule is AABAB.
Figure 1(b) shows how the numbers of tokens on the two edges evolve as each actor is
fired in the sequence of AABAB. At the end of the schedule, the SDF graph goes back
to the initial state shown in the left subfigure. Therefore, we can execute this sequence
of actor firings repeatedly without any deadlock or buffer overflow conditions.

Homogeneous Synchronous Dataflow (HSDF) is a special type of SDF with
consðeijÞ = prodðeijÞ = 1 for all edges. Every SDF graph can be converted to an
equivalent HSDF graph, with possible large increase in model size. A simple cycle is a
cycle where no actor appears more than once. The cycle mean of a simple cycle c in a
HSDF graph is defined as lc ¼

P
i2NðcÞ ðWCETðviÞÞ=

P
e2EðcÞ de, where N(c) is the set

of all actors in cycle c; E(c) is the set of all edges in cycle c; WCETðviÞ is the Worst-
Case Execution Time of actor vi. The Maximum Cycle Mean (MCM) of a HSDF graph
G is defined as:

lðGÞ ¼ maxc2CðGÞð
X

i2NðcÞ ðWCETðviÞÞ=
X

e2EðcÞ deÞ

where C(G) is the set of simple cycles in graph G; N(c) is the set of all nodes traversed
by cycle c, and E(c) is the set of all edges traversed by cycle c. A cycle is called the
critical cycle if it has the largest MCM among all simple cycles in graph G. There may
be multiple critical cycles which have the same MCM in a graph G. The maximum
throughput of a HSDF graph is the inverse of its MCM, hence maximizing throughput
of a HSDF graph is equivalent to minimizing its MCM. There are efficient polynomial-
time algorithms for computing the MCM of a HSDF graph [9]. A deadlock cycle is a
cycle with no tokens on any edge, which should be prevented during design space
exploration.

(a) A SDF graph

init A A B A B 
eBA 4 2 0 3 1 4
eAB 0 2 4 1 3 0

(b) A feasible static schedule of 
“AABAB”. 

Fig. 1. A SDF graph and a feasible static schedule.
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1.2 Problem Formulation

We consider a homogeneous multiprocessor platform, where all processors are iden-
tical in terms of processing speed, hence each actor vi’s WCET(vi) is independent of
the specific processor that it is mapped to. The problem formulation is as follows:

Find an actor-to-processor mapping and static-order schedule on each processor
with the objective of maximizing system throughput (minimizing MCM).

There are three steps in solving the optimization problem:

1. Map each actor to a processor
2. Find a static-order schedule for actors mapped onto the same processor
3. Perform deadlock detection, and calculate the MCM for a given deadlock-free

configuration.

We apply Genetic Algorithms (GA) to solve this optimization problem. GA is a
stochastic optimization algorithm based on the principles of biological evolution. It
uses recombination of parent individuals, and gene mutations in each individual to
generate new individuals. GA tries to identify good genes and keep them in the pop-
ulation gene pool, e.g., if an individual has a smaller MCM than another individual,
then it is likely to contain some good genes that should be preserved in the gene pool.
Individuals with good genes have a better chance of mating with other individuals and
pass their good genes to the next generation. After multiple generations of evolution, it
is expected that more and more good genes are accumulated in the population, which
helps in the search for a good solution (but no optimality guarantees can be made).

2 Related Work

Task graphs can be viewed as a special case of HSDF graphs without any delay tokens,
hence they should not contain any cycles, since any cycle will lead to a deadlock. In
contrast, cycles are allowed in HSDF as long as there are non-zero initial tokens in the
cycle, which means that actor firing in HSDF does not have to follow the edge
precedence order. For scheduling of either task graphs or SDF graphs, there are two
types of multiprocessor schedules: non-overlapped schedules, where consecutive iter-
ations of application execution cannot overlap in time, and overlapped (pipelined)
schedules, where consecutive iterations of application execution can overlap in time,
which can achieve higher throughput by exploiting inter-iteration concurrency. Satish
et al. [7] and Metzner et al. [8] considered mapping and non-overlapped scheduling of
tasks graphs on multiprocessor systems, with the objective of minimizing the overall
schedule length (makespan). In this paper, we consider SDF/HSDF graphs and over-
lapped schedules.

Stuijk et al. [9] presented an efficient state space exploration technique for calcu-
lating the Pareto space of throughput and storage trade-offs, which can be used to
determine the minimal buffer space needed to execute a SDF graph under a given
throughput constraint. They adopted the assumption that the number of processors is
unlimited, hence the optimal schedule of an SDF graph with maximum throughput can
be computed in polynomial time. However, when the number of available processors is
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less than the application’s maximum degree of parallelism (the maximum number of
actors that can fire in parallel), we need to find a scheduling strategy to order the firing
of those actors that share the same processors, then the problem of mapping and
scheduling of an SDF Graph on a multiprocessor platform becomes NP-hard. Stuijk
et al. [10] addressed mapping of multiple SDF graphs on a multiprocessor platform
based on Network-on-Chip (NoC). TDMA scheduling is used to provide performance
isolation among applications, and static-order scheduling is used to schedule the actors
within the same application. The optimization objective is to reduce the resource usage
of each application (number of time slices it occupies in the TDMA schedule) in order
to maximize the number of applications that can run in parallel. List scheduling, an
efficient heuristic scheduling algorithm, is used to construct the static-order schedule.

Since finding the mapping and scheduling with the minimum MCM is a NP-hard
combinatorial optimization problem, it is computationally infeasible to obtain optimal
solutions for realistic large-size applications with any exact solution technique. With a
small number of processors and/or tasks, exhaustive search may be feasible by listing
all the possible mapping and scheduling strategies, but the search space grows expo-
nentially with problem size. However, for certain critical applications, it may be
important to search all possible scheduling and mapping choices to find an optimal
solution. Liu et al. [1] presented an exact solution technique based on SAT solving for
mapping a HSDF graph onto a multiprocessor platform with the objective of maxi-
mizing system throughput. Based on branch-and-bound and SAT-solving techniques,
two optimization approaches are presented: Logic-Based Benders Decomposition
(LBBD) approach, and the integrated approach. The integrated approach integrates
branch-and-bound search into the SAT engine to achieve effective search tree pruning
and better scalability. Although it returns exact optimal solutions to the mapping and
scheduling problem and scales better than the LBBD approach, the integrated approach
still has limited scalability: when the number of processor and the size of the HSDF
graph are relatively large, the running time of the algorithm can be extremely long. Liu
et al. [2–5] presented a series of follow-on work that adopted different assumptions
(task graphs vs. SDF graphs), and used different optimization techniques (SAT modulo
theories vs. SAT…).

3 Constructing Architecture-Aware Models

We consider a homogenous multiprocessor platform consisting of multiple identical
processors connected with a communication substrate with guaranteed latency, which
may be based on bus or NoC. For a given hardware platform and a given application
HSDF graph, different actor-to-processor mappings and static-order scheduling on each
processor will result in different system throughput. For each possible mapping and
scheduling alternative, a Platform-Specific Model (PSM), or an architecture-aware
HSDF graph, is generated, with additional actors and edges to model platform con-
straints such as limited buffer size, network latency, etc.
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As an example, Fig. 2 shows a series of transformations that gradually add platform
constraints to the Platform-Independent model to obtain the final architecture-aware
model, with the effect of gradually increasing MCM and decreasing maximum
throughput. Figure 2(a) shows an HSDF graph without any platform constraint.
Its MCM is undefined. Since it does not contain any cycles, maximum throughput is
unlimited, and can grow without bound with increasing number of available proces-
sors. Figure 2(b) shows addition of self-edges with one token on each actor. This
prevents auto-concurrency, so that an actor must finish one firing before starting the
next one. Assuming WCET(A) = 10, WCET(B) = 6. MCM of the model in Fig. 2(b)
is maximum of the cycles means of the two cycles “AA” and “BB”: max(WCET (A)/1,
WCET (B)/1) = 10. Figure 2(c) shows addition of buffer-size constraint of 2 tokens on
edge BA. The MCM is still 10, since the newly-added cycle “BAB” has a Cycle Mean
of (10 + 6)/2 = 8, which is smaller than 10. Hence it is not a critical cycle, and the
buffer-size constraint does not affect the maximum system throughput. Figure 2(d)
shows addition of a network actor N between actors A and B to model network latency
between the two processors that actors A and B are mapped to. The self-edge on actor
N means that only one token can be transmitted at any given time, and concurrent token
transmission is not permitted, i.e., if WCET (N) = 4, transmission of one token
between A and B consumes 4 time units, and transmission of 2 tokens consumes 8 time
units. The MCM of the new HSDF graph is now the Cycle Mean of the cycle “NAN”,
which is (10 + 4)/1 = 14.

Once actor-to-processor mapping has been determined, there are 3 possible actor
scheduling algorithms on each processor [6]:

1. Fully-static: in compile time, the exact firing time of each actor is determined in a
TDMA schedule. It is typically used for scheduling between different applications.

2. Self-timed: Each actor fires immediately when its firing precedence is satisfied.
3. Static-order: The order of actor firing on the same processor is statically-determined

at compile time. We adopt this approach in this paper.

(a) Platform Independ-
ent Model 

(b) Adding self-edges prevents auto-
concurrency 

(c) Adding buffer size 
constraint of 2

(d) Adding network actor N to model 
network latency

Fig. 2. Incremental addition of platform constraints to obtain an architecture–aware model.
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Since each HSDF actor fires only once at each iteration, the scheduling problem is
equivalent to finding a static-order schedule of actors mapped to the same processor,
and all possible static-order schedules should be explored in order to find the one with
the smallest MCM.

Considering the model in Fig. 3(a), with actor A mapped to one processor, and
actors B, C and D mapped to another processor. For simplicity, we assume network
latency between the 2 processors is 0, hence network actors are not necessary. There is
no scheduling constraints among actors B, C and D on the same processor.
Assume WCET of each actor is the same and equal to 5. The MCM is 15, which is the
cycle mean of the critical cycle “ABDA”. Figure 3(b) shows an architecture-aware
model with schedule “BCD” on one processor, enforced by addition of two new edges
B ! C and C ! D. A new cycle “ABCDA” is formed, and the MCM is 20, which is
the cycle mean of the critical cycle “ABCDA”. Figure 3(c) shows an architecture-
aware model with schedule “BDC” on one processor, enforced by addition of one new
edge D ! C. The MCM is 15, which is the cycle mean of the critical cycle “ABDA”
(same as Fig. 3(a)).

The following set of pre-defined static-order schedule constraints are always pre-
sent regardless of the actual mapping and scheduling {A ! B, B ! D, A ! C}.
A full set of precedence constraints can be obtained from computing the transitive
closure of the directed graph, e.g., A ! B can be derived from A ! B & B ! D.
Such pre-defined precedence constraints can be exploited to reduce the search space by
setting the corresponding aij value in the order encoding matrix to 11, and holding these
bits constant during the GA procedure.

4 GA-Based Optimization Algorithm

Given an HSDF graph, an initial population of individuals are generated. For each
individual, the platform-aware model that encodes a specific mapping and scheduling
alternative is generated. If there is no deadlock in the model, its MCM is calculated,
and the minimum value seen so far is kept track of, and returned at the end of the
algorithm, along with the corresponding architecture-aware model.

(a) Model with known
mapping to 2 processors, 
but before scheduling. 

(b) Model with schedule 
“BCD” on one proces-
sor. 

(c) Model with schedule 
“BDC” on one proces-
sor. 

Fig. 3. Model before scheduling, and 2 architecture-aware models with different schedules.
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We use jV j � 1n Pj jd e bits to encode each actor-to-processor mapping alternative,
where |V| is the number of actors, and |P| is the number of processors. 1n Pj jd e bits are
needed to assign a unique binary string to represent each processor. Each actor can be
mapped to any one of the |P| processors, hence a total of jV j � 1n Pj jd e bits are needed
to model all possible mappings of |V| actors. For example, consider a 4-processor
system (|P| = 4). We use strings 00, 01, 10, 11 to represent each of the 4 processors p0,
p1, p2, p3, respectively. Consider an HSDF graph with 6 actors (v0 to v5). If actor-to-
processor mapping is v0 on p0; v1 and v3 on p1; v2 on p2; v4 and v5 on p3, then this
mapping is encoded as the binary string 000110011111.

For each pair of actors Vi and Vj, we use a string aij to encode the static-order
schedule constraint between them:

1. aij ¼ 00: Vi precedes Vj.
2. aij ¼ 01: Vj precedes Vi.
3. aij ¼ 10: Vi and Vj are mapped on two different processors, hence there is no

precedence constraint between them.
4. aij ¼ 11: the precedence constraint between Vi and Vj is fixed in the Platform-

Independent Model, and should not be changed during the GA procedure.

For example, if 3 actors V1, V2 and V3 are mapped on the same processor, with the
static-order scheduling constraints: V1 precedes V3, and V3 precedes V2, then this
mapping can be encoded with 3 binary strings concatenated together: a12 ¼ 00; a13 ¼
00; a23 ¼ 01: The resulting string is in turn concatenated with the binary string that
encodes each actor-to-processor mapping alternative to form a gene used in the GA
algorithm.

Algorithm 1 is used to generate an architecture-aware HSDF graph. Given an
architecture-aware HSDF graph constructed by Algorithm 1, Algorithm 2 is used to
check for deadlocks, and compute the MCM with the procedure eval_mcm(), a well-
known algorithm for computing MCM of an HSDF graph [11]. If the architecture-
aware HSDF contains a deadlock, then its MCM is set to be a large number (say
1000000), which should be larger than the maximum possible MCM, so that this
individual will be eliminated as a feasible candidate solution.

Algorithm 1 Generate Architecture-aware HSDF Graph
HSDFgraph *GenerateNewGraph (map,comm,ord, HSDFgraph *g)
{

addedge(map,ord,g);  /* add edges to encode the static-order schedule of actors on the 
same processor*/

addnode(map,comm,ord,g); /* add a communication actor between two connected actors 
mapped to two different processors*/ 

addnewedge(g);     /* add edges between communication actors and application actors*/
addselfedge(g);     /*add a self-edge on each node to disable auto-concurrency*/
return(g);

}
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Algorithm 3 is used to perform recombination of individuals to generate new
children individuals. The crossover point is chosen on the level of mapping. This is
because the scheduling of actors on processors is generated depending on the mapping
strategy. With mapping strategy changes, the static-order schedule on each processor
should be generated accordingly.

Algorithm 3 One point crossover
void one_point_crossover(individual *ind1, individual *ind2)
/* Performs "one point crossover". Takes pointers to two individuals as arguments and

replaces them by the children (i.e. the children are stored in ind1 and ind2). */
{   int position, i;

int *map_string_ind2;
map_string_ind2 = (int *) malloc(sizeof(int) * ind2->num_T);
for(i = 0; i < ind2->num_T; i++)

map_string_ind2[i] = ind2->map_string[i];
position = irand(ind2->num_T); /*randomly pick a crossover point*/
for(i = 0; i < position; i++) {

ind2->map_string[i] = ind1->map_string[i];
ind1->map_string[i] = map_string_ind2[i];   

}  
free(map_string_ind2);
re_sch(ind1);   /*change the static-order schedule*/
re_sch(ind2);
/* evaluate new inds */
ind1->mcm = eval_mcm(ind1);
ind2->mcm = eval_mcm(ind2);

}

Algorithms 4 and 5 show two types of gene mutation for each individual. In
Algorithm 4, 1 bit in the individual’s gene is selected randomly and set to 0 or 1
randomly; In Algorithm 5, all bits in the individual’s gene are set randomly with
probability pro, a hyper-parameter that controls the aggressiveness of mutation
operations.

Algorithm 2 MCM calculation
double eval_mcm(individual *ind)  /* for each individual ind, calculate mcm*/
{  

newG = GenerateNewGraph (ind,originalG); /*generate PSM HSDF :newG*/
if deadlockfree(newG) then  /*check for deadlocks*/

return eval_mcm (newG); /*calculate MCM of newG*/
else {

print ’deadlocked’;
return 1000000; 

}
}

330 H. Wu et al.



Algorithm 4 One bit mutation
void one_bit_mutation(individual *ind) 
/* Randomly set a bit at a random position in the gene ind. */
{   int position;

position = irand(ind->num_T);
ind->map_string[position] = irand(ind->num_P);
/* evaluate new ind */
re_sch(ind);
ind->mcm = eval_mcm(ind);  

}

Algorithm 5 Independent bit mutation
void indep_bit_mutation(individual *ind, pro)
/* Randomly set every bit in the gene ind with probability 'pro'.*/
{   int i;

for(i=0;i<ind->num_T;i++) {
if (drand(1) <= pro)
ind->map_string[position] = irand(ind->num_P);

}
/* evaluate new individual */
re_sch(ind);
ind->mcm = eval_mcm(ind);       

}

5 Experimental Evaluation

The experiments are run on a Linux workstation with an Intel dual-core 2.4 GHZ 64-bit
processor and 4 GB of main memory. We use the software tool SDF3 [12] to generate
random HSDF graphs. The WCET of each application actor ranges from 10 to 50. The
network actors have WCET set to 5. Buffer size of each edge ranges from 1–5 tokens;
the probability of an edge have initial tokens is 0.2. We use the PISA software package
to implement the GA. Following are several important hyper-parameters used in our
implementation of GA:

1. Size of the initial population: set to 100. This parameter affects the maximum
number of parents and children in GA and its running time.

2. Maximum number of generations: set to 20. (It should be set to a larger value for
larger systems.)

3. Mutation probability: set to 50%.
4. Recombination probability: set to 80%.

Figure 4 compares the performance and scalability of GA-based algorithms with
SAT-based exact solution technique. We use Minisat [13] as the SAT solver. The
number of actors ranges from 2 to 20, and the number of processors is 2. Figure 4(a)
shows that when the number of actors is relatively small (<10), GA can return the
optimal solution since the search space is small. With a larger number of actors, GA
can no longer find the optimal solution. If the search space is very large and the number
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of feasible solutions is extremely small (e.g., when most evolved individuals contain
deadlocks that make them infeasible), GA may degenerate to blind random search that
may not find a good solution. Figure 4(b) shows that the SAT solver running time
increases at an exponential rate with the number of actors, making the SAT-solving
approach infeasible for large applications.

6 Conclusions

In this paper, we address the problem of mapping an HSDF on a multiprocessor
platform, with the object of maximizing total throughput. We use Genetic Algorithms
to explore the search space: generate feasible actor-to-processor mapping and static-
order scheduling of tasks on processor, then use graph theoretic techniques to calculate
application throughput for each mapping and scheduling strategy in the quest for the
optimal solution with maximum throughput. Even though no optimality guarantees can
be made, experiment results indicate that GA can provide high-quality solutions when
the search space is too large to handle with SAT solving.
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Abstract. FRESCOR (Framework for Real-time Embedded Systems based on
COntRacts) is a flexible real-time scheduling architecture for real-time systems.
This paper describes our implementation experience of integrating the FRESCOR
framework in an AUTOSAR-compliant Real-Time Operating System. Perfor-
mance evaluation shows that the performance overheads of integrating
FRESCOR is acceptable on an embedded microcontroller.

Keywords: AUTOSAR � Real-Time Operating Systems � Contract-based

1 Introduction and Related Work

A contract is the interface between the application layer and the OS layer. The contract
model is a high-level abstraction between applications and OS kernel to keep the
application independent of specific scheduling algorithms [1]. It allows the developers
to use a high level of abstraction to specify the application requirements instead of
mapping the application requirements into scheduling parameters like priorities.
FRESCOR [1, 2] is a real-time contract-based framework that supports multiple
resources: processors, networks, memory, energy and other resources. It is a middleware
framework that runs on top of an RTOS kernel, and aims to achieve flexible trade-offs
between performance predictability and efficiency in resource utilization. FRESCOR
can provide high-level Quality-of-Service (QoS) guarantees by satisfying the static and
dynamic requirements through service contract model, enforcing online or offline
schedulable acceptance test by means of contract negotiation and renegotiation, guar-
anteeing the minimum requirements by server-based resource reservation with con-
tracts; distributing any spare capacity to maximize resource utilization; handling
overload in a safe way by dynamic adaptation, etc.

AUTOSAR [3] is an open standardized automotive software architecture, jointly
developed by automobile manufacturers, suppliers and tool developers. It aims at paving
the way for innovative electronic systems that further improve performance, safety and
environmental friendliness. AUTOSAR OS is a Real-Time Operating System (RTOS)
standard within AUTOSAR. The FRESCOR framework was originally developed and
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evaluated on top of Linux OS and relatively-powerful x86 CPUs, but it has not been
evaluated on more resource-constrained microcontrollers used in automotive control
systems. In this paper, we describe implementation and performance evaluation of
integrating FRESCOR with SmartOSEK OS, an AUTOSAR-compliant RTOS devel-
oped at Zhejiang University [4], on a typical low-cost microcontroller commonly used in
in-vehicle embedded systems.

The remainder of the paper is organized as follows. In Sect. 2, we introduce the
key modules of FRESCOR; in Sect. 3, we describe integration of FRESCOR with
SmartOSEK OS; in Sect. 4, we present performance evaluation results; Sect. 5 presents
conclusions and future work.

2 Key Modules of FRESCOR

Figure 1 shows the main modules in the FRESCOR framework. We implemented the
following modules, highlighted with red boxes in the figure.

2.1 Core Module

Core module specifies contract attributes and operations. Contract attributes are the
parameters of the operations required to create contracts, negotiate contracts, bind tasks
to server, and resource reservation mechanism that allows RTOS to guarantee the
minimum resources requirements.

2.2 Dynamic Reclamation and Spare Capacity Module

Dynamic reclamation module is the functional module that carries out dynamic recla-
mation when there is any available capacity, while spare capacity module is responsible
for distributing pending capacity that has not spent by servers. If there is any extra capacity
left at runtime due to tasks’ abnormal termination or completion ahead of schedule, it will

Fig. 1. Modules in the FRESCOR framework [1] (Color figure online)
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be distributed among the different servers which have showed their desire or ability of
using additional capacity according to the method specified in contracts.

2.3 Hierarchical Scheduling Module

In hierarchical scheduling, the global scheduler is used to determine which server
should have the access to the uniprocessor, while a local scheduler is used in server to
determine which task should execute when the server is active. Figure 2 shows the
hierarchical scheduling framework of FRESCOR. The global scheduler is Sporadic
Server (SS) on Fixed-Priority scheduling [5]. Sporadic Server is a bandwidth-
preserving scheduling server, which preserves its budget/capacity until the next budget
replenishment time if there are no ready tasks for the server. There are three possible
local scheduling algorithms, e.g., Earliest Deadline First (EDF) for Server1, Fixed
Priority (FP) for Server2, and First in First out (FIFO) for Server3 in Fig. 2.

When a contract has been specified, it should be negotiated, i.e., checked to see if the
system is schedulable based on the specified contract. The system will check if it has
enough resources to guarantee the minimum requirements of the new contract while
keeping guarantees on all the previously accepted contracts. If the negotiation is suc-
cessful, the system will reserve enough budgets to guarantee the new contract’s mini-
mum resources, and a server is created for that contract. The server is a special software
task that is the runtime representation of the contract and it stores all the information of
the contract. The server manages execution of multiple tasks that are bound to it.

Negotiate

Task1

Contract2 Contract3Contract1

Task2 Task3 Task4 Task5

OS

Global scheduler: 
SS   on   FP

Server1
Server3
Server2

Server3:
FIFO

Task5
Task4

Server2:
FP

Task2
Task3

Server1:
EDF

Task1

Fig. 2. Hierarchical scheduling framework of FRESCOR
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3 Implementation Details

Figure 3 shows the SmartSAR software platform [4] with integrated FRESCOR mod-
ules. The following functionalities are implemented: resource reservation to guarantee
the minimum requirements; negotiation and renegotiation to ensure schedulability;
sharing spare capacity to have efficient maximum resource utilization.

Tables 1, 2 and 3 show the main data structures of Sporadic Server.
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Fig. 3. SmartSAR software platform with integrated FRESCOR modules.

Table 1. Attributes of the contract data structure.

Name Description

max_period Maximum server period
min_budget Minimum budget (execution capacity) per server period

deadline Deadline of the server
D = T Whether deadline is equal to period
budget_overran Current running task’s budget has been exhausted

deadline_missed The current task experienced a deadline miss
granularity Indicates desire to use extra capacity, and how to use it: continuous or discrete

min_period Minimum server period
max_budget Maximum budget
utilization_set Set of pairs {budget, period}

importance A fixed priority used to distribute extra capacity in a continuous way
quality A relative proportion used to distribute extra capacity among servers of the same

importance in a continuous way
scheduling policy Choice of the local scheduler: FP, EDF, FIFO
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Figure 4 shows the processing steps from the service contracts in the application
layer, through the server representing contracts at runtime, to the hierarchical scheduler
in the underlying implementation. First, the contract attributes are defined (Table 1).
Then contracts need to be negotiated to preserve the minimum required resource budget
for servers. The original FRESCOR framework uses Worse-Case Response Time
(WCRT) analysis for schedulability test and online admission control [1]. If WCRT of
a server exceeds its deadline, the server is not schedulable. However, the WCRT
analysis equation has pseudo-polynomial time complexity [5], so its computation
overhead may be too large to be used at runtime, especially on a low-cost microcon-
troller. Instead, we use the more efficient utilization bound tests for schedulability test,
i.e., the contract is acceptable if total utilization of all accepted contracts does not
exceed a pre-determined schedulable utilization bound, e.g., the Liu-and-Layland
bound for fixed-priority scheduling [5].

When a contract is accepted, a scheduling server is created for it. Server is the
control unit managing the minimum budget of resources, the amount of already con-
sumed resources and obtained spare capacity, the replenishment method, and the local
scheduling algorithm. Once tasks are assigned to a server, they will start execution and
consume server’s budget according to the contract established hierarchical scheduling
method. When all tasks bound to the same server have finished execution in a server
period, the unused capacity of that server is allocated to other servers that have
expressed their need for more execution time. Tasks that leave or enter the system

Table 2. Additional attributes of server structure.

Name Description

priority Parameter for scheduling
vres_id Id for FRESCOR API
Task Tasks bound to the server
task_num Number of the bound tasks
task_finished_num Number of finished bound tasks within one period
sporadic server Sporadic server that is assigned to the server
spare_capacity Spare capacity that has been distributed by system
used_capacity Capacity that server has already used

Table 3. Structure of sporadic server.

Name Description

replenishment
queue

Array storing replenishment time and capacity

Alarm Replenishment of consumed capacity occurs when the alarm expires
remaining
budget

Accumulated budget not yet spent in the server

budget start When sporadic server task goes into active status from the idle status; the
capacity is being consumed while tasks are executing
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dynamically trigger renegotiation to redistribute the available spare capacity among
servers. Renegotiation policy should comply with the contract definition.

4 Performance Evaluation

The framework has been implemented on a Freescale HCS12 development board with
a 16 MHz microcontroller. We use the CodeWarrior Integrated Development Envi-
ronment, which includes a simulator for performance evaluation. We performed
measurements of various overheads, including: context-switch time of the hierarchical
scheduling framework, overhead for negotiation and dynamic reclamation, and over-
head for spare capacity distribution.

The maximum context switch time includes time for making a scheduling decision
of selecting the highest-priority task, saving the context of old task, and loading the
context of the new task. When there are three servers, each server has three tasks and
different scheduling algorithms in the OS. Table 4 shows the maximum context switch
latencies for different local scheduling algorithms (EDF, FP and FIFO). (Note that the
context switching latencies are higher than those in [2], since we use a low-cost
16 MHz microcontroller, while [2] uses a 300 MHz x86 Pentium processor.)
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Contract negotiate:
schedulable test

Creat a server and set 
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Redistribute spare capacity  

Accept? Return errorN

Bound tasks to server

Tasks will be scheduled 
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And redistribution 

Accomplished 
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Fig. 4. Contract negotiation and resource reservation in FRESCOR.
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Since AUTOSAR only supports FP scheduling, not EDF, and FIFO is not suitable
for hard real-time systems, we adopt FP as the local scheduling algorithm in the next
experiments. Table 5 shows average overhead of negotiation and dynamic reclamation,
which is independent of the number of servers or tasks.

Figure 5 shows that overhead of spare capacity distribution increases monotoni-
cally with the number of tasks in each server (the system contains 3 servers, with equal
number of tasks in each server).

5 Conclusions and Future Work

In this paper, we present integration of the FRESCOR framework into an AUTOSAR-
compliant RTOS to evaluate its applicability in severely resource-constrained embedded
systems. Performance evaluation shows that the runtime overhead is acceptable even on

Table 4. Maximum context-switch latencies of hierarchical scheduler.

Global Local
EDF (ls) FP (ls) FIFO (ls)

SS based on FP 70.4 68.2 65.9

Table 5. Overheads of FRESCOR operations.

Operation Overhead (ls)

Dynamic negotiation 20.1
Dynamic reclamation 2.4
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Fig. 5. Overhead of spare capacity distribution.
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a low-cost 16 MHz microcontroller. This brings many benefits of the FRESCOR
framework into the domain of automotive embedded systems, including: the contract
model allows the designer to specify complex timing requirements at a high-level of
abstraction than manual priority assignment; schedulability and resource efficiency can
be guaranteed by resource reservation and contract renegotiation/negotiation; resource
utilization can be optimized by reclaiming spare processing capacity and distributing
them among tasks. Future work includes integration with mixed-criticality scheduling
[6–9], where the system consists of tasks with different levels of criticality or importance,
and it is important to achieve performance isolation between tasks with different criti-
calities while achieving resource efficiency.
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Abstract. Crowdsensing is a human-centred perception model. Through the
cooperation of multiple nodes, an entire sensing task is completed. To improve
the efficiency of accomplishing sensing missions, a proper and cost-effective set
of service nodes is needed to perform tasks. In this paper, we propose a low-cost
service node selection method based on region features, which builds on rela-
tionships between task requirements and geographical locations. The method
uses DBSCAN to cluster service nodes and calculate the centre point of each
cluster. The region then is divided into regions according to rules of Voronoi
diagram. Local feature vectors are constructed according to the historical records
in each divided region. When a particular perception task arrives, Analytic
Hierarchy Process (AHP) is used to match the feature vector of each region to
mission requirements to get a certain number of service nodes satisfying the
characteristics. To get a lower cost output, a revised Greedy Algorithm is
designed to filter the exported service nodes to get the required low-cost service
nodes. Experimental results suggest that the proposed method shows promise in
improving service node selection accuracy and the timeliness of finishing tasks.

Keywords: Crowdsensing � Service node selection � Local feature vector

1 Introduction

With the continuous development of mobile Internet and sensor technology, people
increasingly use mobile intelligent devices to facilitate the necessities in their lives. In
this trend, Crowdsensing is gradually becoming the core of the mobile computing stage.
Crowdsensing presents a new sensing paradigm based on the capacities of mobile
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devices and the interactions of a person or a group [1]. Crowdsensing has become a
promising paradigm for cross-space and large-scale sensing [2], and it is pervasively
leveraged to get urban conditions such as urban noise map [3], Navigating the last mile
[4]. However, the selection of service nodes (e.g. task participants) has become the key
to the success of crowdsensing services, because some solvers may not have the nec-
essary abilities or may just want to get the reward without carefully performing tasks [5].
The previous researches have taken the nodes selection into account from a variety of
aspects. Yu et al. [6] proposed a node prediction model based on the Markov chain
(O2MM) and then introduced a prediction improvement based on social relations
(SMLP). Daly et al. [7] exploited a novel social-based forwarding algorithm, that uti-
lizes the real human mobility traces to enhance delivery performance. Ma, et al. [8]
regarded the node selection as a multi attribute decision making problem, and then
proposed a novel routing method for load-balancing, which can not only reduce the load
of the whole network, but also balance the load of each participating node.

However, these algorithms focus more on node movements and the prediction of
nodes. They only consider the relationship between position and node movement and
make no reference to the connection between positions of nodes and characteristics of
sensing tasks. Moreover, attributes and features of locations or regions are closely
related to sensing tasks in many cases and have significant reference value for the
accomplishment of the sensing tasks. A commonly approach called Grid Division [9] is
pervasively leveraged in the prior literature. However, grids are often based on uniform
partitioning of physical locations and do not take into account the characteristics of the
location itself. In addition, many methods do not take the constraints (e.g. costs) into
account in the process of completing tasks.

In this paper, we propose a low-cost service node selection method based on region
features for sensing tasks. Firstly, the sensing region is divided according to the
Voronoi diagram partition rules and each calculated center point becomes the center
point of a corresponding Voronoi diagram. This partition rule has broad applications in
many fields, such as visual imaging of invisible hazardous substances and uncertain
data analysis. Secondly, the importance of each factor in the task is analyzed by AHP
[10] method, and we can obtain the local feature vectors of each partitioned Voronoi
diagram. We can obtain the matching degrees between the task and the local feature
vector of each region and then obtain a sequence of candidate services nodes, and then
the greedy algorithm is used to calculate the costs incurred by each selected node.
Finally, some appropriate nodes in the region are selected to perform the sensing task.
The whole process improves the accuracy, timeliness, and efficiency of node selection
for completing the task. The main contributions of this paper are as follows.

• We propose a service node selection paradigm that combines task requirements with
region features. Unlike most previous approaches that chose a node based only on
task properties, our approach takes into account the relationship between task
requirements and region characteristics, and the most matched nodes will be pref-
erentially selected to fulfilled the tasks.

• We propose a region partitioning method based on the Voronoi diagram. This
method aggregates sensed regions based on the attributes of the task, rather than just
meshing them evenly across physical locations.
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The rest of this paper is organized as follows. The second section presents the
implementation process and the algorithmic of the method in detail. The third section
applies the method to a real data set to evaluate the accuracy and speed by experimental
comparisons. The final section summarizes this work.

2 ReLSNS Method

To overcome the shortcomings of the algorithms discussed above, this paper proposes a
low-cost service node selection method (ReLSNS) based on local feature vectors. We
define the whole sensing region as A, and the scale of A is determined by the sensing
task requestors according to the task type and task granularity. The participant set that
is used in a particular sensing task is defined as U. The number of participants is
sufficient, otherwise, the quality of coverage may be degraded.

2.1 Frameworks of ReLSNS

As shown in Fig. 1, the specific steps of this method include three parts: region
partitioning based on the Voronoi diagram [11], region matching based on feature
vectors and the selection of nodes by the Greedy algorithm. In the different parts, there

Fig. 1. Frameworks of ReLSNS
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are some separate support modules, as shown in Fig. 1. The selection method proposed
in this paper will be described in detail below.

2.2 Voronoi Diagram Partition

Compared with the traditional Grid Division method, Voronoi diagram-based region
partitioning uses the characteristic of local similarity of the geographic region feature to
divide the whole sensing region into multiple regions with irregular shape but different
characteristics. Since Crowdsensing is a sensing mode that is centered on human
beings, the regional characteristics are determined.

Definition 1. Track Point Sn is a trajectory point that represents the location of the
mobile node uðu 2 UÞ at a time t, and is represented by a four-element tuple.

Sn ¼ fu; x; y; tg ð1Þ

where t denotes time, x denotes the latitude of the node u at t, and y denotes the
longitude of the node.

Definition 2. Track Point Set Td consists of all track point data of mobile nodes in U in
region A, which can be represented as follows.

Td ¼ fðu; x; y; tÞj8u 2 U; ðx; yÞ 2 Ag ð2Þ

To discover clusters, high-activity regions in region A should be found by clus-
tering regions with high track-point density. In this paper, we use the DBSCAN [12]
algorithm for clustering.

Definition 3. Clustering center point Oci can be generated by the track points in the
clustering region Ci from the previous DBSCAN algorithm and can be represented by
the following four-element tuple.

Oci ¼ fi; x; y; ½t1; t2�g: ð3Þ

Since the time interval was filtered in the previous step, the original time parameters
of sensing nodes will be used to represent the time interval. Each center point can be
numbered by the index of the clustering region.

In this paper, the Delaunay triangulation is used to divide the region, and the
process of Delaunay triangulation can be completed by the Convex Hull Interpolation
algorithm. When the process of Delaunay triangulation has been completed, there are
likely to be some center points that are located on boundary lines when delineating
boundaries.

2.3 Eigenvector-Based Regions Matching

After partitioning region A to obtain some irregular Voronoi polygon regions, we
extract the eigenvectors of each region according to a historical task set, which we call
regional feature vectors; these vectors are defined as follows.
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Definition 4. Task Feature Vector (TFV). A TFV is a vector of elements that describe
the characteristics of a region. Each element of the vector reflects one characteristic of
the region. In this paper, we also abstracted out four task-related regional
characteristics.

Location information (Li). Local information, such as restaurants, hotels, shopping
malls, banks, stadiums, and libraries, can be obtained by comparing maps from
applications such as Amap and Google Maps.

Timeliness (Tl). This characteristic can be calculated by learning from historical data,
namely, by calculating the average time spent by the nodes receiving tasks in the region
from receiving tasks to uploading data.

Liveliness (Ln). Through the study of historical data, the total amount of effective task
data that has been uploaded by nodes in an region can be obtained, which we call
Liveliness.

Wi-Fi coverage information (Wi). By learning historical data, we can determine
whether nodes upload historical task data through Wi-Fi, mobile 3G/4G network or
other means in an region. Then, the ratio of Wi-Fi uploading to total uploading can be
calculated as Wi.

For each Voronoi polygon region aiðai 2 AÞ, the task feature vector is denoted as
TFV (ai). TFV (ai) can add new elements according to the specific sensing scenarios or
task requirements. Next, we take these four factors as an example to explain how TFV
(ai) can be expressed in more detail as follows.

TFVðaiÞ ¼ LiðaiÞ; TlðaiÞ; LnðaiÞ;WiðaiÞð Þ ð4Þ

Where Li can be obtained by querying electronic map matching, and the resting
three characteristics are obtained by analyzing historical effective task data. The
method of calculating the four features in TFV (ai) is illustrated.

Definition 5. Regional Functional Requirement set Lref. This set is used to describe the
collection of region functional attributes, such as dining region, culture and art region.
Lref can contain one or more regional functional attribute parameters.

The four elements in TFV (ai), namely, position, length of time, number of times
and proportion, have different meanings. To facilitate the calculation, the four elements
of TFV (ai) should be normalized to between 0 and 1. Tl, Ln and Wi in TFV (ai) are
represented by numbers, which are normalized to map eigenvalues to numbers between
0 and 1; Li in TFV (ai) is obtained directly by matching Li (ai) with Lref, which is given
by the task requestors. The normalization method is shown in Table 1.

After calculating an eigenvector for each region, we need to evaluate the preferences
for each factor based on the assigned task and find a specific vector to represent the
characteristics of the corresponding task. Therefore, two definitions are introduced here.
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2.4 Selection of Service Nodes Based on Greedy Algorithm

After obtaining Region Matching Vector f, all regions are sorted in descending order
according to the values of the elements in the vector. That is, the regions with high
matching degrees are arranged in the front of a priority queue. The number of nodes
that are required to perform a task is determined by the task requestors when the task is
published, which is denoted as Q. Therefore, to improve the performance of the pro-
posed algorithm, a certain number of regions are selected, which contain nearly
2Q nodes. We denote the number of selected regions as N and the number of selected
nodes as K. These regions possess characteristics that match task characteristics.
However, the distance cost is not considered. Therefore, further processing is required
after selection.

Definition 6. Node Score Vector dk. This vector is used to measure the degree of
matching of regional features and the cost-effectiveness of a node. dk is defined as
follows.

dk ¼ ui; ScoreiðMref Þ; ScorekðCostÞ
� � ð5Þ

Where ui represents the number given to a specific region. Scorei(Mref) represents
the score obtained from the process of evaluating the matching degree of each region,
and the cost score Scorek(Cost) represents the score obtained from the calculated
distance cost. In the following algorithms, service nodes can be selected according to
these two values.

We can compute the scores in the node score vector dk according to the following
rules. The values of Scorei(Mref) can be scores from N to 1 in descending order, based on
the order obtained by using the method that was described in the previous section, with

Table 1. Normalization method

Region feature Normalization method

Location information
(Li)

For every region ai in region A, match LiðaiÞ with Lref . If LiðaiÞ is
contained in Lref , set Li0ðaiÞ as 1. Otherwise, set Li0ðaiÞ as 0

Timeliness (Tl) Find the smallest Tl in region A, which is denoted as amin. Set
Tl0ðaminÞ as 1, and compare the value of TlðaminÞ with the TlðaiÞ
values of all the regions in region A. Let Tl0ðaiÞ denote the resulting
ratio

Liveliness (Ln) Find the largest Ln in region A, which is denoted as amax. Set
Ln0ðamaxÞ as 1, and compare the value of LnðamaxÞ to the LnðaiÞ
values of all the regions in region A. Let Ln0ðaiÞ denote the
resulting ratio

Wi-Fi coverage
information (Wi)

Find the largest Wi in region A, which is denoted as a0max. Set
Wi0ða0maxÞ as 1, and compare the value of Wiða0maxÞ with the
WiðamaxÞ values of all the regions in region A. LetWi0ðamaxÞ denote
the resulting ratio
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each score decremented by one. The values of Scorek(Cost) in the region score vector dk
can be calculated according to the corresponding task latitude xT and longitude yT, using
Algorithm 1.

In Algorithm 1, the distance of each node is calculated and the corresponding
Manhattan distance is saved in a distance vector D. Therefore, by using Algorithm 2,
the distance costs of all the service nodes of each region can be considered. Finally, we
can obtain the corresponding Scorek (Cost) by using the rule that a node with a shorter
distance to the target place has a higher cost score. After completing the above steps,
the service nodes can be selected by using the following revised Greedy Algorithm.

3 Experiment

Experimental data is from the Wireless Topology Discovery (WTD) [13]. The WTD
dataset contains data from 275 PDA users on the campus of the University of Cali-
fornia, San Diego, for 11 weeks. Because the WTD dataset is too large, we choose data
(1,106,308 records) from one week from six colleges of the University of California,
San Diego campus center to simulate the above algorithms and method. There are 208
mobile nodes in the data set.

The experimental results of this method are compared with the social relation-based
prediction model (SMLP) and the second-order Markov model (O2MM). Since this
method is task-centered and selects nodes by region matching, it is very different from
other node selection algorithms. Therefore, direct comparison with other algorithms is
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not convincing. Considering that SMLP and O2MM are trace prediction models of
participatory Crowdsensing perception, this paper simulates the node selection algo-
rithm based on their trajectory predictions to carry out the comparison with the method
of this paper.

3.1 Region Partition Based on Voronoi Diagram

The trajectory of the 1,106,308 data instances is analyzed, and the region covered by all
the nodes is partitioned. According to our algorithm, the region is divided into 79
regions. We set the clustering radius of the selected dataset to 100 m and the minimum
number of nodes in each cluster to 5000. The sparse region of human flow in the
original region is evenly divided into the Voronoi polygons where the nearest center
points are located. The results are shown in following Fig. 2.

3.2 Evaluation of Service Node Selection Accuracy

The numbers of service nodes of tasks that were required for the simulation are 10, 20,
30, 40, 50 and 60. For each requirement, we perform four tests, and we count the
numbers of nodes that satisfy the requirements of the task. Finally, the average numbers
of nodes are calculated, which are regarded as accuracy rates of selected service nodes
under different required numbers of nodes. Then, we calculate the accuracy rates
between ReLSNS and Division Methods, which are shown in Fig. 3. It is obvious that
using ReLSNS can provide task requestors with relatively stable service node selection
results, while the results of traditional Grid Division are not guaranteed to be stable.
The fluctuation is undesirable in the process of service node selection in practice.

In Fig. 4, ReLSNS is also compared with SMLP and O2MM. The accuracy rates of
selected service nodes decrease as the required number of selected nodes increases.
Because ReLSNS always chooses the service node with the highest matching degree,
the more nodes that are selected, the lower the average matching degree of the selected
service nodes, which results in a decrease in the accuracy of the selected set of nodes.

(a) Original Region (b) Voronoi Division

Fig. 2. Voronoi diagram of experimental data
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According to the figure, when the number of service nodes in the selected node set is
less than 20, the performance of ReLSNS in this paper is slightly worse than that of
SMLP, which nonetheless still has nearly 90% accuracy. When the number of selected
service nodes is more than 30, the accuracy of the proposed method is obviously higher
than those of the other algorithms.

Fig. 3. Accuracy rate comparisons between ReLSNS and Division Methods

Fig. 4. Accuracy between relevant algorithms
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3.3 Evaluation of Timeliness

In Crowdsensing, the timeliness of task execution is an important criterion for mea-
suring task execution quality. By obtaining the distance between the location of the
node in the selected service node set and the nearest position where effective sensing
data can be obtained, we can obtain the time taken by each node to successfully acquire
the sensing task in the simulation and afterward obtain the timeliness of the selected
node set. Then, we can obtain the average time taken by the selected nodes to complete
the task under different required numbers of nodes. The comparison with other algo-
rithms is shown in Fig. 5.

In Fig. 5, when the number of selected nodes is small, the time required by each
algorithm to complete the task is basically the same. However, when the number of
selected nodes increases, the method proposed in this paper uses much less time than
the other two algorithms. For example, when we need 100 service nodes, according to
Fig. 5, ReLSNS requires 9.55% less time compared to the other two methods. ReLSNS
can use the locations of selected service nodes as an important reference factor, which
can guarantee that the selected nodes are closer to the location so that devices can
obtain the sensing data. In this way, it can shorten the time required for nodes to
perform the task and ensure that the set of selected service nodes can meet the
requirement of high timeliness.

3.4 Generalization of Experimental Results

Based on the simulation tests of selected nodes’ accuracy rate and the average time
required for task execution, we can arrive at the following conclusions. First, when the
number of tasks is small, the performance of the method based on region feature

Fig. 5. Timeliness comparisons
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proposed in this paper is basically the same as the social relation models. But with the
increasing of the number of selected service nodes, the method in this paper is superior
to other two algorithms regarding accuracy and timeliness.

4 Conclusion

In this paper, a low-cost service node selection method based on region feature vector
is proposed to solve the problem that the existing service node selection algorithms do
not consider the association between sensing task and region. The method uses Vor-
onoi polygons as the basis and constructs an eigenvector of each Voronoi polygon
region. When the system releases a sensing task, this method can help task requestors
to compute matching degrees between the task and region task feature vectors and
select regions according to the overall score of each region. And finally, we can get
regions with a high matching degree of task characteristics can then continue the
progress of service nodes selection in these regions.
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Abstract. Accurate electric load forecasting can prevent the waste of power
resources and plays a crucial role in smart grid. The time series of electric load
collected by smart meters are non-linear and non-stationary, which poses a great
challenge to the traditional forecasting methods. In this paper, sparse repre-
sentation model (SRM) is proposed as a novel approach to tackle this challenge.
The main idea of SRM is to obtain sparse representation coefficients by the
training set and the part of over-complete dictionary, and the rest part of over-
complete dictionary multiplied with sparse representation coefficients can be
used to predict the future load value. Experimental results demonstrate that SRM
is capable of forecasting the complex electric load time series effectively. It
outperforms some popular machine learning methods such as Neural Network,
SVM, and Random Forest.

Keywords: Electric load forecasting � Smart grid � Sparse representation

1 Introduction

As an important part of smart city, smart grid makes use of many intelligent acquisition
equipment and advanced information management system, which can provide more
efficient, reliable and environmentally friendly power services than traditional power
grid [1]. Accurate electric load forecasting is one of the important functions of smart
grid, because it plays an indispensable role in the planning and operation of the whole
system. However, it is still a difficult problem, because there are many external factors
influencing the change of load, such as weather conditions, temperature, type of date,
seasonal factors, social activities and economic development [2].

Owing to the significance of electric load forecasting, there is a large and growing
literature focused on it. In these studies, not only statistical methods but also machine
learning methods were employed. Although extensive studies have been done, accurate
electric load forecasting still remains the challenges in smart grid such as over-fitting
and sensitivity to noise. In this paper, sparse representation model (SRM) is proposed
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as a novel approach to tackle this challenge. In the last decade, there has been an
increasing interest in sparse representation, which has been successfully applied in the
fields of signal processing, image analysis, pattern recognition and machine learning
[3]. The beauty of sparse representation is that it allows us to capture important
information from signals into a small number of components. Inspired by this, SRM is
expected to be an effective method to deal with complex power load time series. The
contributions of this paper are as follows:

• We employ sparse representation model as a novel approach to forecast electric load
more accurately compared with some popular machine learning methods such as
Neural Network, SVM, and Random Forest for two data sets.

• We utilize the analytic approach to construct the basic dictionary of SRM, which
has the advantage of parameter-free adjustment. This makes SRM more general and
convenient for electric load forecasting under different application backgrounds.

• We improve the performance of SRM further by constructing the over-complete
dictionary with the combination of basic dictionary and external factors which had
been proved to be correlated with load demand strongly.

The rest of the paper is organized as follows: Sect. 2 reviews the related work of
electric load forecasting. The theory of sparse representation is introduced in Sect. 3.
Sections 4 and 5 present the proposed technique and the results of experiments. Finally
in Sect. 6, the conclusion and future work are stated.

2 Related Works

According to the duration of the forecasting, normally electric load forecasting can be
classified into three categories: 1 h to 1 day or 1 week ahead for short-term, 1 month to
1 year ahead for medium-term, and more than 1 year ahead for long-term forecasting
[4]. At present, there are many methods for electric load forecasting, including sta-
tistical methods commonly used in time series analysis and modern methods repre-
sented by artificial intelligence.

The statistical methods are mainly derived from the classical methods of time series
analysis, including Exponential Smoothing (ES), Auto Regressive Integrated Moving
Average (ARIMA), Generalized Auto Regressive Conditional Heteroskedasticity
(GARCH) and a number of their variants [5]. However, these methods are only
effective under the assumption that the historical values of time series are highly
correlated with the predicted values, which makes them poor performance in full
modeling of complex electric load time series and often results in lower accuracy.

Due to the limitation of statistical methods, with the rapid development of artificial
intelligence, many modern methods have been applied for accurately forecast electric
load in recent years such as fuzzy logic, expert systems, neural network, support vector
machine and so on [6]. In addition, as Hinton et al. proved that better performance can
be obtained through deep neural network than that of shallow network [7], the appli-
cation of deep learning in electric load forecasting has also attracted extensive attention
[8, 9]. These works successfully demonstrate the advantages of deep learning in electric
load forecasting.
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Finally, considering that each method has its own advantages and disadvantages in
such aspects as prediction accuracy, algorithm complexity, parameter sensitivity and
different forecasting horizon, the application of hybrid model is also a competitive
competitor of the above methods. The main idea of hybrid model is to improve the
overall prediction performance by maximizing the advantages of single model. It can
be conclude that hybridization of two or more techniques shows better results than the
individual models for load forecasting [10].

3 Preliminaries

From the perspective of mathematics, solving the sparse representation of a signal
means to seek the sparsest linear combination of basis vectors from an over-complete
dictionary to approximate it. An over-complete dictionary is a matrix with more col-
umns than rows, and each of its columns is a basis vector that can be called an atom.
The over-completeness of the dictionary provides more flexibility for the approximate
representation of signal, which enables sparse representation to be robust to additive
noise and occlusion by finding the sparse transformation domain [11].

Let us assume that a signal y can be represented in terms of a linear superposition of
m basis vector d1; d2; . . .; dm multiplied by their corresponding coefficients
a1; a2; . . .; am as follow:

y ¼
Xm
i¼1

diai ð1Þ

For convenience, the following linear systems can be obtained by using matrix-
vector notation:

y ¼ Da ð2Þ

where the signal y 2 Rn, the over-complete D 2 Rn�m (n < m) and a 2 Rm is the
coefficient vector. When the majority of coefficients in a are zero, it is said that signal
y has a sparse representation with respect to the dictionary D. Note that Eq. 2 is an
underdetermined linear system having infinite number of solutions because D is a
rectangular matrix having more columns than rows. To narrow down the choice to one
well-defined solution, additional constraints are required. A familiar way to do this is to
introduce an objective function and define a general optimization problem as follow:

min
a

ak k0 s:t: y ¼ Da ð3Þ

where :k k0 represents the number of nonzero elements in the vector, which can also be
regarded as the degree of sparsity. On account for the noise present in the real data, the
constraint is often relaxed using a quadratic penalty function y� Dak k22 and following
error-tolerant versions of Eq. 3 is solved.
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min
a

ak k0 s:t: y� Dak k22 � d ð4Þ

where d is a small positive constant that can be considered as the reconstruction error.
In addition, we also consider the variant that flip the objective and constraint:

min
a

y� Dak k22 s:t: ak k0 � L ð5Þ

Furthermore, according to the Lagrange multiplier theorem, Eqs. 4, 5 are equiva-
lent to the following unconstrained minimization problem with a proper value of k.

min
a

1
2

y� Dak k22 þ k ak k0 ð6Þ

where k refers to the Lagrange multiplier.
Unfortunately, sparse representation with l0-norm minimization has been proved to

be a NP-hard problem, which is difficult to find the global optimal solution in rea-
sonable time [12]. In recent years, many algorithms have been proposed to solve
approximate solutions. One of the algorithms is Matching Pursuit (MP) based on
greedy strategy [13]. MP selects one column of dictionary at a time then approximating
the solution step by step. At each step, MP looks for the atom that minimizes the
reconstruction error. MP has some obvious problems. If the dictionary contains some
similar atoms, it tends to match the residual over and over, that leads to converge
slowly. A modification to the Matching Pursuit is called as Orthogonal Matching
Pursuit (OMP), which accelerates convergence by modifying the formula of the
reconstruction error [14]. More specifically, after selecting the atom at each step using
the same greedy strategy as BP, OMP utilizes the standard least squares technique to
calculate the best approximation over all the selected atoms and finally obtains the
corresponding reconstruction error. This process can ensure that the reconstruction
error of each step is completely orthogonal to the selected atoms [15].

Apart from the greedy strategy, another way is constrained optimization strategy
which replaces the highly discontinuous l0-norm with its closest convex approximation
i.e. the l1-norm. Recent literature has demonstrated that the solution using l1-norm
minimization with sufficient sparsity can be equivalent to the solution obtained by l0-
norm minimization with full probability [16]. Moreover, the l1-norm optimization
problem has an analytical solution and can be solved in polynomial time. Thus, we can
transform Eqs. 3–6 to:

min
a

ak k1 s:t: y ¼ Da ð7Þ

min
a

ak k1 s:t: y� Dak k22 � d ð8Þ
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min
a

y� Dak k22 s:t: ak k1 � j ð9Þ

min
a

1
2

y� Dak k22 þ k ak k1 ð10Þ

where :k k1 is defined as the sum of absolute value of each entry in the vector. l1-norm
minimization can be solved by standard optimization tools like linear programming.
This approach is known as the Basis Pursuit (BP) [17]. Although BP and its variants can
obtain the global optimal solution of l1-norm minimization, it is worth noting that there
is a possibility of inconsistency with that of l0-norm minimization, because l0-norm
fairly punishes all non-zero coefficients while l1-norm punishes larger coefficients more.

4 SRM for Electric Load Forecasting

In this section, sparse representation model (SRM) is proposed as a novel approach
to forecast electric load. The main idea of SRM is to obtain sparse representation
coefficients by the training set and the part of over-complete dictionary, and the rest
part of over-complete dictionary multiplied with sparse representation coefficients can
be used to predict the future power load value. The framework of sparse representation
model (SRM) for electric load forecasting is shown in Fig. 1.

Fig. 1. The framework of sparse representation model.
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4.1 Data Preprocessing

In order to establish a good foundation for the prediction model and generate a better
output results, it is necessary to preprocess input data including the missing data
recovery, anomalous data processing and normalization. Let us assume that x(d, t) is
the load value of d days at time t. It can be normally repaired by the data of the two
moments before and after t at the same day and the data of the two days before and after
d at the same moment. So the missing data recovery can be performed using the
following formula:

xðd; tÞ ¼ ½xðd; t � 1Þþ xðd; tþ 1Þþ xðd � 1; tÞþ xðdþ 1; tÞ�=4 ð11Þ

Moreover, the influence of random factors will produce some outliers which could
reduce the predictive accuracy of the model. To deal with the anomalous data, quartile
method is proposed to find the abnormal value which will be replaced by the reasonable
value with the same method of filling the missing data. In the end, the normalization
process can simplify the data calculation, accelerate the convergence of the program
operation, and get the optimal solution easily. In standard normalization process, each
input data point transform between interval 0 and 1. Data normalization can be per-
formed using the following formula:

y ¼ x�MinValue
MaxValue�MinValue

ð12Þ

where y represents the normalization data of load, x represents the actual value of load,
Minvalue represents the minimum value of load and MaxValue represents the maxi-
mum value of load.

4.2 Dictionary Construction

The choice of over-complete dictionary D is very important for the success of electric
load forecasting. In general, the implementation of dictionary is divided into two main
approaches i.e., analytic approach and learning based approach [18]. The analytic
approach need to formulate a mathematical model in order to lead towards dictionaries
that are highly structured and numerically fast implementation. These dictionaries are
also referred as implicit dictionaries which were usually achieved by transform domain
methods including Wavelets based [19], Curvelets based [20], Contourlets based [21],
Complex Wavelets [22] etc. The learning based approach need to train or infer the
dictionary from a given set of examples. The dictionary is normally represented in
terms of an explicit matrix and the matrix coefficients is required to adapt by machine
learning algorithm such as Principal Component Analysis (PCA) [23], the method of
optimal directions (MOD) [24], the K-SVD [25].
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In this paper, we used the analytical dictionaries based on discrete wavelet trans-
form (DWT) which has performed well for localization of singular points in many
natural signals and images as the first part of over-complete dictionary D. The second
part of over-complete dictionary D is the identity matrix which can be generated by
delta function in order to avoid over-fitting. The above two parts constitute the basic
dictionary. Moreover, in order to improve the precision of load forecasting effectively,
the third part of over-complete dictionary D is designed with the combination of three
external factors including average daily temperature, dates of holidays, day of week
which had been proved to be correlated with load demand strongly. Over-complete
dictionary D can be defined as follow:

D ¼ D1

D2

� �
¼ DWT þ identity matrixþ external factors matrix ð13Þ

where D1 is used to compute sparse representation coefficients a of the historical load
data, D2 is used to predict the future electric load.

4.3 Sparse Representation for Load Forecasting

Firstly, we need to obtain sparse representation coefficients a by approximating the
constraint problem as follow:

min
a

ak k0 s:t: y0 � D1ak k22 � d ð14Þ

where the training sample y0 2 Rm is the normalized data of the actual load data y,
D1 2 Rm�½2ðmþ nÞþ 3� refers to the first m rows of the over-complete dictionary D con-
structed with DWT, identity matrix and three vectors of external factors. The OMP
algorithm is used to solve the problem which is defined as Eq. 14.

Since the sparse representation coefficients a 2 R½2ðmþ nÞþ 3� can be thought of as
features extracted from the load data, the load value of the next n day y00 2 Rn can be
formulated as:

y00 ¼ D2a ð15Þ

where D2 2 Rn�½2ðmþ nÞþ 3� refers to the rest n rows of the over-complete dictionary D.
The main steps of SRM-based Electricity Load Forecasting Algorithm have been
summarized in Algorithm 1.
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Algorithm 1 SRM-based Algorithm FOR Load Forecasting
Step 1: data preprocessing for input data
Step 2: Dictionary Construction

1

2

identity ma
D

D DWT external factors matrix
D

trix
⎛ ⎞

= = + +⎜ ⎟
⎝ ⎠

Step 3: Approximate the constraint problem by OMP: 
2

1 20
min . . 's t y D

α
α α δ− ≤

Initialization: (0)
0 10, ',t r y D φ= = =

While
tr δ> do

1) Find the best matching sample, i.e. the big-
gest inner product between rt and 1 1

t
id D D∈ −

2) Update 1
1 1[ , ]t t

iD D d+ =
3) Compute the sparse coefficients by using the 

least square algorithm 21
1 2

argmin ' ty Dα α+= −

4) Update the representation residual 1
1 1' t

tr y D α+
+ = −

5) 1t t= +
End

Step4   Load Forecasting by 2"y Dα=

5 Experiments and Results

In this section, we present our experiments on applying sparse representation model
(SRM) for electric load forecasting. In order to verify the influence of external factors on
electric load forecasting, we constructed SRM Iwhich chose the basic dictionary as over-
complete dictionary and SRM II which combined external factors with the basic dic-
tionary respectively. We compared SRM I and SRM II with some popular machine
learning methods such as Neural Network, SVM, and Random Forest for two data sets.
Three evaluation criterions were used as performance metric: Mean Absolute Error
(MAE), Root Mean Square Error (RMSE) andMean Absolute Percentage Error (MAPE)
defined as follows:

• Mean Absolute Error (MAE):

MAE ¼ 1
n

Xn

i¼1
yi � ~yij j ð16Þ

• Root Mean Squared Error (RMSE):

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn

i¼1
yi � ~yið Þ2

r
ð17Þ
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• Mean Absolute Percentage Error (MAPE):

MAPE ¼ 1
n

Xn

i¼1

yi � ~yij j
yi

ð18Þ

where yi and ~yi are the real and the predicted value of the ith day, n is the total number
of data used for performance evaluation and comparison.

5.1 Experiment Results with the First Data Set

The first data set is provided by EUNITE network which organized a world-wide
competition on electric load forecasting in 2001. Given information included electricity
load demand recorded every half hour, average daily temperature, dates of holidays,
day of week from January 1997 to January 1999. Without loss of generality, we only
focused on the maximum values. In this paper, the data from 1997 to 1998 was used to
train the model, and the data of January 1999 was used as the testing set.

It can be seen from Fig. 2 that all the five methods followed the trend of the original
time series. Figure 3 shows more details of the forecasting results. We can clearly see
that SRM II had superior performance over all the other methods. This is also verified
from Table 1 which shows that SRM II achieved better forecasting performance with
the smallest forecasting errors. The experimental results show that the dictionary with
external factors is better than the basic dictionary in predicting accuracy.

Fig. 2. In-sample and out-of-sample comparison for the first data set.
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5.2 Experiment Results with the Second Data Set

To further prove the proposed model that improves the performance of electric load
forecasting in different cases, another testing data which is the electric load data set of a
province in south of China from December 8, 2012 to October 4, 2013 are used. The
first 9 months of the data set were used to train the model, and the last month was used
as the testing set.

It can be seen from Fig. 4 that the second data set is more complex compared with
the first data set. The non-stationary of the data poses severe challenge for conventional
methods to forecast. Experiment results in Fig. 5 show that SRM II forecasted quite
well compared with the original time series. This is also verified from Table 2 which
shows that SRM II outperformed all the other methods with the smallest forecasting
errors. In this complex electric load forecasting scenario, SRM I ranks the same as the
first dataset in terms of performance while Neural Network did not work although it
performed quite well for the first data set.

Fig. 3. Forecasting comparison for the first data set.

Table 1. Prediction results for the first data set.

Forecasting methods MAE RMSE MAPE

SRM II 13.8 17.01 0.0184
SRM I 20.9 27.69 0.0294
Neural Network 20.4 26.08 0.0278
SVM 22.6 28.02 0.0309
Random Forest 29.2 35.11 0.0383
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Fig. 4. In-sample and out-of-sample comparison for the second data set.

Fig. 5. Forecasting comparison for the second data set.

Table 2. Prediction results for the second data set.

Forecasting methods MAE RMSE MAPE

SRM II 138.8 177.1 0.0375
SRM I 161.1 203.4 0.0448
Neural Network 293.5 393.5 0.0843
SVM 172.1 221.7 0.0473
Random Forest 167.6 205.0 0.0438
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6 Conclusion

Electric load forecasting is of great significance for efficient energy management and
better system planning of smart grid, because it not only improves the reliability of
power system, but also reduces the production cost. Motivated by the successful
application of sparse representation in other fields, this paper proposes a sparse rep-
resentation model (SRM) for electric load forecasting. The highlight of this model is
that three external factors influencing load change are extended on the basis of the
analytical dictionary to achieve better prediction. Experiment results show that SRM
can effectively improve the accuracy of electric load forecasting, which is superior to
other forecasting methods.

For future work, we are interested in investigating other uses of sparse represen-
tation on smart grid, such as anomaly and change point detection, and clustering of
households by consumption patterns. Finally we are also interested in evaluating how
consumers adjust their consumption patterns based on these consumption forecasts, and
building better tools and applications based on these improved load forecasts.
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Abstract. To facilitate efficient and effective city management, it is important
for urban authorities to understand the regular functionalities of urban areas and
the irregular crowd dynamics moving around the city. However, existing
methods relying on manual surveys and statistics usually cost substantial time
and labor, hindering the fine-grain characterization of urban structures and the
in-depth understanding of crowd dynamics. In this paper, we leverage large-
scale mobility data collected from vehicle GPS devices to analyze the dynamics
of crowd movement in different urban areas in a low-cost and automatic manner.
We extract the regular crowd movement patterns in different areas, detect the
abnormal crowd movement flow peaks, and then interpret the influences of
different types of urban events. More specifically, we first divide the city into
fine-grained geographic regions and cluster them according to the similarity of
crowd movement characteristics. Second, we detect anomaly traffic flow for
each cluster area, interpret urban events for each abnormal flow point, and
correlate urban events to the interpretation results. Finally, we determine the
scope of urban events and use visualization techniques to demonstrate the
impact of different types of urban events. We leverage the large-scale real-world
datasets from Xiamen City for evaluation. Experimental results validate the
effectiveness of our method, and several case studies in Xiamen are conducted.

Keywords: Crowdsensing � Mobility big data � Urban computing

1 Introduction

In order to facilitate efficient and effective city management, urban authorities usually
need to understand the regular functionalities of urban areas and the irregular crowd
dynamics moving around the city [15]. On one hand, urban planning, construction, and
development have led to regular crowd movement patterns and structures to urban
areas [20], such as central business districts (CBDs), residential areas, transit hubs.
Meanwhile, the occurrences of certain urban events may break the regular crowd
movement patterns in different areas of the city. For example, holding a concert in a
stadium may lead to abnormal human flow peaks around the stadium and the city’s
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transit hubs. Due to the lack of understanding of the urban structures and the dynamics
of urban events, urban authorities cannot evaluate the impacts of urban events effec-
tively in the city, which hinders the short-term event management and long-term urban
planning [21]. Therefore, there is an urgent need for urban authorities to have a clear
picture of urban structures, and to be able to analyze the crowd dynamics in urban areas
caused by events.

Most existed studies consider urban regional structure and crowd dynamics sepa-
rately. Many studies of urban regional structure have been conducted. For example,
Yuan et al. [1] analyzed the structure of urban areas by dividing urban roads into
different blocks with image processing technologies. Chen et al. [3] used mobile data to
analyze the urban spatial structure. They employed the movement trajectory of cell-
phone users in urban area, and divided the urban area structure using the distribution of
cell phone signal hotspots. On the other hand, extensive researches on crowd dynamics
have been conducted based on the detection of urban events and its impact. Zhang et al.
[12] proposed a method that can not only discover the occurrence time and venue of
events, but also measure the scale of events. Chen et al. [11] used bike sharing data to
check the occurrence of urban events. Besides, Li et al. [13] extracted events from
social media, and discussed the annotation challenges and released a benchmark for the
research community.

However, crowd dynamics can be used to depict the urban structure, as well as
reflect the impacts in the structure caused by urban events. Regular flows of crowds
reflect the structure, and breaks of the regular flows is probably caused by urban events.
For example, when a particular region hold a large-scale trade show, traffic managers
would take odd or even number restrictions of the vehicle license to prevent traffic
jams. As a consequence, the traffic in other regions could be influenced.

Currently, there are types of data could sense the movements of urban crowds, such
as social network check-in data, call detail records, monitoring video data and so on.
But these kinds of data could be constrained to user’s preference, violate user’s pri-
vacy, or there is time delay over the occurrence and record. On the contrary, data from
taxi GPS trajectories and social media network are out of these problems. Moreover,
with the increasing number of taxis with GPS equipment in the city, real-time loca-
tional information is available for the study of the movement of urban crowds. And
also, with the development of the social media network, detailed information of urban
events could be reached to do the analytics. So we choose taxi GPS trajectories and
social media network as the sources of data for analysis.

In this paper, we propose a two-phase framework to explore the impact of urban
events on crowd dynamic. In the urban structure portrait phase, first, the urban area is
meshed by the features of urban geographical area, then the taxi GPS trajectory data is
mapped into the corresponding area grid. Secondly, we extract the spatial-temporal
characteristics of the daily flow in a single grid, the distance-constrained clustering
algorithm (DCCA) [11] is used to cluster the regional grids according to their structural
similarity and then the flow characteristics of the clustered areas are extracted. In the
crowd dynamic characterization phase, we detect anomaly traffic flow for each cluster
area, interpret urban events for each abnormal flow point, and correlate urban events to
the interpretation results. Finally, we determine the scope of urban events and use
visualization techniques to demonstrate the impact of different types of urban events.
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The main contributions of this paper are summarized as follows:

(1) We conduct in-depth analytics of the urban structures and crowd dynamics, this
may benefit the management and deployment for urban authorities in the future.

(2) A novel two-phase framework to model urban structures and crowd dynamics. In
the first phase, we first divide the city into fine-grained geographic regions and
cluster them according to the similarity of crowd movement characteristics. In the
second phase, we detect anomaly traffic flow for each cluster area, interpret urban
events for each abnormal flow point, and correlate urban events to the interpre-
tation results. We determine the scope of urban events and use visualization
techniques to demonstrate the impact of different types of urban events.

(3) We evaluate our method on real-world taxi GPS dataset collected from Xiamen,
China. Results demonstrate that our method effectively characterizes the urban
structure and crowd dynamics, and outperforms baseline methods.

The rest of the paper is organized as follows: Sect. 2 reviews the related work.
Section 3 is dataset description. We propose a two-phase framework is in Sect. 4.
Sections 5 and 6 present the proposed technique. Section 7 is the results of experi-
ments. Finally in Sect. 8, the conclusion and future work are stated.

2 Related Work

This paper investigates two aspects of research work: (1) analysis of urban regional
structure, and (2) research on the impact of urban events on crowd dynamic.

2.1 Analysis of Urban Regional Structure

Yuan et al. [1] used image processing technology to extract information from remote
sensing images of urban roads, and divided different areas by roads. The method does
not consider the structural characteristics of regional population movement. Esch et al.
[2] estimated population distribution through the construction density and then iden-
tified different urban structures. This method ignores the problem that the density of
buildings cannot represent the density of the population. Chen et al. [3] reflected the
crowd dynamics and urban spatial structure through the conversation of mobile phone
users. However, the information of mobile phone users has strict privacy and is not
easy to obtain. Chen et al. [11] utilized the usage of base station traffic data to divide
the urban area into different structures. Besides, grid-based areas segmentation was
extensively used in geospatial related analysis [4–6]. This paper divided the urban
structure by the similarity of the daily traffic characteristics of the regional grid, and
brings together the similar-shaped grids to ensure that each area has its own unique
structural characteristics.
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2.2 Research on the Impact of Urban Events on Crowd Dynamic

Researchers have exploited different methods to study the impact of urban events.
Liang et al. [10] use the LBSN sign-in data to model the size and duration of crowd
gathering in urban events. However, some of the social network sign-in data is delayed,
and there is an error in the analysis of the duration. Other work is to detect city events
from a large number of text streams in Twitter posts, such as Sakaki et al. [7] detecting
typhoon and earthquakes from Twitter posts, Li et al. [8] analyzing the similarity and
frequency of Twitter to find out the city events mentioned in Twitter. Agarwal et al. [9]
applied a graph clustering algorithm for event detection by discovering some dense
subgraphs in a graph. Zhang et al. [12] propose a method that can not only discover the
happening time and venue of events from abnormal social activities, but also measure
the scale of events through changes in such activities. Among the various types of
impacts that occur in urban events, the most prominent is the movement of people
under the influence of events. Regional dynamic reflects the traffic conditions around
the region, which is the key to the normal operation of the urban. Well-known changes
in crowd dynamic for urban management department is particularly important. After
knowing the possible impact area of the event, corresponding measures can be
deployed in advance of the area to prevent all accidents from happening. Therefore, not
only to accurately detect urban events, but also grasp the impact of urban events on the
dynamics of urban areas. The above methods for detecting urban events are very
accurate, but they only detect events in urban areas. They do not analyze in depth the
impact of urban events on crowd dynamic and do not find out the reasons for these
impacts. In this paper, we extract regional daily traffic flow characteristics, then use
anomaly detection algorithm to detect abnormal traffic flow and analyze urban events
and analyze the impact of urban events in depth, and then classify urban events. These
analysis results can be used as a reference for the deployment of traffic management
department and the general public travel program reference.

3 Dataset Description

In this section, we mainly present the two datasets used in this paper, viz., the Xiamen
Taxi GPS Dataset and the Xiamen Social Media Dataset.

3.1 Taxi GPS Dataset

This paper used taxi GPS trajectory data in Xiamen City in September 2016. Vehicles
with GPS can dynamically sense the urban road information: road network traffic
conditions, congestion conditions, node traffic conditions, taxi trajectory space-time
characteristic. As of the end of 2016, the number of taxis in Xiamen City is about
6,000. This car GPS will upload the vehicle information to the Xiamen Satellite
information center every 15 s. In September, about 377 million records were generated,
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with an average of 68,666 records per taxi. The raw data was stored in an Oracle
database in which the main fields of the taxi’s GPS data include:

• VEHICLE_ID: the unique ID of each taxi;
• LONGITUDE: the current longitude;
• LATITUDE: the current latitude;
• STATE: indicates whether the taxi meter is running; In other words, whether or not

the taxi has a passenger: 1 if the taxi is occupied and 0 if it is vacant;
• VELOCITY: the current taxi speed in km/h;
• TIME: the sample timestamp “YYY-MM-DD HH:MM:SS”.

3.2 Social Media Dataset

The social media is widely used, record information about the immediate surroundings
of urban life, traffic conditions, the effects of events, and upcoming or emerging dis-
asters and threats to the general public. Moreover, social media data are usually
authentic and timely. For the occurrence of events in the city, there are detailed records,
including the place and time of the events, the government promulgated policies to
reduce the impact of events and so on. Therefore, the social media data can serve as the
basis for our in-depth analysis of the impact of urban events.

4 Framework Overview

The main purpose of this paper is to analyze the dynamics of crowd movement in
different urban structures in a low-cost and automatic manner. As shown in Fig. 1, our
framework consists of two phases, i.e., urban structure portrait phase, and crowd
dynamic characterization phase. In the urban structure portrait phase, first, the urban
area is meshed by the features of urban geographical area, then the taxi GPS trajectory
data is mapped into the corresponding area grid. Secondly, we extract the spatial-
temporal characteristics of the daily flow in a single grid, the distance-constrained
clustering algorithm (DCCA) [11] is used to cluster the regional grids according to their
structural similarity and then the flow characteristics of the clustered areas are
extracted. In the crowd dynamic characterization phase, we detect anomaly traffic flow
for each cluster area, interpret urban events for each abnormal flow point, and correlate
urban events to the interpretation results. Finally, we determine the scope of urban
events and use visualization techniques to demonstrate the impact of different types of
urban events.
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5 Urban Structure Portrait

In this chapter, our objective is to structurally divide the urban area. Each of the divided
area consists of small areas of similar structure. In order to achieve this result, we firstly
extract the passenger trajectory data from GPS of taxi and grid the urban area according
to the characteristics of urban geographic structure. The vehicle data is mapped to the
corresponding grid according to its latitude and longitude to form a three-dimensional
traffic flow matrix. Then the clustering algorithm with limited distance is used to gather
grids with similar traffic flow characteristics according to the daily traffic flow
characteristics extracted from each grid. Finally, the urban area has the structural
characteristics.

In this paper, we mainly use the GPS data of taxi, each record in the database
contains its timestamp, latitude and longitude coordinates. Since vehicles travel on
urban roads, these longitude and latitude records are scattered over the urban geo-
graphic area and can be mapped one by one. If the density of the trajectory data is large
enough, the road network in the urban area can be displayed. As shown in Fig. 2, map
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Fig. 1. Framework overview
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the latitude and longitude coordinates of the vehicle onto the location of the city
geographic map. The state of the vehicle in the GPS database STATE is represented by
0 and 1, 0 means the vehicle is in a no-load state and 1 means the state that there is a
passenger. This article mainly extracts the off-passenger trajectory of the vehicle that is
1 jump to the state 0 vehicle trajectory, according to the time, latitude and longitude at
this time to determine the time and place for off passengers. The trajec drop ¼
ðid; lon; lat; t dropÞ represents a drops off record whose ID number is id. The drops off
location is the lon and lat, lon represents longitude, lat represents latitude, and t drop
represents the time for alighting. It is easy to query the data because the off passenger
records of all vehicles and the establishment of time index are sorted in the database.

Due to the urban planning and the establishment of functional areas, different
locations of the urban show different structural characteristics and show differences in
daily traffic flow patterns in different locations. For example, the differences of traffic
flow patterns in the school districts and business districts are vary greatly. The structure
of the urban needs to be clearly constructed. Because of the space-time characteristics
of vehicle data, the whole area of the city can be divided into smaller granularity than
the area according to certain rules according to a certain order. Each small granular
traffic flow pattern is studied and the similar clustering together to analyze the urban
Structural characteristics.

The daily state of the urban shows a certain regularity. However, the occurrence of
an urban event often breaks this regularity. We need to tap the city’s regularity of this
routine, through the daily routine to determine whether abnormal conditions occur at
other times. Therefore, we need to analyze the daily traffic flow status of the regional
structure.

Fig. 2. Map the latitude and longitude coordinates of the vehicle onto the city geographic map
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5.1 Urban Grid Generation

In order to divide urban areas into smaller ones, urban areas need to be gridded [17,
18]. According to the city’s geographical area and geological characteristics of the city
is divided into M � N matrix, which is the formation of a consistent size and
arrangement of small rectangular. Then, according to the latitude and longitude range
of the small rectangle, latitude is between lat_min and lat_max, longitude is between
lon_min and lon_max. All the drops off information in this range are all mapped in a
small rectangle, sorted according to the timestamp of each record, and the number of
records within a certain time t_drop range is counted gi;t.

Criterion1: the number of drop off vehicles in the area grid is counted

gi;t ¼ countðtrajec dropÞ=t ¼ t drop; lon min� lon� lon max; lat min� lat� lat maxgf
ð1Þ

Where each grid area has a time series Gi¼ gi;1; gi;2; gi;3. . .gi;n
��

representation,
which is the drops off traffic feature of the area where the matrix is located, and this
traffic feature has the property of space-time. We form a three-dimensional matrix of
M � N � T by analyzing its time series for each grid. As show in Fig. 3.

5.2 Urban Grid Clustering

Through the division of regional grid, we observe that the traffic pattern of a grid is
highly dynamic under different temporal contexts.

As shown in the Fig. 4. We can see clear weekday-weekend patterns as a result of
regular patterns, the traffic flow patterns of similar distances are similar, and the traffic
flow patterns of the distant grids have a large difference by comparing the traffic
characteristics of different grids. It shows that the grid’s daily flow patterns have the

(a)      (b)

Time (h)

longitude

latitude

Fig. 3. (a) Grid to city area; (b) Analyze its time series for each grid, forming a three-
dimensional matrix of M � N � T
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characteristics of space-time. Based upon the observations, we propose to characterize
the flow pattern of each grid using a temporal-context-based profile. More specifically,
given a grid gi and extract its flow vector measured in hours from its time series Gi. We
aggregate and average the traffic flow from Monday to Friday in each week to build a
typical weekday traffic flow profile, i.e.

fwðgiÞ ¼ ½u1; u2; u3; . . .; u120� ð2Þ

Similarly, we build a typical weekend traffic flow profile by aggregating and
averaging the flow in Saturday and Sunday of each week, i.e.

fnðgiÞ ¼ ½v1; v2; v3; . . .; v24� ð3Þ

Finally, we concatenate the weekday and weekend traffic flow profiles to obtain the
temporal-context-based traffic flow profile:

f(giÞ ¼ ½fwðgiÞ; fnðgiÞ� ð4Þ

Therefore, similar grids with similar distances need to be clustered together. Firstly,
we construct a weighted graph model to represent the relationship of grids. We exploit
graph links to express the grid distance constraints, weighted graph G ¼ ðV ;EÞ, where
V ¼ fg1; g2; . . .; gNg denotes the set of N grids, and E denotes the set of links between
two grids.

Secondly, we define the adjacency matrix A of graph G, which is a N � N sym-
metric matrix with entries ai;j ¼ 1 when there is a link between grid gi and grid gj, and

Railway Station
(49,28)

Railway Station
(49,27)

Convention Center
(50,57)

Convention Center
(51,57)

Fig. 4. This picture shows the flow patterns of the four regional grids. Convention Center area
taken two grids, the railway station area took two grids.
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ai;j ¼ 0 otherwise. We use the geographic distance of two grids to determine whether
they are adjacent or not. More specifically, for grid gi and grid gj, we define:

ai;j ¼ 1; if dist gi; gj
� �� s

0; otherwise

�
ð5Þ

where distðgi; gjÞ is the geographic distance between the two grids, and s is a neigh-
borhood threshold controlling the geographic distance of neighboring grids.

Given two neighboring grids, we use their similarity measurement to determine
their link weight, i.e.

wðgi; gjÞ ¼ ðSIMDISTff ðgiÞ; f ðgjÞgÞ � ai;j ð6Þ

We note that wðgi; gjÞ ¼ 0 when there is no link between gi and gj ai;j ¼ 0
� �

.
Given graph G ¼ V ;Eð Þ, we first define a set of clusters R ¼ C1; � � � ;CKf g, where

[ 8Ck2R ¼ V , \ 8Ck2R ¼ 0. Then, given a grid v, we define the connectivity of v to a
cluster C as the sum of link weights between v and the grids in the cluster C:
con v;Cð Þ ¼ P

v02C wv;v0 . Finally, we define the adjacent clusters C vð Þ of v as
C vð Þ ¼ C con v;Cð Þj [ 0;C 2 Rf g.

With the above definition, our objective is to find an optimal set of clusters R, so
that the internal connectivity within a cluster is higher than the inter-cluster connec-
tivity, i.e.

8v 2 Ck; con v;Ckð Þ�max con v;Clð Þ;Cl 2 Rf g ð7Þ

We also need to bound the distance span of a cluster within the neighborhood
threshold, i.e.

8v;v0 2 Ck; dist v; v
0ð Þ � s ð8Þ

Based on [15, 16], we use a Distance Constrained Clustering Algorithm (DCCA) to
cluster area grids. The basic idea of DCCA is iteratively assigning grids to the adjacent
clusters, where the gain of assigning grid v to cluster C is iteratively evaluated by a
value function as follows:

value v;Cð Þ ¼ con v;Cð Þ � log
s

max dist v; v0ð Þð Þ
� �

ð9Þ

The DCCA greedily assigns the grids to the adjacent cluster with highest value until
none of the grids are moves among clusters. As the convergence of such a greedy
approach is difficult to prove, (1) the user specified maximum iteration number
max iter is reached, or (2) none of the grids are moved among clusters.
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6 Crowd Dynamic Characterization

In this section, the main objective is to explain the impact of the corresponding urban
events on crowd dynamic by examining the anomalous traffic flow in the urban
structured areas. The occurrence of urban events can affect the daily traffic character-
istics in urban areas. The impact on crowd dynamic is different because of the different
types of events in the city. For example, when concerts are held in one place, the
number of people in the vicinity of this area increases before the concert starts,
resulting in increased activity in the area. In addition, if there is a natural disaster in the
city, such as a typhoon, it will lead to stagnation of urban production, paralysis of traffic
and reduction of people’s travel. In many parts of the city, there is less activity when
the disaster happened.

We need to analyze the most influential urban events because some urban events
have a great influence on urban life. Through the analysis of urban events, it is found
that its impact on the crowd dynamic can helps the urban management department to
arrange the management and deploy the works of the city. The analysis is mainly
divided into two steps. Firstly, we use anomaly detection algorithms to detect abnormal
traffic in the daily traffic characteristics of each region. Secondly, we analyze every
abnormal traffic point. We find abnormal traffic-related urban events based on the social
media news, and then analyze the impact of urban events on the dynamics of urban
areas.

6.1 Regional Abnormal Traffic Flow Detection

Through the structural analysis of the urban area in the previous chapter, we can extract
the daily historical traffic flow characteristics of each regional. If the urban event occurs
in any day and the event is more influential, so the flow characteristics of the area will
change greatly. As show in Fig. 5. By observing the 30-day total flow chart of a region
and decomposing it into daily flow chart, we can find red anomalous traffic points.
Therefore, we detect irregularities from all basic patterns at once using the ARIMA
Outlier Detection [14] method.

Area 3 Area 2 Area 1Area n

Extract traffic pattern from area grids

1h

2h

3h

4h

720h

Total traffic pattern from area grids Exploded view of traffic pattern from area grids

Fig. 5. This picture shows the flow pattern of the extracted area grid, draw a 30-day general flow
characteristic chart of the grid in one area, and a daily flow chart. Showing abnormal flow points.
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More specifically, we first extract the daily historical traffic flow characteristics
Aðr; nÞ of each area r; n represents the area r consists of n area grids, i.e.

Aðr; nÞ ¼ a1; a2; � � � ; akf g ð10Þ

Where ai (1� i� k) represents the sum of the flow in the ith hour of the n regional
grids. The traffic flow characteristics vector Aðr; nÞ is divided into two parts, namely
test set and training set. Then we use ARIMA to train the flow basic patterns model
Modelðr; jÞ when there is no event.

Train ¼ a1; a2; � � � ; aj
� � ð11Þ

Test ¼ ajþ 1; a2; � � � ; ak
� � ð12Þ

Modelðr; jÞ ¼ ARIMAðTrainÞ ð13Þ

In this way, we use the model Modelðr; jÞ to predict traffic a0jþ 1; a
0
jþ 2; � � � ; a0jþ t for

the next time t, detect the abnormal traffic flow with the anomaly detection algorithm
[19], this method requires individual threshold dm to control the irregularity signifi-
cance for each basic pattern of each region.

a0m 2 a0jþ 1; a
0
jþ 2; � � �

	
; a0jþ t



; am 2 ajþ 1; ajþ 2; � � �

�
; ajþ t

� 2 Test; am � a0m
�� ��� dm

ð14Þ

If am � a0m
�� ��� dm, it represents abnormal traffic flow point appeared in the m

moment. So, we can find out the abnormal traffic flow in all areas at any time by this
method.

6.2 Urban Event Interpretation

We searched social media for urban events that coincided with the time and place of
anomalous flow peaks, interpreted urban events for each abnormal flow point, and
correlated urban events to the interpretation results. This paper analyzes the impacts of
such urban events on crowd dynamic, including the scope of the affected area and the
length of time. By utilizing the visual display technology, we show the impact areas of
urban events, which helps urban management departments and the general public to
understand more deeply about the impact of urban events. When a similar event occurs
in the future, it can be used as a reference.

7 Evaluation

In this section, we use Xiamen taxi data and social media data to verify the correctness of
this method. Firstly, we need to introduce the experiment settings. Secondly, we present
the evaluation results. Finally, we use a visual interface to display our analysis results.
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7.1 Experiment Settings

Evaluation Plan
Firstly, we map the grids to the coverage areas of Siming and Huli districts in Xiamen
and aggregate the traffic data to the corresponding area grids. We select the data
between 09/01/2016 and 09/30/2016 to generate traffic profile of the area grids, and use
the DCCA algorithm to cluster area grids to urban structure areas. Then, we extract the
daily traffic characteristics of each cluster area, and use anomaly detection algorithm to
detect abnormal traffic points. Finally, we interpret the urban events of each abnormal
traffic point, and display the distribution of the impact of each urban on the dynamic of
urban areas visually.

Evaluation Metrics
We evaluate the anomaly detection algorithm that we used by computing the accuracy
of the anomaly traffic detection results. We find that some abnormal points can cor-
respond to the urban events because some abnormal traffic points are caused by urban
events. We calculate the precision and recall by comparing the anomaly traffic
detection results with the abnormal traffic points caused by all urban events in the real
world. If a detected traffic abnormal point has a temporal overlapping with the real
world urban event, we mark the detection as a hit. Otherwise, ignore it. Based on this
idea in this paper, the precision and recall are calculated as follows:

precision ¼ A
B

ð15Þ

recall ¼ A
C

ð16Þ

A denotes the detected abnormal points that corresponding to urban events
B denotes all detected abnormal points
C denotes the abnormal points caused by all urban events.

In addition, we calculate the F1-Score as

F1-Score ¼ 2� precision� recall
precisionþ recall

ð17Þ

to assess the performance of the anomaly detection algorithm that we used.

Baseline Method
We compare our abnormal traffic detection algorithm with the upper and lower quartile
threshold method. This method use the upper and lower quartiles to establish a
threshold range, and then traffic values above the threshold range as outliers. However,
this method simply sets the threshold for the traffic characteristics and does not
establish the model. The model predicts the flow value in the next time range and
compares it with the real value, and then sets the threshold to detect the abnormal
value.
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7.2 Evaluation Results

Urban Structure Portrait Results
The geographical area of Xiamen is partitioned into 77 * 68 grids with the grid size is
about 200 * 200 square meters. In each grid, a normalized traffic intensity is recorded
on an hourly basis. It is meaningless to analyze all the traffic grids and it will waste
computing resources because that the number of grids is too large and the small traffic
volume in some grids which cannot affect the traffic greatly. Therefore, we check the
traffic volume of all grids and select 1655 grids. As show in Fig. 6.

The traffic characteristic curve of a single grid is particularly unstable, which is not
conducive to analyze the regional structure. Therefore, we choose the maximum
number of iterations max iter ¼ 20 and distance threshold s ¼ 1 km, we clustered
1665 regional grids into 147 regions using the DCCA clustering algorithm. The results
of the clustering areas are shown in the Fig. 7, grids of the same color at a closer
distance represent a regional structure.

We find that the flow characteristic curve of a single area after clustering is rela-
tively stable and has spatiotemporal characteristics. There are differences in the char-
acteristics of traffic at different locations, and the trend of changes in traffic at different
times in the same location is regular. As show in Fig. 8.

Anomalous Traffic Flow Detection Results
The performance comparison of two abnormal traffic flow detection algorithms is
shown in the Fig. 9. ARIMA anomaly detection algorithm is consistently better than
the baselines over all metrics, in particular the F1-Score achieves 80.7%. So this paper
mainly detects abnormal traffic flow through ARIMA anomaly detection algorithm.

Firstly, we use the ARIMA to train the model in terms of traffic characteristics from
2016/09/01 to 2016/09/07 in each clustered area, and then predict the next six hours
traffic by using the training model. Secondly, the real traffic flow of six hours are added

Fig. 6. Selected 1655 grids distribution Fig. 7. The area grids are clustered into 147
areas

Sensing Urban Structures and Crowd Dynamics 383



to the original training data set to establish a new model. Finally, we set the anomaly
detection threshold to detect abnormal traffic points by comparing the original traffic
data with the traffic data which is predicted by the model. We use social media data to
interpreted urban events which have these anomalies and then find the urban events
associated with each outlier. As shown in the Fig. 10. This is the result of anomaly
detection on the traffic characteristics of Xiamen Convention Center. We can see that
September 8, 2016 to November 11, 2016, and September 23, 2016 to November 25,
2016 have abnormal points. We find that Xiamen Convention Center hold large-scale
commercial exhibition at the time when the anomalous points appeared by interpreting
city events through each outlier.

Convention Center
Railway Station

Fig. 8. This picture shows the traffic pattern curve of the railway station and the convention
center formed by the regional grid clustering

Fig. 9. Anomaly traffic detection accuracy
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7.3 Visualization Display of Crowd Dynamic

The occurrence of urban events often leads to the change of crowd dynamic, which is
mainly reflected the abnormal traffic flow in some areas. Firstly, we find their corre-
sponding urban events and then count the impact areas of each urban event by ana-
lyzing the abnormal traffic flow points in each area. In order to demonstrate the impact
of urban events on city dynamics more clearly, we have created a visual display
interface to show the impact areas of each urban event and show the traffic flow
changes in each area.

Fig. 10. Convention and Exhibition Center anomaly detection map

Fig. 11. Crowd dynamic display interface: overview.
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As show in Fig. 11, this interface is mainly divided into two parts to display the
analysis. In the left frame, you can select the city event, the event date, the number of
the area affected by the event and the flow curve of each area. The map on the right can
show the influenced area of the city event. As show in Fig. 12, we can arbitrarily select
an event from the event list of the left border and a detailed description of the event will
appear. At the same time, the affected region of this event will appear on the right map.

Fig. 12. Crowd dynamic display interface: a typical day.

Fig. 13. Crowd dynamic display interface: traffic investigation.
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As show in Figs. 13 and 14, we can select a region from the list of areas impacted
by event and show the changes of the traffic within 22 days and the distribution of
abnormal traffic points in this area.

8 Conclusion

The occurrence of urban events affects all aspects of urban life, including the traffic
conditions of the cities and the convenience of citizens’ normal travel. Therefore, it’s
necessary to capture the areas that affected by urban events and analyze the reasons of
these impacts. In this paper, we characterize the regular crowd movement patterns in
different areas, detect the peaks of abnormal crowd movement flow, and then interpret
the influences of different types of urban events. Firstly, we divide the geographical
regions of the city into fine-grained regions and cluster them according to the similarity
of crowd movement characteristics. Secondly, we detect anomalous traffic flow for
each cluster area, interpret each abnormal flow point using urban events, and count all
interpretation results. Finally, we determine the scope and impact of urban events and
visualize them. In the future, we plan to build a real-time monitoring system for the city
dynamic, which system will bring convenience to urban authorities to monitor the state
of the city’s dynamics.
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Fig. 14. Crowd dynamic display interface: traffic investigation.
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Abstract. Bike-sharing is becoming popular in the world, providing a conve-
nient service for citizens. The system has to redistribute bikes among different
stations frequently to solve the imbalance of spatial distribution. Real-time
monitoring doesn’t solve this problem well, since it takes too much time to
redistribute the bike and affects the user experience. In this paper, we first
analyze the influence of factors such as time, weather, the location of stations.
Then we cluster neighboring stations with similar usage pattern, and propose a
lagged variable to simulate the effect of weather conditions in usage number.
Finally, a multiple factor regression model with ARMA error (MFR-ARMA) is
proposed to predict the check-out/in number of bikes in each cluster in a period
of time. Evaluation dataset is from New York Bike Sharing System. The pre-
diction results of the model are compared with four baseline methods. The
experiments show a lower RMSLE and ER for check-out/in number prediction
in our model.

Keywords: Bike sharing system � Regression prediction model �
ARMA error � Cluster-level

1 Introduction

In recent years, bike-sharing has made rapid development, originating from Europe,
and spreading to other areas, such as America, Asia and Australia [1]. To satisfy
customers, system manager needs to ensure high availability of bikes as far as possible
[2, 3]. Hence, bike sharing systems face challenges in reconfiguration of bikes between
stations [4]. Essentially, the bike usage pattern is varying with changes of time and
location. Therefore, there may be some stations full, resulting in not enough slots to
return the bike sometimes. Similarly, stations would be empty which can’t meet the
users’ need for bikes. Monitoring the number of bicycles in real time can’t settle the
problem completely, since it may be too late to rebalance bikes after imbalanced
distribution [5, 6].

To solve this problem, we predict the bikes demand of individual station in the next
period of time. The prediction of bikes demand helps managers to control the system

© Springer Nature Switzerland AG 2019
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effectively, improves resource utilization and provides a better service to users.
However, achieving this goal is very difficult because traffic is affected by many
complex factors, such as weather conditions, impacts between neighboring stations,
different days of the week (like weekday or weekend) and different times of the day.
For example, weekdays show usage peaks in the morning and late afternoon, while
weekends show usage peaks in early afternoon [7]. Besides, users who choose to ride
bikes usually randomly select a station near their origins or destinations without fol-
lowing regular pattern.

In this paper, we propose a multiple factors regression model with ARMA error to
predict check-out/in number in bike-sharing system. First, we extract the hourly check-
out/in data of each station, and separate data into weekday and weekend/holiday. Then,
we explore the impact of time factor, weather condition and temperature. Finally, we
cluster the neighboring stations with similar usage pattern into groups, propose a
lagged variable to simulate the effect of weather conditions, and then provide a pre-
diction model of the check-out/in number for the next period of time.

In particular, the main contributions of this paper are mainly as follows:

1. To the best of our knowledge, it is the first time to use a lagged variable to simulate
the effect of weather condition in demand of bike usage.

2. We propose a multiple regression factor model with ARMA error (MFR-ARMA)
which considers weather condition, temperature, temporal factor. Prediction result
of the model shows higher prediction accuracy and lower RMSLE and ER in bikes
system compared with other base methods.

3. We evaluate the clustering result by different weight setting and the prediction result
by different parameters of lagged variable. As the experiment result shows,
neighboring stations with similar usage pattern can be clustered together effectively
by weighted k-means clustering.

2 Related Work

Bike-sharing system has received extensive researchers’ attention in recent years.
Earlier studies focused on predicting the number of available bikes and locks or the
usage pattern at each station. For example, Kaltenbrunner et al. [8] showed an
Autoregressive Moving Average Model (ARMA) to predict the available number of
bikes. Yoon et al. [9] showed an Autoregressive Integrated Moving Average Model
(ARIMA) that combines the correlation between stations to predict the number of
available bikes for each station in a short and long term. Yang et al. [10] first proposed
a spatio-temporal mobility model based on historical data and then predicted check-
out/in number for each station based on the model. But usage pattern of stations is
affected by many factors in an area [11, 12], the prediction based on station-level is not
very accurate.

To tackle this problem, researches have been mainly focused on cluster-level
prediction. Researchers clustered the similar stations into clusters, and then predict the
usage number for each cluster. For example, Li et al. [5] presented a bipartite clustering
algorithm to cluster stations into groups, and forecasted the usage number of each
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cluster by a multi-similarity-based inference model. Chen et al. [11] estimated the base
bike demand of a cluster by using the average value in historical data, and multiplied
the base bike demand by the overall inflation rate to calculate the final prediction for
each cluster. Singhvi et al. [12] aggregated bike stations within neighborhoods to
predict pairwise bike demand for New York Citi Bike system.

3 Preliminary and Framework

The section presents the overview of MFR-ARMA model framework, and defines
terms and the notations used in this paper in Table 1.

The overview of framework is shown in Fig. 1. The training phase is divided into
two stages. In first stage, to tackle the problem that irregular usage pattern happens at
each station, we first extract usage number features from the check-out/in data at each
station. Then, we use the weighted k-means clustering algorithm to group similar
stations into clusters. As a result, stations in a cluster are closed to each other and have
similar usage pattern. In second stage, we propose MFR-ARMA model by integrating
the meteorological data, time of day, day of week, and temperature, then use the
historical check-out/in data to fit model. In testing phase, we add predicted meteoro-
logical data and use model to predict cluster check-out/in number in a period of time.

Definition 1: Bike Usage Number, represents the sum of absolute values of the
number of check-out bikes and check-in bikes for a station or a cluster.

Definition 2: Bike Usage Pattern, indicates the time distribution of the user’s bike
usage.

Fig. 1. Overview of the framework.
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4 Problem Analysis

4.1 Temporal Factor

The usage pattern of the stations is similar every day, every week [10, 11]. Time of day,
day of week are two important time factors. Figure 2 shows hourly bike usage number
in all stations during Aug. 1st–Sep. 30th, 2014. In Fig. 2, the color depth of the heatmap
represents the usage number value, the darker color indicates the larger usage number.
In Fig. 2(a), the bike usage number is concentrated in 7:00–10:00 and 16:00–20:00 on
weekday, while it is well-distributed in 9:00–19:00 on weekend in Fig. 2(b). From the
two figures, we observe different bike usage patterns between weekday and weekend,
and the usage pattern is regular in different days on weekdays despite the existence of
some traffic noise.

(a) weekday                                 (b) weekend

Fig. 2. The bike usage number of all station in two months on weekday and weekend.

Table 1. The top-10 most cared aspects of different categories.

Notation Description

{xij} Dataset of usage number and geographic location

UTj Usage number in time span Tj
Cl The lth cluster
ml The center point of lth cluster
Yt Check-out/in number in period [t, t + 1)

Y Clð Þ
t

Check-out/in number in cluster Cl

lv Parameters of lagged variable by weather conditions
G0

t Total effect of weather conditions in bike usage
n Number of stations
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4.2 Meteorological Factor

More people would rather ride a bike on sunny day than on a rainy day. Similarly, more
people may tend to check out/in bike on a warm day than on a cold day. Compared to
some meteorological factor like temperature and humidity, weather conditions like
rainy and snowy have a greater impact on the bike usage pattern.

As presented in previous studies [10, 11, 13], bike usage pattern is significantly
influenced by weather conditions and may vary remarkably under different weather
conditions. We aggregate neighboring stations into groups, figure out the bike usage
number on weekday in each group, and show three groups data series of them. As
shown in Fig. 3, black curves show the ground truth usage number over time, blue
curves show a 24-hour average value of each group, among them ordinate represents
usage number, the abscissa represents time with hour as the unit. In the two red
rectangles, it represents the weather condition in this time frame is rainy, while out of
these two rectangles, it is sunny or cloudy. The usage number declines significantly
when it’s rainy. Besides, based on our observation, we find that due to the open-air bike
station or slippery road, when it turns sunny within two hours after the rain, the usage
number of bikes will still be affected, like the data series after red rectangles in Fig. 3.

Similarly, temperature is also considered an important factor. It shows the rela-
tionship between the total amount of bike usage per month and the average temperature
in Fig. 4. From June to September, the usage number is about 0.9 million times, when
the average temperature is in the interval [12 °C, 24 °C]. And the usage number
decreases to about 0.3 million times in winter. The Pearson correlation coefficient
between total bike usage number and average temperature is 0.975.

Fig. 3. The bike usage number series of three groups on weekdays.
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5 Modeling

5.1 Meteorological Factor

Based on researches [8, 10, 11], the usage number of a single station is not regular with
relatively large fluctuations, but the regularity of total usage number of stations in a
certain area is quite obvious. As shown in Fig. 5, there are three check-out number

Fig. 4. The strong correlation between total bike usage number and average temperature in each
month.

Fig. 5. The bike usage number series of three stations and total number on weekday
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series of neighboring stations on weekdays in August 2014, there is a large fluctuation
in a single station. But when we aggregate three neighboring stations into a group, and
present the total check-out number in the fourth row, it’s more stable and more regular
which makes the prediction more accurate.

In reality, prediction and bikes rebalance in station-level is not necessary. First of
all, the neighboring stations of the bike usage number affect each other when it’s full or
empty. For example, when a station is full of bikes, the user has to return bike at other
neighboring stations. Similarly, when a station runs out of bikes, people need to go to
other stations to rent bikes, or choose other transportation [2]. Secondly, when there are
some social factors that affect the bike usage, it often influences entire traffic of an area,
rather than a single station. Clustering the stations by similar usage pattern and location
will be more effective for prediction and system scheduling.

We use a weighted k-means clustering algorithm based on usage pattern and geo-
graphical location to cluster similar stations. Based on such observations in Fig. 2, we
divide the time span into six groups according to difference usage pattern as shown in
Table 2. In order to take into account the similarity of usage pattern of stations in
clustering phase, weight values for usage pattern and geographical location are added into
model. We first counted usage number of each station in each time span, and integrate it
with station geographical location, latitude and longitude as xij

� �
; i ¼ 1. . .n; j ¼ 1. . .8:

When j� 6; xij is a usage of i
th station during the jth time span, when j� 7 it means the

latitude and longitude of ith station. Then, the constraints of weight values are as follows:
w1 ¼ wj j� 6ð Þ;w7 ¼ w8.

The format of xi is as follows:

UT1 ;UT2 ;UT3 ;UT4 ;UT5 ;UT6 ;Lat;Lon
� �

Because the usage number and geographic data are heterogeneous, the raw data
xij

� �
need to be normalized to 0–1 range.

Table 2. Time groups

Data type Description Time span Natation

Weekdays Morning rush hour 07:00–10:00 T1
Daylight hour 10:00–16:00 T2
Evening rush hour 16:00–20:00 T3
Night hour 20:00–24:00 T4

Weekend/Holiday Daylight hour 09:00–19:00 T5
Night hour 19:00–54:00 T6
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The weighted k-means algorithm that minimizes the objective function (1), using
Eqs. (2)(3) as follows:

E ¼
XK
l¼1

X
xi2Cl

XJ
j¼1

wj xij � mlj
� �2 ð1Þ

m rþ 1ð Þ
l ¼ 1

C rð Þ
l

��� ���
X
xi2C rð Þ

l

xi ð2Þ

C rð Þ
l ¼ xi :

Xd
j¼1

wj xij � mlj
� �2 � Xd

j¼1

wj xij � mkj
� �2

; 8k; 1� k�K

( )
ð3Þ

where E is the within-cluster sum of squares, C rð Þ
l is a cluster during rth iteration, m rð Þ

l is

the center point of C rð Þ
l during rth iteration, K is the total number of clusters, wj is a

weight of jth dimension of the data. Each station is assigned to exactly one cluster C rð Þ
l

using Eq. (2).

5.2 Lagged Variable of Weather Condition

As shown in Fig. 6, we provide a quantitative analysis of the relationship between the
hourly bike usage number of all stations and the weather conditions in the 2014 hourly
weather forecast data. We extracted the following five weather conditions: clear,
overcast, cloudy, light rain, and rain/snow, and then we counted the average hourly
bike usage number of all stations under different weather conditions. We found that the
average usage number dropped sharply during the raining days and snowing days.

Fig. 6. The hourly bike usage number of all stations under different weather conditions.
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Since there is no explicit interaction between bike usage and weather conditions,
based on the previous analysis and influence of the weather condition, we initially
convert the weather conditions to integer values in Table 3 (each 200 decrease in the
average usage number, there is a 1 point increase in the G value), and then determine
lagged variable G0

t to calculate the total effect of weather conditions in bike usage.

G0
t ¼

X2
v¼0

lvGt�v ð4Þ

where Gt�v is weather condition value in period ½t � v; t � vþ 1Þ, and lv represents the
contribution of Gt�v in the total effect. The larger value of G the greater influence on
usage number. Since the effect of the previous weather condition on the bike demand
decreases over time, we add the constraint: l0 � l1 � l2.

5.3 MFR-ARMA Model

Recently, many researches [8, 9] used Auto-regressive Moving Average (ARMA)
model to predict the available number of bikes or usage number. However, the ARMA
model is applied to the stationary model and does not consider the situation of sudden
changes in weather conditions (such as rainy day). We try to use weather factors,
temporal factors, cluster of stations and propose a multiple factors regression model
with ARMA error (MFR-ARMA) to improve the prediction performance.

In order to contain weather, time, and station factors into our model, we have done
the following:

(1) The check-out/in number data is separated into weekday and weekend at pre-
process, and the model is trained with check-out/in number on weekday and
weekend respectively.

(2) We design a lagged variable [14] to simulate the effect by weather conditions and
this factor improves the performance of model and the accuracy of predictions.

(3) The multiple factors regression model with ARMA errors is proposed to combine
the effects of weather condition, temperature, 24-hour period, and we use the
model to predict check-out/in number for each cluster.

Table 3. Weather condition conversion

Weather condition G value

Clear/Cloudy 0
Overcast 1
Light rain 5
Rain/Snow 8
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MFR-ARMA model is described by:

Yt ¼ yt þ nt

yt ¼
XD
d¼1

ad sin
2pdt
L

	 

þ bd cos

2pdt
L

	 

þ gG0

t þ dTt ð5Þ

where yt is the multiple regression model, it contains a Fourier series model with
D = 10 and two parameters about the effect of weather conditions G0

t and temperature
Tt. L is a 24-hours period in our model.

ARMA (p, q) error is described by:

nt ¼
Xp
i¼1

hint�i þ h0 þ
Xq
j¼1

cjet�j ð7Þ

where nt is the ARMA error process. p, q are the orders of AR, MA respectively, hi, cj
are coefficients of AR, MA respectively.

The coefficients ad , bd , η, d, hi, cj depend on the constituent columns of Yt, and the
value can be estimated by ordinary least squares during data training phase [15].

6 Experiments

6.1 Datasets

We collect trip data from the website of Citi Bike system [16]. The trip dataset format
is: (trip duration, start station name, end station name, start time, end time, user type) in
New York, which covers one year from Jan. 1st 2014 to Dec. 31st 2016. We extract the
check-out/in number of bikes in stations per hour from trip data. To compare with
method [5], training set is selected from the data from Jun. 1st to Sep. 10th in 2014 and
testing set is selected from the data from Sep. 10th to Sep. 30th in 2014. In the
meantime, to validate the performance of our model, we also experimented with data
sets in 2015 and 2016, compared with the other two baselines.

We use crawler to collect the hourly weather data from the website of Weather
Underground Inc. [17], and divide data into weather condition and temperature.

6.2 Baselines and Metric

We provide four cluster-level prediction methods. Two of them are simple baseline
methods, named Historic Mean (HM) and ARMA based on weighted k-means clus-
tering. The remaining two prediction methods are called HP-KNN, HP-MSI based on
bipartite station clustering (BC) [5]. The usage number of bikes Yt for each cluster will
be represented at following formulas.
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Historic Mean (HM): The model adopts the average of check-out/in number of bikes in
each cluster over the past k days at [t, t + Δt) period. For example, if we want to predict
the check-out number in 8:00am–9:00am, we calculate the average value of the data in
the training set in 8:00am–9:00am.

ARMA: The method models the usage number in each cluster as a time series, and
uses an auto-regressive moving average (ARMA) model to predict the number in the
future.

HP-KNN(BC): The method uses hierarchical prediction method based on KNN. They
first clustered each station into groups based bipartite station clustering [5], predicted
the entire traffic of the city and then allocate the traffic to each cluster.

HP-MSI(BC): The method integrates multiple similarities between expected and
historical periods, they first clustered each station into groups based bipartite station
clustering, and predicted the check-out/in of each station cluster [5].

Metric: The metric we adopt is the Root Mean Squared Logarithmic Error (RMSLE),
ER in check-out/in number of bikes for performance evaluation.

RMSLE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
K

XK
l¼1

log ŶCl
t þ 1

� �� log Y Clð Þ
t þ 1

� � 2

vuut

ER ¼
PK

l¼1 ŶCl
t � Y Clð Þ

t

��� ���PK
l¼1 Y

Clð Þ
t

where ŶCl
t is the ground truth of the check-out/in of cluster Cl during t while Y Clð Þ

t is the
prediction value.

6.3 Clustering Study

Based on our observations, if we set the number of clusters K to n, each station will be
a cluster, the usage pattern is not obvious. If the number of clusters is 1, all stations will
be considered as a whole. Even if the regularity of usage pattern is obvious, it’s not
helpful to scheduling which only predict the bike usage number of whole city. In our
experiments, K is set to 23.

On the choice of weight, there are three different weight schemes.

(1) Case A that all weights are equal. wj = 1(j � 8)
(2) Case B that the weights of latitude and longitude are larger. wj = 1(j � 6) and

wj = 5(6 < j � 8)
(3) Case C that only considers latitude and longitude. wj ¼ 0ðj� 6Þ and

wj ¼ 1ð6\ j� 8Þ.
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In Fig. 7, it shows the clustering result in different weight schemes. In Case A,
stations in a cluster are scattered and not suitable for the development of scheduling
schemes. In Case B and Case C, stations in a cluster are more concentrated, but
clustering in Case B, we also consider similar usage pattern which is helpful for
prediction model training.

In each case, we calculate the average hourly usage number of each cluster from the
training data as the value of usage pattern in each cluster, and then we calculate
RMSLE between the training data and the usage pattern shown in Table 4. In the
clustering results, if the usage pattern of cluster is more regular and more stable, it will
get a relatively smaller RMSLE. From Table 4, we can see that Case B which considers
the similar usage pattern and geographic location, achieves the relatively smaller
RMSLE. We set the weight according to Case B for the subsequent experiments.

6.4 Weather Condition Study

As the demand of bike usage is affected by the weather condition, we present a lagged
variable to simulate the impact of weather conditions. However, due to the relationship
betweenweather condition and demand is not obvious, the choice of parametersl0,l1,l2

(a) Case A (b) Case B                     (c) Case C

Fig. 7. Clustering results of three cases.

Table 4. RMSLE between training data and usage pattern

Case Check-out number Check-in number
Weekday Weekend Weekday Weekend

CaseA 0.306 0.359 0.305 0.351
CaseB 0.289 0.350 0.287 0.345
CaseC 0.314 0.362 0.310 0.357
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is a big issue. In our experiment, we choose three types of parameter selections. (A) (l0,
l1, l2) = (1, 0, 0), in this case,G0

t = Gt means that the usage number is only correlated to
the weather condition at the time. (B) (l0, l1, l2) = (13,

1
3,

1
3), assumes weather conditions

in the last two hours have the same effect on usage number. (C) (l0, l1, l2) = ( 610,
3
10,

1
10),

assumes effect of weather conditions in last two hours decreases over time.

We use the MRF-ARMA model with three types of parameter selections to predict
check-out/in number in 2014 and calculate the RMSLE and ER of the result. As shown
in Table 5, when (l0, l1, l2) = ( 610,

3
10,

1
10), the RMSLE and ER of result outperform

other two selections.

6.5 Evaluation Result

In this section, we set (l0, l1, l2) = ( 610,
3
10,

1
10), and use MRF-ARMA based on

clustering with Case B. Then, we compare the result of our model with four cluster-
level prediction methods.

We present the average RMSLE and ER of all the prediction hours in 2014 in
Table 6. We compare the prediction result difference between HM, ARMA, HP-KNN,
HP-MSI and our model. The prediction result by using HM, ARMA method are very
close, because the usage pattern of each cluster itself is regular and the usage number
series fluctuations in the historical average number after clustering similar stations into
clusters. HP-KNN and HP-MSI has a lower ER than HM and ARMA, because they
take into account the effects of weather condition, temperature and wind speed. From
this comparison point of view, considering the effects of weather factors really help to
improve the performance of prediction. In the result of check-out prediction, our MFR-
ARMA model achieves 0.332 RMSLE and 0.277 ER, outperforming all the baseline
methods. As for the result of check-in prediction, we can see that our model achieves
0.334 RMSLE and 0.280 ER, also outperforms the other four methods.

Besides, we show the comparison of the RMSLE and ER under the three prediction
methods in 2014, 2015, 2016. In Fig. 8, we can see that MFR-ARMA achieves both
lower RMSLE and error rate in Check-out/in prediction in three years. It is more obvious
in the prediction in 2014, 2016. Firstly, the weather conditions in test set in 2015 are
mostly sunny and cloudy, our model doesn’t show much improvement in prediction

Table 5. Result of different parameters

l0, l1, l2 Check-out
number

Check-in
number

RMSLE ER RMSLE ER

(1, 0, 0) 0.351 0.311 0.354 0.312

(13,
1
3,

1
3) 0.349 0.306 0.345 0.301

( 610,
3
10,

1
10) 0.332 0.277 0.334 0.280
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accuracy, only 2% more than HM and ARMA on the error rate. The prediction error rate
in 2014 and 2016 improve about 8%. Secondly, the average error rate of our model
remains at around 0.28, and the average value of RMSLE is about 0.33.

7 Conclusion

In this paper, we first analyze the effects of some factors on the bike usage including
meteorological and temporal factors. We discuss the availability of cluster-level pre-
diction, and cluster all neighboring stations into clusters with similar usage pattern.

Fig. 8. The comparison of the RMSLE and ER in 2014–2016.

Table 6. Prediction error of cluster check-out/in number in 2014

Method Check-out
number

Check-in
number

RMSLE ER RMSLE ER

HM 0.358 0.355 0.354 0.353
ARMA 0.359 0.357 0.356 0.354
HP-KNN(BC) 0.358 0.299 0.306 0.295
HP-MSI(BC) 0.349 0.282 0.350 0.290
MFR-ARMA 0.332 0.277 0.334 0.280
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Then, we propose a lagged variable to simulate the effect of weather conditions
in usage number, and a multiple factor regression model with ARMA error
(MFR-ARMA). Finally, we use the model to predict the bike check-out/in number. Our
model outperforms other models which has a lower average RMSLE and ER in check-
out/in number prediction. In the future, we will consider the use of data sets in different
cities for learning and prediction. And we will consider social factors and traffic factors
to improve the model, such as traffic events or large activities.
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Abstract. Discovering talents has always been a crucial mission in recruitment
and applicant selection program. Traditionally, hunting and identifying the best
candidate for a particular job is executed by specialists in human resources
department, which requires complex manual data collection and analysis. In this
paper, we propose to seek talents for companies by leveraging a variety of data
from not only online professional networks (e.g., LinkedIn), but also other
popular social networks (e.g., Foursquare and Last.fm). Specifically, we extract
three distinct features, namely global, user and job preference to understand the
patterns of talent recruitment, and then a Multi-Aspect Preference Learning
(MAPL) model for applicant recommendation is proposed. Experimental results
based on a real-world dataset validate the effectiveness and usability of our
proposed method, which can achieve nearly 75% accuracy at best in recom-
mending candidates for job positions.

Keywords: Talent recommendation � Multi-Aspects Preference Learning

1 Introduction

In this era of talent-hunger economy, how to efficiently discover and recruit the right
talent for the right job has become a critical problem. Companies usually conduct
several procedures to hire the most desired and suitable person, including resume
checking, job knowledge testing, cognitive testing and even personality testing.
However, all these works are triggered only after some applicants submit their resumes.
This passive manner for companies in recruitment is called “post and pray”, which
describes a situation that companies can only idly hope good candidates swim up to the
bait after they advertised the job opening. Although there are many solid recruiting
methods [7–9] developed by specialists in human resources management, the tech-
nological advances can now streamline almost every business operation in talent
recruitment.

Apart from some traditional methods [16, 18] for personnel selection, the booming
of Internet and social networking services are changing the mind of human resources
managers in talent hunting. Many job-related social network platforms like Indeed [28],
Glassdoor [29], Monster [30] and LinkedIn have provided a massive scale of open data
of employee’s profile for companies, based on which, companies are now becoming
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more proactive in discovering their desired talents. However, it is reported [25] that
recruiting online has a sort of paradox of choice, and the major problem is how to find
the top-notch employees who are the most suitable persons for the target position.
Despite the substantial manpower and resources allocated to assess the quality of the
discovered potential employees, the rapid growth of job seekers online has made it
arduous for companies to hunt the most desired talents. Therefore, an intelligent system
that can automatically find out the most valuable talents becomes critical.

In this paper, we aim to develop such a system that helps companies to hunt for
their most wanted talents. Specifically, we first collect employees’ professional tra-
jectories from LinkedIn and personal profiles from Last.fm and FourSquare. After that,
we extract a number of preference features both for potential employees and job
positions. Finally, we fuse all these features into a Multi-Aspect Preference Learning
model for talents recommendation. Our work has made the following unique
contributions:

1. We define three different features for both applicants and job positions that may
reflect the results in personal selection, namely global, user, and job preference.

2. We develop a Multi-Aspect Preference Learning (MAPL) model that fuses the three
defined preference features instead of separately taking one of them into consid-
eration. And different learning algorithms are proposed to extract patterns for dif-
ferent features.

3. We conduct extensive experiments on 10,274 employees’ career trajectories from
popular professional networks. Our results not only prove the effectiveness of
extracted features, but also validate the usability and effectiveness of our proposed
recommendation method.

The remainder of this paper is organized as follows. In Sect. 2, we review the
related work. The problem statement and system framework are illustrated in Sect. 3.
Section 4 explains how we link/integrate different sources of data. In Sect. 5, we
present models of feature extraction and then discuss the recommendation model in
Sect. 6. Details of our extensive experiments are presented in Sect. 7. Finally, we
conclude our work and discuss possible future works in Sect. 8.

2 Related Works

2.1 Job Recommendation

In recent years, the study of methods for recommending jobs to applicants as well as
systems that provide job searching services have been an extensive topic of research in
the area of labor economics. Malinowski et al. [24] proposed an approach applying two
distinct recommendation systems to the field in order to improve the matching between
people and jobs. Paparrizos et al. [23] addressed the problem of recommending suitable
jobs to people who are seeking a new job. And Irving et al. [2] studied the problem of
how to assign students to suitable hospitals with right job positions. Apart from these,
as social networks become popular, researchers have paid more attention to learn job-
related patterns from online information. Cheng et al. [22] analyzed the job information
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from popular social networks like Twitter and LinkedIn. Al-Otaibi et al. [21] gave us an
overview of e-recruiting process and related issues for building personalized recom-
mendation systems of candidates/job matching. Besides, Zhang et al. [3] proposed to
offer applicants a personalized online service that can help them find ideal jobs quickly
and conveniently.

2.2 Personnel Selection

Matching jobs and applicants are bilateral problem, which means apart from recom-
mending jobs to applicants, personnel selection is also a critical problem. Xu et al. [20]
aggregated the work experiences and check-in records of individuals to model the job
change motivations to target down the applicant set who are willing to change jobs.
They further proposed to discover talent circles based on job transition records in a
recent work [19]. Besides, Chien et al. [18] proposed to fill the gap by developing a
data mining framework based on decision tree and association rules to generate useful
rules for personnel selection. Mehrabad et al. [17] developed an expert system for
effective selection and appointment of the job applicants, and Hooper et al. [16] also
paid their attention on using expert system in personnel selection process.

The main difference of our work with previous works is that we employ infor-
mation from multi-aspects of heterogeneous data sources, including professional and
social networks (e.g., LinkedIn, Foursquare and Last.fm), to understand multiple pat-
terns in job recruitment and talent recommendation. Specifically, we defined three
aspects of features that capture both company and applicant preferences, and a Multi-
Aspect Preference Learning (MAPL) model is proposed to fuse all these features for
talent recommendation.

3 Problem Statement and System Overview

3.1 Problem Statement

In this paper, we aim to recommend the most suitable talents for given jobs. And the
problem is formulated as follows. In professional networks, there are two domain sets,
namely a job set J ¼ j1; j2; . . .; jnf g where each j 2 J represents a specific job profile,
and a user set U ¼ u1; u2; . . .; umf g where each u 2 U represents the talent candidates.
Thus, given a job profile ji 2 J , the problem in this paper is to find a group of user
ubest 2 U which contains the most suitable users for job ji.

Specifically, for each j 2 J and u 2 U, there is a fitness probability FitðujjÞ that
captures the degree how well user u fits the job j. Therefore, we can investigate this
probability for every user u 2 U to find out the most suitable users as Ubest. In details,
we considered three main factors that contribute to the fitness probability FitðujjÞ.
(1) Global Preference. This factor (GP) captures the overall job transition patterns for
all applicants and jobs. For example, most applicants usually prefer to search for jobs
that provided by big companies. (2) User Preference. This factor measures the indi-
vidual job preference for different applicants, which can be extracted from the historical
professional trajectories of a specific user and represented as User Preference (UP).
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(3) Job Preference. Different job position usually have different requirements for
applicants, hence we extract Job Preference (JP) based on the historical recruitment
results for every jobs to capture such pattern.

According to the three factors we proposed above, the fitness probability FitðujjÞ
can be extended to Fitðujj;GP;UPu; JPjÞ where GP, UPu and JPj are the global, user
and job preference respectively. And each of the factors can be deduced through their
parameters such as GP / f Xð Þ, UP / f Uð Þ and JP / f Hð Þ. Therefore, the final ver-
sion of FitðujjÞ is transformed into Fitðujj;X;U;HÞ. And the ultimate goal of our work
is to learn this function using the massive scale of professional trajectories as well as
different sources of related datasets. The learning method for this fitness function will
be illustrated more comprehensively in the following sections.

3.2 System Overview

In this section, we propose a bottom-up architecture of framework as shown in Fig. 1,
which contains four main components: data collection, feature extraction, parameter
learning, and prediction and recommendation.

Data Collection
A branch of job-searching or professional networks are launched, especially LinkedIn,
the world’s most popular professional network. To achieve the goal of talents recom-
mendation, wemainly collected the career trajectory data from LinkedIn for each crawled
user. Furthermore, we enrich this dataset with user’s profile information through their

Fig. 1. System overview for talents recommendation.
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homepage on aboutme.com, which includes their check-ins from Foursquare and play
lists from Last.fm.

Feature Extraction
This component mainly focuses on how to extract related features from raw dataset.
Specifically, we propose three distinct features: global, user and job preference. They
describe the explicit or implicit factors that may influence the process in talents
recruitment. The global preference is extracted using Non-negative Matrix Factorization
(NNMF) [4] based on a matrix that is built with applicants and jobs, the other two
features are modeled from the historical trajectories of each individual applicants and the
previous personnel recruitment records of every jobs using a linear regression algorithm.
Detailed information and method for extracting features will be described in Sect. 5.

Parameter Learning
In this component, we aim at training our proposed talents hunting model using labeled
dataset. Specifically, since our datasets are all labeled, we train our proposed model in a
supervised learning manner. Besides, in order to prevent overfitting, we introduce
regularization in our learning algorithm.

Prediction and Recommendation
After determining the parameters in our model, it is able for us to apply this function on
every applicant to find out the most suitable ones when given a specific job profile.
However, to build a more robust model, we also take “cold-start” [1] problem into
consideration. Finally, our recommendation model can reach up to more than 70%
accuracy in selecting the best applicants.

4 Data Collection

One of the major issues in our work is how to link/integrate various social media data at
the individual level. Despite the several models that cover the problem of entity linking
[26, 27], there are many personal web hosting service platforms like “about.me”, which
offer registered users a homepage that can allow them to link their multiple online
identities. Hence, we directly crawl user’s multi-aspects information from those
homepages on about.me. Specifically, the homepage of each person on about.me
contains information from different aspects of social networks, including Facebook,
LinkedIn and Twitter. And all these homepages are publicly available that can be
crawled. Finally, we build our dataset for each user with multi-aspect information.

5 Preference Feature Extraction

5.1 Preliminaries

The large amount of job positions and job seekers make it troublesome to manually
understand the requirements of job recruitment and individual preferences. However,
every job and applicant can be classified into different attribute sets w.r.t different
criterion. For example, company size can be classified into large, middle and small
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according to the total number of employees. Then, we can narrow down the data space
for better discussion and learning. The following criterion are proposed for job and
applicant.

Job Features
Company Size (Com). According to the number of employees (NoE) in corresponding
companies, we measure the company size as follows:

Comi ¼ lgNoEiPn
i¼1 lg

NoEi
ð1Þ

where n is the total number of companies, thus a larger NoEi means a bigger Comi for
ith company.

Job Level (JL). Similar to the definition of Com above, we have the following
equation to generate a scalar value of this feature:

JLi ¼ exp � lgNoJiPn
i¼1 lg

NoJi

� �
ð2Þ

where n is the number of job categories and NoJi represents the number of jobs that
have similar category with ith job. Therefore, if many jobs’ description are similar to
ith job, we will have a low value of JLi. For example, the number of staffs is always
larger than the number of managers, but obviously, the job level for staff is always
lower than that of manager.

Contract Year (CY). The number of years that a job requires the applicant to sign
with the company is an influential attribute that can affect recruitment result, which is
defined as: CY = x where x is the contract year that an applicant need to sign with.

Job Mobility Rate (Jmr). This attribute measures the extent whether a specific job
position changes its employees frequently or not as defined:

Jmr ¼ 1
12

X12

i¼1

Mj ið Þ
M ið Þ ð3Þ

whereMj ið Þ represents the number of transitions of job j in month i, including the number
of resignations and recruitments. M ið Þ is the total transitions on all jobs in month i.

Applicant Features
Education Background (Edu). Job recruitment is sometimes a process of education-bias
[6]. In order to quantify this factor, we define the education background as follows:

Edui ¼ exp � lgNoDiPn
i¼1 lg

NoDi

� �
ð4Þ

where n is the total category of education background, including Ph.D, master and
bachelor degree, and NoDi represents the number of degrees that is equal with ith
applicant. Obviously, higher degree usually has lower numbers, thus will result in
higher Edu.
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Gender (Gen). It has been discussed [15] that gender can be an influential factor in
recruitment. Thus, we give a binary representation (Gen) to describe an applicant’s
gender. Specifically, we set Gen = 1 when the applicant is male, otherwise Gen = 0.

Work Experience (WE). Work experience is one important factor in recruitment,
and can be quantified according to the specific applicants’ historical professional tra-
jectories, which is defined as:

WEi ¼
Xn

j¼1
Com i;jð Þ � JL i;jð Þ � CY i;jð Þ ð5Þ

where n is the number of previous jobs that ith applicant has experienced, and Com i;jð Þ,
JL i;jð Þ and CY i;jð Þ are the corresponding company size, job level and contract year during
his/her jth job.

Mobility Pattern (MP). Xu et al. [20] have discussed that a user’s mobility pattern
can influence whether a employee is going to change his/her current job. Thus, we take
mobility pattern into consideration as follows:

MPi ¼
Xn

j¼1

lgRj

lgNj
ð6Þ

where n is the number of recent months of a user’s check-in records. And Nj represents
the check-in rate at last jth month, Rj is the check-in radius at last jth month which is
further calculated as:

R ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN

t¼1
rt � ~rð Þ2

r
ð7Þ

where N represents the number of check-ins, rt is the location of every check-ins and ~r
is the center location of all available users’ according to their check-ins.

Finally, according to all these pre-defined features, we can easily represent the
attribute of a job or an applicant as Jobi ¼ Comi; JLi;CYi; Jmrih i and Userj ¼
Eduj;Genj;WEj;MPj
� �

respectively, which can be further used in extracting user and
job preference.

5.2 Global Preference

The massive scale of job transition and recruitment records contain useful knowledge for
us to understand the relationship between jobs and talents. Hence, in this paper, we first
build a matrix consists of relationship between applicants and jobs to extract the global
pattern of talents recruitment. Specifically, we cluster all the collected jobs into n clus-
ters according to their features as defined above, and then if we have totally m indi-
viduals on professional network, we can construct a m � n matrix M named “User-Job
Matrix”. And each element vali;j is a binary value 0 or 1 in this matrix, which indicates
that if user i has experienced a job that belongs to jth job cluster, vali;j will be 1,
otherwise it will be 0. After that, we apply Non-negative Matrix Factorization (NNMF)
to decompose this matrix M such that M � P� QT , notice that P is a m � k and Q is a
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n � k matrix respectively, where k is the number of latent factors. Then, the global
preference between ith user and jth job cluster can be calculated as:

GPi;j ¼ piq
T
j ð8Þ

and according to the choice of k, we would have different results of GPi;j. Despite other
parameters that could influence the factorization result, k is one of the most significant
factors, thus we have GP / f kð Þ.

5.3 User Preference

In this part, we extract each user preference based on their career trajectories respec-
tively. Specifically, there is a historical professional trajectory Traj ¼ Job1;h
Job2; . . .; Jobni that records all the jobs a user has experienced. Then, according to the
proposed four features of job, we can represent each Jobi as Comi; JLi;CYi; Jmrih i,
hence, the ith user preference to jth job is defined as the linear combination of these
features:

UPi;j ¼ a1i Comj þ a2i JLj þ a3i CYj þ a4i Jmrj ð9Þ

where ani ; n 2 1; 2; 3; 4f g are the parameters that control the weights of each job fea-
tures in influencing the user’s choice when deciding to accept a job offer. Thus, we
have UPi / f ani ; n 2 1; 2; 3; 4f g� �

for each user i.

5.4 Job Preference

Similar with user preference, there is a set of applicants Applj ¼ User1;User2; . . .;h
Userni containing totally n users that the corresponding job has hired. Then, we can
represent every user i in this set as Edui;Geni;WEi;MPih i, therefore, the jth job
preference to ith user is defined as:

JPj;i ¼ b1j Edui þ b2j Geni þ b3j WEi þ b4j MPi ð10Þ

where bnj ; n 2 1; 2; 3; 4f g are the parameters, and we can deduce that JPi / f bnj ;
	

n 2 1; 2; 3; 4f gÞ for each job j.

6 Inference Model

6.1 General Model

As we have discussed in Sect. 3.1, the goal of our work is to learn the fitness proba-

bility Fitðujj;GP;UPu; JPjÞ that generates the estimated fitness value bfiti;j for ui and
jobj, where GP, UPu and JPj are the proposed global, user and job preference
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respectively, and they are controlled by several parameters as discussed in Sect. 4. The
loss function for learning our fitness probability is defined as follows:

min
X

i;j2R fiti;j � bfiti;j
	 
2

þ k kj jj j2 þ a2 þ b2
	 


ð11Þ

and bfiti;j can be inferred by:

bfiti;j ¼ GPi;j kþUPi;j

�� ��aþ JPi;jjb ð12Þ

where bfiti;j is the linear combination on the proposed three features. We also apply
regularization terms to prevent overfitting when learning parameters in Eq. 11. Where
k controls the degree of regularization, which is pre-defined as 0.01 according to [14].
In order to judge whether a ui is suitable for jobj, we empirically set the threshold as 0.5

for bfiti;j, which means that when bfiti;j > 0.5, ui is fit for jobj, otherwise not.

6.2 Cold-Start Problem

“Cold-Start” [1] is one classic problems in recommendation system, and we apply
collaborative filtering [5] to deal with such problem. Specifically, suppose there is a
new job jobnew 62 J where J is the existing job set we have. We first extract the four
features mentioned above of this new job, then we calculate the similarity between this
new job and all existing jobs based on their features as follows:

Sim jobnew; jobið Þ ¼ jobnew � jobi
jobnewj jj j jobij jj j ð13Þ

After that, we select the “Top-K” similar jobs as the foundation for this new job, in
which the number K is calculated using K = [lgN] where N is the total number of
current jobs. Therefore, for each potential user ui and the target new job position jobnew,
we utilize the parameters among this K similar jobs in Eq. 12 to infer K fitness values,
and the final fitness value fiti;new is defined as the mean value among all these K fitness
values.

Table 1. Data illustration.

Description Number of records

User 10,274
Job 55,439
Ratio of gender 1.63:1 (male: female)
Check-ins 690,823
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7 Experiments

7.1 Data Illustration

We totally collected 10,274 users’ professional trajectories in LinkedIn and in other
social networks like Foursqaure and Last.fm. The detailed information of this dataset is
illustrated in Table 1. Figure 2 shows the distribution of company size. It indicates that
companies with less than 500 employees are the majority across all companies, which
takes nearly 80%. In Fig. 3, we illustrate the changes in job mobility rate for all types
of jobs. Specifically, we observe that nearly 6% employees would change their work
when they have worked for one year on their current job position, and this rate
decreases as the number of months increases. Besides, since employees usually sign
offers with contract years as the integer multiples of one year, we can also see that there
are always significant increases of job mobility rate every one year. Figure 4 shows the
gender distribution over different type of company size and job level. We observe that
larger companies have a more balanced gender distribution than smaller companies.

Fig. 3. Job mobility rate distribution.Fig. 2. Company size distribution.

Fig. 4. Gender distribution. Fig. 5. Parameter learning in NNMF.
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7.2 Parameter Learning

To obtain the best NNMF results on “User-Job Matrix”, we need to determine the
most suitable value of dimension parameter k for matrix P and Q. Here, we apply Root
Mean Square Error (RMSE) as object function to learn parameter k and the object
function of RMSE is defined as:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

X
i;j
fiti;j � bfiti;j
��� ���2

r
ð14Þ

where fiti;j represents the real fitness value and bfiti;j is the estimated fitness value after
NNMF, n is the number of all elements in “User-Job Matrix”. We chose different
value of k to minimize this object function, the results are shown in Fig. 5. As shown in
Fig. 5, we discover that there is a turning point when k = 28. Before that, the RMSE
shows a downward trend as k increases, and it shows a upward trend as k increases after
that. Thus, we adopted 28 as the value of k, in other words, the dimension to
decompose the original matrix, which reaches the lowest RMSE as 0.227. After that,
we applied gradient descent to optimize the object function in Eq. 14.

In order to balance the computation complexity with the optimized result, we need
to find an appropriate iteration time in optimizing that object function. As shown in
Fig. 6, with the number of iteration time increases, the value of the object function
decreases. And when we iterate 12 times, the result of object function reaches 0.002,
which is a relatively small value. After that, when iteration time exceeds 49, the RMSE
no longer changes and remains stabled. Therefore, we chose 49 as the number of
iteration time in optimizing that object function.

7.3 Feature Evaluation

When the model parameters are all determined, we turn to see what feature can be
effective in recommendation, and whether the consideration of cold-start problem can
elevate the performance of our proposed model. As shown in Fig. 7, we compare
different combinations across different features with/without considering cold-start
problem. Specifically, the combinations that are used in recommendation are illustrated

Fig. 6. Iteration performance. Fig. 7. Recommendation results based on dif-
ferent feature sets.
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in Table 2. In Fig. 7, we discover that when taking cold-start problem into account, the
overall recommendation performance is better than those do not consider cold-start
problem. For example, feature set J_U_G-C achieves over 73% accuracy while J_U_G
is nearly 71%. Meanwhile, it can be observed that considering user preference usually
get higher accuracy than only taking job preference into account, such that U_G-C out-
preforms J_G-C and U_G also gains higher accuracy than J_G, which indicates that
user preference is much effective in recommendation. In conclusion, taking all pref-
erence features as well as the cold-start problem into consideration can achieve the best
performance among all feature combinations.

7.4 Recommendation Results

After we determined all the parameters for fitness probability, we then apply it in
recommending applicants to specific jobs. And we evaluated the performance across
several models using 10-fold cross-validation. As shown in Fig. 8, MAPL is our
proposed model which considers not only global, but also user, job preferences and
cold-start problem all together. We compare our model with different models, i.e.,
SVM [11], Decision Tree [10], Random Forest [12], KNN [13] and normal NNMF.
According to the results, we observe that MAPL outperforms all the other popular
models in accuracy, precision and F1 values.

Table 2. Feature sets.

Features Description

J_G Job and global preferences
U_G User and global preferences
J_U_G All three preferences
J_G-C Job, global preferences and cold-start problem
U_G-C User, global preferences and cold-start problem
J_U_G-C All three preferences and cold-start problem

Fig. 9. Recommendation under different
conditions.

Fig. 8. Recommendation results on different
models.
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Specifically, only random forest and MAPL exceed 70% accuracy, while MAPL
preforms better than random forest (73.1% vs. 71.5%). Among all the models, KNN is
the worst method. Besides, comparing with normal NNMF, MAPL preforms better due
to it considers not only latent factors after matrix decomposition, but also takes user
and job preferences into account. However, other models like random forest and
decision tree only learn patterns from user and job preferences, they do not consider
latent factors which make them preforms worse than our proposed model. Furthermore,
we apply our proposed MAPL method on different conditions as shown in Fig. 9. We
can observe that the recommendation performance fluctuates across different condi-
tions, for example, recommending talents for small company can achieve nearly 80%
accuracy while that is lesser than 50% for middle company, and similar situation
appears in other conditions. Data imbalance could be one of the significant reasons for
this performance fluctuation, specifically, we have more than 70% company profiles
that belong to small companies, which may lead to a better model than others. Besides,
there are other factors influencing the performance, such that large companies usually
maintain similar and stable recruitment strategies, while others like middle companies
have variety of recruitment methods, which makes it much harder to learn an accurate
model for middle companies than larger ones. Therefore, our model performs worse in
middle company than large company.

8 Conclusion and Future Works

In this paper, we tackled the problem of talents recommendation for a specific job.
Instead of applying traditional talent recruitment methods, we proposed to solve this
problem by using large amount of data that were collected from popular online pro-
fessional networks like LinkedIn as well as some other user-related data from social
networks like Foursquare and Last.fm. Specifically, we proposed a Multi-Aspect
Preference Learning (MAPL) model, which takes global, user and job preferences all
together as we defined in this paper. Based on the relationship between these features
and job recruitment, we learned a fitness probability FitðujjÞ that can determine whether
a given applicant is suitable for the target job position. We further consider cold-start
problem in our recommendation algorithm to build a more robust method. Experiments
on the real-world data clearly validated that our model achieves effective and accurate
results.

In future works, since content-based information like user/job descriptions are also
important to model user/job preferences, we attempt to collect more contents to enrich
the meaning of our defined features to learn a more effective model for talents
recommendation.
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Abstract. This paper presents a novel learning framework to generate fine-
grained temporal cultivation knowledge from large climatic sensor data. Com-
pared with human-experience based control, the machine-learned cultivation
knowledge can provide precise climatic descriptions in temporal domain during
the growth of plants. In the paper, the temporal characteristics of the sensor data
are analyzed with heat maps in different temporal aspects. A merging algorithm
on temporal segments, which are initialized with respect to the regularity of the
heat maps, is designed to create climatic labels. Then the training samples
consisting of temporal attributes and climatic labels are constructed for
knowledge learning, which is represented as a collection of tree-structured
classifiers. The experiments are carried out on the cultivation of a valuable
Chinese herbal medicine. A cultivation knowledge cube in month, day and hour
dimensions is illustrated. The results show that about 80% climatic conditions in
the past successful cases can be duplicated to guide the future artificial culti-
vation by our method. The framework can also be applied to learn the knowl-
edge of cultivation practices for other plants.

1 Introduction

Temporal data are of increasing importance in a variety of fields, such as financial
forecasting, social network, geographic information system, healthcare and environ-
mental science. Temporal data mining deals with the discovery of useful information
from a large amount of temporal data. The patterns are required to be new, useful, and
understand able to humans. Over the last decade many interesting techniques of tem-
poral data mining were proposed and shown to be useful in many applications [1–5].

Precision agriculture is a modern farming practice to improve product quality and
labor efficiency [6–8]. In recent years, data-driven precision agriculture, which is
strongly connected with data mining techniques [9–12], has a great impact on traditional
farming [13]. The task of data mining deals with the harvesting of useful information
from sensor data for yield predication, soil classification, food grading, etc. [14].

The advent of Wireless Sensor Networks (WSNs) spurred a new direction of
research in agricultural and farming domain. WSNs are used for environmental
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monitoring and widely applied in artificial cultivation such as greenhouse and plant
factory [15–17]. The optimal ambient temperature and relative humidity to benefit plant
growth are usually provided by the experts. This kind of knowledge has two
drawbacks:

1. It was coarse-grained in temporal dimension. The smallest temporal granularity of
ambient requirements was usually at growth stage level, e.g. seeding, vegetable or
fruiting [18]. It was impossible to obtain ambient requirements at granularity level
of day or hour from farming experience.

2. It required a lot of cultivation practices over a long period of time to witness many
successes and failures to summarize complete expert knowledge.

The goal of our work is to learn fine-grained climate knowledge from temporal
sensor data of the past successful cultivations. Our main contributions are summarized
as follows:

1. The framework has investigated the characteristics of heat maps at different tem-
poral granularity. The clustering of sensor data proceeds on the temporal segments,
which are initialized by referring to the regularity of temporal patterns in the heat
maps. After clustering, time series data can be transformed to a new temporal label
set for fine-grained temporal knowledge learning.

2. Tree-structured models consisting of temporal attributes are built by the temporal
label set. A fine-grained temporal cultivation knowledge cube in month, day and
hour dimensions is presented. Farmers without cultivation expertise of Dendrobium
officinale can easily implement optimal climate control with the generated knowl-
edge cube.

3. The experiments are carried out on the cultivation of Dendrobium officinale, a very
valuable Chinese herbal medicine, which quality is sensitive to the environment at
the different growth stages. The experimental results show the validity (81% past
artificial cultivation experience can be leaned), novelty (involving a new framework
of temporal knowledge learning), usefulness (guidance for cultivation of Dendro-
bium officinale in future), and understandability (the knowledge cube is under-
standable to humans) of the method.

2 Related Work

The tasks of temporal data mining are clustering [19], classification [20, 21], pattern
analysis [22, 23], association rules [24, 25], prediction [26, 27], outlier detection [5],
etc. Nowadays, time-series analysis covers a wide range of real-life problems in various
fields of research, such as economic forecasting [28], intrusion detection [29],
healthcare [30] and hydrology [31]. Batal et al. [30] proposed a temporal pattern
mining approach for classifying complex electronic health record data. Relying on
temporal abstraction and temporal pattern, the authors extracted classification task
relevant features and demonstrated the usefulness of the framework on patients pre-
diction. Ouyang et al. [31] used K-mean clustering to segment the annual process of the
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daily discharge and discovered the relationship with temperature and precipitation.
Zhong et al. [29] investigated multiple centroid-based unsupervised clustering algo-
rithms for intrusion detection and proposed an effective self-labeling heuristic for
detecting attacks.

A new trend of precision agriculture is to emphasize temporal data analysis
[32–35]. Franke et al. [32] carried out analysis of the temporal occurrence of wheat
diseases based on multi-temporal remote sensing. Mahlein et al. [33] summarized
recent advances in precision crop protection and pointed out that precision disease
control required temporal information regarding the status of crop growth-relevant
parameter. Ibrahim et al. [34] characterized temporal patterns of soil water regarding
seasonal precipitation to determine crop yield in dryland. Diacono et al. [35] assessed
the temporal variability of attributes related to the yield and quality of durum wheat
production, and estimated the spatial dependence as well as their temporal stability.
The reason why temporal aspect is concerned in greenhouse control is that the envi-
ronmental requirement in different stages of the growth cycle of a plant is always
temporal variability.

WSNs are used for continuously monitoring some physical phenomenon like
temperature, humidity etc. This raw data, if efficiently analyzed and transformed to
usable information through data mining, can facilitate automated or human-induced
strategic decision. Tripathy et al. [36] developed data mining techniques, such as Naive
Bayes classification, rapid association rule and multivariate regression, to turn the data
into useful knowledge to understand the relation of crop-weather-environment-disease.
Traditional data mining techniques are not directly applicable to WSNs due to the
nature of sensor data, their special characteristics [37]. Therefore, new mining para-
digms should be designed to achieve good performance for applications.

In recent artificial cultivation system, the knowledge of environmental requirements
is always represented as single logical expressions, e.g. temperature should be lower or
higher than a threshold. Erazo et al. [38] defined high and low critical range for sensors
to avoid disease, e.g., rose bud not developed (T > 25 °C), plant tissue death
(T < 4 °C) or plague putrefaction (RH > 75%). Park et al. [39] proposed the system to
prevent dew on the surface of leave of crop. When dew temperature was lower than
temperature of leaves, the relay was off. In the work of [40], a warning threshold for
temperature or humidity was predefinded. If any abnormal event occurred, warning
signal and mail will be sent to remote client. Shamshiri et al. [18] presented the ideal
climatic conditions of tomato in five growth stages. Temperature and VPD (Vapor
Pressure Deficit) ranges were defined with respect to weather condition (Sunny, Cloudy
or Night) and growth stage (Seeding, Vegetable or Fruiting). The weakness of the
above knowledge expressions is that it lacks or only has coarse-grained temporal
variability. To solve this problem, a temporal knowledge learning framework is pro-
posed in the following section.
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3 Temporal Knowledge Learning Framework

The framework for temporal knowledge learning on time series data of WSNs is shown
in Fig. 1. The sensor data in greenhouse or plant factory, e.g., temperature or humidity,
is collected and in the format of

½#Hourse;DataTime; TemperaturejHumidity�: ð1Þ

The overall process of temporal data mining involves the following steps:

(1) Temporal characteristics Analysis We use 2D heat map, which is the histogram
of the sensor value in the different temporal aspects, to illustrated the temporal
characteristics of the sensor data. Temporal dimension in heat maps can be hour,
day or month. The purpose of this stage is to find out the regularity of heat maps
in different temporal aspects, and choose appropriate temporal dimensions to
create the initial merging segments. The importance of temporal characteristic
analysis is to ensure that the following clustering step will create more effective
climatic clusters.

(2) Merging temporal segments According to the regularity of heat maps in different
temporal aspects, time-series data are divided to a collection of temporal seg-
ments, e.g. X ¼ fC\houri;monthk [ g if it is regular in the heat maps of hour and
month dimensions. Each temporal segment C\ [ is a set of the values in a
specific hour, day or month, e.g. C\houri;monthk [ ¼ fT\houri;dayj;monthk [ g, where
T\houri;dayj;monthk [ is a temperature value at the ith hour of the jth day in the kth
month. A merging algorithm on temporal segments (MTS), shown in Sect. 3.1, is
proposed to cluster the temporal segments of X.

Fig. 1. The proposed temporal knowledge learning framework
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(3) Constructing temporal label set After merging temporal segments, the sensor
values are separated into several intervals by Bayesian decision rule, see Sect. 3.2.
The time series data will be transformed into temporal label samples in the form of

½houri; dayj;monthk; ln�; ð2Þ

where ln is the label of a clustering interval and T\houri;dayj;monthk [ should be
within the interval of cluster ln as temperature example.

(4) Temporal knowledge learning The learning procedure is performed on the tree
structured model. The nodes of the decision tree are temporal attributes, and the
leaves are climate classification labels, see DT learning block in Fig. 1. The
detailed description is in Sect. 3.3.

3.1 MTS Algorithm

A merging algorithm on temporal segments (MTS) shown in Algorithm 1, is designed
to merge temporal segments of X into a few clusters. In MTS algorithm, the merging
criteria Dp;q between temporal segments Cp and Cq, where Cp,Cq 2 X, is defined as,

Dp;q ¼ countðCpÞ
countðCp [CqÞ lCp

� lCp [Cq

��� ���þ countðCqÞ
countðCp [CqÞ lCq

� lCp [Cq

��� ��� ð3Þ

where function countðAÞ is to calculate the number of the set A, lA is the mean of
elements in set A, Cp [Cq denotes the union set of Cp and Cq. The merging criteria in
Eq. (3) is a weighted metric, where the weights correspond to the proportion of the
number of temporal segments Cp and Cq. If the criteria between two sets is the min-
imum, then merge these two sets. It ensures that the center of the merged clusters is
most close to the centers of two clusters.
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3.2 Computing Intervals Using Bayesian Decision Rule

The result of MTS algorithm is overlapping clusters, shown in Figs. 5 and 6. Bayesian
decision rule [41] is applied to decide which of clusters the sensor value belongs to.
Probability of the value s belongs to label li, P(li|s), is provided by Bayes’ Theorem,

PðlijsÞ ¼ PðsjliÞPðliÞ
PðsÞ ð4Þ

P(s) is the evidence of histogram shown in Fig. 2, P(li) is the prior probability, the
proportion of the cluster li to the whole data. P(s|li) is the likelihood, the percentage of
the value s in the cluster li, e.g. the normalized distribution of the temperature value in
the same color histogram in Fig. 5(b). The decision rule is defined as,

s 2 li if PðlijsÞ[PðljjsÞ
s 2 lj otherwise

�
ð5Þ

3.3 Decision Tree Learning

The performance of tree ensemble models, e.g. bagging, boosting and random forests
(RF), is always better than a single decision tree because it can decrease the variance of
the model without increasing the bias [42, 43]. Random forests are more robust with
respect to noise [44]. A random forest is defined as a classifier consisting of a collection
of tree-structured classifiers f hðX;HkÞ; k ¼ 1; . . .;Mg, whereM is the number of trees,
Hkf g are independent identically distributed random variables and X is input data.

Each tree is trained on a bootstrap sample of the training data X. The best variable
amongHk is picked to split at each node when growing a tree. Finally, the prediction of
random forests for classification is voting the predictions of all trees. Random forests
do not overfit when more trees are added and produce a limiting value of the gener-
alization error [44].

4 An Artificial Cultivation Experience Learning Example

In the past decade, Dendrobium officinale, a valuable Chinese herbal medicine, has
been cultivated in the greenhouse for medicine production. The high quality of Den-
drobium officinale always needs daily care of the experts. The challenge of the culti-
vation of Dendrobium officinale is that the quality of Dendrobium officinale is sensitive
to climate effects at the different growth stages [45]. Therefore, the coarse-grained
cultivation rules in WSNs monitoring system can not guarantee the quality of Den-
drobium officinale stable.

The growth of Dendrobium officinale requires 11-12 months. Dendrobium offici-
nale grows in tissue culture bottle in the first four months and in the following 7–8
months it grows in the greenhouse. In our experiment, it took seven months to collect
sensor data in ten greenhouses of Ningbo Feng Kang Biological Technology Co., Ltd
in 2015. These seven months were the important growth period of Dendrobium
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officinale in greenhouse. The quality of Dendrobium officinale in these ten greenhouses
was high and close to wild ones. Figure 2 shows the histograms of temperature and
humidity on the collected data. There is a strong peak in the distribution of humidity
because the relative humidity in the greenhouse always needs to be kept above 80%,
since Dendrobium officinale loves moist, humid conditions.

In the following sections, we will discuss how to use the proposed temporal
learning framework to construct fine-grained cultivation knowledge.

4.1 Temporal Characteristic Analysis

We investigate temporal characteristics of temperature and humidity in heatmap rep-
resentation, shown in Figs. 3 and 4, where the vertical axis is temperature or humidity
value and horizontal ones are hour, day and month respectively. The colormap rep-
resents the percentage of the sensor value in the whole dataset.

The heat maps of temperature in Fig. 3 are regular in hour and month dimensions
because temperature at noon is higher than other hours, and in month 7, 8 is higher than
other months. In comparison to hour and month dimensions, there is no regularity in
day dimension. Therefore, the set of temporal segments, XT , is defined as,

XT ¼ fC\houri;monthk [ g ð6Þ

C\houri;monthk [ ¼ fT\houri;dayj;monthk [ ; 8dayjg: ð7Þ

Fig. 2. Histograms of temperature and humidity on the collected data

Fig. 3. Temporal heat maps of temperature data
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There is no obvious temporal regularity for humidity in day and month dimensions,
shown in Fig. 3. However, in hour dimension, humidity is usually high at midnight and
in the early morning, drops rapidly, after the sunrises, until it is lowest just after
midday. This physical phenomenon occurs because the air humidity usually decreases
when the temperature increases. So the set of temporal segments, XH , is defined as,

XH ¼ fC\houri [ g ð8Þ

C\houri [ ¼ fH\houri;dayj;monthk [ ; 8dayj; 8monthkg ð9Þ

4.2 Results of MTS Algorithm

There are 168 (24 h � 7 months) temperature temporal segments in X initially. The
termination condition N for the iteration in Algorithm 1 is set 5 or 4. Figure 5 shows
the results of MTS algorithm on temperature data. A color histogram stands for a
normalized distribution of a cluster generated by Algorithm 1. Figure 5(a) is the result
of N = 5 and Fig. 5(b) is that of N = 4. Two nearest clusters, yellow and green ones in
(a), are merged from five clusters to four clusters. The merging result of four clusters is
better than that of five clusters. There are 24 (24 h) temporal segments initially with
respect to humidity. Figure 6 shows the result of MTS algorithm on humidity data

Fig. 4. Temporal heat maps of humidity data

Fig. 5. The results of MTS algorithm on temperature data.
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while N = 2. Then we use Eq. (5) in Sect. 3.2 to identify which label the temperature
or humidity values belongs to. The sensor values are divided into several intervals,
shown in the MTS columns of Tables 1 and 2 respectively.

Table 1 shows spatial merging on temporal segments (MTS), K-means and equal
intervals on temperature data. MTS_5 intervals are the result of 5 merging clusters
using Algorithm 1 and Bayesian decision rules, and MTS_4 intervals are that of 4
clusters. We also cluster the collected data by a classical clustering algorithm, K-means
[46]. K-means_5 and K-means_4 intervals in Table 1 show the temperature clustering
results of K-means with 5 and 4 clusters respectively. In the temperature histogram of
Fig. 2, the temperature value varies from 10 °C to 40 °C. So equal intervals are divided
into five or four intervals in [10, 40], shown in Table 1.

Fig. 6. The result of MTS algorithm on humidity data.

Table 1. MTS, K-means and equal intervals on temperature (°C)

labelT MTS_5 K-means_5 5 equal MTS_4 K-means_4 4 equal

T_1 10.0–17.8 10.0–18.6 10.0–16.0 10.0–17.8 10.0–20.8 10.0–17.5
T_2 17.8–21.2 18.6–23.2 16.0–22.0 17.8–21.2 20.8–25.3 17.5–25.0
T_3 21.2–29.4 23.2–27.8 22.0–28.0 21.2–28.8 25.3–30.8 25.0–32.5
T_4 29.4–34.9 27.8–32.8 28.0–34.0 28.8–40.0 30.8–40.0 32.5–40.0
T_5 34.9–40.0 32.8–40.0 34.0–40.0

Table 2. MTS, K-means and equal intervals on humidity (%)

labelH MTS K-means Equal

H_1 40.0–81.2 40.0–81.6 40.0–70.0
H_2 81.2–100.0 81.6–100.0 70.0–100.0
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Table 2 shows MTS, K-means and equal intervals on humidity data, where MTS
intervals are the result of 2 merging clusters in Fig. 6 and K-means intervals are the
results of K-means clustering. In the humidity histogram of Fig. 2, the humidity value
varies from 40% to 100%. So equal intervals are divided into five or two intervals in
[40, 100], shown in Table 2.

Finally, the climate classification labels are defined as \labelT ; labelH [ . For
example, there are 8 climatic labels if 4 temperature clusters � 2 humidity clusters. In
the next section, we will evaluate the performance of tree-structured classifiers on the
different clustering results, which are shown in Tables 1 and 2. The performance
comparisons in Sect. 4.3 will testify which the most optimal climatic labels are.

4.3 K-Fold Cross Validation Results

The goal of our work is to duplicate the vast majority of climatic knowledge from the
historical successful cultivation cases and reproduce it in the future farming practices.
Therefore, how much correct information is learned from the historical cases is an
important metric. In the experiments, k-fold cross validation is performed. Ten
greenhouses are divided into five groups. Four groups are randomly selected for
training and the rest one for testing. The form of samples is shown in Eq. (2).

To evaluate the performance of classifiers, we define the following metrics, true
positive rate (TPR) and false positive rate (FPR) [47],

TPR ¼ TPj j
TPj j þ FNj j FPR ¼ FPj j

FPj j þ TNj j ; ð10Þ

where TP is true positive, FN is false negative, FP is false positive and TN is true
negative. TPR measures the proportion of positives that are correctly identified. It
means how many climate conditions will reappear in other greenhouses. FPR repre-
sents the proportion of positives that are incorrectly identified. It means how many
climate conditions will not reappear in other greenhouses. We also compute the AUC
(Area Under ROC Curve) values as another metric to evaluate the performance.

Table 3. Performance of MTS in 5-fold cross validation

TPR FPR AUC

10 climatic classes
C4.5 73.7% 13.6% 0.924
Bagging trees 74.0% 14.4% 0.931
Random forecasts 78.5% 11.1% 0.959
8 climatic classes
C4.5 76.6% 12.5% 0.926
Bagging trees 76.8% 12.5% 0.934
Random forecasts 81.2% 9.9% 0.963

A Temporal Learning Framework 433



In decision tree training, the minimum number of instances per leaf is set 200 in
prepruning and confidence factor is set 0.25 in pessimistic post-pruning. In random
forests, the number of trees is set 100 and one variable is randomly selected from three
variables, which are hour, day and month. Table 3 shows the comparisons of C4.5,
bagging trees and random forests on MTS intervals by 5-fold cross validation. The
performances of 8 climatic classes (4 temperature classes � 2 humidity classes) are
better than those of 10 climatic classes (5 temperature classes � 2 humidity classes) in
decision tree and tree ensemble models. The performance of random forests outper-
forms that of C4.5 and bagging trees in both 8 and 10 climatic classes while the
performance of bagging trees is close to that of C4.5.

In order to investigate the performances of MTS, K-means and equal intervals in
detail, experiments have been done on temperature and humidity independently.
Figure 7 shows the comparisons of TPR and FPR on 4 temperature intervals of MTS,
K-means and equal. Figure 8 shows the comparisons of TPR and FPR on 2 humidity
intervals of MTS, K-means and equal. From Fig. 7, we can see that the predication
result of MTS intervals is better than those of K-means and equal ones. The perfor-
mances of MTS in C4.5 and bagging trees are increased approximately 4% on TPR
metric and also better on FPR metric in comparison with equal. Although FPR metric
of MTS is averagely 1.4% higher than K-means, TPR metric of MTS increased
approximately 9% in C4.5 and bagging trees. Meanwhile, the percentage of outliers in
MTS 4 is 2.7%, which is less than 3.6% in K-means 4. In Fig. 8, the TPR result of
MTS intervals is slightly lower than those of equal ones, but the FPR result of MTS
intervals dramatically decreases averagely 14% in comparison with equal ones. The
intervals of MTS and K-means on humidity are almost the same, shown in Table 2, so
TPR and FPR metrics of MTS and K-means are almost equal.

Fig. 7. Comparisons of MTS, K-means and equal intervals on temperature.
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4.4 Out-of-Bag Estimate of Random Forests

Given a specific training set X, predictors fhtðXÞg are constructed using boost strap
samples Xk from training set X. Out-of-bag (OOB) estimate, also called OOB error, is
the error rate of the aggregation classifiers, which not contain xi 2 X in their boost strap
samples. Out-of-bag estimate can be given for the generalization error of bagged
predictors [44]. Figure 9 shows OOB error of random forests in M trees and one
random variable. It figures out the approximate number of trees M = 100, obtaining the
optimal prediction. This explains the reason for the parameter setting of the number of
trees and one random variable in Sect. 4.3. OOB error, which is approximately 7.3%,
also shows good generalization performance of our method.

4.5 Climatic Knowledge Cube for Dendrobium Officinale Cultivation

At the end of this paper, we present a climatic knowledge cube for Dendrobium
officinale cultivation. The cube has three dimensions, which are hour, day and month.
The color of each cell represents one class label \labelT ; labelH [ , where labelT is
defined in Table 1 and labelH in Table 2. There are 8 climatic classes (4 temperature
classes � 2 humidity classes) shown in the colormap of Fig. 10. Two blocks, one is

Fig. 8. Comparisons of MTS, K-means and equal intervals on humidity.

Fig. 9. OOB error of random forests.
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{Month = [8, 9], Day = [1st,10th], Hour = [0,7]} and the other is {Month = [6, 7],
Day = [1st,20th], Hour = [0,15]}, are cut off to show the inside of the cube. Cells in
the cube are colored against the prediction results of the random forests model. The
climatic knowledge cube describes the optimal environment requirements for Den-
drobium officinale with high quality. It will give helpful instructions for the future
artificial cultivation of Dendrobium officinale. Farmers without cultivation expertise of
Dendrobium officinale can easily implement optimal temperature and humidity control
with our climatic knowledge cube.

5 Conclusion

This paper presents a novel data mining framework to generate fine-grained temporal
knowledge for Dendrobium officinale cultivation from large environmental sensor data.
Compared with human-experience based decision rules, the advantage of our method is
that the fine-grained rules can provide precise climate description in temporal domain

Fig. 10. Climatic knowledge cube for the artificial cultivation of Dendrobium officinale
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during the growth of plants. A spatial merging algorithm on temporal segments, which
are initialized regarding the temporal patterns in heat maps, is proposed to cluster
sensor data. The tree-structured model consisting of temporal attributes is built. The
predication results with spatial merging intervals are all better than K-means and equal
intervals, increasing TPR approximately 9% and 4% respectively on temperature and
decreasing FPR of equal intervals averagely 14% on humidity. C4.5 algorithm, bagging
tree and random forests are tested in the experiments and random forests performs with
4 merging intervals performs the best. The results show that about 80% climatic
conditions in the past successful cultivation can be used to guide the future artificial
cultivation by our fine-grained temporal knowledge. Farmers without cultivation
expertise of Dendrobium officinale can implement optimal ambient control with the
climatic knowledge cube. Our method can also be extended to construct environmental
knowledge for artificial cultivation of other plants.
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Abstract. With the rapid development of mobile payment technology in China,
people can use smartphone with some mobile payment apps (such as Alipay,
WeChat pay and Apple pay etc.) to pay bills instead of paying cash. Some
commercial platforms accumulated large transaction date from users’ smart-
phones. In the repeat consumption activities, the final few (or recency) con-
sumption has a great impact on current consumption than long-ago
consumption. But traditional HMM can’t deal with this recency effect in our
repeat consumption case. This paper proposes a modified HMM method based
on recency effect to predict the users’ repeat consumption behavior. We intro-
duce a factor to represent the different recency effect of different time distance.
An empirical study on real-world data sets shows encouraging results on our
approach, especially on the consumer group which has the most uncertain
consumption behavior.

Keywords: Hidden Markov Model � Recency effect � Repeat consumption

1 Introduction

Nowadays, with the rapid development of mobile payment technology, people can
make payment by smartphones apps (such as Alipay, WeChat pay and Apple pay etc.)
instead of by cash. Therefore, how to use previous consumption record and model
user’s repeat consumption behavior and predict which store the user likely to go in
future time is very important. The study of consumption behavior is to know the way
an individual spends his resources in the process of consuming items. This is an
approach that comprises of studies of the items that they buy and the reason for buying
and the timing. It is also about where they make the purchase and how frequently. In
this paper, we concerned on the repeat consumption, because repeat consumption
accounts for a major portion of people’s daily consumption behavior, such as shopping
at a same fruit shop, eating regularly at a same restaurant.

In the repeat consumption activities, the final few (or recency) consumption has a
great impact on current consumption than long-ago consumption. This feature called
the recency effect. Hidden Markov Model (HMM) always used on time series problem,
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but it treats every training data equally. So, the traditional HMM is not suitable for
repeat consumption problem. In this paper, we proposed a modified HMM method
based on recency effect to predict the users’ repeat consumption behavior. This
approach contains a recency effect factor can deal with this recency effect. An empirical
study on real-world data sets shows encouraging results on our approach. In the most
unpredictable consumer group, the best prediction accuracy of re-HMM is 62.17%,
improved 4.22% than traditional HMM.

2 Related Work

Consumption behavior is an approach to know the way an individual spends his re-
sources in the process of consuming items [1]. Consumption behavior analysis is
critically extending the domain of behavior analysis and behavioral economics into
marketing theory [2]. Early ways of predicting the consumer market’s behavior
involved time series analysis and other methods based on historical data. Yilmaz et al.
[3] develop a prediction model to determine purchase behavior of consumer for
remanufactured products. However, more recent research has found that data mining is
an increasingly more effective method. Zheng et al. [4] proved that neural networks are
consistently accurate with a high probability in predicting customer restaurant prefer-
ence. Štencl et al. [5] compared several artificial neural network models of accuracy
level of consuming behavior forecasted. Li et al. [6] used feature engineering to predict
user purchase behavior and won ranks 4th in Ali Mobile Recommendation Competition
held in 2015. In the same competition, Yi et al. [7] employed a weight sampling
method and achieved the top 10 results. Another data mining approach is the decision
tree which have been used by Fokin [8] to predict the user behavior in the online
consumer market.

But the study of repeat consumption behavior is a bit different of consumption
behavior, it focusses on predicting whether or not the user will repeat consume items
which he has consumed in previous time. Many previously work studied the problem
of people’s repeat consumption behavior. Ashton and Ravi et al. [9] proposed a hybrid
model combine Quality model and Recency model to model people’s repeat con-
sumption behavior. Christina and Lars [10] developed the multinomial SVM (Support
Vector Machine) item recommender system MN-SVM-IR to calculate personalized
item recommendation for a repeat-buying scenario. Chen et al. [11] proposed method
factorizes the temporal user-item interaction via learning the mappings from the
behavioral features in observable space to the preference features in latent space, then
combines users’ static and dynamic preferences together in recommendation. Besides,
there are many other methods can be used in this filed. However, those methods still
have some shortcoming, we proposed a method based on time weight Hidden Markov
Model to predict the consumer behavior.

HMM is a powerful statistical tool for modeling generative sequences that can be
characterized by an underlying process generating an observable sequence. It’s one of
the most basic and extensively used statistical tools for modeling the discrete time
series. Thus, HMM often used in time series data model and prediction. HMM were
introduced in the beginning of the 1970’s as a tool in speech recognition and become
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increasingly popular in the recent years because of its strong mathematical structure
and theoretical. Garcia et al. [12] proposed a trip destination prediction method based in
past GPS log using a HMM. Gupta and Dhingra [13] presented HMM approach for
forecasting stock price compared with ANN and Arima. Raghavan et al. [14] proposed
a coupled HMM for user activity in social network and validate the model using a
significant corpus of user activity traces on Twitter. Si et al. [15] introduced a tech-
nology of mobility prediction base on HMM to improve communication performance
in cellular. Ridi et al. [16] used HMM for human activity recognition with an accuracy
rate of 84.6%. Mathew et al. [17] presented a hybrid method for predicting human
mobility on the basis of HMM. Nowadays, the HMM is still successfully be used in
many other research domains such as natural language processing, DNA sequence
analysis, handwritten characters recognition etc.

3 Methodology

In this section, we propose a prediction model based on recency effect Hidden Markov
Model to predict the repeat consumption behavior that which store the customer most
likely to repeat consume in the future time.

HMM is the simplest dynamic Bayesian network, and it’s a finite state machinewhich
has some fixed number of state [18]. This model is a well-known directed probabilistic
graphical model provides a probabilistic framework for modelling a time series of
multivariate observations. It provides a simple Markov process is shown in Fig. 1, the
variables in a HMM can be divided into two groups. {s1, s2,…, sn} is the state variable,
where si represent the state at time i. It is often assumed that state variable is hidden and
cannot be observed, so state variable is also called hidden variable. {o1, o2,…, on} is the
observed variable, where oi represent the observed value at time i.

For the practical prediction question in this article, the observed variable is the
different store that the consumer had consumed. So, the observed sequence is the store
sequence that user consumed at the previous time.

The arrows in Fig. 1 indicate the dependencies between variables, the solid line arrow
represents the transition probability and the dotted line arrow represent the emission
probability. At any moment, the value of the observed variable xt only determined by the
state variable yt, independent of other state variables and observations. Meanwhile, yt, the

s1 s2 si sn... ...

o1 o2 oi on... ...

state variable

observed 
variable/offline 

store 

transition 
probability

emission 
probability

Fig. 1. The graph structure of HMM
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state at time t, depends only on yt−1which is the state at time t − 1, and independent of the
other n − 2 state. This dependency relationship called the Markov chain that the state of
next time is determined only by the current state and independent of any previous state.
Based on the Markov chain, the joint probability distribution for all variables is shown as

P x1; y1; . . .; xn; ynð Þ ¼ P y1ð ÞP x1jy1ð Þ
Yn
i¼2

P yijyi�1ð ÞP xijyið Þ ð1Þ

In the real repeat consumption activity, we consider the people’s memory feature
that people may forget which restaurant they have been visited a year ago, but we can
easily remember which they have been visited last weekend. So, we think the recency
consumption activities have the bigger impact on the current consumption than the
early consumption activities. This phenomenon is called recency effect. For this reason,
we proposed the recency effect Hidden Markov Model(re-HMM) which include a
recency effect factor x(Δt). This recency effect factor x(Δt) represent the impact of the
previous consumption Δt time ago on the current consumption. According to the
recency effect, factor x(Δt) must a monotonically decreasing function. After introduced
the recency effect factor x(Δt), the forward-backward algorithm which used in
parameters training process and prediction process can be extended, shown in Fig. 2.
And the traditional HMM is a special case of re-HMM, if the recency time effect factor
x(Δt) are equal.

In the new forward-backward algorithm, the forward variable defined as

at ið Þ ¼ Pðo1o2. . .ot; it ¼ qijkÞ ð2Þ

represent the probability of the partial observation sequence o1o2. . .ot (until time t) and
state qi at time t, given the model k. We can calculate at ið Þ as follow:

Step 1.

a1 ið Þ ¼ p1bj o1ð Þ; ð1� j�NÞ ð3Þ

Fig. 2. The forward-backward algorithm in re-HMM
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where pi is initial state probability represent the probability of being in state i at the
beginning of the experiment, and bjðokÞ. = P(xt = ok | yt = sj) (1 � j � N,
1 � k � M) is emission probability represent the probability of observing ok at state sj.

Step 2.

atþ 1 jð Þ ¼
XN

i¼1
atþ 1 ið Þaijx T � tð Þ

h i
bj otþ 1ð Þ;

ð1� t� T � 1; 1� j�NÞ:
ð4Þ

where aij =P(yt+1 = sj | yt = si) is the transition probabilities represent probability of
transition to state sj at time t + 1 from state si at time t.

Step 3.

P Ojkð Þ ¼
XN

i¼1
aT ið Þ ð5Þ

Step 1 initiates the forward probabilities with the joint probability of state si and
initial observation o1. Step 2 inductively calculate at + 1(j) by a(i), and shows how the
states sj is reached at time t + 1 from the N possible states si. Finally, Step 3 calculate
P(O|k) as the sum of the terminal forward variables aT(i).

Then, the backward variable defined as

bt ið Þ ¼ Pðotþ 1otþ 2. . .oT jit ¼ qi; kÞ ð6Þ

It represents the probability of the partial observation sequence from t + 1 to the
end, given state qi at time t and the model k. As the same, we can calculate bt ið Þ as
follow:

Step 1.

bT ið Þ ¼ 1; ð1� i�NÞ ð7Þ

Step 2.

bt ið Þ ¼
XN

j¼1
aijx T � t � 1ð Þbj otþ 1ð Þbtþ 1 jð Þ;

ðt ¼ T � 1; T � 2; . . .; 1; 1� i�NÞ
ð8Þ

Step 3.

P Ojkð Þ ¼
XN

i¼1
pibi o1ð Þb1 ið Þ ð9Þ

Step 1 arbitrarily defines bT ið Þ to be 1 for all i. Step 2 inductively calculate bt ið Þ by
btþ 1ðjÞ, and shows that in order to have been in state si at time t, and to account for
the observation sequence from time t + 1 on, we have to consider all possible states sj
at time t + 1. Step3 calculates (O|k) as the sum of the terminal forward variables b1 ið Þ.

With the forward variables at ið Þ and backward variables bt ið Þ, the probability of
observation sequenceO{o1o2. . .oT} and given the model k ¼ A;B; pð Þ can be calculated
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P Ojkð Þ ¼
XN

i¼1
at ið Þbt ið Þ ¼

XN

i¼1

XN

j¼1
at ið ÞaijxðT � t � 1Þbj otþ 1ð Þbtþ 1 jð Þ

ð10Þ

4 Experiment

4.1 Dataset

The dataset we used in this study is a part of the data source that used in Tianchi big
data contest [20]. It’s the consumption record of consumer to use Alipay at offline store.
This dataset includes 2000 shops in different city over the country. The dataset time
covers from July 1st 2015 to October 31th 2016. We select 1057 consumer who
consumed more than 120 times and consumed more than 3 different stores.

Due to different consuming habits of different consumers, we calculated the
information entropy of user’s consumption sequence as shown as

H xð Þ ¼E I xið Þ½ � ¼ E½log2 1=p xið Þð Þ� ¼ �
X

p xið Þ log2 1=p xið Þð Þ;
ði ¼ 1; 2; . . .; nÞ

ð11Þ

where p(xi) represent the probability of random variables event xi.
The information entropy can be used to measure the uncertainty of random vari-

ables events. If the consumer always consumption in a same store, the consumption
sequence will be certainty absolutely, so the information entropy will be very close to
0. If the user visit 2 stores equally, the information entropy will be 1; if the user visit 4
stores equally, the information entropy will be 2. The distribution of consumption
sequence information entropy is shown in Fig. 3. Then we divide the all consumer to 3
groups by the information entropy: Group1 include 448 consumers, information
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Fig. 3. The distribution of consumption sequence information entropy
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entropy between 0 to 0.5, the consumer in this Group almost visit a same store, so their
consumption behavior is highly certain; Group2 include 296 consumers, their infor-
mation entropy between 0.5 to 1.0, so their consumption behavior is middle certain;
and Group3 include 313 consumers, information entropy greater than 1.0, their con-
sumption behavior is most uncertain.

4.2 Recency Effect Factor Parameters Choosing

We selected several different monotonically decreasing functions as the time weight
parameters in order to find the best function can fit our data. We implemented the
experiment in group3 with training length 100, and the result is shown in Table 1 and
Fig. 4. With the comparison of those function, we found exp(−Δt/10) got the best
performance, then we think this function can best suited our data. Therefore, we chose
exp(−Δt/10) as the final recency time factor function to implement the experiment in
the next sub-section.

Table 1. The accuracy of re-HMM in 3 groups with different effect factor functions

x(Δt) Group1 Group2 Group3 Average

exp(-Δt) 0.9587 0.8147 0.5993 0.8119
exp(-Δt/5) 0.9618 0.8153 0.6093 0.8164
exp(-Δt/10) 0.9635 0.8172 0.6168 0.8199
exp(-Δt/15) 0.9605 0.8143 0.6125 0.8165
1/ Δt 0.9608 0.8123 0.6098 0.8153
0.1/ Δt 0.9580 0.8071 0.4094 0.7533
1/log(Δt+1) 0.9572 0.8063 0.3289 0.7289
T-Δt 0.9513 0.8059 0.3051 0.7192
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Fig. 4. Performance of re-HMM in 3 groups with different recency effect functions
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4.3 Result Analysis

We compare the performance of the proposed method with some baseline. These
methods are:

MF: We considerate the consumption frequency is a particular aspect of people’s
consumption behavior, so we choose the most frequent as the baseline of our data
experiment.

HMM: The traditional HMM method to predict the repeat consumption behavior.
re-HMM: The recency effect HMM method we proposed in this paper.
The prediction result of above mentioned methods is shown in Table 2 and Fig. 5.

As the Table 2 and Fig. 5 shows, the re-HMM gain the best prediction accuracy in
the data experiment. The Group1 gain the highest prediction accuracy, and the Group3
gain the lowest accuracy, which means the data in Group1 is easy to prediction and
Group3 is hard, because Group1 has the highest information entropy and Group3 has
the lowest. For the entire dataset, the re-HMM got better performance than the tradi-
tional HMM and won the best performance among the three methods. But due to the
consumption behavior of consumers in Group1 and Group2 are very certain, the per-
formances of the three methods is not much difference. And because of consumption
behavior in Group3 consumer is most uncertain, the three different methods got the
largest performance difference in this group.

The training length will affect the performance of prediction method. As the Fig. 6
shows, we select 4 different training length (20, 40, 60, 80) to estimate the data in
Group3. The re-HMM gain the highest accuracy when the training length is 20.

Table 2. The prediction accuracy of three different methods

Group MF HMM re-HMM

Train-length=80 1 0.9529 0.9526 0.9529
2 0.8199 0.8171 0.8186
3 0.5747 0.5921 0.6120

Average 0.8037 0.8079 0.8143
Train-length=60 1 0.9558 0.9552 0.9557

2 0.8252 0.8264 0.8299
3 0.5751 0.5942 0.6119

Average 0.8065 0.8122 0.8187
Train-length=40 1 0.9576 0.9579 0.9574

2 0.8354 0.8364 0.8372
3 0.5868 0.5903 0.6174

Average 0.8136 0.8150 0.8231
Train-length=20 1 0.9597 0.9592 0.9593

2 0.8444 0.8400 0.8424
3 0.5909 0.5965 0.6217

Average 0.8182 0.8184 0.8266
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Besides, according to Table 2, we can find that all three methods get the best perfor-
mance when the training length is 20, and prediction accuracy almost decrease when
the training length increase, because the longer training sequence can introduce more
noise data.
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Fig. 5. Comparison of three methods in 3 groups when training length is 60
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5 Conclusion

In this paper, we propose a prediction framework that based on re-HMM to predict the
customer’s repeat consumption behavior. This method contains a recency time effect
factor x(Δt) to match the time dependency of repeat consumption problem. The data
experiment implement on the dataset of 2017 Ali Tianchi big data contest. We compare
the method with traditional HMM and most frequent(MF). The result shows that our re-
HMM get better performance than the other two methods. In the most unpredictable
group, the re-HMM got best accuracy 62.17% when training length is 20, improved
4.22% than traditional HMM and 5.21% than MF. And we find the length of training
data can will affect the performance of our prediction method. Shorter training data can
achieve higher prediction accuracy. Therefore, to a certain extent, our research has
practical significance for predicting the repeat consumption behavior.
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Abstract. Forecasting container throughput accurately is crucial to the success
of any port operation policy. At present, prediction of container throughput is
mainly based on traditional time series analysis or single artificial neural network
technology. Recent study shows that the combined forecast model enjoys more
precise forecast result than monomial forecast approach. In this study, a TEI@I
hybrid forecasting model is proposed, which is based on ARIMA (autoregressive
integrated moving average model) and BP neural network. Under the proposed
framework, ARIMA model can be first used to predict linear component, then
using BP neural network to predict the error of ARIMA model which is the
nonlinear component. The new method is applied to forecasting the container
throughput of Qingdao Port, one of the most important ports of China. The
empirical results show that this prediction method has higher prediction accuracy
than the single prediction method.

Keywords: TEI@I methodology � BP neural network � ARIMA model �
Container throughput � Forecasting

1 Introduction

Forecasting container throughput has an enormously influence on decision-making
such as port layout, berth reconstruction, operational and development strategies. Many
efforts have been made to the development of new models which are able to analyze
and predict container throughput [1–5]. There are many prediction time series methods.
Such as regression analysis, exponential smoothing and time series analysis [6, 7].
However, each of these prediction methods has their own characters which all lead to
low precision of container throughput forecasting. ARIMA widely used as an effective
linear model [8], BPNN famous as a powerful nonlinear model [9]. Constructed on the
foundation of BP neural network, the combination forecast model performs well in
time series forecasting and solves the problem excellently.

This paper proposes a new integrated forecasting framework to predict port con-
tainer throughput based on TEI@I methodology, which can effectively solve many
problems in complex systems such as house price forecasting [10], inflation forecasting
[11], grain Production forecasting [12] and crude oil price forecasting [13] etc. In order
to explain the methodology and to verify the effectiveness of the integrated forecasting
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framework, a case study of empirical analysis to Qingdao port’s container throughput is
presented.

The rest of this paper is organized as follows. Section 2 presents a general
description of TEI@I methodology and forecasting framework. Main methods used in
the framework are introduced in Sect. 3. Section 4 presents a case study of Qingdao
port’s container throughput forecasting using this framework. Finally, the conclusions
and future research directions are discussed in Sect. 5.

2 TEI@I Based Hybrid Forecasting Model

As a new methodology for studying complex systems, TEI@I is used by Qian [14].
And further developed by Wang [15]. It can be applied to analyze the complicated
systems which are emergent, unstable, nonlinear and uncertain. The name TEI@I is
based on the integration (@ integration) of text mining + econometrics + intelligence
(intelligent algorithms). Using “@” to replace “+” is to emphasize the central role of
integration. In this methodology, econometric models are used to model linear com-
ponents and artificial intelligence technologies are used to model nonlinear compo-
nents. So it can combine the advantages of both models. In addition, the effects of
infrequent and irregular events are explored by text mining technique and expert
system technique.

Figure 1 shows the basic forecasting framework within TEI@I methodology.
Given the fluctuation characteristic of container throughput, this paper uses ARIMA
model to capture the main trends and computes the simulated values. Then the pre-
diction error is adjusted by BP neural networks model to get the more accurate forecast
result. The process of analyzing the effects of irregular events is basically the same as
Wang et al. [11], so we do not give the details here. At last, the final prediction result is
obtained by integrating above forecast results as shown in Fig. 1.

Fig. 1. Container throughput forecasting framework based on TEI@I
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3 Model Introduction

3.1 ARIMA Model

The ARIMA model is introduced by Box-Jenkins, which is the autoregressive inte-
grated moving average model. ARIMA model is a high precision linear time series
forecasting methods. An ARIMA model typically consists of three parts i.e. auto
regression AR (order p), moving average MA (order q) and differencing in order to
strip off the integration of the series (order d) and then form ARIMA(p, d, q). The
general expression of ARIMA model is

/ðBÞð1� BÞdyt ¼ hðBÞet ð1Þ

Where yt is the non-stationary series

/ðBÞ ¼ 1� /1B� /2B
2 � . . .� /PB

P

hðBÞ ¼ 1� h1B� h2B
2 � . . .� hqB

q

d is the differential order; et is the white noise sequence. The modeling process of
ARIMA time series forecast model can be expressed as follows:

(1) Checked for Stationarity. If they are not stationary, a differencing operation is
performed. If the data are still nonstationary, differencing is again performed until
the data are finally made stationary. If the differencing is performed d times, the
integration order of the ARIMA method is said to be d.

(2) Identifying the model order or identifying p and q; Identifying the orders p, q is
done using correlation analysis. Usually there are 4 kinds of methods for fixing
order of ARIMA(p, d, q) model, method of sample auto correlation function
(ACF) and partial correlation function (PACF), method of final prediction error
(FTP), method of minimum Akaike Information Criterion (AIC), and method of
minimum Schwarz Criterion. Here mainly use the method of sample ACF and
PACF, AIC and SC to determine the order p and q.

(3) Model Testing: The model parameters are estimated. If the model error is the
white noise, the model passed the test, otherwise the order and parameter esti-
mation should be refreshed.

(4) Prediction: Forecasting by the selected model with appropriate parameters.

3.2 BP Neural Networks Model

Figure 2 shows the structure of a typical BP neural networks model, which includes
three layers: input layer, hide layer and output layer. Each layer includes several nodes,
which represent a neuron, upper node and lower node was connected by the weight,
nodes between layers were connected with the form of whole internet, and there is no
connection between nodes within each layer as shown in Fig. 2.
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Artificial Neural Network (ANN) is an important branch of intelligent control, which
provide a new thought for modeling and controlling uncertainty nonlinear systems
because of its favorable nonlinear mapping capability and self-adaptive learning capa-
bility [16]. BP neural networks is a multilayer feedforward network, which can map any
complicated nonlinear relationship, more than this the learning rule is simple. The input
value is xi(i = 1, 2, …, n), wi(i = 1, 2,… n) is the weight coefficient. h is the threshold.
The relationship between output and input of the neuron is expressed as follows:

net ¼
Xn

i¼1
wixi � h ð2Þ

y ¼ f netð Þ ð3Þ

Where y is the neuron output, net is called net activation. f is called activation
function, there are many kinds of activation function, such as sigmoid, tanh, relu,
maxout, and some variants of relu such as leaky relu, elu. Activation function com-
monly used the parameter of S type, such as

f xð Þ ¼ 1=ð1þ e�axÞ ð4Þ

where a is the S type hyperparameter of adjusting the form of activation function.

4 Case Study

The Port of Qingdao is located on the west of the Yellow Sea and at the entrance to
Jiaozhou Bay. Qingdao Port is an important international trade port and maritime
transport hub on the west coast of the Pacific Ocean. New Qingdao port contains
Dagang, Huangdao, Qianwan and Dongjiakou. Among them, Qianwan specialises in
container and bulk shipping, with the capacity to handle a large vessel up to 18,000
TEUs 3E container ship and took 80% of the throughput of Qingdao Port. From 2007,
Qingdao started to rank among the top ten container ports in the world. In 2016, the
port reached a total throughput of 17.47 million TEUs in container shipping.

Fig. 2. The structure of BP neural networks.
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4.1 Data Description and Evaluation Criteria

Figure 3 shows the monthly Qingdao port’s monthly container throughput data used in
this study. From the Fig. 3 we can find that Qingdao Port’s container throughput is not
stable in the level.

The monthly data of Qingdao Port’s container throughput used in this study are
from CEIC macroeconomic database (http://www.ceicdata.com), covering the period
from January 2010 to October 2012, with a total of 94 observations, as illustrated in
Fig. 3. The data from January 2010 to December 2016 are used as the training data set
for training purpose and the remainder from January 2017 to October 2017 are used as
the test data set to evaluate the forecasting performance of prediction based on some
evaluation criteria.

4.2 Performance Measures

For comparison, three evaluation criteria are used in this section, mean absolute per-
centage error (MAPE), root mean squared error (RMSE) and the correct direction
Forecast rate (CDFR). The following performance measures are used:

Mean Absolute Percentage Error (MAPE)

MAPE ¼ 1
N

XN

i¼1
j yi � y0i

yi
j ð5Þ

Fig. 3. Qingdao Port’s container throughput during Jan. 2010–Oct. 2017.
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Root Mean Squared Error (RMSE)

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN

i¼1
ðyi � y0iÞ2

r
ð6Þ

The symbol N is the total number of data patterns. yi and y0i represent the actual
value and prediction at time i.

However, from the manager’s point of view, they may be more concerned with the
direction of the container throughput. MAPE and RMSE cannot provide direct sug-
gestions to decision makers. Consequently CDFR is proposed. The ability to forecast
movement direction can be measured by a statistic of directional change (CDFR). The
definition of directional change (CDFR) used in this paper is as follows

CDFR ¼ ð 1
N � 1

XN�1

i¼1
atÞ � 100% ð7Þ

Where at ¼ 1, if (yiþ 1 � yiÞðy0iþ 1 � yiÞ� 0, and at ¼ 0 otherwise.

4.3 Prediction Model

ARIMA Model Prediction Process. (1) Smoothing of the historical data.
Figure 4 is the first order difference graph. We can see that the general trend of Qingdao
Port’s container throughput is not stable in the level. So a differencing operation is
performed as shown in Fig. 4 which shows the original variables are basically stable
after he first order difference, so set the parameters of ARIMA model d = 1.

Fig. 4. The graph of first order difference
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(2) Determination of p and q for ARIMA model.
Table 1 shows the AIC value and SC value of different ARIMA model. The best-

suited ARIMA model has the minimum value of the AIC and SC.

Several models have been analyzed, and try to find the optimal model. Generally,
the relative optimal model has the smallest value of AIC and SC by comparing the AIC
and SC criterion. By comparison, the ARIMA(1, 1, 1) model is the optimal model. And
the values of AIC and SC are shown in Table 1.

(3) Application of ARIMA(1, 1, 1) forecast model for Qingdao Port’s container
throughput prediction.

Using ARIMA(1, 1, 1) model to forecast the Qingdao Port’s container throughput,
statistical data is between January 2010 to December 2017. The fitted result is shown in
Fig. 5. As shown in this picture, ARIMA model can well fit the linear trend of the time
series. The prediction error of ARIMA model can be seen as nonlinear component,
which can be simulated by BP neural network.

Table 1. The comparison of ARIMA(p, 1, q) models

Number Model AIC value SC value

1 ARIMA(1, 1, 1) 6.946755 7.055684
2 ARIMA(1, 1, 2) 6.965321 7.101482
3 ARIMA(2, 1, 1) 6.965141 7.101302
4 ARIMA(2, 1, 2) 6.986268 7.149662
5 ARIMA(3, 1, 1) 6.955640 7.079033
6 ARIMA(3, 1, 2) 7.035077 7.198470

Fig. 5. Comparation of the fitted value and actual value
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The Process of Forecasting the Error of ARIMA Model by BP Neural Network.
In this paper, BP neural network is used to forecast the error sequence predicted by
ARIMA model. Due to the prediction error of ARIMA model is Feb. 2010 to Oct.
2017, so the capacity of the total sample of BP neural network is 93. The forecast error
data of February to April in 2010, March to September in 2010, …, July to September
in 2017 as the input of network, data of May in 2010, June in 2003, …, October in
2017 as the ideal output, So the input neurons of BP network is 3, the output neurons is
1, and the neuron number of middle layer is determined by comparing the optimization.
So 93 data can be divided into 90 sets data. The data of first 80 groups is as training
sample output, the data of other 10 groups is used to verify. The training model uses
3-layer neural network, and hidden layer node is determined to 3 by trial method,
namely the network structure is 3-3-1. And parameters are set up such as learning rate
is 0.1, the maximum training step is 2500, training error goal is 0.0001, so as to
establish BP neural network.

Figure 6 shows the training results of BP neural network on the prediction error of
ARIMA model from Jan. 2017 to Oct. 2017, which shows that BPNN have a good
non-linear fitting ability.

Integrate Result with TEI@I Methodology. Up to this point, we have got two pre-
dicted values about container throughput, which are ARIMAmodel simulation, BP error
simulation. In order to integrate the predicted results and tests the validity of the model.

Fig. 6. The forcasting result of irregular component using BPNN
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The single BP neural Networks is compared. The integrate result obtained by the
combined model of ARIMA and BP neural Networks and single BP neural Networks is
showed as Table 2. We can draw the conclusion that TEI@I based integrated model
indeed enhances forecasting performance.

Table 3 compares their performance of ARIMA, BPNN and TEI@I methodology
in terms of MAPE, RMSE and CDFR. In light of the evaluation results shown in
Table 3, the TEI@I-based integrated framework significantly outperforms other single
models in all of the three evaluation criteria. Which clearly shows that the TEI@I-based
integrated framework are capable to improve the forecasting performance.

5 Conclusion

The container throughput forecast determines the entire development of the port. In this
paper, the port container throughput forecasting problem is discussed. Considering the
complexity of the problem, TEI@I methodology is used to forecast port’s container
throughput via decomposing port’s container throughput series to three components:
linear component, nonlinear component and the effects of irregular and infrequent
events’ impact, then forecast each component separately and integrate them eventually.
In the first step, ARIMA model is used to fit linear component. In the second step, BP

Table 2. The integrate results of container throughput

Time Actual
value

ARIMA
simulation

ARIMA
error

BP error
simulation

TEI@I
integrate

BPNN
simulation

2017-01 161.88 154.22 7.78 5.03 159.25 152.39
2017-02 133.78 154.08 −20.08 −7.1 146.98 155.82
2017-03 155.58 158.79 −2.79 2.86 161.66 166.83
2017-04 153.58 152.91 1.09 1.6 154.51 153.93
2017-05 148.9 154.53 −5.53 −2.22 152.31 143.18
2017-06 155.76 155.68 0.32 0.48 156.16 152.39
2017-07 155.11 154.63 0.37 2.04 156.67 155.6
2017-08 153.82 155.83 −1.83 −2.63 153.21 147.56
2017-09 154.98 156.59 −1.59 −1.61 154.98 153.38
2017-10 150.27 156.84 −6.84 −4.03 152.81 153.77

Table 3. Performance comparison of the 3 models.

Model MAPE RMSE CDFR (%)

ARIMA 0.033 7.505 66.7
BPNN 0.043 8.95 77.8
TEI@I 0.021 4.898 88.9
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neural network is used to fit nonlinear component. This method combines time series
analysis ARIMA model and BP neural network, and the advantages of the two methods
are complementary, avoiding the bigger prediction error of time series and the local
minimum of BP neural network.

To verify the effectiveness of the TEI@I-based integrated forecasting framework, a
case study on Qingdao port’s container throughput is presented. Through the com-
parison and analysis of the Qingdao container throughput data in the experiment, the
TEI@I forecasting framework have high forecast accuracy. The comparison results
indicate that TEI@I methodology can significantly improve the performance and the
TEI@I model performs best in terms of all the evaluation criteria. For further research.
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Abstract. Named entity recognition is one of the basic work in the field of
natural language processing. By utilizing bidirectional LSTM, Lample achieved
the best results in the field of named entity recognition in 2016. In this paper, we
propose a new neural network structure based on Recurrent Highway Networks
(BiRHN for short) and Conditional Random Field (CRF for short). RHN is a
good solution to the problem caused by gradients, which extends the LSTM
architecture to allow step-to-step transition depths larger than one. Experiments
on several datasets show that our model achieves better results (F1 values) than
Lample.

Keywords: BiRHN � CRF � NER

1 Introduction

Named entity recognition refers to the identification of texts with specific meanings,
including names, place names, organization names, proper nouns and so on, which play
an important role in the process of natural language processing. Named entity recog-
nition has undergone three stages of development. The first stage is based on rules and
manual annotation methods. The second stage is a statistical based method represented
by conditional random fields and support vector machines. Statistical-based methods
have higher requirements for feature selection and greater reliance on corpora, but there
are few large-scale common corpus used to evaluate named entity recognition systems.
The third stage is a machine learning method represented by recurrent neural network.
It is also the mainstream method of research on named entity recognition. Recurrent
neural networks have been proposed for nearly 30 years. With more and more fields of
application, researchers have proposed various variations of it. One of the most popular
results is LSTM [5]. Although LSTMs perform well on gradient problems and become
the mainstream research directions for recurrent neural networks, it still has some
problems. Another more famous variant is GRU [2]. Its structure is simpler than that of
LSTM, but only slightly improved on the gradient problem. Greff and Britz Studied
various variants of LSTM, and proved the equivalence of the effects of each variant
[1, 4]. Therefore, new ideas and methods are needed to solve this problem. Zilly et al.
Recently proposed a recurrent highway network (RHN) [11] and provided substantial
theoretical support for the improved gradient flow of the architecture. Experiments
show that RHN performs better than LSTM in some aspects. In this paper, we use a
RHN-based approach to name entity recognition. Testing in multiple corpora shows
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that our experimental results provide comparable results to those proposed by Lample
[1]. In the second part, we introduce the structure of the experiment model. In the third
part, we introduce how we get the vector representation of the word. The fourth part
introduces the experiment, including the experimental parameters, data sets, training
methods, Experimental results. Finally, in the fifth part, we summarize this article.

2 Model

2.1 RHN

Highway layers [10] enable easy training of very deep feedforward networks through
the use of adaptive computation, The Highway layer computation is defined as:

y ¼ h � tþ x � c

Among them:

h ¼ Hðx;WHÞ; t ¼ Tðx;WTÞ; c ¼ Cðx;WCÞ

Where H/T/C is the activation function, WH=WT=WC is the weight matrix.
Recurrent Highway Network (RHN) is an extension of the LSTM framework. The
transition depth between LSTM steps is 1, while RHN allows this depth to be higher
than 1, further learning the complex relationship between signals. We use one forward
RHN and one backward RHN to learn word representations with left and right con-
textual information, respectively, as Graves did in LSTM. Different parameters are used
for forward and backward RHN. The input to the forward RHN is the forward sequence
of words in the sentence. The backward RHN input is the reverse sequence of words in
the sentence. The output of each RHN is a word with the sentence’s left and right
context information, and we concatenate the two output vector representations to get
the final word representation with contextual information.

For a standard RHN, the formula for its recurring unit is as Fig. 1:

Fig. 1. Schematic showing computation within an RHN layer inside the recurrent loop.
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The recurring unit of a recurrent highway network is a structure containing L
highway layers. We can easily find that when L is 1, RHN is equivalent to a variant of
the standard LSTM. When L is greater than 1, the RHN recurring unit structure as
shown in Fig. 1. Then an RHN layer with a recurrence depth of L is described by:

s½t�l ¼ h½t�l � t½t�l þ s½t�l�1 � c½t�l
Where

h½t�l ¼ tanhðWHx½t�
Q

fl¼1g þRHls
½t�
l�1 þ bHlÞ

t½t�l ¼ rðWTx½t�
Q

fl¼1g þRTls
½t�
l�1 þ bTlÞ

c½t�l ¼ rðWCx½t�
Q

fl¼1g þRCls
½t�
l�1 þ bClÞ

Q
fg is the indicator function.

2.2 CRF

The words in the sequence are grammatical relevance, so it is unwise to decide
independently which label each word is labeled. Like Lafferty et al. [7], we use a CRF
layer above the RHN layer to calculate the probability of a sentence being marked as a
certain sequence. The specific calculation is as follows, For an input sentence:

X ¼ ðx1; x2; . . .. . .; xnÞ

Where x1 is the i-th word in the input sentence, and we enter it into RHN by
expressing it as a word vector. The output of RHN is a k-dimensional vector, where k is
the number of different tags and each element of the vector represents the fraction of
the corresponding tags for that word. So for a single input sentence, our RHN can get
an n * k fractional matrix. For a tag sequence:

y ¼ ðy1; y2; . . .. . .; ynÞ

We define the score of this sequence as:

sðX; yÞ ¼
Xn
i¼0

Ayi;yiþ 1 þ
Xn
i¼1

Pi;yi

Where A represents the fractional matrix transferred from one to another, we set a
start mark and an end mark, BOS and EOS, so matrix A is a (k + 2) dimensional square
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matrix. We use a softmax layer to calculate the probability of each token sequence of
an input statement:

pðyjXÞ ¼ esðX;yÞP
~y2YX

esðX;~yÞ

During the training phase, we maximize the log-likelihood of correctly labeled
sequences:

logðpðyjXÞÞ ¼ sðX; yÞ � logð
X
~y2YX

esðX;~yÞÞ

YX represents all possible mark sequences in an input statement. We predict the
output sequence that obtained the maximum score given by:

y� ¼ argmax sðX;~yÞ
~y2YX

The above formula is binary, so we can use dynamic programming to solve it.

2.3 Structure

Pi;j is defined as the dot product of the outputs of bidirectional LSTMs, which added to
the corresponding transfer score, yields the final score of a certain marking sequence of
the sentence. The whole model is structured as Fig. 2:

Fig. 2. Main architecture of the network.
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From the figure we can see that the parameters required for our model are: bigram
compatibility scores A; the parameters of the bidirectional RHN; the linear feature
weights; the word embeddings. From Fig. 1, we can see that our word with contextual
information is denoted as vector Ci, and then we use this vector as input to add a
hidden layer and an output layer, where the number of units in the output layer is the
same as the number of different labels. Add hidden layer can get better results. Instead
of using softmax to separately score each label at the output level, we use a CRF to
jointly decode it to produce a final prediction for each word. The parameters are trained
to maximize logðpðyjXÞÞ of observed sequences of NER tags in an annotated corpus,
given the observed words.

2.4 Tagging Schemes

Each named entity may consist of more than one word. Each word in a sentence may be
a single named entity, a part of a named entity, or not a named entity. We mark every
word in a sentence using a tagging scheme of IOB. Although there are other tagging
schemes like IOBES that have their own advantages, they do not show significant
performance gains, so we chose the IOB tagging Program. During testing, words that
do not have an embedding in the lookup table are mapped to a UNK embedding. To
train the UNK embedding, we replace singletons with the UNK embedding with a
probability 0.5.

3 Word Embeddings

To capture character-level features and morphological features of words, we use
BiLSTM to model character-based word embedding. We can benefit from this repre-
sentation for morphologically rich languages. Ling proves experimentally [9] that
word-based word embedding can effectively improve model performance.

3.1 The Overall Structure of Word Embedding

The overall structure of word embedding we generated is shown in Fig. 3.
First, we collect all the characters, initialize each character randomly into a vector,

and these character-vector pairs form a look-up table. For a word, we input the vectors
corresponding to the characters that comprise the word into the graph in order and
reverse order. The character-based word embedding we get is a concatenation of the
outputs of the forward and reverse LSTMs. In addition, we use a word embedding in
the word look-up table to get a vector representation of words. The final representation
of words is the concatenation of character-based word embedding and query-based
word embedding. During training, if a word does not have a corresponding word vector
(probably because the frequency is too low, resulting in being filtered out), then a UNK
term is used to embed the representation. To train the UNK embedding, we replace
singletons with the UNK embedding with a probability 0.5 [8].

Named Entity Recognition Based on BiRHN and CRF 469



3.2 Pretrained Embeddings

In the previous section, we concatenate character-based word embedding with query-
based word embedding. As in Collobert et al. [3], we use pretrained word embeddings
to initialize our word lookup table. Embeddings are pretrained using skip-n-gram [9].
These embeddings are fine-tuned during training. The training corpus we use is the
CoNLL-2002. We use an embedding dimension of 100 for English.

3.3 Dropout Training

We use Dropout training in two places, the first one before the input of Fig. 1 and the
second one is the input of the CRF layer. The purpose of the former is to allow the
model to balance the use of two kinds of word embedded representation, to avoid
relying heavily on one of them; the latter is to prevent over-fitting.

Fig. 3. How do we get the final embedding.
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4 Experiment

This section describes the experiment-related content, including the experimental
method, the experimental parameter configuration, training data, compared with other
models.

4.1 Training

We used a stochastic gradient descent algorithm with a learning rate of 0.01 to update
the weights in each round of training. Although our model optimizes the gradient
problem, there is still the possibility of a gradient explosion. So we use a gradient
clipping of 5.0. Our BiRHN-CRF model uses one forward and one backward RHN,
each of which has an RHN layer with a depth of 10 highway layers. The model’s input
is a 100-dimensional vector. Here we set a dropout layer, dropout rate is still set to 0.5,
because too high or too low will have a negative impact.

4.2 Training

We use CoNLL-2002 and CoNLL-2003 datasets, which contain four languages. We
chose one of the Spanish and English tests. Both datasets contain four types of entities:
person name, place name, organization name, others.

4.3 Results

Table 1 presents our comparisons with other models for named entity recognition in
English. From the table we can see that the best performance is achieved by Luo et al.,
they get this result by use external labeled data. Our model performance is higher than
the other listed models, including passos et al. ‘model with external labeled data.
Tables 2 presents our comparisons with other models for named entity recognition in
Spanish. We can see that our model is slightly better than lample’s model and has some
advantages over other models that use external labeled resources. Figure 4 compares
the F1 value of our model and the BiLSTM-CRF model with the length of the sentence.
It can be seen from the figure that as the length of the sentence increases, the F1 value

Table 1. English NER results. * indicates modes trained with the use of external labeled data

Model F1

Passos et al. (2014) [12] 90.05
Passos et al. (2014)* [12] 90.90
Huang et al. (2015)* [13] 90.10
Luo et al. (2015)* + gaz + linking [14] 91.20
Chiu and Nichols (2015)* [15] 90.77
LSTM-CRF (2016) [16] 90.94
Our model: BiRHN-CRF 90.96
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of our model decreases more slowly, while the F1 value of the BiLSTM-CRF model
decreases faster, indicating that our model can handle the dependence of longer
sequences and Remember the information for a longer time step.

5 Conclusion

In this paper we propose a new model that is similar in structure to BiLSTM-CRF.
Experiments on multiple datasets show that our model achieved better results. The key
to our model’s success is our flexible use of RHN. At the same time we use the dropout
layer in two places also play a role in improving the performance of the model. In
addition, by using the CRF to decipher label sequences rather than treating them as
unrelated, independent tags, our model has been shown to be ideal.
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Abstract. Quadratic permutation polynomials provide very good coding per-
formance, and they also support a particular specific conflict-free parallel access.
Network coding (NC) is a technique where relay nodes mix packets using
mathematical operations, which can increase the network throughput and data
persistence in Mobile Ad hoc NETwork (MANET). In this paper, we propose a
Quadratic Permutation Polynomials-based Sliding Window Network Coding in
MANETs (QPP-SWNC). QPP-SWNC enables to control the decoding com-
plexity of each sliding-window independently from the packets received and
recover the original data. The performance of the QPP-SWNC is studied using
NS2 and evaluated in terms of the encoding overhead, decoding delay and
throughput when a packet is transmitted. The simulations result shows that the
QPP-SWNC with our proposition can significantly improve the network
throughput and encoding efficiency.

Keywords: MANET � Network coding � Quadratic permutation polynomials �
Sliding window

1 Introduction

Mobile Ad hoc network (MANETs) is composed of a large number of mobile nodes,
which are randomly deployed within a certain range. Mobile nodes have mobility,
computing power and communication capability. The MANET is a multi-hop self-
organizing network system. When a node moves out of or into the transmission range
of another node, the wireless link between the two will break or connect [1–5].

Network coding (NC) is one of the recent breakthroughs in communications
research. It has first been proposed in [1] and potentially impacts all areas of com-
munications and networking. NC was in fact devised based on algebraic operations
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over the finite fields GF(2q), which yields to very complex multiplications from the
computational and thus energetic perspective. However, the advantages of network
coding come at the expense of additional computational complexity, mainly due to the
processing power of packet encoding and decoding. Ahlswede et al. [1] considered
network coding for solving energy consumption in MANETs. However, their study did
not give a specific network coding implementation method. Network coding is nothing
new. Its theoretical basis has been applied in different systems, which is emphasized by
Yang [2] when discussing the historical perspective of network coding. In [3] reviews
the recent work in NC for multimedia applications and research on the techniques the
gap between NC theory and practical applications. It outlines the benefits of NC and
presents the open challenges in this area.

In our previous study, we proposed a network coding multipath routing algorithm
in WSN (NC-WSN) [4], which is typically proposed in order to increase the reliability
of data transmission or to provide load balancing. In the literature [5], we present an
efficient approach to construct adaptive length sliding window and network coding
coefficients in a pseudo-random manner on each user. We provide a thorough
description of adaptive length sliding window, network coding, and energy efficient in
MANETs (ALSW-NCEE), a novel class of network codes.

The rest of the paper is organized as follows. Section 2 discusses the some related
work. Section 3 provides a model of quadratic permutation polynomials. Section 4
describes models of sliding encoding window methods in MANET. Some simulating
results are provided in Sect. 5. Finally, the paper concludes in Sect. 6.

2 Related Works

A large number of studies have been conducted on the real-time data flow of MANET
network, some of which are focused on minimizing delays [3–5], while others studying
focus on the quadratic permutation polynomial of butterfly networks [6–8]. There has
also been work on optimizing the overlay structure or a multi-radio multi-channel
network [11–14]. These literature studies some new wireless real-time data flow
transmission mechanisms with collaborative mechanism and NC coding data, as well
as its joint optimization scheme.

Ayatollahi et al. [6] discussed the caching mechanism of wireless networks to
improve the performance of the network and the transmission quality of data streaming.
Bayat et al. [7] proposed a peer-to-peer (P2P) framework for the deployment of live
video streaming applications over P2P overlay networks. Zhang et al. [8] introduce a
decoding algorithm based on maximum ratio combination to realize the encoding gain
and diversity gain. Nieminen [9] presents a quadratic replacement polynomial with
butterfly network, as an interconnection network between the decoder unit and mem-
ory, and supports the parallel access method of various flexible and conflict-free turbo
codes. Guan et al. [10] propose a different irregular Block-LDPC code based on
quadratic permutation polynomial (QPP) instead of identity matrices. This scheme can
provide better error performance and reduce complexity.

In the literature [11], the author considered a comprehensive data recovery scenario
to achieve full recovery of data, but has not considered the joint problem of packet
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pulling and sharing. Zhang et al. [12] study a novel live free viewpoint video streaming
network where each user pulls a subset of anchors from the server via a primary
channel. In order to reduce energy consumption, Kim et al. [13] proposed a self-
adaptive code propagation algorithm based on link quality (ACODI), which can
improve energy efficiency better. Ostovari et al. [14] purposed a lightweight triangular
inter-layer NC instead of the general form of inter-layer NC, to reduce the time
complexity of the optimization.

3 Quadratic Permutation Polynomials

The set of integers from 0 to k − 1 is denoted by integer set Zk for an integer k � 1.
We say a function from ZN to ZN is an interleaver of a length N if it is one-to-one on ZN.
Such functions are also called permutations polynomial. A polynomial p, defined by
p xð Þ ¼ akxk þ . . .þ a1xþ a0 (mod N) for all x in ZN with ai are nonnegative integer
coefficients, is said to be a permutation polynomial over ZN when p(x) permutes
0; 1; 2; . . .;N � 1f g.

Theorem 1. If and only if the following two conditions are satisfied, p xð Þ ¼
akxk þ . . .þ a1xþ a0 (mod N) is the permutation polynomial on ZN.

(1) The prime factor the N, and all the prime numbers are p xð Þ ¼ akxk þ . . .þ
a1xþ a0 (mod N) are the permutation polynomials.

(2) For the maximum of the upper n, satisfy pn|N.

Theorem 2. Let p xð Þ ¼ akxk þ . . .þ a1xþ a0 be a polynomial with integer coeffi-
cients. p(x) is a permutation polynomial over the integer ring N = 2n if and only if
(1) a0 is odd, (2) a1 þ a3 þ a5 þ . . . is even, (3) a2 þ a4 þ a6 þ . . . is even.

Theorem 3. To prime numbers set P ¼ 2; 3; 5; 7; . . .f g, the factor of any positive
integer N can be expressed as.

N ¼
Ynpi

i¼1
pnpi ð1Þ

where pis are distinct prime numbers, p(x) is a permutation polynomial modulo N if and
only if p(x) is also a permutation polynomial modulo pnpii , 8 i. For example,
N = 112 = 2471.

Theorem 4. The following is the QPPs of an infinite sequence that generate
maximum-spread interleavers:

p xð Þ ¼ 2kþ 1x2 þ 2k � 1
� �

x k ¼ 1; 2; 3; . . . ð2Þ

Strictly, we have QPP interleavers only when k > 3. The first observation is that for
k = 1 and k = 2, the corresponding. The maximum spread QPP interval is shown in
Table 1.
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Figure 1 illustrates how the external values are stored by the maximal uncontended
parallel access method when N = 32, the degree of parallel access method is 4, and the
length of sub windows is 8. The number in each cell stands for the index of the
extrinsic value ei for i ¼ 0; 1; 2; . . .; 31.

4 Sliding Encoding Window Model

4.1 Sliding Window Mechanism

For each packet P to transmit, the source selects the blocks x0; x1; . . .; xM�1ð Þ and
coding vector c0; c1; . . .; cM�1ð Þ to combine with in a sliding encoding window of size
1 � SW � M, The elements of the encoding vector that do not belong to the
encoding window are equal to zero. The size of the sliding window SW ¼ e� f þ 1,
for N elements, there are M-SW + 1 possible sliding windows of size SW. A sliding
encoding window of size W is a sequence of blocks xf ; . . .; xl

� �
where 0 � f, l �

M − 1 and f � l and l� f þ 1 ¼ SW . Once f has been drawn, the trailing edge of the
sliding encoding window is calculated as l ¼ f þ SW � 1. We define fi and li the
leading edge and the trailing edge of the i-th sliding encoding window SWi ¼
ei � fi þ 1. Figure 2 shows the encoding vector for a generation of size M = 8.

Table 1. For example maximum spread QPP interleaver

k N p xð Þ Sqr(2N)

2 8 p xð Þ ¼ 8x2 þ 3x 4

3 32 p xð Þ ¼ 16x2 þ 7x 8

4 128 p xð Þ ¼ 32x2 þ 15x 16

0 1 2 … 6 7

8 9 10 … 14 15

24 25 26 … 30 31

16 17 18 … 22 23

Fig. 1. The length of sub windows is 8 and extrinsic values for N = 32.

0 1 2 … … 6 7 8 … … 14 15 16 …

Window Wi

Fig. 2. Coding window M = 8.
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4.2 Network Coding Mechanism

In this paper, we use a linear network coding scheme. The linear network coding
scheme is an encoding method such that coding vector ci ¼ ci0; ci1; . . .; ciM�1ð Þ is
given, and input packet X ¼ x0; x1; . . .; xM�1ð Þ is converted into output packet Pi by the
following expression.

Pi ¼
XM�1

j¼0

cijxj ð3Þ

Then, the elements ci of the encoding vector g are set to one with probability
p = 1/2 for i 2 ½fi; li�, with probability p = 0 otherwise. The destination node can
decode input packets because the coding vector ci ¼ ci0; ci1; . . .; ciM�1ð Þ and output
packet data P ¼ P0;P1; . . .;PM�1ð Þ are obtained from the received packets, and an
inverse matrix exists in G.

5 Simulation Experiments

5.1 Simulation Scenario

In this section, we present various simulation results for the proposed a Quadratic
Permutation Polynomials-based Sliding Window Network Coding in MANETs (QPP-
SWNC) algorithm. We evaluate QPP-SWNC in a data streaming scenario where one
source distributes a data sequence to multiple cooperating receiver nodes. Nodes are
randomly and uniformly located over a 1000 m � 1000 m area, with a node trans-
mission range of 250 m. Node mobility follows the random waypoint model. Link loss
rate for anchor/NC packets is independent and identically distributed with mean 2%.
The generation distributed by the source is called seeding position within the data
stream (Table 2).

Table 2. Simulation parameters

Number of nodes 100

Network area 1000 m � 1000 m
Transmission range 250 m
Simulation time 600 s
Beacon period 100 ms
Communication model Constant Bit Rate (CBR)
Message size (bmsg) 512 bytes/packet
Beacon period 100 ms
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5.2 Simulation Results

We analyze the performance of QPP-SWNC from the point of view of the encoding
efficiency. We use the NS-2 simulator [15] to evaluate the QPP-SWNC. The encoding
efficiency of QPP-SWNC depends on the generation size N and on the sliding encoding
window size M, M range from 8, 16, and 24.

Firstly, we test the QPP-SWNC performance in encoding overhead and network
size. We plot the encoding overhead versus network size as shown in Fig. 3. Figure 3
shows that the encoding overhead of QPP-SWNC algorithm depends on sliding win-
dow M and is of great relevance. When the value of the sliding window M = 16, the
encoding overhead is the smallest, which showed the best performance.

Then, we test and analysis the QPP-SWNC algorithm performance in decoding
delays parameters. Figure 4 shows the three different sizes of sliding window under the
comparison of decoding delay performance. When the network node number increases,
the sliding window M = 8, showing the smallest decoding delay. The Fig. 4 shows that
QPP-SWNC enables to change by adjusting sliding encoding window size M. Lower is
better.
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Fig. 4. Decoding delay with different network size.
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We analyze the performance of QPP-SWNC from the point of view of the
throughput. Figure 5 shows a comparison the sliding window network coding algo-
rithm in terms of throughput as a function of network size load by adjusting sliding
encoding window size W. In the Fig. 5, when the sliding window M = 16, network
throughput is the highest. Higher is better.

6 Conclusion

This paper proposes a Quadratic Permutation Polynomials-based Sliding Window
Network Coding in MANETs (QPP-SWNC). First, we provide a thorough description
of quadratic permutation polynomials and sliding-window network coding in MANET.
Second, we design an analytical model of QPP-SWNC decoding complexity is derived
allowing to matching the decoding computational cost to the capacity of the mobile
node. Third, the performance of the QPP-SWNC is studied using NS2 and experi-
mentation to assess the encoding efficiency, the decoding complexity of QPP-SWNC
enabled mobile node. The simulation result shows that QPP-SWNC produce encoding
overhead, decoding delay, packet loss probability and throughput. This technique can
guarantee the same reliability while consume the least energy.
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Abstract. In view of the problem of low efficiency and accuracy in traditional
image retrievals, a method using inception structure with hash layers of image
retrieval is presented for intelligent monitoring platform. The main idea of our
work is to add hash layers into the inception structure of deep neural network,
which can be used to transform the global average pooling features into low
dimensional binary hash codes. Our method is utilized to not only ensure the
sparseness of the neural network, but also avoid the overfitting phenomenon.
Experimental results via the MNIST and CIFAR-10 datasets show that the
retrieval efficiency and accuracy can be higher using our methods than before.

Keywords: Image retrieval � Inception structure � Intelligent platform �
Deep learning

1 Introduction

Image retrieval has been widely researched and applied in such fields as computer
vision since the 1990s. For instance, with the development of big data technology, the
number of online pictures has been rapidly increased, and image retrieval is often used
to solve the problem of search the users’ pictures from massive images. To retrieve
accurately, new ways were adopted with the development from CBIR (Content Based
Image Retrieval) [1] to deep learning. In the renowned image retrieval competition
ILSVRC (Large Scale Visual Recognition Challenge), deep learning models have some
excellent results. Hinton using the deep learning model AlexNet [2] reduced the error
rate to 15.315%, and the GoogLeNet [3] model has the error rate of 6.657%. Kaiming
He et al. [4] proposed a deep residual learning for image recognition tasks, which was
substantially deeper than those used previous deep learning models. Chandrasekhar
et al. [5] put forward a method of deep compression to improve the efficiency of image
retrieval. Nikkam et al. [6] and Chathurani et al. [7] researched the key point selection
feature fusion method in CBIR. However, these methods are often used to retrieve
images slowly. How to improve the retrieval speed has become a challenge especially
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for massive image retrievals. Xia et al. [8] combined hash functions with CNN
(Convolutional Neural Network) [9] to improve the retrieval efficiency. These fruits
above have attracted much academic attention from diverse fields of image retrieval
theories and applications.

However, the accuracy that is obtained by hash layer is not good enough. It is still
needed to research to improve the retrieval efficiency and accuracy. In this paper, we
added a hash layer to change the inception structure. Using inception structure, the
computational complexity of the neural network is reduced to avoid the overfitting
phenomenon in the fully-connected structure, and the retrieval efficiency will be
enhanced via this hash layer without losing the retrieval accuracy.

2 Inception Structure with Hash Layer for Image Retrieval

2.1 Proposed Framework of Deep Learning

Deep neural network is a new machine learning way replacing of CBIR, which is
different from automata learning [10]. To retrieve image from massive data sets, our
scheme using deep neural network includes three main parts as in Fig. 1. The first is the
supervised pre-training via the large-scale ImageNet dataset. The second is fine-tuning
the network with hash layer from the target domain dataset. The third retrieves similar
images by calculating the Hamming distance.

The pre-training component is mainly used to supervise the ImageNet dataset
which contains more than 1.2 million images categorized into 1000 object classes.
Fine-turning component is adopted to obtain deep semantic representations of images
by feature extraction in MNIST and CIFAR-10 datasets. The neural network structure
is added with a hash layer between the classifier layer of the inception structure and the
Fc layer, the features processed by global average pooling are then converted into

Fig. 1. The deep learning scheme of inception structure with hash layer for image retrieval
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low-dimensional Hash features by Hash layers. Through binarization processing, the
image features become binary hash codes. Retrieving similar images is done by cal-
culating the Hamming distance between binary hash codes.

2.2 Inception Structure with Hash Layer

In generally, the most direct way to enhance the CNN is to increase the depth and width
of the network, which means that it will generate a large number of parameters and
increase the amount of computation. The inception structure can be used to reduce the
parameters of model by adding a 1 � 1 convolution kernel in front of the 3 � 3 and
5 � 5 convolution kernels. The main idea of the inception structure [3] is maintaining
the sparsity of the network and improving the computational efficiency by reducing the
number of feature filters in each layer.

To improve the image retrieval efficiency and reduce the storage space, here a new
method inception-hash structure is introduced by adding a Hash layer to inception
structure. The Hash layer is located between inception structure and the classification
layer. Compared with the deep hashing [11], SH [12], CNNH [8], DLBHC [13], our
method is adopted to not only avoid the over fitting problem in the full-connectivity
structure, but also improve the retrieval accuracy.

After constructing the inception-hash network, the Caffe (Convolutional Archi-
tecture for Fast Feature Embedding) tool [14] is used to train it. With these parameters,
our network will be the optimal state. The parameters are initialized by drawing from a
Gaussian distribution with zero mean and standard deviation 0.01. The overall learning
rate is set to 0.01. Meanwhile, the momentum and the weight attenuation penalty
coefficient are set to 0.9 and 0.0002. For other parameter settings, we use the same
values as originally described in inception structure [3].

2.3 Image Retrieval via Binary Hash Codes

Different lengths of binary hash codes which are used to express for image retrieval can
be obtained through the inception-hash structure. In the process of image retrieval, the
images are input to the inception-hash through convolutional layer, pooling layer, fully
connected and hash layers to get the binary hash codes. For a given query image and its
binary codes, if the Hamming distance between the query image and the training set is
lower than a threshold, then they are identified to be similar. The Hamming distance is
the number of bits which are differing from two binary strings. The smaller the
Hamming distance, the higher the similarity is. Here, the Hamming distance formula is:

dh ¼ a; bð Þ
Xd
i¼1

xor ai; bið Þ ð1Þ

Here d is the length of a and b. xor is exclusive OR between ai and bi.
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The proposed method is evaluated by means of MAP (Mean Average Precision).
MAP is a sort-based measure of accuracy. The formula is:

MAP ¼
Xk

i
Rel ið Þ=lr ð2Þ

Rel(i) is denoted with the true values of the query image i and the i-th ranked image.

3 Experiment Results

In our work, the MNIST and CIFAR-10 datasets are used to verify the benefits of
inception-hash structure. The depth of the network is 22 layers with inception-hash
structure. By setting different dimensions, we can get different length of binary codes.
The hardware environment is a personal computer with NVIDIA Quadro K4200, and
the operating system is a 64-bit Linux. The software environment is Python 2.7. Two
indicators are used to test whether the training model can be used for image retrieval or
not. Firstly, we deal with accuracy of training to test the classification effect of the
model. Then, we adopt the hash coding with different length to conduct experimental
analysis on the MAP standard.

(1) Results on MNIST and CIFAR-10 Datasets. MNIST [15] is the most widely used
dataset in the field of image recognition, which contains binary handwritten
numeric characters. CIFAR-10 [16] consists of four types of transport vehicles
such as aircraft and automobiles, and six types of animals such as birds and deer
with color picture of 32 � 32 pixel sizes. There are 50000 training samples and
10000 test samples.

In the experiment, the batchsize is set to 32 and the number of iterations is 50000 to
get a stable accuracy value. The experimental results on different CNN are shown as
Tables 1 and 2.

The impact of the current mainstream hash method on MAP values over binary
hash codes of different lengths is shown as Figs. 2 and 3.

Table 1. Experimental results of MNIST datasets on different networks.

Algorithm MAP

Inception-hash 0.966
Caffenet 0.959

Table 2. Experimental results of CIFAR-10 dataset on different networks.

Algorithm MAP

Inception-hash 0.899
Caffenet 0.863
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Figures 2 and 3 shows that the results via the MNIST and CIFAR-10 datasets using
our method is better than that of other hash methods by comparing the experiments
with 12, 24, 32, and 48 different length hash codes. Using the inception-hash method,
our work has achieved higher MAP value than other networks.

(2) Image retrieval efficiency. To verify the retrieval efficiency, the Hamming dis-
tance and Euclidean distance are adopted in our experiments using the same
parameters and environments. By comparing the Euclidean distance and the
Hamming distance from 10000 iterations to millions of iterations, the method
using Hamming distance proved to be more effective than that using the other.
The result is shown as Fig. 4.

From Fig. 4, it can be seen that the way with Hamming distance is more effective in
compare with the approach of the Euclidean distance via calculations. With the
increasing numbers of the similarity alignments, the computational advantage in
Hamming space becomes more and more obvious. The deep learning method of image
retrieval is far less in space and time complexity than the depth-based image retrieval
method in both retrieval accuracy and retrieval efficiency. Due to its binary nature, bit-
wise storage can be used to save space. 1 MB of space can be stored by more than 20
thousand 48-bit binary hash code and up to one-million-level hamming distance cal-
culating costs no more than 1 s, improving the search efficiency.

Fig. 4. The calculation time using Euclidean distance and Hamming distance

Fig. 2. Result on the MNIST Fig. 3. Result on the CIFAR-10
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4 Conclusion

In our work, a new large-scale image retrieval method via the hash layer and inception
structure has been proposed for such applications as intelligent monitoring platforms.
Our method can be used to solve the problem of slow speed of retrieval in deep
learning. By using the global average pooling and multi-size filtering in inception
structure, a hash layer is added before the classifier, the extracted features are com-
pressed into low-dimensional binary hash values, and the similarity values are com-
puted by the hamming distance of the features of different pictures. The experimental
results based on public datasets shows that our method can well improve the retrieval
efficiency while ensuring the accuracy. In future, this method will be applied in such
fields as intelligent monitoring platform, video surveillance, etc.
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Abstract. The rapid development of O2O business has increased the compe-
tition among offline shops in China. Accurate prediction of the shop’s customer
traffic can help the stores to change the strategy of sales timely and improve their
competitiveness. Customer traffic forecast is more than a problem of time series.
In fact, customer traffic for the next period is related to some external factors
except for historical traffic. In this paper, the external factors affecting the
customer traffic are analyzed using sparse coding, and we propose a sparse
regression forecasting model with these external factors. The obtained results
show that these external factors have varying degrees of impact on consumer
traffic, and the prediction accuracy is significantly improved after considering
these factors.

Keywords: Consumer traffic forecasting � Multiple factor � Sparse regression

1 Introduction

With the rapid development of mobile Internet and O2O (online to offline) business
model, people can easily use their mobile phone to obtain the detail information of
nearby shops, which make the retail store in a more and more increasingly competition.
Therefore, it is particularly important for the retail store to make the right marketing
strategy according to the accurate consumer traffic forecast.

Retail business consumer traffic forecast is short term forecast of time series, it
relies on the historical data to forecast the future consumer traffic. But there are many
factors affect the consumer traffic, including holiday, weather, temperature, etc. These
factors coupled together, which result in the consumer traffic prediction becomes a
complex and highly uncertain problem that is difficult to establish an efficient related
mathematical model.
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In this paper, we propose a sparse regression forecasting model combined with
holiday, weather and temperature factors in 2000 retail shops. The impacts of these
factors on the prediction are analyzed. The experiment results show that these addi-
tional factors can improve the forecast accuracy.

2 Methods

2.1 Forecasting Framework Overview

The forecasting framework is shown in Fig. 1. Initially, we need to input the historical
data y (time from t1 to tk) into preprocess module to filter the noise data and get result
y0. After that, we use the Discrete Cosine Transform [1], Kronecker Delta [2] Dic-
tionary and the external factors (include holiday, temperature and weather) to build an
overcomplete dictionary D. Then, we figure out a according to y0 ¼ Dt1...tka. In this
process, the most important is to make the a as sparse as possible. Finally, the a is used
to forecast consumers traffic for the next 14 days (time from tk+1 to tk+14) combined
with Dtkþ 1...tkþ 14 .

2.2 Multi-factor Dictionary

In this work, we build an overcomplete dictionary D for sparse coding based on
Discrete Cosine Transform dictionary combine with holiday dictionary, temperature
dictionary and weather dictionary.

Fig. 1. Multi-factors sparse regression prediction framework
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Overcomplete DCT Dictionary. We use orthogonal DCT-II dictionary [1] shown in
Eq. (1) and Kronecker Delta Dictionary shown in Eq. (2) to construct an overcomplete
DCT dictionary.

/jðnÞ ¼
1ffiffiffi
N

p j ¼ 0
ffiffiffi
2
N

q
cosðpN ðnþ 1

2ÞjÞ j ¼ 1; 2; . . .;N � 1

8
<
: ð1Þ

KjðnÞ ¼ dðn� jÞ j ¼ N;Nþ 1; . . .; 2N � 1 ð2Þ

Holiday Dictionary. In this work, we construct a holiday dictionary, and use 1 rep-
resents holidays and 0 for working days. And we have manually adjusted the dictionary
according to Legal Holidays in China in order to meet the actual situation better in
China.

Temperature Dictionary. Considering the relatively stable weather conditions in
China, the extreme temperature is rare. Therefore, the temperature dictionary is defined
as follows in this paper.

T ¼ 1

1þ eð�
highþ low

2 þ 10Þ ; ð3Þ

where high is the highest temperature of the day, and low is the lowest temperature of
the day, T is the result.

Weather Dictionary. We classify the weather conditions into several different situa-
tions based on the common weather conditions and severity, and assign different labels,
as shown in Table 1:

2.3 Multi-factors Sparse Coding

The goal of sparse representation [3] is to define a given data vector y as a weighted
linear combination of a small number of basis atoms, it can be expressed as Eq. (4).

Table 1. Different weather conditions and their labels.

Weather condition Label

Sunny 0
Little rain −0.5
Heavy rain −1
Little snow −1.5
Heavy snow −2
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In this paper, in order to predict consumer traffic more accurately. we construct a new
dictionary D using external factors, as shown in (5),

y ¼ aD ð4Þ
D ¼ ½DCT ;H; T;W � ð5Þ

a¼ ½aDCT ; aH ; aT ; aW �; ð6Þ

where DCT is the Discrete Cosine Transform dictionary, H is the holiday factor, T is
the temperature factor, W is the weather factor. aDCT , aH , aT , aW are the weights of
DCT dictionary, holiday, temperature and weather dictionary, respectively.

After constructing the dictionary D, our purpose is to represent y sparsely in the
domain defined by dictionary D. the above problem can be strictly defined as an
optimization problem for solving a, as shown in (7) and we use the method proposed
by Koh [4] to solve a.

minimize y� aDk k2 þ d ak k1 ð7Þ

3 Experiment and Result

3.1 Setting

Dataset. In this paper, we use the dataset from the Tianchi Big Data contest hosted by
Alibaba (IJCAI-17 Consumers Traffic Forecast [5]). Dataset time range is from July
1th, 2015 to October 31th, 2016 (except for December 12th, 2015).

Metric. We use the average forecast error of 2000 shops as the error to measure the
performance of the forecast methods. We use the Eq. (8) as the calculation method.

error ¼ 1
nT

Xn

i

XT

t

cit � cgit
cit þ cgit

����
����; ð8Þ

where n is the number of shops. T is the number of days predicted, Cit is the predictive
value for day i, and Cg

it is the actual value of day i.

3.2 Impact of Different Factors on Accuracy

In this work, we construct sparse regression model with no factor, one factor, all factors
respectively, and calculate the average prediction error separately. We show the error
below to compare the influence of factors on the performance of the model, where W/O
means no factor, W, T and H are weather, temperature and holiday factor respectively.
Obviously, the prediction accuracy is significantly improved after adding all factors
(Table 2).
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Figure 2 shows the weight distribution of three factors in 2000 shops which cor-
responding to aH , aT , aW in formula (6). We can find that holiday factor has the greater
influence than temperature and weather factor, which corresponding to the above
experimental conclusion.

3.3 The Prediction Result in Different Shop Types

The sensitivities of different types retails to factors are not the same because of the
nature difference of the retail stores. In 2,000 shops, there are 579 supermarkets,
639 restaurants and 782 snack bars. We experiment in three types of retails and analyze
the impact of external factors on these retail stores.

As shown in Fig. 3. We can find that the forecasting model in the supermarket
perform best, and the worst in snack bar. Compared with supermarket and restaurant,
the size of snack bar is much smaller, so the daily consumer traffic is relatively less
stable, which result in the worst forecast accuracy in snack bar. After all external
factors were added, the forecast accuracy of supermarket improved by 1.97% and the
prediction accuracy of restaurant increased by 2.44%. It is noteworthy that the forecast
accuracy of snack bar improved by 2.73%, which means snack bar is more sensitive to
external factors than supermarket and restaurant. The reason for the result is the essence
difference in retail stores. Compare to restaurant and snack bar. People generally buy
necessities in supermarket that is rigid demand, which led to the relatively small
affected by external factors. In contrast, the consumption in restaurants and snack bars
is elastic demand which is more vulnerable to the environment.

Table 2. The prediction error of different factors.

Different factors Error

W/O 0.1181
W 0.1184
T 0.1181
H 0.1044
H+T+W 0.0938
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4 Conclusion

In this paper, we analyzed the possible impact of external factors on consumer traffic
and proposed a multi factor sparse regression forecasting model combine with holiday,
temperature and weather factors. At the same time, we performed the impact of dif-
ferent factors on consumer traffic and the sensitivity of different shops to these factors.
The experiments show that some external factors are closely related to the consumer
traffic and prediction accuracy has been significantly improved after considering these
external factors. We find that the impact of external factors on different types of shops
are not same, snack bar is the most sensitive to external factors and holiday is the most
influential factor. The research results in this paper have certain practical significance
for improving the forecasting accuracy of consumer traffic.
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Abstract. To fill the vacancy of tourist dispute in legal consultation resources,
the consulting model of tourist dispute is proposed. The legal consultation
model studied in this paper is based on the Long Short-Term Memory (LSTM)
network. In terms of natural language processing, the Chinese word segmen-
tation tool jieba popular in Python is adopted, to realize dialogue through the
sequential translation model seq2seq and solve the long input sequence being
covered or diluted with the help of Attention model. Finally, Google’s second
generation of artificial intelligence learning system TensorFlow based on Dis-
tBelief is adopted to train and optimize the model, so as to realize and train the
forecasting model in this research.

Keywords: Sequential translation � LSTM � Tourist dispute

1 Overview

As people’s living standards develop, tourism has become an essential component in
the national life. The gap between the tourism-related service and the tourists’ demand
always results in dispute. The corpus adopted by the simulated training in this paper
needs to be classified in detail, the information filtering-involved text classification is
required for label processing.

Word segmentation processing is one of the most important issues in the study of
natural language processing. Due to the different scenes of dialogue application, in
Chinese. For instance, the reverse matching algorithm [1] being adopted to improve the
matching efficiency and classification accuracy, can be applied to realize the classifi-
cation system with high performance. On the other hand, the jieba plug-in unit has
realized the Chinese word segmentation on the basis of reverse matching algorithm, so
as to cut the Chinese text into the format suitable for text analysis.

In the following text, the functions of seq2seq translation model for tourist dispute
forecast and the Attention model will be the first to introduce. At last, the experiments
carried out on the basis of data in existing tourist dispute corpus will be researched and
the forecasting results of the model will be verified.
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2 Forecasting Model

The Encoder-Decoder [3] structure as in Fig. 1 of seq2seq model has broken through
the fixed input size of the past Chinese, i.e. the idea of realizing the sequence-sequence
mapping through the neutral networks. The major idea is to map the input sequence
into the output sequence and realize it through the coding input and decoding output,
the encoder and decoder are composed of the recurrent neural networks as shown in
Fig. 1. The input sequence ABC is input into the neurons by frame in the order of A, B
and C; <EOS> (end of sentence) represents the end of input, it will be mapped into the
W, X, Y Z sequence and output as WXYZ <EOF>. Obviously, this model has solved
the problems in word-for-word translation and fixed sequences of input and output.

Return to the Encoder-Decoder as shown in Fig. 2, the first word X1 to the last word
XT will be input into the Encoder structure by the timestep; most of the structural units
in Encoder will be taken as the neurons in RNN (i.e. RNN, GRU, LSTM etc.), these
words will be compressed into a specific semantic vector c, which can be understand as
the semantics of a paragraph after taking each word into consideration.

As the traditional RNN has the phenomenon of increased depth yet disappeared
gradient, at the time of different timestep inputs, the different timestep inputs on time
axis equal to the multilayer depth, the gradient disappearance is unavoidable; therefore,
the RNN applied in this model is a RNN variant, the Long Short-Term Memory [5]
(LSTM) has solved the gradient disappearance generated by the RNN network under
different timestep inputs (Fig. 3).

Fig. 1. [4] Mapping of input and output in the seq2seq model

Fig. 2. [3] Encoder-Decoder structure developing in timestep
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Although LSTM is adopted as the structural unit, there is still a problem in the
Encoder-Decoder model, namely the encoder and decoder are connected only by the
semantic vector, as the timestep increases, the earlier the information are input, the
easier they will be diluted. This is because when the sentence is relatively longer, the
semantics can only be represented by the semantic vectors; if each word is of the same
weight, the information input earlier will be diluted; the Attention model [7] is intro-
duced to overcome the problems of semantic loss and information dilution. The major
idea of Attention model is to input the different weights corresponding to the different
timesteps in accordance with the information on the hidden layer and distribute the
different weights of different words through the probability distribution of the attention
(Fig. 4).

3 Building the Forecasting Model

3.1 Model Training

First of all, the placeholders of weights shall be initialized, the other parameters shall be
set to obtain the loss, the smaller loss can be obtained through optimization; the
gradient descent method shall be cyclically used for optimization. In the gradient
descent class of TensorFlow, the learning rate shall be firstly set for the initialization;
after the learning rate is defined, the parameters by gradient calculation shall be set, in
the gradient calculation, the most important parameter is loss, the value of loss error

Fig. 3. [6] Long short-term memory block

Fig. 4. [7] Structural diagram of Attention model
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shall be provided by seq2seq; finally, the parameter updating at the time of gradient
descent will be updated according to the returned value of the gradient calculation. The
loss shall be gradually weakened by the gradient descent of the cyclic iteration.

3.2 Model Execution

After making the loss reach the ideal state by training the mode, the model needs to be
stored, so as to carry out the effective forecasting. Input at the time of forecasting
mustn’t be taken as the Decoder input, so the different parameters will be configured to
make sure the same configuration is not adopted during the training and forecasting; in
which the most important is that former participation is required for the input during the
forecasting. It will be realized by the feed previous parameter in the seq2seq model.

4 Experiment

4.1 Experimental Data

Upon the above research and discussion, valid data shall be selected from the corpus to
be used and divided into the Question part and Answer part for respective storage; the
text will be classified into the training set and test set through the random assortment.
The corpus sources are mainly focused on the CCL corpus retrieval system according
to the vertical crawler in the tourist dispute field and a large number of China’s
established laws and regulations such as Management Rules for Travel Agency,
Regulations on Administration of Tour Guides, Interim Measures for the Management
of Scenic Spots, Interim Provisions on Retention Money of Travel Agency, Measures
for the Control of Security in the Hotel Industry and son on. The language materials are
divided into the Q (Question) part and A (Answer) part for the model realization and
training. A list of 1000 sentences being used as training samples in experiment.

4.2 Experimental Parameters

The training ordinal length of input data is 5, as the training sample can be longer than
the test sample in length, a parameter 0 shall be set for filling, the output homing
sequence shall be marked while the setting of other parameters can be presented
through Table 1. The feed_previous factor is set as false at training and true at fore-
casting to realize the mapping.

Table 1.

Model parameter Value

encoder_inputs 5
decoder_inputs 5
num_encoder_symbols 20
num_decoder_symbols 25
embedding_size 8
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During initializing the training, the set parameters will be a huge influence on the
model training; under the interface given by TensorFlow, the common learning rate
will be preset as 0.1. After the neurons being initialized through the initialization
method given by TensorFlow, the cyclic iteration function will be compiled for gra-
dient descent. Due to the huge number of corpus, during the training, there might be
problems i.e. largely taken memory and prolonged training iteration time; therefore,
solutions such as batch gradient descent can be adopted, namely, batch loading is
available, so that the iteration can be carried out upon several sample being obtained.
The parameters are presented through Table 2.

4.3 Experimental Result

As shown in Fig. 5, the value of loss reaches an acceptable level after 10,000 times of
ltertions. Meanwhile the conditions of different tensors and hidden layer can be
observed clearly during the process of training with the help of visualization tools.

5 Conclusion

A consulting and forecasting model based on the LSTM neural networks under the
seq2seq model is studied in this paper. What’s more, the corpus classified into the
training set and test set is adopted to carry out training and test on the model, so as to
obtain a forecasting model that can be used to provide the legal dispute consultation; in
terms of contract dispute and infringement dispute, after offering the related description

Table 2.

Model parameter Value

learning_rate 0.1
grad_lose none
global_loss none

Fig. 5. Loss rate scalars
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of the problems, advices including solutions i.e. settlement by agreement, complaint
from relevant departments, agreement arbitration and initiation of proceedings will be
provided.
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Abstract. With the rapid increase of field observation data volume in alpine
regions, there are many problems exist in the data storage for geoscience
researchers, such as lack of sufficient hardware storage devices, high mainte-
nance costs, and incomplete storage environment. Nowadays, Cloud Storage
technology which based on the open source Cloud Computing platform can
effectively solve these problems. Therefore, this paper constructs and designs
the field observation data Cloud storage platform in the alpine region based on
the Apache Hadoop Cloud platform to realize the functions of creating,
uploading and browsing of field observation data files in the Cloud Storage, so
as to meet the needs of researchers to store observation data, share information
and backup and so on. The system also can enable the efficient management of
server resources, and provide large-scale data processing capabilities.

Keywords: Cloud storage � Field observation data � Hadoop � HDFS

1 Introduction

Field observation station is an important part of science and technology infrastructure,
and it has a very important and irreplaceable role for the development of disciplines and
national construction [1, 2]. In the background of rapid development of massive
observation data, the current decentralized and intensive data storage mode can not
provide good scalability and has the bottlenecks of data access. Cloud Computing is a
new type of Internet applications and integrated services [3], and it can integrate a large
number of computing resources, storage resources and software resources together and
can provide efficient computing and massive data processing, at the same time can
significantly reduce the cost of management [4].

Because Cloud Computing platform adopts the replication storage technology,
when one of the copies of the data file is lost, it can quickly recover from the other
copies [5]. Dynamic migration technology and dynamic scheduling technology of
Cloud Computing platform can adjust physical resources according to the operation of
the entire system which can efficiently improve utilization of physical resources and
reduce energy consumption [6].
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Therefore, it is necessary to research and design a Cloud Storage management
system to meet the requirements of scalability, high performance and high security for
field observation data.

2 Related Works

Since Google put forward the concept of Cloud Computing in 2006, it has set off an
upsurge of researches in the world. Cloud Storage is a solution based on Cloud
Computing technology to solve massive data storage [7]. For example, Amazon
Company launched the Amazon S3 (Simple Storage Service) [8] to provide online
storage service. Users can easily save data files to server through the Web service
interface. Google Cloud storage system GFS (Google File System) [9] is a large
distributed file system that can be deployed on inexpensive common hardware with
high fault tolerance for large, distributed mass data storage service. And the HDFS [10]
distributed file system in Apache Hadoop is an open source implementation of
Google’s GFS file system. It has the advantages of highly fault tolerant, reliable, and
stable to meet the needs of enterprises and scientific researches. Thus, in this paper, we
design a Cloud storage platform running under the Apache Hadoop environment,
manage the files by the HDFS distributed file system and provide the file storage
related services to the users via the Internet through the WEB manner.

3 Cloud Storage Platform Design

3.1 System Architecture Design

As shown in Fig. 1, according to the actual field observation environment and the
demand analysis of scientific research information in field stations in alpine areas, this
paper logically divides the Cloud platform into the following four layers.

(1) Storage Layer
The Storage layer is the underlying infrastructure of the system, and it is the
physical storage device for data file. Through the Hadoop cluster software, the
physical disks in normal PCs were integrated into a unified pool of resources to
achieve the unified mass storage of data, as well as the centralized management of
storage devices, status monitoring and dynamic expansion of capacity.

(2) Data Management Layer
Through the calling of HDFS API interface to Hadoop cluster, this layer is to
realize the functions of data management, task allocation, data read and write,
delete, backup and share. The underlying storage seamlessly links with the upper
applications through the unified user management, security management, and
replication management and so on.

(3) Data Aggregation Layer
The main task of Data Aggregation Layer is to receive the multi-sources,
heterogeneous, multi-space-time, multi-scale field station data, and store them in
the field observation data Cloud platform.
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(4) Cloud Platform Application Layer
Application Layer is the system’s service layer. Based on the field observation
data files which unified stored in the Data Aggregation Layer, researchers are
provided data services such as viewing, downloading, uploading and visualizing
of observation data through the graphical user interface.

3.2 Overall Structure Design

The overall structure of the prototype of the field observation data Cloud platform in
the alpine region is shown in Fig. 2, which is mainly composed of four parts: field data
observation, network communication transmission, data collection and analysis service,
and client. The system is designed to collect the geosciences data in real time, and store
the collected data in the field observation data Cloud platform, and then the data can be
accessed, analyzed and visualized.
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Fig. 1. System architecture of field observation data cloud platform in alpine area
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(1) Field data observation: it is mainly composed of observation sensors and data
acquisition instruments to complete the recording and storage of observation data
of observation elements. After sensors completing the observation, the electrical
signals will be transmitted to the digital acquisition instrument, which digitizes the
signals in data and stores them in the storage device.

(2) Network communication transmission: It is mainly composed of the communi-
cation module device and related networks to complete the transmission of
observation data and management instruction information. The communication
module device connects to the data acquisition instrument through the RS232/485
interface and transmits the observation data back to the data center through its
connected network.

(3) Data collection Cloud platform: It mainly collects and processes observation data,
and transmits the data files to the Hadoop cluster file system. User’s corre-
sponding data processing operations can be executed through the API interface of
calling the Cloud storage platform. The preliminary analysis and visualization of
the observed data will be passed to the users’ browsers for displaying.

(4) Client: It is mainly divided into a PC Client and a WEB client. It is a graphical
interface between the user and the entire system for accepting user commands and
displaying command results.

4 Conclusions

Given the rapid development of mass observational data, the traditional data storage
model cannot keep up with the trends of data growth and can not meet the requirements
of current data storage. Therefore, a field observation data Cloud storage platform for

Fig. 2. General structure of prototype for the field observation data cloud platform
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the alpine area was constructed and designed based on the Apache Hadoop platform to
provide massive storage space and large-scale data processing capabilities. It will help
researchers for observation data storage, information sharing and backup.
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Abstract. Membrane computing is a class of distributed parallel computing
model. In this paper, we propose a novel evolutionary computation method
based on dynamic active membrane system. First, an improved particle swarm
optimization based on neighborhood searching of every particle that called
NPSO is proposed. That is, instead of learning from Pbest and Gbest during the
whole evolution, the proposed NPSO learns from Pbest and NPbest (the NPbest
is selected by the Neighborhood Searching Based Learning Strategy) in the early
stage to preserve swarm diversity. After the predefined number of iterations, the
NPSO switches into the conventional global version PSO to accelerate con-
vergence speed. Second, in order to avoid suffering from premature convergence
in the early stage, NPSO is partitioned into two stages that in the first stage is to
preserve swarm diversity and in the second stage is to enhance the convergence
speed towards global optimum. The classic Traveling Salesman Problem
(TSP) is one of the most significant stochastic routing problems so we use the
proposed NPSO to solve it. In fact, the NPSO can achieve better balance
between exploration and exploitation as well. Experimental results show that the
proposed NPSO algorithm is more superior or competitive.

Keywords: Membrane computing � Particle swarm optimization algorithm �
TSP

1 Introduction

1.1 A Subsection Sample

Membrane computing, initiated by Gh. Păun was also called P system, as a new branch
of natural computing, aims to abstract computing models from the structure and
functioning of living cells [1, 2, 4]. Generally, they are characterized by three elements:
(i) membrane structure, (ii) multisets and (iii) evolution rules (Fig. 1). The multisets of
objects are placed in compartments surrounded by membranes, and evolved by some
given rules. The membrane system has great parallelism. P systems have several
interesting features: non-determinism, programmability, extensibility, readability, they
are easy to communicate, etc., and many variants have been proposed. Most P systems
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variants have proved to be powerful (in the sense of Turing completeness) and effective
(since they have successfully solved a large number of NP-hard problems in a linear or
polynomial time) [3, 4]. In recent years, the potentiality and characteristics of mem-
brane computing have attracted much attention in relation to real-life applications, such
as membrane algorithms for solving optimization problems, and fuzzy spiking neural P
systems for dealing with knowledge representation and fault diagnosis. It could reduce
the computational time complexity and is suitable for solving combinatorial problems
like the clustering problem [5, 6]. A variety of inherent mechanisms and characteristics
that P systems possess are able to provide a new incentive for the research of clustering
analysis.

The Traveling Salesman Problem (TSP) has plenty of applications in operations
research. It also has a nice structure and is one of the most investigated NP-complete
problems of combinatorial optimization. The TSP is one of the most widely studied
NP-hard combinatorial optimization problem which cannot be solved exactly in
polynomial time. It is also an important research topic. This problem is, for a given set
of n cities with travel costs (or distances) cij between each pair of cities i, j 2 [1: n], to
determine a minimum cost (or distance) circuit (Hamiltonian circuit or cycle) passing
through each vertex once and only once. Every such tour together with a start city can
be characterized by the permutation of all cities as they are visited along the tour. TSP
has important applications to real world problems, such as vehicle routing problem,
mixed chinese postman problems, and printed circuit board punching sequence
problems.

The rest of the paper is organized as follows. Section 2 introduces the theoretical
background. In Sect. 3, the proposed NPSO algorithm process is discussed in detail.
Section 4 provides the experiment setup, other algorithms compared, experimental
results and analysis. Finally, Sect. 5 draws the conclusions.

Fig. 1. The structure of membrane system.
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2 Theoretical Background

2.1 Conceptions of Star Active Membrane System

Membrane systems with active membranes have been introduced in recent years to
overcome the restriction of usual membrane systems. Different from usual membrane
systems, active membranes system possesses not only the evolution-communication
mechanism of objects but also membrane evolution mechanism, such as membranes
dissolution and membranes creation. Therefore, membrane systems with active mem-
branes have a dynamical membrane structure during evolution. The dynamic active
membrane system we designed as computing framework is illustrated in details in this
section and shown in Figs. 2 and 3.

Fig. 2. The dynamic active membrane system

Fig. 3. Example of membrane dissolution and creation of the system
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In the dynamic active membrane system, there are nine elementary membranes
from number 1 to 9 and a skin membrane number 0. Membrane 0 is called skin
membrane and is used for storing the final optimal value after every computation. The
elementary membranes from 1 to 8 is used for computation/evolution and the number 9
is used for storing the global optimum found so far from the other elementary mem-
branes in every iteration. And, the other elementary membranes from 1 to 8 will
communicate with membrane 9 at the same time. The optimal value from any other
elementary membranes will be replaced in membrane 9 as long as there is a better value
in it in every iteration. And meanwhile, if the optimal value in any other elementary
membranes still not change for t(5 < t < 10) iterations, the value will be replaced by
the optimal value stored in membrane 0. After one computation for the whole system,
all the membranes will be dissolved and recreated new ones to continue the next
computation for searching better optimal value shown in Fig. 3. The whole star active
membrane system still keeps eight elementary membranes during each computation to
achieve more evolution at the limited time.

2.2 Conceptions of Particle Swarm Optimization Algorithm

PSO algorithm is an evolutionary computation technique which inspired by social
behavior of bird flocking, it uses the physical movements of individual or birds in the
swarm. Each bird adjusts to their flight path according to the flying experience of its
own and global individual in every iteration. Through this natural phenomenon, Dr.
Eberhart and Dr. Kennedy proposed PSO algorithm in 1995 [4]. Compared with other
intelligence algorithms, the characteristics of PSO algorithm are high efficiency, quick
convergence, good robustness, easy implementation and there are few parameters to
adjust.

In the PSO algorithm, the population size of particle swarm is S, D is the dimension
of search space, f is the fitness function, Tmax max is the maximum iteration number,
each particle has a position vector xi ¼ xi1; xi2; � � � xiDf g, and a velocity vector
vi ¼ vi1; vi2; � � � viDf g, pi ¼ pi1; pi2; � � � piDf g is the best position of particle i in history,
pg ¼ pg1; pg2; � � � pgD

� �
is the best particle in the swarm also called global particle. At

iteration t, the new position and velocity of each particle i is determined by the fol-
lowing equations:

vij tþ 1ð Þ ¼ w � vij tð Þþ c1 � r1 � pij tð Þ � xij tð Þ
� �þ c2 � r2 �

pgj tð Þ � xij tð Þ
� �

;
ð1Þ

xij tþ 1ð Þ ¼ xij tð Þþ vij tþ 1ð Þ; ð2Þ

w: inertia weight. c1, c2: acceleration coefficients which control the maximum step size.
t: iteration counter. r1, r2: two independently uniformly that distributed random vari-
ables. The termination criterion is determined to whether the max generation or the
defined values is reached.
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3 Methodology

To preserve swarm diversity in the early stage without slowing down convergence
significantly, a two-stage NPSO is proposed. Instead of learning from Pbest and Gbest
during the whole evolution, the NPSO learns from Pbest and NPbest (NPbest is
selected by the RSN learning strategy) in the early stage to preserve swarm diversity.
After the predefined number of iterations, the NPSO switches into the global version to
accelerate convergence speed.

3.1 Neighborhood Searching Based Learning Strategy

vij tþ 1ð Þ ¼ w � vij tð Þþ c1 � r1 � pij tð Þ � xij tð Þ
� �þ c2 � r2 �

npbestij tð Þ � xij tð Þ
� �

;
ð3Þ

In Eq. (3), NPbestij denotes the best particle with the lowest fitness value among the
randomly selected neighboring particles. In the initialization, each particle chooses a
few neighboring particles randomly from the whole population, except its own Pbest.
Among these neighboring particles, the particle with the lowest fitness value is selected
as NPbest. Unlike the conventional PSO, in which a group of particles share the same
Localbest, in the proposed NPSO each particle has its own NPbest. There is an
important parameter in NPSO algorithm, the neighborhood size which indicates the
number of randomly selected neighboring particles of every particle. To illustrate the
effects of neighborhood size of NPSO, a simulated test is carried out, with the increase
of neighborhood size, the high-ranking particles have higher chances while the low-
ranking particles have lower chances to be selected. It is turned out that large neigh-
borhood size can speed up the convergence rate at the cost of swarm diversity loss.
With small neighborhood size, the low-ranking particles have higher chances to be
learned by other particles to enhance swarm diversity. Finally, as a result, neighbor-
hood size = 5 can achieve good balance between exploration and exploitation.

4 Algorithm Test: The NPSO for Clustering Problem

In membrane system, elementary membranes are designed to solve cluster problems.
Therefore, the objects in elementary membranes are considered to be the sets of cluster
centers, each object in the elementary membranes can be described by initial particles
that each particle contains k data points stored in a vector and represents a solution.
Besides, the clustering metric is defined as the sum of the Euclidean distances of the
data points to their corresponding cluster centers, where xj (j = 1, 2, …, m) are data
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points, Ci (i = 1, 2, …, k) are k clusters and zi (i = 1, 2, …, k) are the corresponding
cluster centers. The goal is to search for the optimal cluster centers that have the
smallest value.

In the proposed Neighborhood Based Particle Swarm Optimization, we divided it
into two stages. In the first stage, we use Eq. (3) to preserve the swarm diversity and
avoid trapping into local optimum because lacking of diversity. The iterations we
decided is 200. And after 200 iterations, the algorithm switches into our conventional
PSO to use Gbest to achieve global optimum.

4.1 Datasets and Parameters’ Setting

To test the proposed NPSO, we used a dataset which contains 300 two-dimensional
datas. Besides, the parameters are needed to be illustrated in this part. K is the clus-
tering number of the problem. The inertia weight w is constant 1; The acceleration
coefficients C1 and C2 are two positive constants empirically advised to be 2.0 (Ken-
nedy and Eberhart 1995); R1 and R2 are two random functions ranging from 0 to 1;
Iteration1 and Iteration2 denote the iterations number of the first stage and second stage
respectively; N represents the total number of initial particles; d denotes the dimension
of the dataset. The parameters are listed in Table 1.

4.2 Experimental Results

Figure 4 illustrated the comparative results clearly. It is evident that the convergent rate
of our NPSO is faster than PSO and K-means in almost every computation, because the
proposed NPSO can effectively avoid the Best Value trapping into local optimum.
What’s more, as we can see the Best Value of the NPSO is smaller than PSO in every
iteration. And the convergent rate of our NPSO is much faster than PSO and K-means
in almost every computation, because the proposed NPSO can effectively avoid the

Table 1. Parameters of the NPSO algorithm.

Parameter Description Value

K Cluster number 5
Iteration1 Iterations of first stage 200
Iteration2 Iterations of second stage 200
N Number of particles 50
C1 Cognitive parameter 2
C2 Social parameter 2
R1 Random value [0, 1]
R2 Random value [0, 1]
w Inertia weight 1
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Best Value trapping into local optimum. As we can see the Best Value of the NPSO is
smaller than PSO and K-Means in almost every iteration and the Best Value is found
fastest.

5 NPSO Algorithm for Traveling Salesman Problem

We have testify the proposed NPSO algorithm in Sect. 4 and the NPSO really out-
performs many other algorithm which not only can preserve the diversity of particle
swarms avoid trapping premature convergence but also better balance the exploitation
and exploration. So in this section, we use the proposed NPSO to solve the classic
travel salesman problem (Figs. 5, 6 and 7).

Fig. 4. Comparation of convergence of NPSO, PSO and K-means algorithm
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Fig. 5. The distribution of cities

Fig. 6. The convergence of the algorithm
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6 Conclusion

Based on the neighborhood searching strategy, the NPSO is proposed in this study. In
fact, we divide its process into two stages. In the first stage, we use both Pbest and
NPbest rather than Gbest to preserve the diversity of the particle swarm and avoid
trapping premature convergence. In the second stage, the NPSO switches into con-
ventional PSO to improve its global search capacity and accelerate the convergent rate
towards global optimum. This approach can effectively overcome the shortcoming of
conventional PSO which is prone to trap into local minimal solution in the former
iterations because of lacking of swarm diversity. In our testing experiments, our
approach of NPSO is compared with the PSO and K-means clustering algorithms, and
the experimental results show that NPSO can achieve better performance in most cases.
Last, the travel salesman problem based on the proposed NPSO is solved and get better
optimal value. In the future work, we will continue concentrating on the issue of how to
enhance the NPSO algorithm and apply it to many other classic problems.
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Abstract. In order to break through the limitation that test components in
authentication test cannot be encrypted, researchers have conducted plenty of
extension study into strand space and made some achievements. Firstly, we
analysis the new definitions and improved theorems raised by those researchers
and point out their restriction and inaccuracy by way of strand theory and
examples in this paper. Secondly, we propose in this paper a new definition
named minimum encryption term, effectively limiting the number of forms in
which components appear in strand space, lessening the redundancy of
authentication test and simplifying the analysis process of nested term encryp-
tion. And, based on minimum encryption term, we provide improved authen-
tication test theorems: NE outgoing test, NE incoming test and NE unsolicited
test, which help to testify symmetric protocol and discover its flaws, that is, the
protocol is an easy target of Man-In-The-Middle attack. These improved theo-
rems increase the accuracy of authentication tests and extend its scope of use to
both symmetric and asymmetric cryptosystem.

Keywords: Strand space � Authentication test � Protocol

1 Introduction

Security protocol analysis and verification are extremely important to ensure the
operation of the security protocol correctly. The analysis of security protocols is the key
to ensuring protocol security. At present, formal analysis method is considered an
effective method of guaranteeing security protocols.

Because of the simplicity and intuitive of authentication test, researchers have been
studying this field in recent years. Reference [1] develops authentication tests based on
Distributed Temporal Protocol Logic and propose a generic strategy to find out Man-
In-The-Middle attack on authentication protocols. Guttman extends the strand pace
model and makes it possible to analysis fair exchange protocol [2]. Reference [3] builds
a model-theoretic viewpoint on security goals model-theoretic viewpoint on security
goals based on strand space. Reference [4] proposes four new authentication test for
encryption, signature, identity-making and hash. Consistence of strand parameters, for
protocol principals in authentication test theory, is studied in reference [5]. Reference
[6] proposes a model and algorithm of automatic verification of security protocols
based on authentication test.
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But, the researchers above do not cover that the authentication test does not apply
to the test component nested encryption [7]. The strong authentication tests theorems
given in reference [8] can be applied to analyze the nested encryption of authentication
tests and reduce redundancy of result of authentication test. But strong authentication
tests theorems can not be used in symmetric cryptography, and four complicated
definitions are proposed such that the difficulty of protocol analysis is increased. And
the strong unsolicited test in reference [8] is incorrect.

Based on above discussion, we embody these ideas in improved authentication tests
theorems (NE incoming test, NE outgoing test and NE unsolicited test). These theo-
rems allow us to analyze the nested encryption of authentication tests in symmetric
cryptography and asymmetric encryption. Only one simple definition is proposed, and
we do not increase the complexity of proof. The results show that NE authentication
tests theorems are intuitive and effective.

In Sect. 2, we introduce the basic concepts in this paper. we introduce the limitation
of that nested encryption components are not suitable for authentication test in Sect. 3.
We point out the weakness of the theorem in [8] in Sect. 4. New concepts and
improved theorems by which we prove the Woo-Lam protocol are proposed in Sect. 5.

2 Basic Notions

2.1 Symbols

The meaning of the symbols used in this paper are as follows:
Italic characters indicate variables. A, B, S, Z represent the principal part; Kas

represents the shared key between A and S; Ka represents the key of A; Na represents
random number generated by principal A; Ksym represents the set of symmetric key
set; {M}K indicates that the message M is encrypted with the key K; P indicates all the
set of messages obtained by penetrators (e.g., keys, messages, etc.).

The inverse of the key is inv: K ! K, denoted inv(K) = K−1. If K 2 Ksym, then
k = K−1 [4]. It is pointed out that K−1 does not specifically refer to private keys. If K is
the encryption key, K−1 is the decryption key; similarly K is the decryption key, and
K−1 is the encryption key.

2.2 Notions

The basic concepts and propositions used in this paper are as follows [7, 8], and the
proof of the propositions is in reference [7].

Definition 1. (1) The atomic term t is its own subterm, t � t; (2) If and only if t′ � t,
then t′ � {t}K; (3) If and only if t � t1 or t � t2, then t � t1 t2. If t′ � t but t′ 6¼ t, then
t′ is a proper subterm of t.

Definition 2. If t′ is not a concatenated term (like t1||t2) with t′ � t; t′ 6¼ t; and t′ � t′′
� t, then t′′ is concatenated term and t′ is called a component of t.

Definition 3. Let n = <s, i> and t � term(n). If t 6� term(n′) for every j < i, then t is
called a new component of n.
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Definition 4. Let a � t; t = {h}K; the regular node n 2 P
; and t � term(n). If there is

any regular node n′ 2 P
with t � t′ � term(n′), then t′ = t. t is not a proper subterm of

the components of other regular nodes. t is called a test component for a in n and a is
called test element.

Definition 5. In edge n )+ n′, node n is positive and node n′ is negative. Let a � term
(n); a � t′; t′ � term(n′); and t′ is a new component of n′. Then edge n )+ n is called
transformed edge for a.

Definition 6. In edge n )+ n′, node n is negative and node n′ is positive. Let a � term
(n); a � t′; t′ � term(n′); and t′ is a new component of n′. Then edge n )+ n is called
transforming edge for a.

Definition 7. If regular positive node n = <s, i> ; t � term(n); and t 6� term(<s, j>) for
every j < i, t is originating at the node n. If t only originates at n in strand space

P
,

then t is uniquely originating at n.

Definition 8. Let n )+ n′ is transformed edge for a and a is uniquely originating at n,
then n )+ n′ is a test for a.

Definition 9. Let n )+ n′ is a test for a and let t = {h}K is a test component for a in
node n in which K−1 62 P, then n )+ n′ is an outgoing test for a in t.

Definition 10. Let n )+ n′ is a test for a and let t = {h}K is a test component for a in
node n in which K 62 P, then n )+ n′ is an incoming test for a in t.

Definition 11. Let t = {h}K is a test component for a in node n in which K 62 P, then
n )+ n′ is an unsolicited test for a in t.

Proposition 1 (Outgoing test theorem). Let C be a bundle with n, n′ 2 C and let
n )+ n′ is an outgoing test for a in t = {h}K. Then:

(1) There must be regular nodes m, m′ 2 C such that t � term(m) and edge m )+ m′
is the transforming edge for a.

(2) Suppose that a occurs only in the component t0 = {h0}K0 of m′, that t0 is not a
proper subterm of any other regular component, and that K0−1 62 P. Then there is
a regular negative node m″ and t0 is the component at m″.

Proposition 2 (Incoming test theorem). Let C be a bundle with n, n′ 2 C and let
n )+ n′ is an incoming test for a in t = {h}K. Then there must be regular nodes m, m′
2 C such that t � term(m′) and edge m )+ m′ is the transforming edge for a.

Proposition 3 (Unsolicited test theorem). Let C be a bundle with n 2 C and let
n )+ n′ is an unsolicited test for a in t = {h}K. Then there is a regular positive node
m with t � term(m).
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3 Limitations of Nested Encryption Test Component

By Definition 4, test component are not a proper subterm of other regular nodes. So if
test component exists on other regular nodes, its form can not be re-encrypted. Nested
encryption test components bringing about uncertainty and redundancy are not suitable
for authentication test.

3.1 Uncertainty

On incoming test in Fig. 1, a attacker can make the transition from ffNbgK�1gK1�1 to
fNbgK�1 with K−1 62 P. Similarly, a attacker can make the transition from ffNbgKgK1
to fNbgK with K 62 P and K1 62 P on outgoing test. So, we can know that authenti-
cation tests do not apply to that the test component is nested encryption. If replacing
fNbgK�1 with fANbgK�1, attacker can do nothing. Therefore, authentication tests
apply to that the test component is nested encryption by limiting the form of test
component.

3.2 Redundancy

More complicated protocol may lead to more serious redundancy. As shown in Fig. 2,
choosing fNgK1 as the test component do not satisfy use conditions of incoming test.
This is due to fNgK1 � term(<S, 2>). If choosing ffNgK1gK2 or fffNgK1gK2gK3 as
the test component, Fig. 2 satisfies use conditions of incoming test and no matter which
test component to choose gets the identical results. In fact, choosing different test
components may lead to the different situations that whether or not to satisfy use
conditions of incoming test or outgoing test. Redundancy will be reduced by limiting
the form and choice of test component.

A B{{Nb}K
-1}K1

-1 A B{{Nb}K}K1

{Nb}K{Nb}K-1

incoming test outgoing test

Fig. 1. Nested encryption

A SN
B{N}K1

{{{{N}K1}K2}K3}K4
Fig. 2. Redundancy of incoming test
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4 Limitations of Strong Authentication Test Theorems

Strong authentication test theorems in reference [8] still have limitations.

4.1 Scope of the Definitions Use

Reference [8] proposes security encryption item, security package, class elements and
equivalence class to limit the form of test component in strand space. These definitions
extend the knowledge set of the authentication tests theorem, it can solve the problem
of redundancy caused by the different test components, while it increases the com-
plexity of protocol analysis.

The definitions proposed in reference [8] requires Ki−1 2 P, which limits the scope
of application. In the PKI system, the public key is publicly released (i.e., public
key 2 P); but the private key is uncompromised (i.e., private key 62 P). In symmetric
encrypted security protocols, K, K−1 62 P.

Obviously, the concept of equivalence class and related theorems does not apply to
the cryptographic protocol of symmetric key system, such as Woo-Lam protocol.

4.2 Incorrect Strong Unsolicited Test

Strong unsolicited test mentions that “If every positive node n′ which satisfies n′‹cn in
the strand s, then t 6� term(n′)” is inaccurate [8]. The reason is that there must be a
positive node m which satisfies n′‹cn in strand s, and t originates at m with t � term(m).
Proof is given below.

Proof. Since a � t � t′, let t = t′. Let the nodes which include t as components in
bundle C construct a set denoted as W, and every node n′′ in W satisfies t � term(n′′).
Since n 2 W, W is not empty such that W contains the minimal element denoted as m,
and the symbol is positive with t � term(m). Since the node m generates a new
component, m can not be in the penetrator strand: M-strands, K-strands, C-strands, S-
strands, T-strands, and F-strands. Since K 62 P, m can not be in the E-strand (Definition
18 in the reference [4]). Suppose that m is in the D-strands, since m is positive, then
m is the third positive node of the D-strands and m′ is the second negative node of the
D-strands. Let {h′}K′ � term(m′) and since m′ ) m; {h}K � h′; h′ � {h′}K′, then
t � {h′}K′ (i.e., t � term(m)). By above discussion, we can get m′ 2 W and m
′‹cm which contradicts that m is the minimal element of W. This implies that m is not in
the D-strand. Therefore, m can only be a regular node and m‹cn and t � term
(m) conflict with strong unsolicited test theorem.
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5 Improvement

5.1 Improved Definition

Definition 12. Let a is a atomic term, fff. . . a . . .gK0 . . .gK1 . . .gKn is called nested
encryption term for a and f. . . a . . .gK0 is called the minimum encryption term for a,
Where n � 0.

Proposition 4. Let a, t 2 P
and a is a atomic term. Supposing minimum encryption

term f. . . a . . .gK 6� t, then the nested encryption term fff. . . a . . .gK0 . . .gK1 . . .gKn
6� t, where n � 0.

Proof. If f. . . a . . .gK0 6� t. We assume that fff. . . a . . .gK0 . . .gK1 . . .gKn � t. We
can get f. . . a . . .gK0 � t because of f. . . a . . .gK0 � fff. . . a . . .gK0 . . .gK1 . . .gKn.
There is a contradiction with f. . . a . . .gK0 6� t. So Proposition 4 is completely true.

Security protocol in the design process as far as possible to follow the principle of
simple and efficient security [9]. Too many layers of nested encryption generally does
not appear, so ideas in reference [8] make the design of protocol complicated. By 3.2
and Proposition 4, we can know that choosing every term as test component in nested
encryption term can get the same result. So, we follow a simple principle of choosing
the minimum encryption term as test component for reducing complexity and redun-
dancy. The definition in this section is simple and effective, and will be used in
improved theorems.

5.2 Improved Theorem

NE incoming test: Let C be a bundle with edge n )+ n′ 2 C. n is a positive node and
n′ is a negative node. The atomic term a is uniquely originating at node n. t = {h}K is
the minimum encryption term for a and is the test component of negative node n′ in
which K 62 P. All positive nodes denoted as n″ in strand S of n satisfy n″‹cn′ with
t 6� term(n″), then there must be regular nodes m, m′ 2 C such that t � term(m′) and
edge m )+ m′ is the transforming edge for a.

NE outgoing test: Let C be a bundle with edge n )+ n′ 2 C. n is a positive node
and n′ is a negative node. The atomic term a is uniquely originating at node n. t = {h}K
is the minimum encryption term for a with a � term(n′) and t 6� term(n′) in which
K−1 62 P. All positive nodes denoted as n″ in strand S of n satisfy ‹cn′, and every
subterm t0 � term(n″). If a � t0, then t � t0, then:

(1) There are regular nodes m, m′ 2 C such that t � term(m) and edge m )+ m′ is
the transforming edge for a.

(2) Suppose that a occurs only in the component t0 = {h0}K0 of m′, that t0 is not a
proper subterm of any other regular component, and that K0−1 62 P. Then there is
a regular negative node m″ and t0 is the component of m″.

NE unsolicited test: Let C be a bundle with negative node n 2 C. a is a atomic
term. a � t = {h}K � term(n) and K 62 P. Then there must be a regular positive node
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m in C with t � term(m) and t is originating at node m. If t is not uniquely originating
at m, there is regular positive nodes m′ with t � term(m′) and m′ 2 C′.

The proof of the relevant NE theorems is similar to strong authentication tests
theorems in this section [7, 8], so this paper does not expound the process of proof.

5.3 Using NE Theorems

Woo-Lam protocol is an one-way authentication protocol designed by Simon S. Lam
and Thomas Woo. Responder authenticates the identity of the initiator in Woo-Lam
with key distribution center. However, the protocols suffer from various security flaws,
so researchers are constantly improving the protocol. We will prove improved
Woo-Lam protocol.

We fix a string space
P

of improved Woo-Lam protocol in Fig. 3. From the form,
the protocol of Fig. 3 involves four types of regular strands:

(1) Initiator strands: init[A, B, S, Nb], trace of message \þA;�Nb; þ fNbgK as [ ;
(2) Responder strands: resp[A, B, S, Nb, H = {A,{{Nb}Kas}Kbs], trace of message\

�A; þNb;�fNbgKas; þH;�fNb;AgKbs [ ;
(3) Server strands: resp[A, B, S, Nb], trace of message\�fA; ffNbgK asgK bs; þ

fNb;AgK bs [ ;
(4) Penetrator strands P.

H in strands indicates that the principal B can not know encrypted content.
Supposing that C is a bundle of

P
space, if strand Sr 2 resp[A, B, S, Nb] is in

bundle C with C-height 5. Nb is uniquely originating in
P

, and Kas, Kbs 62 P. Then
there is a server strand Ss 2 serv[A, B, S, Nb] with C-height 2 and there is a response
strand Si 2 init[A, B, S, Nb] with C-height 2 at least.

Proof. Nb is uniquely originating at node <Sr, 2> . Node <Sr, 5> receives the message
term {Nb, A}Kbs, Kbs 62 P. It follows that edge <Sr, 2> )+ <Sr, 5> is a incoming test
for Nb and {Nb, A}Kbs is the test component. By the NE incoming test, there must be
regular nodes m, m′ with m )+ m′ which is a transforming edge for Nb to {Nb, A}Kbs,
and Nb is the component of m′. It can be seen from Fig. 3 that the negative node <Sr,
5> receives the term {Nb, A}Kbs, and only the positive node <Ss, 2> of the server

A

S

BA
Nb

{Nb}Kas
{A,{Nb}Kas}Kbs}

{Nb,A}Kbs
Fig. 3. Bundle of improved Woo-Lam protocol
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strand sends {A, Nb}Kbs, Therefore, there must be server strand Ss 2 serv[A, B, S, Nb] in
bundle C with C-height 2.

The negative node <Ss, 2> in Fig. 3 with Nb � {Nb}Kas � {{Nb}Kas}Kbs form an
unsolicited test for {Nb}Kas. By NE unsolicited test, there is a regular positive node
m with {Nb}Kas � term(m) in C and {Nb}Kas is originating at node m. In Fig. 3, Nb is
not uniquely originating at m, so {Nb}Kas is not uniquely originating at m. {Nb}Kas may
be a component of the node in other bundle, as shown in the following Fig. 4.

When A communicates with Z, the penetrator intercepts message from A to Z and
impersonates A to send it to B. After the penetrator received message Nb form B, the
penetrator impersonates Z to send Nb to A. A sends {Nb}Kas to Z after A received
message Nb. The penetrator intercepts message {Nb}Kas from A to Z and impersonates
A to send {Nb}Kas to B. At this point, normal communication with A and Z is blocked,
and the penetrator successfully made B certified its identity. The penetrator successes.
So, the protocol is attacked by a man-in-the-middle. By NE unsolicited test, we find out
the flaw of protocol.

Incoming test and outgoing test are based on challenge and responsive mode, yet
the unsolicited test is based on the responsive mode [6]. So the unsolicited test needs to
identify the received message. In fact, in the design of the security protocol, it is still
not enough to emphasize that n is uniquely originating at m, and the negative node
n can recognize the uniquely originating of n in the same strand space, such as the
identity of both parts.

6 Conclusion

In this paper, we propose NE theorems by which we find out a flaw of improved Woo-
Lam. The NE theorems are simple and effective, and break through limitations of
nested encryption test component using in authentication tests.

A Z I(A) BA A

A,B,{Nb}Kas
{A,Nb}Kbs

Nb

{Nb}Kas

S

Nb

{Nb}Kas

Fig. 4. Attack message of Woo-Lam
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Based on the strand space model, improving or developing automatic analysis
protocol tools used for the analysis of the security protocol has been a hot research field
(Reference [10]). We will develop automation tools based on the improved theorems in
this paper.

References

1. Guttman, J.D.: State and progress in strand spaces: proving fair exchange. J. Autom. Reason.
48(2), 159–195 (2012)

2. Muhammad, S.: Applying authentication tests to discover Man-In-The-Middle attack in
security protocols. In: Eighth International Conference on Digital Information Management
(ICDIM), 2013. IEEE, pp. 35–40 (2013)

3. Guttman, J.D.: Establishing and preserving protocol security goals. J. Comput. Secur. 22(2),
203–267 (2014)

4. Feng, W., Feng, D.-G.: Analyzing trusted computing protocol based on the strand spaces
model. Chin. J. Comput. 38(4), 701–716 (2015)

5. Yu, L., Wei, S., Zhuo, Z.: Research on consistence of strand parameters for protocol
principals in authentication test theory. Comput. Eng. Appl. 51(13), 86–91 (2015)

6. Liu, J.: Automatic verification of security protocols with strand space theory. J. Comput.
Appl. 35(7), 1870–1876 (2015)

7. Guttman, J.D., Thayer, F.J.: Authentication tests and the structure of bundles. Theor.
Comput. Sci. 283(2), 333–380 (2002)

8. Song, W.-T., Hu, B.: One strong authentication test suitable for analysis of nested encryption
protocols. Comput. Sci. 42(1), 149–169 (2015)

9. Yuan, B.-A., Liu, J., Zhou, H.-G.: Study and development on cryptographic protocol. J. Mil.
Commun. Technol. 38(1), 90–94 (2017)

10. Zhang, H.-G., Wu, F.-S., Wang, H.-Z., Wang, Z.-Y.: A survey: security verification analysis
of cryptographic protocols implementations on real code. Chin. J. Comput. 38(1), 90–94
(2017)

524 M. Yao and H. Xia



Author Index

An, Jian 345

Chan, Jeffrey 124
Chen, Chao 92
Chen, Chaoxiong 215
Chen, Dan 196
Chen, Guanlin 3
Chen, Hanhua 155
Chen, Longbiao 370
Chen, Xianjun 482
Chen, Yuanyi 196
Cheng, Zhen 64
Cui, Chen 215
Cui, Juan 49

Ding, Yan 92
Dong, Ziyu 64
Du, Junjie 489
Du, Yiren 495

Fan, Guisheng 284
Fan, Xiaoliang 370
Fang, Lu 49

Gu, Zonghua 312, 323
Gui, Chao 474
Gui, RuoWei 345
Gui, Xiaolin 345
Guo, Bin 107, 124, 241, 409
Guo, Minyi 196
Guo, Tong 241
Guo, Wenzhong 357

Han, Qi 241
Hu, Jiahuan 155
Huang, Chengli 474
Huang, Fangwan 357
Huo, Jiuyuan 501
Huo, Meimei 489

Ignacio, Brian A. 269

Jin, Hai 155

Kang, Xu-sheng 256

Li, Hong 312, 323, 334
Li, Jia-hui 256
Li, Jie 269
Li, Jonathan 370
Li, Weidong 182
Li, Yang 226
Liao, Dong 345
Liu, Gang 49
Liu, Jian 33
Liu, Jiayu 49
Liu, Jun 495
Liu, Linjin 370
Liu, Qingfei 451
Liu, Weining 215
Liu, Xiong 474
Liu, Xiyu 451, 506
Liu, Yan 370
Lu, Xinjiang 241

Meng, Leilei 64

Ouyang, Yi 241

Peng, Zhenlong 345

Qi, Xiaoqian 49
Qiang, BaoHua 482
Qin, Kai 124

Rong, Hong 33

Salim, Flora D. 124
Shao, Wei 124
Shi, Dawei 18
Shi, Kai 284
Shi, Xina 482



Song, Shengli 107
Song, Zheng 284
Su, Xin 64
Sun, Baolin 474
Sun, Lin 196, 390, 424, 440, 489
Sun, Yan 170

Tang, Fengyi 33
Tang, Jine 79

Wang, Cheng 370
Wang, Huimei 33
Wang, Quan 49
Wang, Ran 226
Wang, Shuoping 495
Wang, Yufeng 482
Wang, Ziyu 64
Wei, Yanmeng 506
Wu, Chentao 269
Wu, Hao 312, 323
Wu, Jianzhong 424, 489
Wu, Sheng 370
Wu, Song 155
Wu, Ying 3

Xia, Hai-ping 516
Xian, Ming 33
Xiang, Laisheng 451
Xie, Ning 182
Xie, Wu 482
Xie, Xuefeng 92
Xu, Chengzhong 298
Xu, Huang 409
Xu, Ling-yun 256
Xu, Qiang 18
Xu, Zhi 482

Yan, Han 138
Yang, Guanyi 357
Yang, Xiaolong 170
Yang, Xingguang 284
Yang, Zhikai 92
Yao, Meng-meng 516
Yi, Fei 409
Yu, Huiqun 284
Yu, Zhiwen 241, 409
Yu, Zhiyong 357

Zang, Ze-lin 256
Zhang, Gengrui 298
Zhang, Jixian 182
Zhang, Min 170
Zhang, Ming 334
Zhang, Nan 170
Zhang, Ruifan 474
Zhang, Xiang 107
Zhang, Xuejie 182
Zhang, Yong 3
Zhang, Yu 124
Zhang, Zhenhua 226
Zhao, DongYang 465
Zhao, Ming 138
Zhao, Xingchao 482
Zhao, Yunlong 226
Zheng, Linjiang 215
Zheng, Nenggan 312, 323, 334
Zheng, Xiangping 357
Zheng, Zengwei 196, 390, 424, 440, 489
Zhou, Kunlong 3
Zhou, Xukang 482
Zhou, Yanzhen 390, 440, 489
Zhou, Zhangbing 79
Zhu, JianFeng 424
Zhu, Kun 226

526 Author Index


	Preface
	Organization
	Contents
	Network, Security and Privacy-Preserving
	A Complex Attacks Recognition Method in Wireless Intrusion Detection System
	Abstract
	1 Introduction
	1.1 Related Works
	1.2 Organization of the Paper

	2 MSWIDS General Designs
	3 MSWIDS Detailed Design
	3.1 LAG Generator
	3.2 VTG Generator
	3.3 Attack Path Analysis
	3.4 Complex Attack Assessment

	4 Experimental Environment and Result Analysis
	4.1 De-authentication Attack Scenario
	4.2 Recognition Result

	5 Conclusions
	Acknowledgements
	References

	Malware Detection Using Logic Signature of Basic Block Sequence
	Abstract
	1 Introduction
	2 Structure of Malware Detector Based on Logic Signature
	3 Extracting Logical Behavior of Basic Block
	3.1 Basic Block Logic Extracting
	3.2 The Expression of Basic Block Logic
	3.3 Feature Generating and Selecting Based on the Basic Block Logic
	3.4 The Comparison of Features

	4 Experimentation
	4.1 Data Collecting
	4.2 Training and Testing
	4.3 Evaluation Criteria
	4.4 Experimental Results

	5 Conclusions and Future Work
	Acknowledgment
	References

	Verifiable and Privacy-Preserving Association Rule Mining in Hybrid Cloud Environment
	1 Introduction
	2 Preliminaries
	3 Problem Statement
	3.1 System Model
	3.2 Threat Model
	3.3 Design Objectives

	4 Proposed Privacy-Preserving Building Blocks
	4.1 Secure Data Outsourcing Scheme
	4.2 Secure Addition Protocol (SA)
	4.3 Secure Multiplication Protocol (SM)
	4.4 Secure Comparison Protocol (SC)
	4.5 Integrity Verification Scheme (IV)

	5 Proposed Outsourced Mining Protocol
	5.1 Design Details

	6 Security Analysis
	7 Performance Analysis
	7.1 Theoretical Analysis
	7.2 Experimental Analysis

	8 Conclusion
	References

	Resource and Attribute Based Access Control Model for System with Huge Amounts of Resources
	Abstract
	1 Introduction
	2 Related Works
	3 RA-BAC Model
	3.1 Attribute Definitions
	3.2 Access Control Policy
	3.3 Structure of RA-BAC Model
	3.4 Evaluation of RA-BAC Model

	4 Illustrative Scenario
	5 Conclusion
	Conflict of Interest Statement
	References

	Urban Data Acquisition Routing Approach for Vehicular Sensor Networks
	Abstract
	1 Introduction
	2 System Models
	2.1 Network Model
	2.2 Distributed Event Occurrence Model
	2.3 Mobility Models

	3 The Proposed MURD
	3.1 Clustering
	3.2 Data Acquisition Process

	4 Simulation and Result
	4.1 Simulation Environment
	4.2 Simulation Results

	5 Conclusion
	Acknowledgements
	References

	Pervasive Sensing and Analysis
	Searching the Internet of Things Using Coding Enabled Index Technology
	Abstract
	1 Introduction
	2 System Architecture
	3 Safe Region Construction
	3.1 Frequent Query Grid Cell Mining
	3.2 Construction Method of Predictive Safe Region

	4 Structure and Algorithm
	4.1 Index Structure
	4.2 Keywords Encoding
	4.3 Predictive Range Query

	5 Implementation and Evaluation
	5.1 Setup
	5.2 SMSTK Query Performance
	5.3 Query Performance Comparison

	6 Related Work and Comparison
	7 Conclusion
	Acknowledgment
	References

	Fuel Consumption Estimation of Potential Driving Paths by Leveraging Online Route APIs
	1 Introduction
	2 Basic Concepts
	3 Building Fuel Consumption Model
	3.1 Necessary Fuel Consumption Rate
	3.2 Extra Fuel Consumption Rate
	3.3 Fuel Consumption Model (FCM)

	4 Estimating Fuel Consumption of Paths by Leveraging Route APIs
	4.1 Real-Time Traffic Information Collection via Online Route APIs
	4.2 Fuel Usage Estimation of the Shortest and the Fastest Path

	5 Evaluation
	5.1 Experiment Setup
	5.2 Evaluation on FCM
	5.3 Evaluation on Traffic Information Collection

	6 Conclusion
	References

	Large-Scale Semantic Data Management For Urban Computing Applications
	Abstract
	1 Introduction
	2 Related Works
	3 Encoding Pattern
	4 Semantic Data Indexing and Expanding
	4.1 Indexing
	4.2 Expanding

	5 Experiment
	5.1 Dataset and Metrics
	5.2 Effectiveness Evaluation

	6 Conclusion
	References

	Parking Availability Prediction with Long Short Term Memory Model
	1 Introduction
	2 Related Work
	3 Parking Availability Prediction Model
	3.1 Overview of Parking Prediction Architecture
	3.2 Clustering Methodology
	3.3 Recurrent Neural Networks and Long Short Term Memory
	3.4 Regression Model

	4 Experiments
	4.1 Data Set
	4.2 Parking Occupancy Prediction
	4.3 Duration Time Factors

	5 Conclusion and Future Work
	References

	Time-Based Quality-Aware Incentive Mechanism for Mobile Crowd Sensing
	Abstract
	1 Introduction
	2 Related Work
	3 Problem Formulation and Proposed Solution
	3.1 System Overview
	3.2 The Predict Quality of Data (p-QOD)
	3.3 Incentive Mechanism in SOUS Model
	3.3.1 Mechanism Design

	3.4 QOD-VCG Auction in User Payment
	3.4.1 Weight the True Quality of Data (t-QOD)
	3.4.2 Mechanism Design


	4 Performance Evaluation
	4.1 Data Description
	4.2 Baseline Method
	4.3 Experiment Settings
	4.4 Performance Evaluation

	5 Conclusion
	Acknowledement
	References

	Cloud Computing, Mobile Computing and Crowd Sensing
	Container-Based Customization Approach for Mobile Environments on Clouds
	1 Introduction
	2 Research Motivation
	3 System Design
	3.1 Overview
	3.2 AndroidKit
	3.3 AndroidX

	4 Implementation
	5 A Case Study
	5.1 Boot Time
	5.2 Memory Footprint
	5.3 Disk Usage

	6 Related Work
	7 Conclusion
	References

	A Dynamic Resource Pricing Scheme for a Crowd-Funding Cloud Environment
	Abstract
	1 Introduction
	2 Related Works
	3 Problem Statement
	3.1 Description of Application Scenarios
	3.2 Modeling and Related Definitions

	4 Resource Pricing Model
	4.1 The Game Process Between the Broker and Resource Owner
	4.2 Analysis of the Solutions

	5 Simulations
	5.1 Comparison with Fixed
	5.2 Comparison with Fixed Pricing
	5.3 Comparison with S-P Scheme

	6 Conclusion
	References

	Multi-choice Virtual Machine Allocation with Time Windows in Cloud Computing
	Abstract
	1 Introduction
	2 Preliminaries
	3 Dynamic Programming Algorithm
	4 A Heuristic Algorithm
	5 Experimental Results
	6 Conclusion
	Acknowledgments
	References

	Fine-Gained Location Recommendation Based on User Textual Reviews in LBSNs
	Abstract
	1 Introduction
	2 Related Work
	2.1 World-Level Method
	2.2 Aspect-Level Method

	3 Overview of Fine-Gained Location Recommendation
	3.1 Preliminary
	3.2 Recommendation Framework
	3.2.1 Extracting Aspect-Sentiment Pairs from User’s Textual Reviews
	3.2.2 Learning to Rank Aspects Using Aspect-Sentiment Pairs
	3.2.3 Making Fine-Gained Location Recommendation


	4 Learning to Rank Aspects Using Aspect-Sentiment Pairs
	5 Making Fine-Gained Location Recommendation
	5.1 Estimating the Direct User-Location Rating
	5.2 Estimating the Aspect Rating

	6 Experiment Evaluation
	6.1 Experimental Settings
	6.1.1 Datasets
	6.1.2 Evaluated Techniques
	6.1.3 Evaluation Metric

	6.2 Experimental Results
	6.2.1 Impact of Model Parameters
	6.2.2 Recommendation Effectiveness for All Users
	6.2.3 Recommendation Effectiveness for Cold-Start Users


	7 Conclusions and Future Work
	References

	Social and Urban Computing
	Estimating Origin-Destination Flows Using Radio Frequency Identification Data
	Abstract
	1 Introduction
	2 Related Work
	3 Methodology
	3.1 Trip-Leg Driving Time Calculation
	3.2 Stay Estimation
	3.3 Trip Extraction

	4 Case Study
	4.1 Data Description
	4.2 Data Filtering
	4.3 Results and Validation

	5 Conclusion
	References

	A Multi-task Decomposition and Reorganization Scheme for Collective Computing Using Extended Task-Tree
	Abstract
	1 Introduction
	2 Related Work
	3 Problem Formulation
	3.1 Task Decomposition Model
	3.2 Problem Formulation

	4 Task-Tree Construction
	5 Task-Tree Optimization
	5.1 Task-Tree Initialization
	5.2 Similar Tasks Detection
	5.3 Task-Tree Pruning
	5.4 Tasks Reorganization

	6 Evaluations
	6.1 The Parameters of Simulation Experiments
	6.2 Analysis of Result

	7 Conclusion
	Acknowledgement
	References

	CompetitiveBike: Competitive Prediction of Bike-Sharing Apps Using Heterogeneous Crowdsourced Data
	1 Introduction
	2 Related Work
	2.1 App Popularity Prediction
	2.2 Competitive Analysis

	3 Data Acquisition and Analysis
	3.1 App Store Data
	3.2 Microblogging Data

	4 Problem Statement and System Framework
	4.1 Problem Statement
	4.2 System Framework

	5 Popularity Contest Prediction
	5.1 Coarse-Grained Competitive Features
	5.2 Fine-Grained Competitive Features
	5.3 Popularity Contest Prediction

	6 Performance Evaluation
	6.1 Experimental Setup
	6.2 Experimental Results

	7 Conclusion
	References

	Dual World Network Model Based Social Information Competitive Dissemination
	Abstract
	1 Introduction
	2 Small World Network and Establishment of the Dual World Network
	2.1 Small World Network
	2.2 Conceptual Proposition and Mathematical Description of Dual World Network Model
	2.3 The Opinion Accept Rules

	3 Model Simulation Results
	3.1 Multi-viewpoint of the Simulation Results
	3.2 Discussion on the Phenomenon of Islands of Interest

	4 Conclusions
	References

	Parallel and Distribution Systems, Optimization
	WarmCache: A Comprehensive Distributed Storage System Combining Replication, Erasure Codes and Buffer Cache
	1 Introduction
	2 Related Work
	2.1 Triple Replication
	2.2 Erasure Codes
	2.3 Combination of Triple Replication and Erasure Codes
	2.4 Motivation of Our Idea

	3 WarmCache Design
	3.1 Key Idea
	3.2 Identify Data Temperatures and Thresholds
	3.3 Data Reallocation Policies
	3.4 Memory Eviction Policies

	4 Evaluation
	4.1 Methodology
	4.2 Experimental Results
	4.3 Analysis

	5 Conclusion
	References

	imBBO: An Improved Biogeography-Based Optimization Algorithm
	Abstract
	1 Introduction
	2 Related Work
	3 Problem Definition
	4 Our Approach
	4.1 The Structure of imBBO
	4.2 Hybrid Migration Operation

	5 Experimental Setup
	5.1 Benchmark Functions
	5.2 Performance Mertrics
	5.3 Algorithm Settings
	5.4 Measurement Settings

	6 Results
	6.1 Performance Results
	6.2 Convergence Speed

	7 Discussion
	7.1 Research Questions
	7.2 Results Analyzing

	8 Conclusion
	Acknowledgments
	References

	An Efficient Consensus Protocol for Real-Time Permissioned Blockchains Under Non-Byzantine Conditions
	Abstract
	1 Introduction
	2 Related Work
	2.1 Consensus Protocols in Blockchains
	2.2 Blockchain Applications

	3 Design and Analysis of Dynasty Consensus Protocol
	3.1 Raft and Its Limitations
	3.2 Dynasty Consensus Protocol

	4 Design of Blockchains Based on Dynasty Protocol
	4.1 Three-Layer Design
	4.2 Fault Tolerance

	5 Case Study
	5.1 Used-Vehicle Trading Model
	5.2 Evaluation and Analysis

	6 Conclusion
	Acknowledgment
	References

	EDF-Based Mixed-Criticality Systems with Weakly-Hard Timing Constraints
	Abstract
	1 Introduction and Relate Work
	2 System Models and Preliminaries
	2.1 Task Model
	2.2 Notations

	3 Unified Demand Bound Analysis
	3.1 Demand Bound Analysis in LO-Crit Mode
	3.2 Demand Bound Analysis in HI-Crit Mode
	3.3 Test Region

	4 Evaluation and Discussions
	5 Conclusions
	Acknowledgements
	References

	GA-Based Mapping and Scheduling of HSDF Graphs on Multiprocessor Platforms
	Abstract
	1 Introduction
	1.1 SDF Graphs
	1.2 Problem Formulation

	2 Related Work
	3 Constructing Architecture-Aware Models
	4 GA-Based Optimization Algorithm
	5 Experimental Evaluation
	6 Conclusions
	Acknowledgements
	References

	Integration and Evaluation of a Contract-Based Flexible Real-Time Scheduling Framework in AUTOSAR OS
	Abstract
	1 Introduction and Related Work
	2 Key Modules of FRESCOR
	2.1 Core Module
	2.2 Dynamic Reclamation and Spare Capacity Module
	2.3 Hierarchical Scheduling Module

	3 Implementation Details
	4 Performance Evaluation
	5 Conclusions and Future Work
	Acknowledgements
	References

	Pervasive Application
	A Low-Cost Service Node Selection Method in Crowdsensing Based on Region-Characteristics
	Abstract
	1 Introduction
	2 ReLSNS Method
	2.1 Frameworks of ReLSNS
	2.2 Voronoi Diagram Partition
	2.3 Eigenvector-Based Regions Matching
	2.4 Selection of Service Nodes Based on Greedy Algorithm

	3 Experiment
	3.1 Region Partition Based on Voronoi Diagram
	3.2 Evaluation of Service Node Selection Accuracy
	3.3 Evaluation of Timeliness
	3.4 Generalization of Experimental Results

	4 Conclusion
	Acknowledgments
	References

	Electric Load Forecasting Based on Sparse Representation Model
	Abstract
	1 Introduction
	2 Related Works
	3 Preliminaries
	4 SRM for Electric Load Forecasting
	4.1 Data Preprocessing
	4.2 Dictionary Construction
	4.3 Sparse Representation for Load Forecasting

	5 Experiments and Results
	5.1 Experiment Results with the First Data Set
	5.2 Experiment Results with the Second Data Set

	6 Conclusion
	Acknowledgement
	References

	Sensing Urban Structures and Crowd Dynamics with Mobility Big Data
	Abstract
	1 Introduction
	2 Related Work
	2.1 Analysis of Urban Regional Structure
	2.2 Research on the Impact of Urban Events on Crowd Dynamic

	3 Dataset Description
	3.1 Taxi GPS Dataset
	3.2 Social Media Dataset

	4 Framework Overview
	5 Urban Structure Portrait
	5.1 Urban Grid Generation
	5.2 Urban Grid Clustering

	6 Crowd Dynamic Characterization
	6.1 Regional Abnormal Traffic Flow Detection
	6.2 Urban Event Interpretation

	7 Evaluation
	7.1 Experiment Settings
	7.2 Evaluation Results
	7.3 Visualization Display of Crowd Dynamic

	8 Conclusion
	Acknowledgment
	References

	A Multiple Factor Bike Usage Prediction Model in Bike-Sharing System
	Abstract
	1 Introduction
	2 Related Work
	3 Preliminary and Framework
	4 Problem Analysis
	4.1 Temporal Factor
	4.2 Meteorological Factor

	5 Modeling
	5.1 Meteorological Factor
	5.2 Lagged Variable of Weather Condition
	5.3 MFR-ARMA Model

	6 Experiments
	6.1 Datasets
	6.2 Baselines and Metric
	6.3 Clustering Study
	6.4 Weather Condition Study
	6.5 Evaluation Result

	7 Conclusion
	Acknowledgment
	References

	Data Mining and Knowledge Mining
	Talents Recommendation with Multi-Aspect Preference Learning
	Abstract
	1 Introduction
	2 Related Works
	2.1 Job Recommendation
	2.2 Personnel Selection

	3 Problem Statement and System Overview
	3.1 Problem Statement
	3.2 System Overview

	4 Data Collection
	5 Preference Feature Extraction
	5.1 Preliminaries
	5.2 Global Preference
	5.3 User Preference
	5.4 Job Preference

	6 Inference Model
	6.1 General Model
	6.2 Cold-Start Problem

	7 Experiments
	7.1 Data Illustration
	7.2 Parameter Learning
	7.3 Feature Evaluation
	7.4 Recommendation Results

	8 Conclusion and Future Works
	References

	A Temporal Learning Framework: From Experience of Artificial Cultivation to Knowledge
	Abstract
	1 Introduction
	2 Related Work
	3 Temporal Knowledge Learning Framework
	3.1 MTS Algorithm
	3.2 Computing Intervals Using Bayesian Decision Rule
	3.3 Decision Tree Learning

	4 An Artificial Cultivation Experience Learning Example
	4.1 Temporal Characteristic Analysis
	4.2 Results of MTS Algorithm
	4.3 K-Fold Cross Validation Results
	4.4 Out-of-Bag Estimate of Random Forests
	4.5 Climatic Knowledge Cube for Dendrobium Officinale Cultivation

	5 Conclusion
	Acknowledgment
	References

	A Recency Effect Hidden Markov Model for Repeat Consumption Behavior Prediction
	Abstract
	1 Introduction
	2 Related Work
	3 Methodology
	4 Experiment
	4.1 Dataset
	4.2 Recency Effect Factor Parameters Choosing
	4.3 Result Analysis

	5 Conclusion
	Acknowledgment
	References

	Forecast of Port Container Throughput Based on TEI@I Methodology
	Abstract
	1 Introduction
	2 TEI@I Based Hybrid Forecasting Model
	3 Model Introduction
	3.1 ARIMA Model
	3.2 BP Neural Networks Model

	4 Case Study
	4.1 Data Description and Evaluation Criteria
	4.2 Performance Measures
	4.3 Prediction Model

	5 Conclusion
	Acknowledgements
	References

	Posters
	Named Entity Recognition Based on BiRHN and CRF
	Abstract
	1 Introduction
	2 Model
	2.1 RHN
	2.2 CRF
	2.3 Structure
	2.4 Tagging Schemes

	3 Word Embeddings
	3.1 The Overall Structure of Word Embedding
	3.2 Pretrained Embeddings
	3.3 Dropout Training

	4 Experiment
	4.1 Training
	4.2 Training
	4.3 Results

	5 Conclusion
	References

	Quadratic Permutation Polynomials-Based Sliding Window Network Coding in MANETs
	Abstract
	1 Introduction
	2 Related Works
	3 Quadratic Permutation Polynomials
	4 Sliding Encoding Window Model
	4.1 Sliding Window Mechanism
	4.2 Network Coding Mechanism

	5 Simulation Experiments
	5.1 Simulation Scenario
	5.2 Simulation Results

	6 Conclusion
	References

	Image Retrieval Using Inception Structure with Hash Layer for Intelligent Monitoring Platform
	Abstract
	1 Introduction
	2 Inception Structure with Hash Layer for Image Retrieval
	2.1 Proposed Framework of Deep Learning
	2.2 Inception Structure with Hash Layer
	2.3 Image Retrieval via Binary Hash Codes

	3 Experiment Results
	4 Conclusion
	Acknowledgments
	References

	Retail Consumer Traffic Multiple Factors Analysis and Forecasting Model Based on Sparse Regression
	Abstract
	1 Introduction
	2 Methods
	2.1 Forecasting Framework Overview
	2.2 Multi-factor Dictionary
	2.3 Multi-factors Sparse Coding

	3 Experiment and Result
	3.1 Setting
	3.2 Impact of Different Factors on Accuracy
	3.3 The Prediction Result in Different Shop Types

	4 Conclusion
	Acknowledgment
	References

	Consulting and Forecasting Model of Tourist Dispute Based on LSTM Neural Network
	Abstract
	1 Overview
	2 Forecasting Model
	3 Building the Forecasting Model
	3.1 Model Training
	3.2 Model Execution

	4 Experiment
	4.1 Experimental Data
	4.2 Experimental Parameters
	4.3 Experimental Result

	5 Conclusion
	References

	Research and Design of Cloud Storage Platform for Field Observation Data in Alpine Area
	Abstract
	1 Introduction
	2 Related Works
	3 Cloud Storage Platform Design
	3.1 System Architecture Design
	3.2 Overall Structure Design

	4 Conclusions
	Acknowledgement
	References

	A Novel PSO Algorithm for Traveling Salesman Problem Based on Dynamic Membrane System
	Abstract
	1 Introduction
	1.1 A Subsection Sample

	2 Theoretical Background
	2.1 Conceptions of Star Active Membrane System
	2.2 Conceptions of Particle Swarm Optimization Algorithm

	3 Methodology
	3.1 Neighborhood Searching Based Learning Strategy

	4 Algorithm Test: The NPSO for Clustering Problem
	4.1 Datasets and Parameters’ Setting
	4.2 Experimental Results

	5 NPSO Algorithm for Traveling Salesman Problem
	6 Conclusion
	References

	Breaking Though the Limitation of Test Components Using in Authentication Test
	Abstract
	1 Introduction
	2 Basic Notions
	2.1 Symbols
	2.2 Notions

	3 Limitations of Nested Encryption Test Component
	3.1 Uncertainty
	3.2 Redundancy

	4 Limitations of Strong Authentication Test Theorems
	4.1 Scope of the Definitions Use
	4.2 Incorrect Strong Unsolicited Test

	5 Improvement
	5.1 Improved Definition
	5.2 Improved Theorem
	5.3 Using NE Theorems

	6 Conclusion
	References

	Author Index



