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Introduction

E-health has attracted a worldwide great interest since more than a decade.
E-health is an evolving concept since its inception due to the numerous technolo-

gies that can be adapted to offer new innovative and efficient e-health applications.
Nowadays, with the tremendous advancement of wireless technologies, sensors and
wearable devices and software technologies, new opportunities arisen and trans-
formed the e-health field. Moreover, with the expansion of the Internet of Things
(IoT), and the huge amount of data that connected e-health devices and applica-
tions are generating, it is also mandatory to address new challenges related to the
data management, applications management and their security. Moreover, artificial
intelligence and machine learning are becoming more and more needed in many
applications to build smart, resilient and innovative medical services.

Related research areas are numerous and complementary. Work is being done
on the physical layers dedicated to connected health equipment. Industrial R&D
departments are increasinglyworking to deliver innovative products and applications,
whilemeeting standards and taking advantage of the significant capabilities of today’s
wireless transmission systems. The scientific community has understood the new
challenges that must now be worked on, especially to make these radio physical
layers interoperable and the least harmful for patients. Investigating solutions, no
longer based on electromagnetic radiation, such as light with the new versions of
Li-Fi, should find in the field of e-health an interesting field of application.

Security and privacy are also an area of research with valuable and high added
value for e-health. Beyond the classic and general security problems such as cyber-
crime, cybersecurity and cyberdefense, important research works are carried out for
the very particular context of the patients’ care workflow, shared health records,
taking into account the individualized access of medical staff throughout life.

Finally, the use of a growing number of sensors and actuators dedicated to comfort
and health already induces nowadays a very largemass of data. This trend is expected
to increase in the coming years. Big data, deep learning and artificial intelligence
will therefore, in all areas related to the Internet, grow strongly. In particular, IoT
applications dedicated to e-health will be a major application field of these new
techniques of massive data processing. Companies specializing in IT for e-health
find a new area of R&D attractive, for the treatment, but also the presentation of
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vi Introduction

data from equipment dedicated to e-health, especially for the treatment of various
pathologies, such as re-education.

Faced with these observations, this book has been structured into three parts
representative of these three major research issues.

The Layout of this Book

The purpose of this book is to review, through ten chapters, the recent advances in
e-health technologies and applications. It is intended for all practitioners (industrial
and academic) in the areas of: (i) wireless communications and embedded technolo-
gies applied to e-health and (ii) software, cloud computing, artificial intelligence and
big data and, (iii) security for e-health applications.

In particular, this book is folded into three parts.
In the first part, we review three recent proposals for the physical design ofmedical

devices, signal processing and emergent wireless technologies for e-health.
The second part of the book is composed of four chapters focusing on security

and privacy in IoT-based e-health applications.
The third part of this book presents three chapters reviewing applications, data

mining and data analytics for e-health.
Through the ten chapters of this book, we can clearly identify that intelligent

systemsdedicated to e-health applications are nowexperiencing considerable growth.
This book is not of course exhaustive in terms of research and development actions

carried out around e-health. We can also cite research works related to the iden-
tification and location of elderly people with reduced mobility, especially inside
buildings, where conventional GPS-based systems or GALILEO are inoperative.
Numerous smart home platforms have emerged to provide researchers, students and
businesses with real-life experience. These Living Labs are also gradually replaced
by the concept of True Live Lab which allows the behavioral study of users in their
usual environment.

Advances inmedicine have formany years been an extension of life. The resulting
aging of the world’s population will only increase the development needs of e-health:
progress leads to progress … the loop is complete!

Hanen Idoudi
Thierry Val
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Chapter 1
Design and Control of Multifunctional,
Multiarticulate Prosthetic Hand

Monaam Ayachi and Hassene Seddik

Abstract Limb loss can occur at different levels and for different reasons. The
leading cause of limb amputation can be related to accidents like traffic accidents
or work accidents; it can be also caused by disease such as diabetes, dysvascular
amputation, trauma-related amputation, cancer-related amputation, and congenital-
related incidences. Amputees can also be victims of military conflict and many other
reasons. Loss can affect upper-limb or lower-limb at different levels. The lower-limb
replacement differs from that of an upper-limb in that hand prosthesis performswider
range of movements and has more muscle tissue to be stimulated. For example, the
inability to have a firm handshake may have an adverse impact on the quality of the
amputee’s social and vocational life. For this reason, an intelligent esthetic prosthetic
hand design is important especially in a region like the Middle East in which conflict
andwar are increasing day after day and amputation becomewidely spread.Ourwork
proposes a control system ofmultifunctionalmultiarticulate prosthetic hand based on
EMG signal processing and classification. This work uses the open dataset described
in Sapsanis et al. (Improving EMG based classification of basic hand movements
using EMD” in 35th annual international conference of the IEEE engineering in
medicine and biology society ’13, 2013 [1]) to classify six basic daily hand motions
acquired from five normal patients (two males and three females). This chapter
is divided into four parts, the first part consists of presenting the need for this tech-
nology, problems encountered by prosthetic hand designers, specifications of existing
commercialized prosthetics, and the contribution of our prosthetic hand in making
this technology available and comfortable for amputees with respect to the intelligent
command and esthetic look. In the next stage, we present different techniques used
for pre-processing the electromyogram (EMG) signal in order to improve the clas-
sification results. Those techniques include filtering, envelope detection, and feature
extraction methods in time domain, frequency domain, and time–frequency domain.
Then, dimensionality reduction methods help in reducing information redundancy

M. Ayachi (B) · H. Seddik
Department of Electrical Engineering, University of Tunis, CEREP, ENSIT, 5, Av. Taha Hussein,
1008 Tunis, Tunisia
e-mail: ayachimonaamm@gmail.com
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4 M. Ayachi and H. Seddik

and increasing inter-class separability. The third section illustrates the intelligent
command techniques used to classify hand movement like support vector machine
(SVM), K-nearest neighbours (KNN), artificial neural network (ANN), and linear
discriminant analysis (LDA). The results are promising and some validation tech-
niques are used to verify the consistency and the reliability of these results. The final
part is the implementation of our prosthetic hand. In this stage, we describe technical
specifications of this prosthesis and the integration of different parts of the whole
system, software, and hardware. We discuss also the relevant feature that makes this
prosthetic one of the most appreciated design.

1.1 Introduction

Nowadays, biological signals are widely used by many applications like heart
attack prediction or anomaly prediction, controlling exoskeleton, prosthetic hand
[2], robotic arm, drones, and many other objects.

Biological signals [3] refer to the electrical activity of human body organs, as
example we can site electrocardiogram (ECG) generated by the heart, electrogas-
trogram (EGG) generated by stomach muscle, electroencephalogram (EEG) gener-
ated by the brain cells (neurons), electrooculogram (EOG) generated by the cornea-
retinal of the human eye, and the electromyogram (EMG) generated by body skeletal
muscles. In this chapter, we are interested in EMG signal as a famous method for
controlling upper-limb prosthesis. Somemethods use EEG for controlling prosthesis,
but the use of brain control interface (BCI) is not a practical solution due to the size
of the installed system.

EMG signals are generated by skeletal muscles during neuromuscular activities
and detected using two principal method, and each has some drawbacks.

The first method is non-invasive in which surface electrodes are placed on the skin
surface of the patient where the muscle activity is important. This is the most used
method for recording EMG signals. In spite of its viability and the fact that it does
not require surgery, some phenomena make the acquisition task hard, like crosstalk
which refers to the phenomenon that occurs when the EMG signal from one muscle
interferes with that of another limiting the reliability of the signal.

The second technique is an invasive method. Needle electrodes are implanted
into the patient’s body. The targeted muscle re-innervation is responsible for the
production of the specific hand gesturewhich is picked by an electrode that eliminates
the crosstalk problem. This method, however, needs surgical operation.

Due to his availability and ease of use, surface electrodes are considered to be the
best method for recording and analyzing EMG signals. Previous work demonstrates
that optimal identification accuracy can be achieved with two to four acquisition
channels.

In this chapter we use an open dataset containing six hand gesture (cylindrical,
hook, tip, spherical, palmer, and lateral) (Fig. 1.1).
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Fig. 1.1 Six studied hand gestures

Signals are collected using two forearm surface electrodes held under the flexor
capri radialis and the extensor capri radialis, longus, and brevis. Other clinical exper-
iments use four electrode collecting signal from extensor digitorum, extensor carpi
radialis, palmaris longus, and flexor carpi ulnaris which are responsible for hand
motion.

As described in [1], data were collected from six healthy subjects (two males and
three females) approximately of the same age (20–22 years old), and every subject
was asked to perform the six movement for six seconds, 30 time with two channels.

Results of the classification of those signals are high and stable. The accu-
racy reaches 98.05% with linear discriminant analysis, 98.3% with support vector
machine, 94.17% with artificial neural networks, and 96.94% with K-nearest neigh-
bour. The classification is performedon the envelopeof the signalwhich is detectedby
fourmethodswhich areHilbert envelope, peak-based envelope,RMSbased envelope,
and linear envelope.

1.2 EMG Signal Pre-processing and Envelope Detection

Pre-processing is considered to be the most important stage in the process of EMG
identification and classification. Due to the low amplitude of EMG signal (between
0 and 10 mV) and the technology used to acquire it, many noise contaminations can
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be harmful to the information contained within. To solve this issue, many filtering
techniques are proposed in literature. In this section, we will present those type of
noises and the most effective way to prevent the loss of EMG information.

1.2.1 Different Category of EMG Noise

EMG signal are sensible to many environmental changes [4] like

1.2.1.1 Electrical Noise from Power Lines and External Sources

This noise is generated by line interference from power lines (50 or 60 Hz) which
is hard to remove if it is a low frequency [5], inherent noise from electromagnetic
field of electronic equipment, and fluorescent light. This can be avoided by using
high-quality equipment or some software solutions. Figures below illustrates EMG
signal with (Fig. 1.2) and without (Fig. 1.3) electrical noise from power lines.

1.2.1.2 Motion Artifacts

Motion artifact [6] are caused by the relativemovement of the electrodes with respect
to the skin under target muscle. The frequency of this type of noise is usually between
1 and 10 Hz.

Motion artifact can result from a direct impact to the sensor or the body, a rapid
movement of the body segment to which the sensor is attached and/or alterations
in the chemical balance of the skin–electrode interface due to volumetric changes
during shortening and stretching during muscle contraction. Figures below illustrate
the impact of motion artifact on EMG signal (Fig. 1.4).
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Fig. 1.2 EMG signal contaminated by line interference (shown in red)
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Fig. 1.3 EMG signal without line interference

Fig. 1.4 EMG signal contaminated by motion artifact [6]

1.2.1.3 Crosstalk Contamination

Crosstalk refers to the phenomenon that occurs when the EMG signal from one
muscle interferes with that of another. This contamination can be avoided by opti-
mally choosing the electrode size and the inter-electrode distance. [7] Figures below
illustrate the crosstalk contamination of EMG signal (Figs. 1.5 and 1.6).
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Fig. 1.5 EMG signal contaminated by crosstalk signal (shown in red)
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Fig. 1.6 EMG signal with no crosstalk contamination

1.2.1.4 Clipping

This term [8] describes the phenomenon of electrode saturation due to the excessive
EMGamplitude as illustrated inFig. 1.8 below (theoriginal signal is given inFig. 1.7).
This can be avoided by reducing the amplification if possible, or reducing the EMG
amplitude by changing the location of the electrode on the muscle.

Fig. 1.7 EMG signal showing regions where there is an amplitude clipping
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Fig. 1.8 EMG signal contaminated by a noisy heart rate

1.2.1.5 Physiological Noise

Physiological signals are all other types of signal generated by the human body
except muscle. EMG are specifically contaminated by EKG signal which refers to
the electrical signal generated by heart. This noise can be eliminated by optimally
choosing the right place for electrodes, and Fig. 1.9 illustrates this phenomenon (the
original signal is given in Fig. 1.7).

1.2.2 Denoising

With such a noisy signal, filtering is very important. Many technics can be used like
low-pass differential filtering, adaptative noise cancelation, wavelet denoising, and
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Fig. 1.9 Hilbert envelope detection (envelope red, original signal in blue)



10 M. Ayachi and H. Seddik

many other intelligent tested technics like using neural network [9] and [10] and
PCA or ICA [11] to reduce the impact of this noise on the original signal.

For many applications, Butterworth [12] and [13] filter prove itself useful due to
it simple algorithmic implementation and low calculation effort. For this reason, for
denoising purposes, we used Butterworth filter with same configuration used in [14]
(a low cut-off frequency of 15 Hz and high cut-off frequency of 500 Hz) combined
with a notch filter at 50 Hz to remove line interference from power lines.

1.2.3 Envelope Detection

1.2.3.1 Hilbert Transform

Hilbert transform presents many advantages by preserving signal energy and giving
a relationship between real and imaginary part of a signal. Despite this, it can be
computationally heavy and need additional pre-processing steps to remove noise.

The Hilbert transform [15] of a signal x(t) is defined by:

h(t) = H(x(t)) = 1

π

+∞∫

−∞

x(τ )

t − τ
dτ = x(t)∗ 1

π∗t (1.1)

The envelope of the signal is determined by calculating the magnitude of the
complex analytical signal.

Z(t) = x(t) + jh(t) (1.2)

Then, the envelope is obtained by calculating the module of Z(t):

E(t) = |Z(t)| =
√
x(t)2 + h(t)2 (1.3)

Hilbert uses a four-step algorithm (MATLAB):

– Calculate the FFT of the input sequence, storing the result in a vector x.
– Create a vector h whose elements h(i) have the values:
– 1 for i = 1, (n/2) + 1.
– 2 for i = 2, 3, …, (n/2).
– 0 for i = (n/2) + 2, …, n
– Calculate the element-wise product of x and h.
– Calculate the inverse FFT of the sequence obtained in step 3 and return the first

n elements of the result.

Figure below demonstrate the Hilbert envelope (red) of an EMG signal corre-
sponding to a cylindrical gesture (blue).
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Fig. 1.10 Hilbert envelope after wavelet denoising (The red plot represents the wavelet, whereas
the blue represents the envelope)

The Hilbert envelope is computationally heavy and does not detect a smooth
envelope for a signal like EMG.

After denoising the signal using wavelet Daubechies with level 4, the envelope
becomes clearer but still presenting fast slope variation. Zooming on a part of the
signal illustrates the slope changes (Fig. 1.10).

1.2.3.2 Peak Detection

The envelope is detected by an interpolation of local maxima of the signal.
The envelope detected with peaks is more accurate than the Hilbert envelope but

still not perfectly smooth. Figure below illustrates the fact (Fig. 1.11).

1.2.3.3 RMS Calculation

The envelope is detected by calculating the root mean square (RMS) within a sliding
window.

The root mean square of a vector x reflects the mean power of a signal and given
by the formula:

RMS(x) =
√∑N

n=1 |xn|2
N

(1.4)
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Fig. 1.11 Envelope signal based on peak detection
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Fig. 1.12 Envelope detection based on RMS calculation

The same thing for RMS envelope, the envelope is better than both Hilbert and
peak methods, but still not smooth (Fig. 1.12).

1.2.3.4 Linear Envelope

A linear envelope is obtained by rectifying the signal then low-pass filtering. A
full-wave rectification means taking the absolute value of the signal which gives its
shapes. Then, low-pass filtering the signal by Butterworth or Chebyshev or a sliding
window with mean calculation generates the envelope.

This technique gives the best envelope compared to previous techniques
(Fig. 1.13).
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Fig. 1.13 Linear envelope detection

1.2.4 Feature Extraction

Feature extraction is the application of some formula and techniques aiming the
extraction of relevant information from the signal and attenuating the effect of noise
in the classification decision which makes the classifier stable and effective with
future data classification. Some dimensionality reduction techniques can also be
used to eliminate redundancy in data or projecting data in a lower or higher space
dimension to increase inter-class separability. Three categories of feature extraction
exist: the temporal domain [16], the frequential domain, and the time–frequency
domain [17].

1.2.4.1 Time Domain

Integrated EMG (IEMG):

It is the summation of absolute values of a signal sample usually used to determine
the on-set of EMG signal.

IEMGK =
N∑
i=1

|xi| (1.5)

where xi refers all values of segment k of a length N.

Mean Absolute Value (MAV) [18]:

It is the mean of IEMG also defined as the area under EMG signal after making all
its values positive or rectified. Given by:
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MAVK
IEMGK

N
=

N∑
i=0

|xi|
N

(1.6)

Modified Mean Absolute Value 1 (MMAV1):

It is a linear-weighted MAV.

MMAV1k = 1

N

N∑
i=1

wi|xi|

w(i) =
{
1, 0.25N ≤ i ≤ 0.75N
0.5, otherwise

(1.7)

Modified Mean Absolute Value 2 (MMAV2):

It is a nonlinear-weighted MAV.

MMAV2k = 1

N

N∑
i=1

wi|xi|

w(i) =
⎧⎨
⎩
1, 0.25N ≤ i ≤ 0.75N
4i
N , 0.25N > i
4(i−N )

N , 0.75N < i
(1.8)

Mean Absolute Value Slope (MAVS):

It is defined as the difference between MAVk+1 and MAVk .

MAVSk = MAVk + 1 − MAVk (1.9)

Root Mean Square (RMS) [19]:

It is used to estimate the power of a contraction in a non-fatiguing situation.

RMSk =
√∑N

i=1 |xi|2
N

(1.10)

Variance (VAR) [19]:

It is used to estimate the deviation of a series of EMG values from the mean, given
by:
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VARk = 1

N

N∑
i=1

(xi − x)2 (1.11)

x is the mean of segment k.

Wave form Length (WL) [19] and [20]:

It is the measure of the length of a waveform, given by:

WLk =
N−1∑
i=1

|xi+1 − xi| (1.12)

Zero Crossings (ZC) [21]:

It is the number of times that the signal change sign by crossing the zero. A threshold
ε can be introduced to eliminate noise effect.

{xi > 0 and xi+1 < 0}or {xi < 0 and xi+1 > 0} and |xi − xi+1| ≥ ε (1.13)

Slope Sign Changes (SSC) [22]:

An incremented variable used to save the number of times the slope of EMG signal
changes, given by:

{xi > xi−1 and xi > xi+1}or {xi < xi−1 and xi < xi+1}
and

|xi − xi+1| ≥ ε or |xi − xi−1| ≥ ε

(1.14)

Willison Amplitude (WAMP) [23]:

This feature gives an indication of the muscle contraction level. Mathematically, it
is the number of times that the difference between two consecutive values becomes
greater than a given threshold.

WAMPK =
N−1∑
i=1

f (|xi − xi+1|)

f (x) =
{
1, x > ε

0, otherwise
(1.15)

Simple Square Integral (SSI) [22]:

It is given by the sum of squared values of EMG signal.
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SSIk =
N∑
i=1

(
x2i

)
(1.16)

Auto-Regressive Coefficient (AR) [24]:

Auto-regressive is a time-series model in which samples are estimated using a linear
combination of older ones.

xk = −
N∑
i=1

aixk−1 + ek (1.17)

1.2.5 Frequency Domain

Frequency Median (FMD) [25]:

Themedian frequency is defined as frequency that divides the power density spectrum
in two regions having the same amount of power. The frequency median is given by:

FMD = 1

2

M∑
i=1

PSDi (1.18)

where M is the length of the power spectrum density and PSDi is the ith power
spectrum density.

Frequency Mean (FMN) [25]:

The mean frequency is that frequency where the product of the frequency value and
the amplitude of the spectrum is equal to the average of all such products throughout
the complete spectrum. The frequency mean is given by:

FMN =

M∑
i=1

fiPSDi

M∑
i=1

PSDi

(1.19)

whereM is the length of the power spectrum density, f i = (i * sampling rate)/(2 *M),
and PSDi is the ith line of the power spectrum density.

Modified Frequency Median (MFMD) [25]:

It is defined as the frequency at which the spectrum is divided into two regions with
equal amplitude. The modified median frequency is given by:
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MFMD = 1

2

M∑
i=1

Ai (1.20)

Ai is the amplitude spectrum at frequency bin i.

Modified Frequency Mean (MFMN) [25]:

It is defined as the sum of the products of the frequency fi and the amplitude spectrum
Ai.

MFMN =

M∑
i=1

fiAi

M∑
i=1

Ai

(1.21)

f i is the frequency of the spectrum at frequency bin i.

1.2.6 Time–frequency Domain

Short Time Fourier Transform (STFT) [22]:

STFT is used for time–frequency analysis for spectral display purposes.

STFTx(t,w) = ∫W ∗(τ − t)x(τ )e−jwτdτ (1.22)

Wavelet Transform (WT) [22]:

Wavelets are computationally heavy for complex signal like EMG but can be used
for denoising or for EMG signal decomposition. The signal is scaled and shifted with
a mother wavelet function.

Wx(a, b) =
∫

x(t)

(
1√
a

)
ψ∗

(
t − b

a

)
dt (1.23)

x(t) is the input signal.
ψ∗ is the complex conjugate of the mother wavelet function.
a is the scale factor, and b is the shift time.
ψ∗( t−b

a

)
is shifted by time b and scaled by factor a wavelet.

Wavelet Packet Transform (WPT) [22]:

Wavelet packet transform is considered as an improvement for the wavelet transform.
It can improve feature space visualization, decrease noise interference, reduction of
signal dimension, and used also for signal reconstruction.
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1.3 Intelligent Control

Four types of intelligent learning techniques are actually used for classification
and regression purposes. We can find supervised algorithms like support vector
machine (SVM), K-nearest neighbour (KNN), artificial neural networks (ANN),
linear discriminant analysis (LDA), and others [26, 27], in which a labeled set of
data are provided to train the classifier, and its only role is to determine a model that
better fits the given data and capable of correctly classifying new future information.
Unsupervised learning is used when there is a large amount of data, and labeling it
is hard to do, so in this kind of situation, an unsupervised algorithm is supposed to
find groups of data that have some similarity and cluster them. Some unsupervised
algorithms that can be used are k-means, hidden Markov model (HMM), Gaussian
mixture model (GMM), and others. Semi-supervised learning is a learning technique
in which datasets are not all labeled, and unlabeled data can carry important infor-
mation [28]. Semi-supervised learning can learn from labeled and unlabeled data.
The last category of learning is reinforcement learning which is based on external
feedback, in other words when interacting with environment, the algorithms receive
a positive and negative feedback, and based on those feedbacks the algorithm learn
[29].

1.3.1 Support Vector Machine (SVM) [30]

Support vector machine is powerful supervised discriminative classifier which uses
hyperplanes which are decision boundaries to separate classes. Given a set of labeled
data, the SVM tries to find the optimal hyperplane that separates the data. The optimal
hyperplane is determined using margins which are built based on support vectors,
which refers to data points close to the hyperplane, to calculate distance between
dataset and hyperplanes. By maximizing margins, we obtain hyperplanes that best
separate classes. So, we ensure that future data can be classified correctly with some
confidence. Figure below gives an example of good and bad margin (Fig. 1.14).

Sometimes, the separation is linearly impossible, soSVMcanusekernels to pass to
a high-dimensional space in which classification is better. The figure below describes
the process of transformation from a low-dimensional space to a high-dimensional
space (Fig. 1.15).

In the origin form, SVM is binary classifier that can classify only two classes of
data by assigning 1 or −1 value to each class according to:

w · xi + b + ξi ≥ 1, if yi = 1 (1.24)

w · xi + b + ξi ≤ −1, if yi = −1 (1.25)
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Fig. 1.14 Illustration of the difference between a good and a bad margin in support vector machine

Fig. 1.15 Illustration of kernel transformation from a low-dimensional space to a high-dimensional
space

w is the normal to the chosen plane.
b is the intercept term which maximize the margin.
ξ is the distance of the misclassified points from hyperplane.

With some techniques, it can easily pass to multi-class classification like one-vs-
all, one-vs-all and error correction codes (ECOC). One-vs-one method is used in this
chapter to transform the binary SVM classifier to a multi-class classifier with the
determination of the best regularization parameter and gamma parameter.

For a classification problem with n classes, the one-versus-one strategy will build
n*(n−1)/2 binary classifier. The decision taken after this is by using a majority vote
which assign a label to the new data.
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1.3.2 Artificial Neural Network (ANN) [30] and [31]

Artificial neural network is invented to simulate biological neurons of the brain.
A biological neuron is an electrical excitable nerve cell which receive information
from other neurons via dendrite, process them in the cell body (soma), and send
them to other neurons via axon terminal. The figure below describes the structure of
a biological neuron (Fig. 1.16).

An artificial neural network is a network of an information processing units called
artificial neurons. It is an arithmetic summation of weighted inputs (wi.xi) passed to
an activation function. It can be described as above (Fig. 1.17).

Fig. 1.16 Structure of a biological neuron

Fig. 1.17 Architecture of an artificial neural network
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Table 1.1 Different
activation functions

Linear unit f (x) = w · x + b

Sigmoid unit f (x) = 1
1+e−x

SoftMax layer f (x) = exi∑n
i=1 e

xi

Rectified linear unit (ReLU) f (x) = max(0, x)

Hyperbolic tangent f (x) = tanh(x)

net =
n∑

i=0

wixi

Many activation functions can be used depending on the learning problem to
enhance the performance of the neural network like linear unit, sigmoid unit, SoftMax
layer, rectified linear unit (ReLU), and hyperbolic tangent.

The table below describes mathematic formulation of different activation func-
tions (Table 1.1).

1.3.3 K-Nearest Neighbour (KNN) [24]

K-nearest neighbour is the most simple and basic supervised classifier. Using a
labeled data, the model generated by KNN uses a majority vote technique to classify
new data. In other words, the new points of data will be associated to the class that
apparats the most in its nearest. KNN is based on the calculation of different type of
distance between data points, so it can be a real time consuming. It is recommended
that KNN should be used with a little dataset. The figure below explains that how
the KNN works (Fig. 1.18).

The new data in black will be associated to the class that apparats the most in its
nearest, which are the green data.

1.3.4 Linear Discriminant Analysis (LDA) [23, 31]

Linear discriminant analysis is a supervised multi-class classification algorithm that
can be also used as a dimensionality reduction technique helping in pre-processing
data to avoid overfitting.

Linear discriminant analysis is based on the estimation of the means and covari-
ancematrix of input variables. Themathematic formulation of the linear discriminant
analysis is given below:

P(y = k|X ) = P(X |y = k)P(y = k)

P(X )
= P(X |y = k)P(y = k)∑

l P(X |y = l)P(y = l)
(1.26)
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Fig. 1.18 Illustration of
K-nearest neighbour
classification technique

where P(X |y = k) is the class conditional distribution obtained of the data for each
class k selected in a manner that maximizes this conditional probability.

Prediction is then obtained by applying Bayes rule.

1.4 Software and Hardware Implementation

In the last few years, the development of prosthetic hand passed from body empow-
ered prosthesis to myoelectrical prosthesis. The number of degrees of freedom was
limited to one degree, but with the technology evolution and minimization of elec-
tronic and mechanical component size, the development of new prosthetic hands
with more degrees of freedom become possible.

Many prosthetic hand manufacturers are actually emerging in the commercial
market. Many products have been developed like BeBionic hand of RSL Steeper,
i-LIMB hand of Touch Bionics, and Michelangelo hand of OttoBock. Those revolu-
tionary prosthetic hand are able to perform more than opening or closing movement.
They use intelligent command strategies with the conservation of the esthetic aspect
to mimic the most of the human hand. The number of degrees of freedom is still
limited compared to the biological hand (20 degrees of freedom), but research is
becoming more intensive in this field, and many new products are emerging to the
market.



1 Design and Control of Multifunctional, Multiarticulate … 23

1.4.1 Mechanical Design

The mechanical design should be esthetic and flexible in order to make the user
comfortable. The prosthetic hand will allow multiple grasp configuration and give
the possibility for introducing new hand gesture in future development.

SolidWorks 2016 × 64 Edition SP2 software of Dassault Systems is chosen to be
the tool used for designing the hand (Fig. 1.19) because of the rich functionality that
it contains. Basically, surfacing tools are used to have more control on the complex
shape and look of the prosthetic hand. Then, design is converted to blocs ready to be
3D printed and tested.

Before talking about the prosthesis, wewill describe the biological human skeletal
hand anatomy [32] to have an idea about part of our prosthetic device.

The human hand is the greatest tool used for building civilizations. It had five
fingers, a thumb finger, index finger, middle finger, ring finger, and little finger. It
contains three principle parts: phalanges, metacarpal bones, and carpal bones. Those
parts are covered by tissues ofmuscles and ligamentwhich gives the hand its stability,
precision, and strength (Fig. 1.20).

Fig. 1.19 Prosthetic hand design in solidworks
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Fig. 1.20 Anatomy of the biological human hand

The carpal and metacarpal bones will not be detailed because those two parts
are combined in the prosthesis design for implementing motors and related controls.
The phalanges parts are not identical for all fingers. Only the thumb finger contains
two phalanx, distal, and proximal; and the rest of the fingers contains three phalanx
which are, from the extremity, distal, intermediate, and proximal.

Distal and intermediate phalanx are combined in the prosthetic hand to make
them resistant. The movement of the distal and intermediate parts relative to the
proximal phalanx is achieved by a four-bar linkage used in many real systems. Many
achievable grasps can be sited, like power grasp, precision grasp, hook grasp, lateral
grasp, tip grasp, and finger-point grasp. Kinematic model of finger joint coupling
mechanism is given by figure below (Fig. 1.21).

Gear arrangement are very important in a system with space constraint. The prox-
imal phalanx uses a worm gear for flexing. The principal advantage of using such a
gear arrangement, is that it can block the movement of the finger at any position it
takes (Fig. 1.22).

1.4.2 Electrical Requirement and Specification

In order to control the above-cited electro-mechanical conception of the hand, we
are constraint to equip it with electrical devices able to manage it. The actuators have
to be controlled in real time with high precision and accuracy. This is on which we
are working actually in order to bring this project to life.
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Fig. 1.21 Illustration of the kinematic model of the hand

Fig. 1.22 Worm gear used
as finger actuator

Due to size constraining, the actuator choice must be optimized with respect to
the grasping force specifications.

The design should consider the availability of different product. Chinese product
presents a good compromise between the torque of motors and their size, but their
production can be corrupted at any time without a replacement. Other available
products have a small size but does not meet torque requirements.

Faulhabert and Maxon, two companies, provide an interesting catalog of motors
that meet the requirements for prosthetic hand, but expensive. Many prosthetic hands
use their motors to actuate prosthetic hands, and they present a good quality and
long-life cycle.

1.5 Results and Discussion

In the first stage, the classification is performed to the dataset after denoising the
signal without any feature extraction. We used only the different envelope detected
and compared which envelope will be used.
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The table below shows the results of using SVM,KNN,ANN, and LDA to classify
different signal envelope corresponding to hand motion of the five individuals.

The comparison is used to choose the best classifier and the best envelope detection
method.

SVM uses one-versus-one strategy to classify data. The results of this classifier
give a high accuracy using linear envelope detectionmethod. To prevent an overfitting
situation, we use a k-fold cross-validation to insure the stability and reliability of the
given results.

The k-fold cross-validation consists of partitioning the original data to randomly
k equal subsample. A single subsample is used to validate the model, and the rest
k-1 subsample is used for validation.

KNN also uses the cross-validation technique with fivefold to ensure that no
overfitting occurs. The results given below in figures and table illustrate the decrease
in accuracy of the classifier with the increasing of the number of nearest neighbours.
The results demonstrate that the accuracy decreases when the number of nearest
neighbours increase (Fig. 1.23).

For LDA, we use pseudolinear version to classify the data. This classifier is
characterized by its fast prediction, easy to interpret, and small memory usage.

Artificial neural networks give good results but present the inconvenient of slow
prediction speed.

By comparing the results of the four-envelope detection method, we can clearly
conclude that results of different classifier with peak envelope and linear envelope
are the best, then, comes the RMS envelope, and finally the Hilbert envelope which
is not suitable for this set of EMG signal (Table 1.2).

Fig. 1.23 Accuracy
decreases when the number
of nearest neighbours
increase
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Table 1.2 Classification accuracy for different envelope detection methods and different classifiers

Envelope
classifier

Hilbert
envelope

Peak envelope
(%)

RMS envelope
(%)

Linear envelope
(%)

(%)

SVM
(one-vs-one)

Male1 66.11 93.6 98.05 97.5

Male2 44.16 78.8 96.9 95.0

Female1 42.7 91.9 45.5 97.5

Female2 69.72 93.3 70.27 98.3

Female3 63.05 96.1 59.16 97.7

KNN (k = 1) Male1 56.1 95.8 93.05 94.72

Male2 38.5 91.1 80.0 90.27

Female1 32.5 96.1 93.6 95.83

Female2 48.8 94.17 67.2 95.27

Female3 43.3 97.2 63.61 96.94

LDA Male1 55.83 85.5 82.2 98.05

Male2 32.7 89.4 75.27 97.2

Female1 35.5 90.27 74.16 96.1

Female2 57.77 81.6 81.1 94.4

Female3 42.5 86.1 74.7 95.27

ANN Male1 49.17 80.83 91.67 94.17

Male2 40.83 75 58.33 68.33

Female1 42.5 89.17 90.83 94.17

Female2 58.33 81.67 90 90.83

Female3 48.3 92.5 85 85.83

1.6 Conclusion

EMGsignal arewidely used inmany applicationswhere combiningbiological system
with robotic system is preferred. In the field of prosthesis design, biological signals
are the best way to control mechatronic systems. The evolution of hardware and
software technology give the possibility obtain accurate results in the classification
of those kind of signal. This work found that different stages of classification are
essentially affected by the quality of the acquired signal. This fact can easily affect
the identification results. The different types of noise presented in this chapter are the
most known problems encountered when dealing with EMG signal processing. We
also proved that envelope detection techniques are useful in the classification process
and that peak envelope and linear envelope are the best method for extracting smooth
and reliable envelopes. Those methods have an important impact in decreasing the
noise deterioration of the general shape of the signal and thus keeping the informa-
tion contained with those signals intact. Using feature extraction can also improve
the classification results by neglecting the effect of noise by providing more stable



28 M. Ayachi and H. Seddik

information and effectively discriminating classes. As discussed above, linear enve-
lope and peak envelope give the best classification with our four classifiers SVM,
KNN, ANN, and LDA. Future work will concentrate on building a real-time system
for pre-processing and classifying EMG signal to use them effectively in real-world
prosthetic hand. The stage of filtering of the signal will be the part of interest to
increase the stability and the effectiveness of the system.
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Chapter 2
A Mobile Computing Solution
for Enhanced Living Environments
and Healthcare Based on Internet
of Things

Gonçalo Marques

Abstract Since most people spend a considerable part of their time indoors,
the indoor environment has a determining influence on human health. In several
instances, the air quality parameters are extremely distinctive from those defined
as healthy values. Using real-time monitoring, occupants or the build manager can
administer interventions in order to improve indoor air quality (IAQ). The constant
scientific improvements in numerous areas such as Ambient-Assisted Living and the
Internet ofThings (IoT)make it possible to build smart thingswith significant features
for sensing and connecting. Therefore, the authors introduce an IoT architecture for
real-time monitoring of IAQ. This system named iAQ Wi-Fi+ uses an open-source
Arduino UNO as processing unit, an ESP8266 for Wi-Fi 2.4 GHz as a communica-
tion unit, and incorporates a temperature and humidity sensor, a CO2 sensor, a dust
sensor, and a digital light sensor operating as a sensing unit. This solution is also
composed of a smartphone application for data consulting. The monitored data can
be discussed by clinicians to support medical diagnostics for enhanced healthcare.
Compared to other solutions, the iAQ Wi-Fi+ is based on open-source technologies
and brings a Wi-Fi system, with several advantages such as its modularity, scala-
bility, low-cost, and easy installation. The results obtained are very encouraging,
representing a meaningful contribution to IAQ monitoring systems based on IoT.

2.1 Introduction

Indoor air quality (IAQ) assumes an important role as far as personal exposure to
pollutants is concerned because several people such as retired, students in classrooms,
and disabled persons could stay most of their time in indoor environments. Older
people and new-borns who are most likely affected by poor IAQ may spend all their
time in indoor environments [1].
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The assessment that IAQ indicators must thereby provide is how good and clean
is it (a) by meeting thermal and respiratory requirements, (b) preventing unhealthy
accumulation of pollutants, and (c) allowing for a sense of well-being [2].

Environmental Protection Agency (EPA) is responsible for indoor and outdoor
air quality regulation in the USA. EPA considers that indoor levels of pollutants may
be up to 100 times higher than outdoor pollutant levels and ranked poor air quality
as one of the top 5 environmental risks to the public health [3].

The problem of poor IAQ becomes of utmost importance impacting severely the
poorest people in the world who are most vulnerable presenting itself as a dangerous
threat for world health such as tobacco use or the problem of sexually transmitted
diseases [4].

Research should be done on IAQ to improve legislation and inspection and create
real-time supervision systems for public health promotion. Those systems should
be incorporated not only in public places such as institutions and hospitals but also
in private places to increase the building’s construction guidelines. Avoidance of
smoking indoors and the use of natural ventilation are important behaviours which
provide numerous positive impacts in IAQ and should be taught to children through
educational programs [5]. Despite the importance of IAQ for public health, there is a
lack of interest in the research community to study new methods for IAQ promotion
[6].

The Ambient-Assisted Living (AAL) concept aims to create sophisticated tools
and services to increase the quality of life, health, and well-being of older people by
study new methods for enhanced living environments [7, 8].

However, some technical challenges still exist in the creation of AAL frameworks
for enhanced occupational health [9]. Besides this, social and moral issues still exist,
for example, the acceptance of these technologies by older persons and privacy
and security problems which are remarkably imperative in each AAL project. It
is essential to guarantee that innovation does not replace human care but rather
introduces new methods to increase and support medical services and frameworks.
At 2050, 20% of the total population will be aged 60 or above [10], which will
increase the expansion and propensity for diseases, medical services costs, deficiency
of parental figures, dependence, and a severer social effect. 87% of individuals wish
to remain in their homes and bolster the enormous cost of nursing [11]. All these
arguments assert the need to create systems to improve the quality of life for enhanced
indoor living environments.

Internet of Things (IoT) stands as a standardwhere things are linked to the Internet
and incorporate data collection capabilities. The basic idea of the IoT is the pervasive
presence of a variety of objects with interaction and cooperation capabilities among
them to reach a common objective [12–14].

This chapter aims at presenting the iAQ Wi-Fi+ , a solution for IAQ monitoring
based on IoT architecture. This solution is composed of a hardware prototype for
ambient data collection and web/smartphone compatibility for data access. This
system uses an open-source Arduino UNO as processing unit, an ESP8266 forWi-Fi
2.4 GHz as communication unit and incorporates a temperature and humidity sensor,
a CO2 sensor, a dust sensor, and a digital light sensor as sensing unit. The previous
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chapter presents a similar solution for wellness monitoring of the elderly by the
observation of routing activities as an aid to caregivers. However, the iAQ Wi-Fi+
uses an entirely wireless approach as well as providing easy installation.

The chapter is structured as follows: besides the introduction (Sect. 2.1), Sect. 2.2
introduces IoT; Sect. 2.3 is concerned to presents smart homes; Sect. 2.4 focuses on
IAQ; Sect. 2.5 presents the materials and methods used in iAQWi-Fi+ development;
Sect. 2.6 shows the results, and the conclusions are in Sect. 2.7.

2.2 Internet of Things

The IoT concept is the result of different views: things-oriented vision, Internet-
oriented vision and semantic-oriented vision [15]. The IoT consists of a global
network of interconnected objects that have a unique address based on stan-
dard communication protocols. The things-oriented vision focuses on intelligent
autonomous devices that use technologies such as near-field communication (NFC)
and radio frequency identification (RFID) objects, applied to our daily lives. The
Internet-oriented vision focuses on the idea of keeping the devices connected to the
network, having a single address and using standard protocols.

Semantic vision focuses on storage, searching, and data classification generated
by IoT. This vision centres on the development of software architecture solutions to
manage the data produced by IoT devices.

The IoT is divided into five different layers such as Objects or Perception Layer,
Object Abstract or Network Layer, Service Management or Middleware Layer,
Application Layer, and Business Layer (Fig. 2.1).

On the one hand, the Perception Layer refers to physical sensors and actuators
that IoT systems incorporate [16]. On the other hand, the Network Layer transfers
data produced by the Perception Layer to the Middleware Layer through secure
channels using technologies such as RFID, ZigBee, WPAN, WSN, DSL, UMTS,

Business Layer
(System Management, 

Graphs, Charts, 
Business Models)

Applica�on Layer 
(Smart Applica�ons 
and Management)

Middleware Layer
(Database, Ubiquitous 

Compu�ng, Service 
management)

Network Layer
(GPRS, UMTS, LTE, 
ZigBee, Bluetooth)

Percep�on Layer 
(Physical objects, RFID, 

NFC, Sensors and 
Actuators)

Fig. 2.1 IoT architecture layers (adapted from [16])
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GPRS, Wi-Fi, WiMax, LAN, WAN, 3G, and LTE. Furthermore, the Middleware
Layer pairs a service with its requester based on addresses and names to maintain
independence from the hardware. On the contrary, the Application Layer provides
the services requested by consumers passing the system output information to the
client that demands that information.

Finally, the Business Layer manages the overall IoT system activities and services
to build a business model, graphs and flowcharts based on the received data from the
Application Layer.

Despite the numerous technologic enhancements, some issues in the construc-
tion of IoT systems continue to exist corresponding to privacy, confidentiality, and
security of such systems. To address the privacy issues, the ambient sensing system
(AmbLEDs) project presents the use of LEDs instead of other types of more invasive
sensors such as cameras and microphones to interact with people in AAL revealing
the importance of using intuitive interfaces in this applications [17].

Humans will often be an integral part of the IoT system. Therefore, the IoT will
affect every aspect of human lives. Due to the large scale of devices carrying privacy
and security issues, the cooperation between the research communities is deemed
essential [18]. The SPHERE Project [19] aims to build a generic platform that fuses
complementary sensor data to generate rich datasets that support the detection and
management of various health conditions. This project uses three sensing technolo-
gies: environment, video and wearable sensing. SPHERE is a specially impressive
project that makes a beneficial bridge between IoT and AAL. An AAL cloud-based
IoT platform was proposed by [20] to manage the integration and behaviour-aware
orchestration of devices as services stored and accessed via the cloud.

2.3 Smart Homes

There are decades of research about smart homes. TheMITMedia Lab has developed
the first project [21]. Today, three main categories of smart homes exist. The first
category detects and identifies the actions of its residents to determine their health.
The second category aims at the storing and retrieving of multimedia captured within
the smart home, in different levels from photos to experiences. The third category
is surveillance, where the data captured in the environment is processed to obtain
information to raise alarms and protect the home and the residents. There is also
a type of smart homes that have the objective to reduce energy consumption by
monitoring and controlling electric devices [22].

Recent advances in information technology allowed lower prices of smart homes
but provide them intelligence environments to make complex decisions remains a
challenge. In the future, the number of smart homes will increase with the use of
sensors that will store the data acquired in monitoring databases in real-time.

Three broad views are introduced by [23]: a functional view, an instrumental
view, and a socio-technical view. The functional view sees smart homes as a way of
better managing the demands of daily living through technology. The instrumental
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view shows smart homes’ potential for managing and reducing energy consumption.
According to a socio-technical view, smart homes provide continuous digitalization
to daily life activities.

In Europe, some smart home projects include iDorm [24], Gloucester SmartHome
[25], CareLab [26], and others.

Several challenges are related to IoT and AAL such as security, privacy, and
juridical. In general, IoT devices are wireless and exposed to a public range. There-
fore, the ownership of data collected needs to be established. The IoT systems should
adopt encryption methods and privacy policies.

An integrated platform for monitoring and control of a home that uses ZigBee
wireless network and is distinguished by the use of open-source technologies that
combines IoT and AAL has presented by [27].

As regular people spend a considerable part of their time inside buildings, the
smart homes will have a significant role in occupational health. Therefore, smart
homes should incorporate pervasive sensors for ambient quality evaluation to identify
harmful situations in real-time and correlate the indoor environmental conditionswith
the occupant’s health status.

2.4 Indoor Air Quality

An IAQ supervision system is an essential tool for air quality assessment, and further-
more is also an important decision tool for planning interventions to promote occu-
pational health. An IAQ evaluation framework supports the identification and vari-
ation of IAQ parameters. Nearby and disseminated evaluation of IAQ is critical for
enhanced occupational health, such as gas spills identification or security applica-
tions, but also to control heating, ventilation and air conditioning (HVAC) systems
[6]. An IAQ real-time monitoring system gives a predictable stream of IAQ informa-
tion for a stable administration and building managing. The remote IAQ monitoring
provides continuous data collection for enhancedAALstandards, as proposed in [28],
by presenting an effective air quality system for different gas sensorsmonitoring such
as methane, propane, and carbon dioxide and monoxide.

In general, the existing IAQ frameworks are expensive and only implement
random sampling. Thus, only a few new systems have been created for checking
environmental parameters with the objective to enhance occupational health [29].
The accessibility of cost-effective sensors and communication technologies provide
the criteria to develop intelligent systems for data collection and physical interac-
tion, e.g., air quality monitoring and control systems [30]. Some solutions aimed at
IAQ supervision are beginning to take centre stage [31–36]. A dedicated, miniatur-
ized, low-cost electronic system based on metal oxide sensors and signal processing
techniques that supports carbon monoxide, nitrogen dioxide in mixtures with rela-
tive humidity and volatile organic compounds supervision through an optimized gas
sensor array and effective pattern recognition methods is presented by [37]. Another
wireless solution for environmental parameters supervision such as temperature,
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humidity, gaseous pollutants and aerosol is proposed by [38]. A monitoring system
that uses a low-cost wireless sensor network, to collect IAQ information devel-
oped using Arduino, XBee modules and microsensors, for storage and availability
of monitoring data in real-time is presented by [39].

2.5 Materials and Methods

In general, the quality of indoor environments covers the visual and thermal comfort
but also the IAQ. In this context, environmental parameters such as temperature,
humidity, airspeed, lighting level and pollutants concentrations are crucial for a
proper evaluation of indoor environments.

The iAQ Wi-Fi+ is an IAQ monitoring solution that provides temperature,
humidity, PM10, CO2 and luminosity supervision in real-time. It is a completelywire-
less solution, where the wireless communication is implemented using the ESP8266
module which implements the IEEE 802.11 b/g/n networking protocol, a family
of specifications developed by the IEEE for WLANs. The IEEE 802.11 standard
supports radio transmission within the 2.4 GHz band [40].

This solution is based on open-source technologies, and it uses an Arduino UNO
[41] as a microcontroller and an ESP8266 module for data communication. The data
collected by the system is stored in a ThingSpeak platform. ThingSpeak is an open-
source IoT application that offers APIs to store and retrieve data from sensors and
devices using HTTP over the Internet [42].

The end user can access the data from the web page provided by ThingSpeak plat-
formor can use the smartphone app developed in Swift, an open-source programming
language with Xcode integrated development environment (IDE) created for the iOS
operating system. By providing a history of changes, the system helps the build
manager to make a precise and detailed analysis of the IAQ. Therefore, this data
could support him to decide on possible interventions to improve IAQ.

Figure 2.2 represents the system architecture.

Fig. 2.2 iAQ Wi-Fi+ system
architecture
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The iAQWi-Fi+ can be divided into three major parts: a processing unit, a sensing
unit, and a communication unit. This system is built using the embedded Arduino
UNO microcontroller as the processing unit. Arduino is an open-source platform
that incorporates an Atmel AVR microcontroller [41]. The sensing unit incorpo-
rates temperature, humidity, dust concentration, light, and CO2 sensors. The system
incorporates an ESP8266 as the communication unit (Fig. 2.3).

The iAQ Wi-Fi+ prototype is shown in Fig. 2.4, and a brief description of the
components used is described in Table 2.1.

The firmware of the iAQ Wi-Fi+ is implemented using the Arduino platform
language on the Arduino IDE. It belongs to the C-family programming languages.
The Arduino UNO is responsible for data collection and is connected to the
communication unit (ESP8266) by serial communication.

The Arduino UNO sends a string with the data from the sensors to the ESP8266,
and this is responsible to upload this data to the ThingSpeak platform (Fig. 2.5).

Table 2.2 describes the cost of the components incorporated in the iAQ Wi-Fi+.
Compared to the existent systems on the market which have an excessively higher

cost and do not provide real-time monitoring data, the iAQ Wi-Fi+ is a suitable
solution for enhanced living environments and occupational health.

Fig. 2.3 Schematic diagram
of iAQ Wi-Fi+

Fig. 2.4 iAQ Wi-Fi+
prototype
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Table 2.1 Type, interface, operating voltage and other details of the used components in the iAQ
Wi-Fi+

Component Type Interface Operating voltage
(V)

Details

Temperature and
relative humidity
sensor

TH2 I2C 3.3–5 Accuracy: ±4.5% RH
and ±0.5 °C
Range:
0–100%RH and
0–70 °C

Dust sensor Shinyei Model
PPD42NS

PWM 5 Sensitive to 1 µm and
major particles [43]

Light sensor TSL2561 I2C 5 Range: 0.1–40,000 lx
Working temperature:
(−40–85 °C) [44]

CO2 sensor MG-811 Analog 5 Range:
340–10,000 ppm [45].
Working temperature:
20–50 °C [46]

Wi-Fi chip and
MCU
(microcontroller
unit)

ESP8266 I2C 3.3 32-bit MCU and
supports 802.11 b/g/n
protocols
Working temperature:
−40–125 °C [47]

Fig. 2.5 Arduino UNO and ESP8266

Taking into consideration that iAQ Wi-Fi+ is intended to be used in indoor envi-
ronments where electricity is available, there was no great concern with the choice
of ultra-low-power sensors and the research focus on the real-time data collection
and notification features. The selection of the sensors was based on the cost of the
system.

The ESP8266 has an important feature that provides to the end user an easy
configuration of theWi-Fi network to which it will be connected. The ESP8266 is by
default a Wi-Fi client, but if it is unable to connect to the Wi-Fi network or if there
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Table 2.2 Component costs
of the iAQ Wi-Fi+ system

Cost

Arduino UNO 8.59 USD

ESP8266 3.39 USD

TH2 9.46 USD

Shinyei dust sensor 13.31 USD

TSL2561 11.20 USD

MG-811 39.10 USD

PCB 3.65 USD

Cables and box 9.59 USD

Total 98.29 USD

Fig. 2.6 Wi-Fi network
configuration

are no wireless networks available, the ESP8266 will turn to hotspot mode and will
create a Wi-Fi network with an SSID “IAQ”. At this point, the end user can connect
to the created hotspot which permits the configuration of theWi-Fi network to which
the iAQ Wi-Fi+ is going to connect through the introduction of the network SSID
and password (Fig. 2.6).

2.6 Results and Discussion

The iAQWi-Fi+ allows viewing the data according to graphical and numerical values
by using a web browser or a smartphone app.

For testing purposes, two iAQ Wi-Fi+ modules were been used. All modules are
powered using 230–5 V AC-DC 2A power supply. IAQ data were collected for two
months and show that under certain conditions, air condition is significantly affected.
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The end user can access the data using the ThingSpeak platform but also from
the web portal built in PHP. After login, the end user can easily access the IAQ data
in real-time. The web application allows the user to keep the parameters history.
The system helps the user to provide a precise and detail analysis of the air quality
behaviour. The map view feature allows the user to check in real-time the latest
values collected by iAQ Wi-Fi+ referencing their location (Fig. 2.7).

A sample of the data collected by iAQ Wi-Fi+ is shown in Figs. 2.8, 2.9, 2.10
and 2.11. Figure 2.8 represents luminosity data measured in lux, Fig. 2.9 represents
temperature datameasured in Celsius, Fig. 2.10 represents dust sensor datameasured
in µg/m3 and Fig. 2.11 represents the humidity data measured in %. The graphs
display the results obtained in a real environment with induced simulations.

The iAQ Wi-Fi+ is also equipped with a powerful alerts manager that notifies the
user when the IAQ is poor. The maximum and minimum health quality values are

Fig. 2.7 Map view functionality

Fig. 2.8 Luminosity (lux)
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Fig. 2.9 Temperature (ºC)

Fig. 2.10 Dust sensor PM10
(µg/m3)

Fig. 2.11 Humidity (%)

predefined by the system based on well-studied values, but the user can also change
these values to specific proposes (Fig. 2.12).

When a value exceeds the defined threshold, the user will be notified in two ways
by e-mail or by smartphone notification in real-time (Fig. 2.13). This functionality
enables the user to act in real-time ensuring excellent ventilation for enhanced living
environments and occupational health.

The smartphone application allows a quick, simple, intuitive and real-time access
to the monitored data in numerical and graphical form (Fig. 2.14). Mobile computing
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Fig. 2.12 Alert configuration manager

Fig. 2.13 iAQ Wi-Fi+ smartphone notifications architecture

in the USA has an exponential growth as adult smartphone device ownership was at
33% in 2011, 56% at the end of 2013 and 64% in early 2015 [48]. In the Netherlands,
70% of the global population and 90% of the adolescents own a smartphone [49]. In
Germany, 40% of the population uses a smartphone [50] and 51% of adults owned
smartphones in the UK [51]. About 36–40% of smartphone owners use their smart-
phone 5 min before bed and in the next 5 min after waking up [50]. Smartphones not
only have excellent processing and area capabilities but also people carry them in
their daily lives. Therefore, a mobile application has been created to allow a quick,
easy and intuitive access to the monitoring data. In this way, the user can carry the
IAQ data of their home with him for everyday use.

On the one hand, the IAQ charts allow greater perception of the parameters
behaviour than the numerical format. On the other hand, mobile computing tech-
nologies enable a precise analysis of the temporal evolution. Thus, the system is
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Fig. 2.14 iAQ Wi-Fi+ mobile application

a powerful tool for air quality evolution analysis and decision making on possible
interventions for enhanced living environments and occupational health.

Compared to other systems, the iAQWi-Fi+ system has the following advantages:
modularity, small size, low-cost construction and easy installation [52, 53].

In the future, the principal objective is to improve the work by adding a context-
awareness approach to automate the ofHVACequipment’s [54–57]. Improvements to
the system hardware and software are planned to make it much more appropriate for
specific purposes such as hospitals, schools, and offices. Formaldehyde (FA) is a high-
volume chemical, which is used for disinfection purposes and as a preservative. FA
is genotoxic, causing DNA adduct formation, and has a clastogenic effect; exposure–
response relationships were nonlinear [58]. Therefore, the possibility to incorporate
an FA sensor in iAQ Wi-Fi+ should be noted.

2.7 Conclusion

By monitoring IAQ is possible to provide analysis of the ventilation conditions in
real-time and plan interventions to increase the air quality if needed.

This chapter has presented a complete wireless solution for IAQmonitoring based
on IoT architecture. This solution is composed of a hardware prototype for ambient
data collection and smartphone compatibility for data access. The results obtained
are promising, representing a significant contribution to IAQ monitoring systems
based on IoT.
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Compared to existing systems, it has great potential due to the use of low-cost and
open-source technologies. Note that the system has advantages for both easy instal-
lation and configuration, due to the use of wireless technology for communications,
but also because it was meant to be compatible with all domestic house devices and
not only for smart houses or high-tech houses.

Despite all the advantages in the use of IoT architecture, still exist many open
issues as scalability, quality of service problems, and security and privacy issues.
The proposed system should find ways to respond to these problems. Data security,
in particular, is of the utmost importance in the field of health care. Therefore, Part II
of this book presents several significant approaches on security and privacy in IoT-
based e-health applications. As future work, it is expected to introduce new sensors
to this system for monitoring other IAQ parameters as well as the development of a
platform that allows sharing in a secureway the collected data to health professionals.
In addition to system validation, physical system and related software improvements
have been planned to adjust the system to specific cases such as hospitals, schools,
and industrial factories.

Systems like iAQ Wi-Fi+ will be a part of the indoor spaces in the future. IAQ
data can be used by health professionals to support clinical diagnostics to address
occupational health problems.
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Chapter 3
Rapid Medical Images Restoration
Combining Parametric Wiener Filtering
and Wave Atom Transform Based
on Local Adaptive Shrinkage

Zouhair Mbarki and Hassene Seddik

Abstract Supervised image restoration is a process of reconstructing or recovering
an image that has been degraded by using a priori knowledge of the degradation
phenomenon. This includes deblurring images degraded by the limitations of sensors
or source of captures, in addition to noise filtering and correction of geometric distor-
tion due to sensors. Generally, restoring original images from their distorted form
is a necessary step in many domains such as medical domain. In the literature,
there are several classical medical images restoration techniques such as Wiener
filtering. Thus, restoration techniques are oriented toward modeling the degradation
and applying the inverse process in order to find an estimate of the original image.
To recover the original medical image, Wiener filter needs a prior knowledge of
the degradation phenomenon caused by the imaging system, the blurred image, and
the statistical properties of the noise process. In this work, we propose a new fast
algorithm for supervised medical images restoration that does not require a priori
knowledge about the noise distribution. The degraded image is first deconvoluted in
Fourier space by parametric Wiener filtering, then it is smoothed by the wave atom
transform after applying a local adaptive shrinkage to its coefficients. Experiment
results are very interesting and show the efficiency of the suggested method based
on a comparison study.

3.1 Introduction

Medical images restoration remains a challenging task in the field of image
processing. During the last decades, medical systems imaging has been developing
and many techniques are available like computed tomography (CT), ultrasonog-
raphy,magnetic resonance imaging (MRI), andpositron emission tomography (PET).
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Despite the performance of these systems, often, medical images have a major disad-
vantage. Indeed, acquired images are degraded during the imaging process. Image
degradations are, on the one hand, linked to the noise caused by the sensor, the quan-
tification, and the transmission, on the other hand, are convolutive. These degrada-
tions are related to the movement of the sensor or the movement of the patient, and
they are interpreted by the presence of the blur in the image. This image will be char-
acterized by its spread function (PSF). Typically, the distorted image is caused by
a degradation function denoted H(x,y) which is generally a PSF followed by noise
denoted η(x,y). In order to make the deteriorate images exploitable and facilitate
their analysis, a processing operation is necessary. This operation is called image
restoration. According to the information about the degradation function (PSF) and
the phenomenon of noise, the restoration is called supervised or blind restoration.
Supervised image restoration, often called classical restoration, seeks an estimate
of the true image assuming the blur is known. It attempts to reconstruct or recover
an image that has been degraded by using a priori knowledge of the mathematical
degradation model. Thus, restoration techniques focus on modeling the degradation
and applying the inverse model in order to recover a denoised image. A fundamental
method in the filtering theory used commonly for image restoration is the Wiener
filter. The goal of the Wiener filter is to compute a statistical estimate of unknown
signal using a related signal as an input and filtering it to generate the estimate as
output. This method’s objective is to restore image as close as possible to the original
one. This is, indeed, a method of least squares estimation in which we consider that
the images are realizations of a stationary and ergodic randomprocess. The drawback
of this method is the need for a priori knowledge of the degradation phenomenon,
which is denoted as the degradation function of the imaging system, i.e., the point
spread function (PSF), the blurred image, and the statistical properties of the noise
process. To restore distorted medical image and improve Wiener filtering without
prior knowledge of the degradation phenomenon, several authors propose to esti-
mate the PSF using the specification of the imaging system or ground characters in
the acquired images. Then, an appropriate method is selected to restore the images
with the estimated PSF [1, 2]. In other works, authors proposed to restore images in
the wavelet domain [3, 4]. Donoho and Johnstone in [5] proposed an algorithm for
solving the inverse problem known as the wavelet-vaguelletes algorithm. It consists
of applying an inverse filter and then the wavelet transform. Recently, a fast algo-
rithm (VSFIR) for image restoration has been proposed. This approach is based
on a variable splitting to obtain an equivalent constrained optimization formulation
which is addressed with an augmented Lagrangian method [6]. In other work [7],
authors proposed a supervised algorithm for medical images restoration using the
conceptual framework of multiple-point geostatistics. In [8], a new frame for image
estimation is provided. In fact, authors proposed the AFO TV-�1 model with a novel
IFODKM model. The proposed method is resolved by using SBI algorithm. In [9],
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a TV blind method for single frame by employing split Bregman iteration called as
TVBDSB is presented. The proposed method can excellently recover the degraded
images not only with simple background but also with complex background. In [10],
a non-local regularization algorithm with a single forward backward operator split-
ting is proposed to solve the sub-problems of the Bregman iterations. In related work
[11], authors proposed a non-blind image restoration method (NBID) that combines
the TV and NLTV models. Firstly, original image is decomposed into three regions,
salient edges, details, and constant regions, and then the TV model and the NLTV
model are used to smooth the image and preserve the salient edges and details,
respectively. Other techniques propose to estimate the parameters of the PSF from
the degraded image. This is achieved by training ELM using geometric moments
as feature vectors [12]. In the present study, in order to benefit from the advan-
tages of the Fourier transform and those of wave atom, we propose a scheme that
consists of two steps: Deconvolution in the Fourier domain followed by a denoising
in the wave atom domain. The threshold is calculated locally by estimating the noise
variance in each region after the image segmentation operation is deployed using
watershed algorithm. The simulations results and the comparative study with other
techniques are conducted, and they have shown that the proposed schema gener-
ates a wide improvement in the quality of the restored images. This improvement is
accounted subjectively in terms of visual quality and objectively with reference to
the computation of some criteria.

3.2 Image Degradation Process

3.2.1 Notion of Blur

The digital filters used for images processing will have different effects according to
their characteristics (data of the matrix). Some filters will enhance the edge effect,
to give more apparent clarity to the image, others will have the opposite effect, to
generate blur which is essentially a convolutive phenomenon and is characterized by
its point spread function (PSF).

On the one hand, the blur is due to the sensor, and on the other hand to the shooting
conditions.

– Sensor defects: Basically, the blur is due to the optics and the integration of
the light on each pixel, the electronic noise, the quantification noise, and the
replacement of the pixel size by the grain size on the analogical carriers.

– External Defects: Blur is caused by cameramotion and atmospheric disturbances.
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Fig. 3.1 Gaussian blur (σ = 2)

3.2.2 Various Types of Image Blur

3.2.2.1 Gaussian Blur

The Gaussian blur is a type of image-blurring filter that uses a Gaussian function,
which also expresses the normal distribution in statistics, to calculate the transfor-
mation to be applied to each pixel in the image. The equation of a Gaussian functions
in two dimensions is governed by Eq. (3.1).

G(x, y) = 2

2πσ 2
e− x2+y2

2σ2 (3.1)

where x is the distance from the origin in the horizontal axis, y is the distance from the
origin in the vertical axis, and σ is the standard deviation of theGaussian distribution.

The term 1
σ
√
2π is the normalization constant. It comes from the fact that the

integral on the exponential function is not the unit:

+∞∫

−∞
e

−x2

2σ2 dx = √
2πσ (3.2)

With the normalization constant, the Gaussian kernel is a normalized kernel.
Its integral over its entire domain is the unit for each value of σ . This means that
increasing the value of σ substantially reduces the amplitude. Figure 3.1 shows an
example of Gaussian blur.

3.2.2.2 Motion Blur

Motion blur refers to the image degradation caused by system movement or shake
during the imaging process. Geometrical optic analysis shows that the point spread
function (PSF) of motion blur is a uniformly distributed circular facula. An example
of motion blur is shown in Fig. 3.2.
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Fig. 3.2 Motion blur (Len = 15 et θ =135°)

3.2.2.3 Average Blur

This blur is produced when the camera is not in focus. Indeed, this filter assigns to the
studied pixel the mean value of this pixel and the adjacent pixels. Figure 3.3 shows
an example of average blur.

3.2.3 Mathematical Formulation of Image Degradation

In practice, each imaging system is characterized by its impulse response or point
spread function (PSF) and assuming that the noise is additive and that it is uncorre-
lated with the signal. The discrete model for a linear degradation caused by blurring
and additive noise is given by Eq. (3.3).

g(x, y) = H [ f (x, y)] + η(x, y) (3.3)

where g(x, y) is the observed image, H(x, y) is the degradation matrix, f (x, y) is the
original image, and η(x, y) is a measurement noise.

The image restoration has for object the reduction see the elimination of the
distortions introduced by the system having served to acquire the image. Its objective

Fig. 3.3 Average blur
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is to obtain an estimate f̂ (x, y) of the original image. The estimated image must be
as close as possible to the original one, and the error between those images should
not exceed the Weber threshold and must be imperceptible psycho-visually. If the
degradation function called H(x, y) is a linear spatially-invariant process, it can
be shown that the degraded image is given in the spatial domain by the following
equation:

g(x, y) = h(x, y) ∗ f (x, y) + η(x, y) (3.4)

where f (x, y) is the original image, g(x, y) is the observed image, h(x, y) is the
blur kernel or PSF, η(x, y) is the noise, and “*” indicates the convolution operator.
Assuming that convolution in the spatial domain and multiplication in the frequency
domain constitute a Fourier transform pair, we can write the preceding model in an
equivalent frequency domain representation.

G(u, v) = H(u, v) · F(u, v) + N (u, v) (3.5)

where capital letters represents the Fourier transform of the corresponding terms in
the spatial domain. The degradation function H(u, v) is sometimes called the optical
transfer function (OTF), a term derived from the Fourier analysis of optical systems.
In the spatial domain, h(x, y) is referred to as the point spread function (PSF) and
operates on a point of light to obtain the characteristics of the degradation for any
type of input. Because the degradation is due to a linear space-invariant function
H(x, y), which can be modeled as convolution, the degradation process is sometimes
referred to as “convolving the image with PSF.” Similarly, the restoration process
is sometimes referred to as deconvolution. Figure 3.4 shows the image degradation
process.

Original 
image 
f(x,y) 

*
Degrada�on

Func�on 
(PSF) 
H(x,y)

+
Distorted 

image 
g(x,y) 

 Noise 
η(x,y) 

Fig. 3.4 Degradation process
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3.3 Image Restoration Process

In this work, we suppose that the PSF is known. Our algorithm consists of two steps:
Deconvolution in the Fourier domain and denoising in the wave atom domain.

The first step consists of regularized deconvolution in the Fourier space by the
parametric Wiener filter whose purpose is to offset in part the PSF and reduce
degradations. Let:

h(x, y)−1 ∗ g(x, y) = f (x, y)︸ ︷︷ ︸
original image

+ h(x, y)−1 ∗ η(x, y)︸ ︷︷ ︸
deconvoluted noise

(3.6)

where the term h−1(x, y) ∗ η(x, y) is a term that corresponds to the noise. This
deconvolution is provided by the parametric Wiener filter.

The second step consists in decomposing the resulting image, which still contains
a deconvoluted noise part, into wave atom transform and reconstruct it after local
thresholding of the coefficients.

The threshold choice is important since it will determine the level of detail to
remember: a low threshold rebuilt the image with many details but also with a signif-
icant part of the noise. A high threshold outputs an image devoid of its fine details,
and the noise is reduced. The algorithm steps are as follows:

Step 1. Distorted image using Eq. (3.3).
Step 2. Deconvolution in the Fourier domain using Eq. (3.6).
Step 3. Decomposition of the resulting image into wave atom domain.
Step 4. Setting local coefficients threshold and construction of the final image.

The restoration process is shown in Fig. 3.5.

Fig. 3.5 Restoration process
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3.3.1 Deconvolution in the Spectral Domain

Wiener filtering is one of the earliest and best known approaches to linear restoration.
This filter seeks an estimate f̂ that minimizes the statistical error function e2.

e2 = E
[
( f (x, y) − f̂ (x, y))2

]
(3.7)

where E is the expected value operator f (x, y) is the original image and f̂ (x, y) is
the estimated image.

The Wiener deconvolution is a mathematical operation which involves applying
a Wiener filter to eliminate or attenuate part of the noise in a signal. It operates in
the frequency domain by trying to minimize the impact of noise where the signal-to-
noise ratio is low. In this work, convolution is performed by the parametric Wiener
filter which is a particular case of the wiener filter.

3.3.1.1 Wiener Estimator

Assuming first that F(u, v) does not exist. The ideal image f (x, y) and the noise η(x,
y) are stationary random functions and so are the degraded image g(x, y) and the
restored image. The mean square error e2(x, y) to be minimized is:

e2(x, y) = 1

S

¨

S

e2(x, y)dxdy (3.8)

where e(x, y) = f (x, y) − ∧
f (x, y) and S is the image surface. The quadratic error

scheme is shown in Fig. 3.6.
The impulse response h0(x,y) of the filter which leads to this result is calledWiener

estimator as:

Fig. 3.6 Retro-propagation quadratic error decreasing
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Cgf = h0 ∗ Cg (3.9)

where Cg(x, y) is the autocorrelation function of the image g(x, y) and Cgf(x, y) is
the normalized cross-correlation function between images f and g.

The Wiener estimator transfer function deducted from the Fourier transform of
Eq. 3.9 is:

H0(u, v) = Pgf(u, v)

Pg(u, v)
(3.10)

where Pgf, Pg are the Fourier transforms of Cgf and Cg, respectively.
If the signal and noise are uncorrelated, then.

Pg = Pf + Pη and Pgf = Pf (3.11)

where Pη (u, v) is the power spectrum of noise η(x, y) and Pf (u, v) is the power
spectrum of the original image f (x, y). So Eq. 3.10 becomes:

H0(u, v) = Pf (u, v)

Pf (u, v) + Pη(u, v)
(3.12)

3.3.1.2 Wiener Filter Formulation

TheWiener deconvolutionmethod has widespread use in image deconvolution appli-
cations, as the frequency spectrum of most visual images is fairly well behaved and
may be estimated easily.

The goal of theWiener filter is to compute a statistical estimate of unknown signal
using a related signal as an input and filtering it to generate the estimate as output;

The Wiener filter transfer function is nothing other than the filter resulting from
the cascading of the inverse filter and the Wiener estimator.

The solution to this model in the frequency domain is.

F̂(u, v) =
[

1

H(u, v)
× |H(u, v)|2

|H(u, v)|2 + Sη(u, v)/S f (u, v)

]
G(u, v) (3.13)

where H(u, v) is the degradation function, |H(u, v)|2 the complex conjugate of H(u,
v), Sη(u, v) = |N (u, v)|2 the power spectrum of the noise, and S f (u, v) = |F(u, v)|2
the power spectrum of the original image.
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The ratio Sη(u, v)/S f (u, v) is called the noise-to-signal power ratio. We notice
that if the noise power spectrum is zero for all relevant values of u and v, this ratio
becomes zero and the Wiener filter is reduced to the inverse filter.

The two related quantities of interest are the average noise power and the average
image power, defined as:

ηA = 1

MN

∑
u

∑
v

Sη(u, v) (3.14)

and

f A = 1

MN

∑
u

∑
v

S f (u, v) (3.15)

where as usual, M and N denote the number of rows and columns of the image and
noise arrays, respectively. These quantities are scalar constants, and their ratio R is:

R = ηA

fA
(3.16)

R, which is also a scalar, is used sometimes to generate a constant array instead of
the function Sη(u, v)/S f (u, v). In this case, even if the actual ratio is not known, we
need to experiment interactively by varying R and see the restored results. This, of
course, is a crude approximation that assumes that the function is constant. Replacing
Sη(u, v)/S f (u, v) by a constant array in the preceding filter equation results in the so-
called parametric Wiener filtering. The deconvolution by the Wiener filter is shown
schematically in Fig. 3.7.

Fig. 3.7 Mathematical model of the wiener filter
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3.3.2 Denoising in the Wave Atom Domain

3.3.2.1 Review of the Wave Atom Transform

During the last decade a series of variants of geometric transformations have
appeared. In fact, traditional wavelet transformation has attracted much attention
from researchers in the field of image analysis. But, in practice, this transforma-
tion has shown some limitations. Indeed, the transition from a level to another in
conventional wavelet transform causes the approximation decomposition while in
the wavelets packets, the decomposition could be pursued into the other sets (details
and approximation), which is not optimal.

After a few years, Yong and Demanet presented a new transformation obeying the
parabolic scaling law with a wavelength equal to diameter2 [5, 12]. This transforma-
tion is considered a variant of 2D wavelet packets and an efficient representation of
oscillating patterns and textures in a large class of images. The new transformation
is called wave atom transform (WAT) and has two important proprieties:

• The ability to adapt to arbitrary local directions of a pattern.
• The ability to sparsely represent anisotropic patterns aligned with the axes.

The WAT has indicated a first convenience that can be adapted to arbitrary local
directions of a second pattern and allows representing anisotropic models aligned
with the axes. It also has another significant convenience that gives us a strong
frequency location than other wave packets. Moreover, the oscillation functions
or texture direction is sparser than other forms like wavelets transform and Gabor
transform.

In image processing, the wavelets are used separably on the horizontal axis and
the vertical axis which generates a partial decorrelation of the image giving many
high energy coefficients along the contours, that is, why more adapted transforms
to the representation of curves and outlines in an image, have been proposed. These
transforms are known as geometric wavelet transforms.

The wave atoms transform is a geometric wavelet transform and created using
two parameters, which are α and β with 0 ≤ α, β ≤ 1. These variables correspond
successively to the multi-scale structure of the transform and directional ability.
When α = 0, the transform is not multi-scale such as the case of the Gabor trans-
form. On the other hand, when α = 1, the transform is multi-scale, this is the case
of wavelets, ridgelets, and curvelets. Similarly, when β = 0, the transform has a
maximum selectivity such as the Gabor transform where the decomposition can be
done in all possible direction. However, β = 1 represents a minimal selectivity, and
this is the case ofwavelets transformwhere there is very little directional information.
For the case of wave atoms, α = β = 1/2. They interpolate precisely between Gabor
atoms and directional wavelets [13, 14]. Figure 3.8 shows the multi-scale structure
and directional ability for each transforms.

Wave atoms are constructed from tensor product of 1D dimensional wave packets
and can be represented from wave packet 1D, ψ j

m,n(x) where j,m > 0 and n ∈ Z .
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Fig. 3.8 Multi-scale structure and directional ability for different transforms

The wave packets 1D are centered around the X j,n = 2− j nand ∓ψ j,m = ∓π2 jm
in space and frequency domains, respectively, with C12 j < m < C22 j .

The basic function in frequency domain is obtained from a combination between
dyadic scaled and translated version of ψ̂0

m and can represented by Eq. (3.17):

ψ j
m,n(x) = ψ j

m(x − 2− j n) = 2 j/2ψ0
m(2 j x − n) (3.17)

where ψ0
m(ω) is defined as:

ψ0
m(ω) = e−iω/2

[
eiαm g(�m(ω − π(m + 1/2))) + e−iαm g(�m+1(ω + π(m + 1/2)))

]
(3.18)

With αm = π/2(m + 1/2), �m = (−1)m and g, a real-value compactly supports
C∞ bump function such that

∑
m

∣∣ψ0
m(ω)

∣∣2 = 1.
For eachwaveω j,m at scale 2− j , the coefficient c j,m,n can be treated as a decimated

convolution as follows:

c j,m,n =
∫

ψ j
m(x − 2− j n)u(x)dx = 1/2π

∫
ei2

− jnω
∧

ψ
j
m(ω)û(ω)dω (3.19)

By discretizing the sample u at xk = kh, h = 1/N , k = 1 . . . N , the discrete
coefficients cDj,m,n are computed using a reduced inverse FFT inside an interval of
size 2 j+1π , centered around the origin.

cDj,m,n =
∑

k=2π(−2 j /2+1:1:2 j /2)

ei2
− j nk

∑
p∈2π Z

∧
ψ

j
m(k + 2 j p)û(k + 2 j p) (3.20)
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Introducing subscript μ = (j, m1, m2, n1, n2), 2D orthonormal basis is given by
Eq. 3.21 and 3.22:

ϕ+
μ (x1, x2) = ψ

j
m1(x1 − 2− j n1) ψ

j
m2(x2 − 2− j n2) (3.21)

and

ϕ−
μ (x1, x2) = Hψ

j
m1(x1 − 2− j n1) Hψ

j
m2(x2 − 2− j n2) (3.22)

where H is a Hilbert transform.
Combining Eqs. (3.21) and (3.22) forms the wave atom tight frame as follows:

ϕ(1)
μ = ϕ+

μ + ϕ−
μ

2
(3.23)

and

ϕ(2)
μ = ϕ+

μ − ϕ−
μ

2
(3.24)

Figures 3.9 and 3.10 show, respectively, an example of wave atom 1D and 2D in
spatial domain and Fourier domain.

3.3.2.2 Nonlinear Threshold Optimization

The threshold choice is important because it will determine the level of details to
remember. A low threshold rate gives an image with great detail but also with a
significant part of the noise. On the other hand, a high threshold produces an image
without fine details, and the noise is reduced.

There are several types of threshold estimators. We can first distinguish hard
thresholding and soft thresholding.

A. Hard thresholding

Hard thresholding is the one that is the most “intuitive.” We set a threshold T > 0.
We only keep the wavelet coefficients greater than T, and we set the others to zero.
The shape of hard threshold is shown in Fig. 3.11.

T (x) =
{
0 if |x | < T
x if |x | ≥ T

(3.25)
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Fig. 3.9 1D wave atom transform (j = 3, m = 3; j = 5, m = 8), a spatial domain, b frequency
domain

B. Soft thresholding

In the case of soft thresholding, the coefficients lower than a threshold T are always
set to zero

On the other hand, for those higher than T, the amplitude of the coefficients is
attenuated by the value of the threshold in order to be sure to have the effect of the
noise removed even for the high coefficients. Figure 3.12 shows the shape of the soft
thresholding.

T (x) =
{
0 if |x | < T
x − sign(x) × T if |x | ≥ T

(3.26)

Both thresholding functions above have advantages and disadvantages. In fact,
the soft thresholding is not effective for large coefficients. On the other hand, for hard
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Fig. 3.10 2D wave atom transform (j = 3, m = 3,2; j = 5, m = 8,4), a spatial domain, b frequency
domain

Thresholded coefficients 

-T 

-T 
Coefficients 

T

T

Fig. 3.11 Hard threshold
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Thresholded coefficients

Coefficients

T

T

Fig. 3.12 Soft threshold

thresholding, the results tend to have a large variance and to be unstable because of
the discontinuities of the function of thresholding.

In the literature, there are several methods of thresholding, and the most known
and applied are:

– The VisuShrink threshold: Introduced by Donoho and Johnstone [15, 16], also
called universal threshold. This method uses the assumption of Gaussian white
noise superimposed on the signal. The threshold is equal to.

S = σn

√
2 loge N (3.27)

where σ n is the noise variance and N is the image size.
Since the noise is considered white, its energy is equi-distributed over all the

frequency bands of the decomposition. Accordingly, the standard deviation is esti-
mated in a band where the informational signal is considered non-existent or almost
non-existent, particularly in the higher frequencies. In their work, the authors use a
robust estimator of σn from the median value of the coefficients of the diagonal detail
sub-band of the first decomposition level.

σ 2
n =

[
median(

∣∣yi j ∣∣)
0.6745

]
, yij ∈ subbandHH1 (3.28)

This threshold is effective if the informative signal is hollow, i.e. if its coefficients
are rare. In other words, the thresholding may be too strong for any signal. Further-
more, universal thresholding has another problem which is the unique value of the
threshold for all frequency bands of decomposition.

– The BayesShrink threshold: It uses a Bayesian mathematical structure for the
images to obtain specific thresholds for each sub-band [17]. For each sub-band,
the threshold is given by:
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TB = σ̂ 2
n

σ̂x
(3.29)

where σ̂ 2
n is the estimated noise variance and σ̂x is the estimated standard deviation

of the signal.

σ̂x =
√
max(σ̂ 2

y − σ̂ 2
n , 0) (3.30)

With σ̂ 2
y is the estimated variance of the observed signal which is written.

σ̂ 2
y = 1

M2

M∑
i, j=1

Y 2
ij (3.31)

– The Normal shrink threshold: It is an adaptive threshold since the parameters
required to evaluate the effectiveness of the threshold depend on the data of the
sub-bands [18]. This threshold is then calculated by:

TN = βσ̂ 2
n /σ̂x (3.32)

where the σ̂ 2
n is the estimated noise variance, the σ̂x is the estimated standard deviation

of the signal, and β is the scale parameter, which depends on the size of the sub-band
and the level of decompositions given by Eq. 3.33:

β = √
log(Lk/J ) (3.33)

where Lk is the length of the sub-band at the kth scale.
In this work, we suggest to use the VisuShrink threshold with the estimation the

noise variance. The noise parameters are typically estimated by analyzing the Fourier
spectrum. Let f i denotes intensity levels in an image and P(f i), i= 0, 1, 2,. . .L−1, be
the corresponding normalized histogram, where L is the number of possible intensity
values. A histogram component, P(f i), is an estimate of the probability of occurrence
of intensity value f i and the histogram may be viewed as a discrete approximation
of the intensity of probability density function (PDF).

One of the principal approaches for describing the shape of a histogram is the use
of its central moments (also called moments about the mean), which are defined as
follows:
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μn =
L−1∑
i=0

( fi − m)n P( fi ) (3.34)

where n is the moment order and m the mean defined as follows.

m =
L−1∑
i=0

fi P( fi ) (3.35)

Because the histogram is assumed to be normalized, the sum of all its components
is equal to 1. So, we can see from the preceding equation that μ0 = 1 and μ1 = 0,
and the second-order moment is the variance.

By selecting an area of a nearly constant background level, and assuming that the
noise is additive, we can estimate that the average intensity of the area in the ROI is
reasonably close to the average gray level of the image in that area without noise.
This indicates that the noise in this case has zero mean. Also the fact that the area
has a nearly constant intensity level tells us that the variability in the region in the
ROI is primarily due to the variance of the noise.

To estimate the variance of the noise, first the image is segmented using the
watershed algorithm, as it is shown in Fig. 3.13, and then, the second-order moment
is calculated for each region.

After the estimate of the noise variance, the threshold is calculated on windows
of size 64 × 64 based on the following principle:

– If the window is homogeneous, the threshold is calculated according to the noise
variance in this zone.

– If the window contains multiple areas, the threshold is calculated as the average
of the estimated variances in these areas.

After the variance is estimated, eachwindow is filtered by using the corresponding
threshold, which is calculated using the estimated variance. The optimal threshold
is given in Fig. 3.14.

Fig. 3.13 Noise variance estimation
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Fig. 3.14 Adaptive
nonlinear threshold
calculated with overlapped
windows size (8 × 8)

3.4 Experimental Results

In order to test the effectiveness of our algorithm objectively and subjectively, exper-
iments were performed on simulated low resolution images. Those images were
initially degraded by variable spread functions (Gaussian blur, motion blur). In a
second step, the obtained images were further degraded by adding an additive Gaus-
sian noise. The resulting images were then restored by three methods: the clas-
sical Wiener method, deconvolution into wavelet domain method, and the proposed
method. Different measures were calculated with the aim to compare the results of
filtering. In fact, we used a set of criteria. The first criterion that we used is the PSNR,
given by Eq. 3.36.

PSNR = 10 log10

(
d2

MSE

)
(3.36)

With:

MSE = 1

MN

M−1∑
i=0

N−1∑
j=0

(
[ f (x, y) − r(x, y)]2

)
(3.37)

The second criterion is the normalized cross-correlation (NCC). The third one is
the index of structural similarity, known by structural similarity index (SSIM) given
in Eq. 3.38, and the fourth criterion is the edge preserving index given in Eq. 3.39.

SSIM(x, y) = (2μxμy + c1)(2σxy + c2)

(μ2
x + μ2

y + c1)(σ 2
x + σ 2

y + c2)
(3.38)
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With μx is the x average, μy the y average, σ 2
x the x variance, σ

2
y the y variance,

σ xy the x and y covariance, c1=(k1 L)2 and c2=(k2 L)2 two variables to stabilize
the division with weak denominator and L the dynamic range of the pixel-values.
K1=0.01 and k2=0.03 by default.

EPI =
∑

i, j | fs(i, j) − fs(i − 1, i + 1)|∑
i, j | fi (i, j) − fi (i − 1, i + 1)| (3.39)

where f s(i, j) is the value of the smoothed image pixel and f i(i, j) is the value of the
original image pixel. The index i is the row number and j is the column number.

The last criterion is based on the edge detection of restored images using the canny
operator with threshold equal to 0.1.

3.4.1 Numerical Results Using Gaussian Blur

Many experiments are recorded in order to show the important contribution of the
new algorithm. Images are blurred by Gaussian blur with size of 21 × 21, then an
additive zero mean Gaussian noise is added with different values of BSNR. The
results obtained are shown in Figs. 3.15, 3.16, 3.17, 3.18, and 3.19 and Tables 3.1
and 3.2.

Fig. 3.15 MRI image, a original image, b degraded image (Gaussian blur, BSNR = 10 dB),
c Wiener filter, d wavelet filter, e proposed method, f original edge, g noisy edge, h Wiener edge,
i wavelet edge, j proposed method edge
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Fig. 3.16 Cell image, a original image,b degraded image (Gaussian blur, BSNR= 15 dB), cWiener
filter, d wavelet filter, e proposed method, f original edge, g noisy edge, h Wiener edge, i wavelet
edge, j proposed method edge

Fig. 3.17 Stomach image, a original image, b degraded image (Gaussian blur, BSNR = 15 dB),
c Wiener filter, d wavelet filter, e proposed method, f original edge g noisy edge, h Wiener edge,
i wavelet edge, j proposed method edge

3.4.2 Numerical Results Using Motion Blur

To test the effectiveness of the proposed algorithm against themotion blur, images are
blurred by motion blur kernel with the angle parameter (θ = 135°) and the distance
parameter (Len = 11) and corrupted by additive zero mean Gaussian noise with
BSNR = 20 dB. The results obtained are compared with those obtained by classic
wiener filtering and wavelet method. Simulation results are given in Figs. 3.20, 3.21,
3.22, 3.23, and 3.24 and Tables 3.3 and 3.4.
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Fig. 3.18 Breast image, a original image, b degraded image (Gaussian blur, BSNR = 20 dB),
c Wiener filter, d wavelet filter, e proposed method, f original edge, g noisy edge, h Wiener edge,
i wavelet edge, j proposed method edge

Fig. 3.19 Stenosis image, a original image, b degraded image (Gaussian blur, BSNR = 15 dB),
c Wiener filter, d wavelet filter, e proposed method, f original edge, g noisy edge, h Wiener edge,
i wavelet edge, j proposed method edge

3.5 Discussion

From the obtained results, we can show that the proposed method performed other
methods in terms of PSNR, cross-correlation SSIM, and EPI in the majority of cases.
In fact, the gap between the PSNR obtained by the proposed method and the classical
Wiener filter is almost about 3 dB.

These results were confirmed by visual examination. Furthermore, by using
wiener filtering, the blur has been significantly reduced. In contrast, in the case
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Table 3.2 Computing time in
(s) for different methods
(Gaussian blur)

Image Wiener filtering
method

Wavelet method Proposed
method

MRI 02.44 02.93 04.96

Cell 02.69 02.80 04.51

Stomach 02.10 02.51 05.13

Breast 02.35 02.70 05.21

Stenosis 02.83 02.96 05.33

Fig. 3.20 MRI image, a original image, b degraded image (motion blur, BSNR= 20 dB), c Wiener
filter, d wavelet filter, e proposed method, f original edge, g noisy edge, h Wiener edge, i wavelet
edge, j proposed method edge

Fig. 3.21 Cell image, a original image, b degraded image (motion blur, BSNR= 20 dB), c Wiener
filter, d wavelet filter, e proposed method, f original edge, g noisy edge, h Wiener edge, i wavelet
edge, j proposed method edge
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Fig. 3.22 Stomach image, a original image, b degraded image (motion blur, BSNR = 20 dB),
c Wiener filter, d wavelet filter, e proposed method, f original edge, g noisy edge, h Wiener edge,
i wavelet edge, j proposed method edge

Fig. 3.23 Breast image,a original image,bdegraded image (motion blur, BSNR=20dB), cWiener
filter, d wavelet filter, e proposed method, f original edge, g noisy edge, h Wiener edge, i wavelet
edge, j proposed method edge

of wavelet method, images were smoothed, and the noise is slightly removed. This
explains the ability of wavelets method to compress the image in a few nonzero
coefficients, which facilitates the denoising operation. On the other hand, the homo-
geneous regions in the images obtained by the proposedmethod have been smoothed,
and the shapes and textures of the original images were found. This shows that the
proposed method is a trade-off between noise removing and edge preserving.
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Fig. 3.24 Stenosis image, a original image, b degraded image (motion blur, BSNR = 20 dB),
c Wiener filter, d wavelet filter, e proposed method, f original edge, g noisy edge, h Wiener edge,
i wavelet edge, j proposed method edge

To confirm these findings, we propose to detect edges in the different images
using a simple derivative operator. This will test the skill of methods to preserve
the transitions. In this regard, the results show that the proposed method marks its
superiority in terms of preserving contours. In fact, the Wiener method retained
some of the noise which disrupted the edge detector and generated a false edge. The
deconvolution by wavelets method retained the image transitions, and sometimes it
generated open contours. The edge obtained by the proposed method, however, was
clear closed and continuous, and details were well-preserved.

For the real-time aspect, we calculated the computing time using a CPU with
2.30GHz as frequency. The results given inTables 3.2 and 3.4 show that the necessary
time of the proposed method is superior to the necessary time of the classical wiener
filter and wavelet method. This is reasonable, since the proposed method requires an
additional time to calculate the threshold for each area of the image.

3.6 Conclusion

In this work, we presented a rapid hybrid algorithm for supervised medical image
restoration that combines both parametric Wiener filter and wave atoms transform.
The importance of our method is the ability to restore the image without a priori
knowledge of the spectral density of the original image and the noise. The proposed
algorithm consists of two steps: deconvolution in the Fourier domain using para-
metric wiener filtering followed by denoising in the wave atom domain after local
thresholding of the coefficients.



3 Rapid Medical Images Restoration Combining Parametric Wiener … 75

Ta
bl

e
3.

3
N
um

er
ic
al
re
su
lts

us
in
g
m
ot
io
n
bl
ur

Im
ag
e

W
ie
ne
r
fil
te
ri
ng

m
et
ho

d
W
av
el
et
m
et
ho

d
Pr
op
os
ed

m
et
ho
d

R
PS

N
R

N
C
C

SS
IM

E
PI

PS
N
R

N
C
C

SS
IM

E
PI

PS
N
R

N
C
C

SS
IM

E
PI

M
R
I

0.
01

22
.0
79
7

0.
95
10

0.
99
94

0.
50
48

23
.3
64
4

0.
96
45

0.
99
97

0.
77
30

24
.4

95
0

0.
97

12
0.

99
98

0.
82

03

C
el
l

0.
09

23
.5
93
5

0.
96
51

0.
99
08

0.
83
54

24
.7
85
6

0.
96
67

0.
99
98

0.
90
62

25
.1

24
3

0.
96

90
0.

99
99

1.
49

55

St
om

ac
h

0.
03

20
.8
64
5

0.
93
86

0.
99
97

0.
95
63

20
.9
06
6

0.
93
77

0.
99
97

1.
09
94

22
.3

13
2

0.
95

62
0.

99
99

1.
47

54

B
re
as
t

0.
01

17
.6
18
1

0.
98
68

0.
88
99

1.
26
09

18
.8
78
9

0.
98
27

0.
87
78

1.
41
18

20
.2

72
3

0.
99
89

0.
99
32

1.
92
18

St
en

os
is

0.
02

23
.5
91
3

0.
93
74

0.
99
99

0.
49
40

23
.3
52
9

0.
93
72

0.
99
98

1.
37
09

24
.5

71
9

0.
97
96

0.
99
99

1.
45
85



76 Z. Mbarki and H. Seddik

Table 3.4 Computing time in
(s) for different methods
(motion blur)

Image Wiener filtering
method

Wavelet method Proposed
method

MRI 02.31 03.10 05.20

Cell 02.83 02.95 06.21

Stomach 02.76 02.91 06.13

Breast 03.25 03.40 06.21

Stenosis 03.01 03.06 05.75

To test the effectiveness of our algorithm, the proposed method was compared to
the Wiener method and the wavelets method. Experiment results are very interesting
and show the efficiency of our algorithm compared to other algorithms. In fact, the
proposed method can improve others methods and shows its superiority in terms of
PSNR, SSIM, NCC, and EPI. These finding is confirmed by visual examination and
prove that the proposed method constitutes a trade-off between noise removing and
edge preserving.

As prospects, our results can be extended to unsupervised restoration and can
be applied to color images pertaining to different areas like archeology, color
photography, and old handwritten documents.
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Part II
Security and Privacy in IoT-Based

E-Health Applications



Chapter 4
BlockCare: SDN-Enabled Blockchain
Framework for Securing Decentralized
Healthcare and Precision Medicine
Applications

Akram Hakiri, Aniruddha Gokhale, and Nicolae Tapus

Abstract The growing importance and maturity of Internet of Things (IoT) and
wearable computing are revolutionizing healthcare diagnosis and body treatment by
providing access to meaningful healthcare data and improving the effectiveness of
medical services. In this context, personal health information must be exchanged via
trusted transactions that provide secure and encrypted sensitive data of the patient.
Moreover, healthcare smart devices need flexible, programmable, and agile networks
to allow on-demand configuration and management to enable scalable and interop-
erable healthcare applications. Two complementary trends show promise in meeting
these needs. First, blockchain is emerging as a transparent, immutable, and validated-
by-design technology that offers a potential solution to address the key security
challenges in healthcare domains by providing secure and pseudo-anonymous trans-
actions in a fully distributed and decentralized manner. Second, software-defined
networking (SDN) offers a significant promise in meeting the healthcare commu-
nication needs by providing a flexible and programmable environment to support
customized security policies and services in a dynamic, software-based fashion. To
that end, we present our ideas on SDN-enabled blockchains that can be used to
develop and deploy privacy-preserving healthcare applications. First, we present a
survey of the emerging trends and prospects, followed by an in-depth discussion
of major challenges in this area. Second, we introduce a fog computing architecture
that interconnects various IoT elements, SDNnetworking, and blockchain computing
components that control and manage patients’ health-related parameters. Third, we
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validate our architecture in the context of three use cases involving smart health
care, precision medicine, and pharmaceutical supply chain. Finally, we discuss open
issues that need significant new research investigations.

4.1 Introduction

Recent advances in Internet ofThings (IoT) smart devices for health care have enabled
patient-to-doctor (P2D), patient-to-machine (P2M), and doctor-to-machine (D2M)
connectivity [15].Many healthcare providers adopt IoT solutions andwellness appli-
cations to help patients follow their prescribed care programs and facilitate analytics.
The patients can gradually become digital stewards of their health data by using
healthcare applications to monitor their conditions at home and communicate the
state of their health with their family and doctors. However, sharing such confi-
dential patient’s data has placed an increasing strain on the security of the network
infrastructure because healthcare systems can encounter severe security and privacy
concerns, e.g., if unauthorized access is granted to wearable gadgets [2], or trust-
less transactions are performed between healthcare smart devices themselves and
with their healthcare service providers over the network. All this has motivated the
need for providing trusted transactions. Additionally, a compromised IoT healthcare
device could be prone to distributed denial-of-service (DDoS) attacks and overwhelm
hospital networkswithmalicious traffic thatwillmake their services unavailable [28].

Beyond the issues of securing the transactions involving patient health records,
challenges in securing the network still persist. For example, consider telemedicine
practice where the patient’s data are exchanged securely and scalably to enable
clinical communication with patients at remote locations. The data exchange helps
to gather recommendations and confirmation from a group of medical surgeons,
consultants, and physicians with different specialties. These healthcare experts can
meet virtually to analyze patient cases, collaborate to create effective treatment, and
prevent inadequacies and errors in care plans and medication. Such virtual medical
interactions could increase the risk of breach of clinical data due to transmitting
data over untrusted networks thereby violating data privacy and revealing sensitive
medical identity. Therefore, a trusted network infrastructure and trusted relation-
ship between healthcare entities are required to ensure tamper-proof data sharing
amonghealthcare stakeholders (e.g., care providers, healthcare institutions, insurance
companies, etc.) over the network.

Furthermore, the healthcare industry is under pressure from both the perspective
of keeping costs low and dealing with government regulations [14]. On the one hand,
as the healthcare industry attempts to incorporate disruptive innovations, it becomes
hard for healthcare stakeholders to remain competitive and keep their costs down.
On the other hand, the lack of interoperability between healthcare providers and
hospital systems forces governments and federal regulators to expect interoperable
data standards and demand secured health information exchange (HIE) and electronic
health record (EHR) systems. As a result, many healthcare providers err on the side of
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caution when interpreting security standards or general requirements, e.g., HIPAA
compliance, fast healthcare interoperability resources (FHIR), etc., for protecting
health information [21]. This imposes too many restrictions on patients and their
proxies from accessing data about their own health.

To address these challenging issues, we need a standards-based architecture that
can offer a secure, flexible, and scalable clinical data sharing infrastructure for
improving collaborative decision support. Blockchains have recently been touted
as an innovative platform to guarantee transactions integrity and validity in finan-
cial and government sectors. Beyond its use in cryptocurrencies, blockchain has
particular appeal for IoT health data given its emphasis on sharing, distribution, and
encryption of patient’s data across geographically distributed zones without compro-
mising their content [32]. Blockchains enable trustless disintermediation of medical
recordsmaking it possible formultiple healthcare stakeholders, who do not trust each
other, to exchange digital assets while preserving their anonymity and their privacy
from each other [21]. Thus, blockchain technology can allow multiple stakeholders
to agree, at regular intervals, about the true state of shared data [12]. Such shared
data can represent credentials and attributes of transactions, information about indi-
viduals, entities, etc. Health data could then be represented on the blockchain, and
subsequently it could assign access rules, credentials, and permissions around those
data to enable easier sharing.

Despite this promise, blockchain can be cost ineffective since it requires substan-
tially high compute power and higher energy is required for creating trusted trans-
actions [34]. Thus, blockchain scalability and decentralization are currently at odds
as all IoT nodes need to store the entire blockchain transactions, state of account
balances, contracts, and storage.Aswearable computing devicesmaypublish patient-
generated health data (PGHD) to provide activity monitoring of personal health data,
the number of connected IoT devices is forecast to grow to almost billions in the
next decade. Specifically, the increasing use of wearable computing and telehealth
programs in health IT infrastructure are consuming more and more of the network
capacity to support more IoT devices, which in turn needs countless network equip-
ment that should be maintained, managed, and upgraded individually to support the
fluctuating network traffic. In other words, scalability becomes an issue particularly
when it comes to processing billions of transactions that are expected on these devices
[18].

Additionally, aggregating heterogeneous sensory data from different types of
sources needs an agile infrastructure that embraces message brokers, sensor virtual-
ization and softwarization for flexible, cost-effective, secure, and private IoT deploy-
ment for diverse applications and services [22]. To address these key challenges, there
is a need to enhance the future blockchain-enabled healthcare industry through intel-
ligence to enable a successful deployment and realization of powerful and trusted
healthcare networks. Software-defined network (SDN) [20] and network function
virtualization (NFV) [25] show a significant promise in meeting healthcare commu-
nication needs. SDN/NFVoffers aflexible andprogrammable environment to support
customized security policies and services in a dynamic and software-based fashion.
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They also allow scaling up IoT capabilities by allowing on-demand service orches-
tration and management in healthcare domain [36]. In combination with blockchain,
SDN/NFV can be used to develop and deploy privacy-preserving healthcare appli-
cations. They can optimize the flow management in response to attacks by enabling
sophisticated traffic analysis and improving security and privacy based on global
network awareness. SDN controllers can distribute security policies between the
blockchain nodes and IoT healthcare network infrastructure. They can also enforce
security and trust between IoT healthcare gateways and their local and body sensors
as well as among distributed gateways.

In this chapter, we present a survey of the emerging trends and prospects on
blockchains and SDN/NFV for health care, followed by an in-depth discussion of
major key technical requirements for creating an interoperable health IT system. We
then present BlockCare, which is our framework that fulfills the aforementioned
requirements. BlockCare introduces a SDN-enabled blockchain architecture for
interconnecting various IoT healthcare elements and blockchain nodes to control and
manage patients’ health-related parameters. We also present three use cases drawn
from smart health care, precision medicine, and pharmaceutical supply chain, which
will benefit from the proposed architecture. Finally, we discuss open challenges that
must be addressed in the near future to support other technical requirements for
improving advanced healthcare IT systems and highlight key lessons learned from
our case studies.

4.2 Background on Enabling Technologies

This section provides a brief overview on blockchain and software-defined
networking (SDN).

4.2.1 Overview of Blockchain and Its Use in Health Care

Blockchain is a decentralized distributed ledger that maintains a fully replicated
database. When used for healthcare applications, it can store patient records and
transactions at multiple nodes or sites without the need for centralized third-party
authority [41]. The blockchain data layout is shown in Fig. 4.1, where transactions are
represented by addresses, private and public keys, data, and hash values. Transaction
data are used to store user records while hash values store coded and encrypted
information generated from the previous block. The first block does not have a hash
value to any previous block and is called the genesis block. The blocks contain data
in a secure form, e.g., timestamps and hash tree (i.e., a Merkle tree) to store data
blocks and hash the previous transactions.
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Fig. 4.1 Blockchain data layout

In the healthcare context, a transaction captures a specific healthcare service
provided to healthcare entities, e.g., providers, payers, and patients. The transac-
tions could include data, such as a patient ID, clinical data stored in electronic health
records (EHR) systems, history and gaps in care from payers, and family history
and device readings from patients [27]. Those data are stored in ordered blocks,
which once recorded are resistant to modification and cannot be altered retroactively
by design. All blocks are linked together to form a single sequence or chain that
use cryptographic validation to link the blocks together. Each block references and
identifies the previous block using a hash function which forms an unbroken chain.
The chaining of the content means that any changes in the previous block require
changes in all the latter blocks. Chain blocks can be replicated and distributed among
all nodes in the blockchain networks, where the chained data are synchronized glob-
ally [37]. Each node in the chain stores patient records, historical, information, and
control data. These data are executed locally at each participant node connected to the
blockchain. This allows the system to achieve a global view of the patient’s medical
history in an efficient, verifiable, and persistent way.

Since the chained data must be synchronized, there should be a set of computer
programs or protocols that embody agreement between two ormore nodes [19]. Such
protocols are called “smart contracts” and have the capacity to conduct intensive real-
time tasks, execute heavy workflows, and can potentially be used for automation,
reporting, and monitoring encrypted transactions. Smart contracts allow creating
decentralized autonomous organizations (DAOs) and decentralized apps (DApps)
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[38]. Smart contracts are autonomous and self-executing software code to control
the exchange and distribution of digital assets between multiple parties according
to certain agreements between the involved participants in the blockchain network
while remaining is tamper resistant to any external control.

The blockchain is a distributed, transparent, immutable, validated, secure, and
pseudo-anonymous ledger that exists at multiple nodes such that if 51% of the nodes
agree, then the trust of the chain is guaranteed. A distributed ledger itself can also be
programmed to trigger transactions automatically using decentralized consensus to
achieve large-scale and systematic cooperation in an entirely distributed and decen-
tralized manner. The blockchain is distributed because a complete copy lives on as
many nodes as there are nodes in the blockchain network. These nodes compete to
validate the newest block entry before the other nodes to gain a reward for doing
so. The information embedded in the healthcare transactions is encrypted and stored
in the blockchain and can only be decrypted by authorized entities that have private
keys. That is, the blockchain is immutable as none of the transactions can be changed,
erased, or altered, i.e., all medical records, old, and new are self-auditing and will be
preserved forever with no ability to delete.

The blockchain is validated by the so-called miners who are compensated for
building the next secure block. Blockchain establishes trust to provide a way for
all participants to have an up-to-date ledger that reflects the most recent transac-
tions or changes. In the context of health care, GemHealth1 is a platform that is
built on blockchain to enable collaboration between different stakeholders into the
sharing and transferring of healthcare data. The GemHealth blockchain supports
pseudo-anonymity, where the identity of different healthcare operators involved in
the transaction is represented transparently through a universal data infrastructure,
i.e., address key. Blockchain can also be used for ensuring pseudo-anonymity of
recruited participants for clinical trials [1].

Additionally, the private—so-called permissioned blockchain—can be used for
creating a decentralized recordmanagement platform to allowpatients accessing their
medical records across multiple providers [3] while ensuring authentication and data
sharing. A permissioned blockchain is also used for managing and sharing medical
records for, say, cancer patient care [8, 9]. Blockchain transactions are created with
a block of data comprising encrypted patient’s identity (e.g., social security number,
date of birth, names, and zip code) and aggregated meta-data including medical data
files that should be stored inside remote cloud servers, whose access is managed
by the blockchain logic. Zhang et al. [38] introduced a common software pattern to
improve the design of blockchain-based health apps.

Similarly, blockchain healthcare platforms have been introduced [31] to ensure the
trust management of medical data and foster patient-driven interoperability through
data availability [12]. To satisfy interoperability needs, Peterson et al. [27] introduced
a healthcare blockchain by encapsulating theHealth Level Seven International (HL7)
and Fast Healthcare Interoperability Resources (FHIR) standard (i.e., a draft standard
API for describing the format of clinical data to exchange) for shared clinical data.

1https://enterprise.gem.co/health/.

https://enterprise.gem.co/health/
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To communicate healthcare context, they introduced a “proof of interoperability”
based onMerkle tree blockchain structure as the consensus mechanism during block
mining. The miners verify the clinical messages sent from the blockchain to ensure
their conformance to the FHIR protocol.

Attempting to revolutionize the supply chain process of medicines, blockchain
allowsmonitoring themovement of goods and drugs in real time [7]. It also simplifies
the medicine inventory management and improves the efficiency of logistics by opti-
mizing the transport resources, production, and distribution of medicines. Moreover,
it helps in medicine warehousing, specifically to forecast the demand for medicines,
historical sales data, and to build the life cycle of a medical product. Blockchains
have also been used to reduce the operational costs in the pharmaceutical supply
chain and assert health data immutability and public accessibility.

4.2.2 Overview of SDN and NFV

Software-defined networking (SDN) is a relatively new architecture to deliver
dramatic improvements in network agility and flexibility [23]. The primary idea
behind SDN is to move the control plane outside the switches and enable external
control of data plane through a logical software entity called controller. The abstrac-
tion of the control plane provides common application program interfaces (API), i.e.,
southbound interfaces, to the underlying hardware to allow routing services, control,
and management. OpenFlow is one of the most widely used southbound protocols.
Additionally, the controller offers northbound interfaces (API) to enable efficient
orchestration and automation of the network and align with the needs of different
applications via SDN network automation and programmability. Along with SDN,
NFV allows enforcing the security policies of the SDN network, by enabling the
deployment of virtualized network functions inside virtual appliances [13].

4.2.3 SDN-Enabled Blockchain

There are recent efforts in integrating SDN with blockchain. For example, Kataoka
et al. [17] combined SDN and blockchain to automate the process of doubting, verifi-
cation, and trusting of IoT services to prevent them from attacks. The SDN controller
receives information from trustable services and transform them intoOpenFlow rules
to program the underlyingSDNswitches. Similarly, Samaniego andDeters [30] virtu-
alized IoT resources by combining blockchain and SDN to enforce permission-based
communication during resource provisioning. Their approach improves network
latency and throughput when blockchain is applied at the network edge. Likewise,
Steichen et al. [33] proposed the ChainGuard framework as a SDN firewall atop the
Floodlight controller to enforce blockchain security. ChainGuard filters the network
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traffic and intercepts illegitimate packets to mitigate flooding attacks and prevent
malicious behavior from vulnerable sources.

In the context of healthcare applications, Salahuddin et al. [29] proposed a soft-
warized infrastructure for supporting agile, flexible, and privacy-preserving deploy-
ment of IoT systems for healthcare applications and services. In this architecture, a
software NFV manager is used to chain and orchestrate virtual network functions
(VNFs) and help the SDN controller to steer the traffic among virtual and physical
healthcare appliances.Ablockchain holds a completemedical history for each patient
with multiple granularity of control by patients, doctors, regulators, hospitals, and
other healthcare stakeholders and provide a trust mechanism to secure patient records
and keep all transaction blocks visible to a group of medical surgeons, doctors, and
patients. The architecture guarantees the security of healthcare IoT gateways by
protecting patient information and other tamper-aware medical records against any
malicious traffic analysis and unauthorized data manipulation.

4.3 Key Technical Requirements for SDN-Enabled
Blockchain

This section delves into the key technical requirements for creating a flexible, interop-
erable, secure, and tamper-proof healthcare IT system and analyzes the implications
for SDN-enabled blockchain-based system design.

4.3.1 Requirement 1: Dealing with Fragmented Data

Figure 4.2 shows a typical data generated by a single patient visit where medical
records are exchanged between different parties involved in the EHR system. In
Fig. 4.2, data are created when a patient undergoes some tests, e.g., computerized
axial tomography (CAT) scan, mammography, etc., and the results are to be dissem-
inated to the radiologist and then a physician. Data could also be generated by
wearable computing or monitoring devices to track the patient genomic or even data
written by interviewing the patient. Subsequently, the EHR system should consider
these actions to prepare an insurance claim. The result of the visit is stored in the
hospital database and could be accessed remotely by a physician, while the claims
and invoices are sent to the insurance. As a result, patient’s data are fragmented
across many institutions and data capture systems.
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Fig. 4.2 Data exchange in electronic health records (EHR) system for a single patient visit

In such a scenario, practitioners, insurance companies, and providers end up using
multiple third-party software tools tomanage claims and thusmust strugglewith frag-
mented and siloed data as they are still using manual work to integrate different soft-
ware. This is mainly because they continue to use delayed communication, vendor-
specific care applications, and incompatible healthcare systems, which makes their
coordination more difficult.

To provide patient-centered care, the healthcare industry needs to track the entire
continuumof care and the billing cycle to reduce frictionbetween the involvedparties.
Blockchain uses distributed ledgers to efficiently track transactions and claims and
could help resolve claims instantaneously. Blockchain nodes can aid in providing
accurate clinical data using decentralized storage, while data can still be shared
across distributed nodes and networks. Additionally, blockchain permissioned ledger
[35] with verified nodes can be used to restrict access to medical records to only
authorized users who are tracked by public and private keys usage. Integrating all the
healthcare industry in the same blockchain could allow coordinating permissions and
access roles between various parties requesting medical records. A smart contract
could include all the healthcare meta-data to directly control the exchange of digital
medical records.

4.3.2 Requirement 2: System Interoperability

Exchanging medical records between the healthcare stakeholders requires signifi-
cant collaboration between the involved entities to provide patient-centric care. Data
created by business entities like hospitals, private clinics, and pharmacies are often
soiled within the information system that creates it and results in creating scattered
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individual patient’s health data across numerous systems so that none of those insti-
tutions has a complete picture of the patient’s data [39]. However, the exchanged
medical information requires a consistent data format to be processed by complex
patientmatching computer algorithms and software.Despite some existing standards,
such as HL7 and FHIR, that provide some basic interoperability for data exchange in
healthcare information management systems, their level of interoperability is limited
to some specific standards and the implementation of large-scale systems requires
an extensive effort for mapping medical records to them. In particular, lack of inter-
operability spans to patient registration in medical systems, authorization procedure
and government regulations, incompatible digital patient records, accounting, and
billing, etc.

4.3.3 Requirement 3: Consistent and Secure Data Access,
Storage, and Exchange

Recall that healthcare information often involves sensitive medical data that needs
privacy protection to prevent any potential vulnerability that could reveal patient
identities. Storing medical records in open peer-to-peer distributed blockchain nodes
could be vulnerable even with the existence of encryption algorithms to hide data
content because attackers could exploit the vulnerabilities of smart contracts and
lock their behaviors. Thus, sensitive medical records should be stored and exchanged
securely and kept tamper resistant to outside control.

Besides,medical data exist in different formats depending on the third-party appli-
cations it manipulates. Sharing these data among diverse providers, hospitals, etc.,
could not bemeaningful tomany of these healthcare stakeholders. Healthcare compa-
nies need consistent and rule-based methods to access and analyze data through
smart contracts. Therefore, any blockchain decentralized apps (DApps) for health-
care system should consider existing standards for representing the clinical data.
One approach to ensuring data consistency while keeping the healthcare secure and
tamper-proof is to use modern data exchange formats such as JSON and protocols
that support RESTful APIs.

4.3.4 Requirement 4: Identity Verification and Participant
Authentication

Healthcare data contain sensitive and personal information that could be attractive to
many parties. Therefore, healthcare systems require access control models to prevent
cyber attackers from using sensitive data for financial transactions with third-party
providers, who may perform data analysis to identify individuals [19]. Furthermore,
the EHR system should ensure privacy and data integrity to protect the data from
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unauthorized access attempts from inside the network so that the systemgrants access
to only authorized parties. Conventional cryptographic primitives and access control
models that empower the traditional IoT communication has reached their limitations
and cannot ensure the protection of health data existing in the healthcare industry,
specifically when attacks could be intentional.

4.3.5 Requirement 5: Timely Access, Cost Effectiveness,
and Maintaining Modularity

Hospitals tend to be complex organizations, particularly when they also include
research, teaching, and care services. Healthcare research networks often have
specific requirements, which are different from the patient and the family access,
who often need Internet connectivity. That is, information collected from heath data
sources like mobile devices, patient’s wearables, documents, EMRs, records, and
images files should be shared on a timely basis to deliver appropriate treatment.
On the other hand, the IoT devices and body sensors are expected to reduce the
cost, increase the quality of life, and enrich the user’s experience. That is, any static
network configuration and monitoring become ill-suited to support the future health-
care applications. Therefore, healthcare providers need flexible andmodular network
infrastructure to support the growing healthcare traffic. Such an infrastructure should
offer a cost-effective solution for improving agility and flexibility of sensor networks.
Similarly, a unified voice and video communication is crucial for virtual medical
interactions and exchange of records and imaging files so that the communication
could be performed at the proper levels of quality of service (QoS).

To fulfill these requirements, blockchain allows updating the transactions about
the patient’s data in near real time, thanks to the distributed ledger system which
facilitates the distribution of updated records, while ensuring secure access to health
data. Blockchain smart contracts should be modular by design to avoid information
lock-in due to the immutability of smart contracts. Smart contracts should be loosely
coupled with other components in the healthcare system so that every modification
on it should not create a new instance of the smart contract to avoid frequent upgrades
among involved participants. Thus, blockchain helps in avoiding the use of third-
party applications, which offer no time lag for accessing data. Besides, combining
blockchain and SDN could improve the network scalability by increasing the number
of involved blockchain nodes and adapt the network condition to the frequent changes
in user’s locations. Integrating both technologies could make it possible to manage
the entire network through intelligent orchestration and provisioning systems.
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4.4 BlockCare: SDN-Enabled Blockchain for Scalable
and Tamper-Resistant Healthcare Network

This section delves into the architectural details of our solution called BlockCare
and shows how it addresses the aforementioned requirements. In particular, we
show how our approach enables supporting scalable, dynamic, and flexible resource
management with our SDN-based framework and present the algorithms to perform
tamper-resistant IoT on blockchain communication in symbiosis with SDN.

4.4.1 BlockCare System Design

Figure 4.3 illustrates BlockCare, which is a softwarized agile, flexible, cost-effective,
tamper-proof, and privacy-preserving framework for IoT-enabled healthcare appli-
cations. Healthcare DApps are SDN-aware as they can listen to mining nodes and
report suspicious IP addresses and validate known packets. The BlockCare frame-
work introduces a proof of ownership (PoO) concept for IP addresses and reports
them under smart contracts. It also supports an intrusion detection system in the

Fig. 4.3 BlockCare system design
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form of virtualized network functions (VNFs), i.e., a Firewall as a Service in SDN
OpenFlow-based network, which takes care of malicious flows and enables DDoS
detection and mitigation on demand.

BlockCare delegates storage of blacklisted andwhitelisted IP addresses in virtual-
ized network functions (VNFs) instances inside trustedDocker containers tomaintain
all the reports about whitelisted and blacklisted IP addresses. VNF instances can be
dynamically deployed to meet changing conditions and accommodate higher traffic
demand or more stringent service requirements. Furthermore, our approach intro-
duces a proof of ownership (PoO) of IP addresses and reports them under IoT smart
contracts. It implements a blockchain DApps to enforce trust on transactions by
listening to mining nodes and report suspicious IP addresses to the SDN controller
which should validate knownpackets (i.e., unknownpackets are considered suspected
and are dropped).

Figure 4.4 illustrates how the SDN controller can enforce IoT data exchange
with the blockchain. To offer a better level of adaptability and dynamically respond
to possible threats/attacks, the SDN controller contains a smart verifier to perform
network topology management and provide access control mechanisms, authentica-
tion, traceability, and permission services. Additionally, the SDN controller imple-
ments security policies in the control plane to protect the SDN router against eventual
intrusion.As theSDNrouters are directly connected to the blockchain, the data should
be encrypted before its transmission to remote participants.

Fig. 4.4 Securing the data plane transactions
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The steps are as follows: First, the SDN controller registers meta-data and their
attributes, and creates flow ID for those flows. Then, it classifies packets into several
classes to create the required security rights for each class of packets. Finally, it
coordinates with the SDN router to perform the same behavior and automates the
processing of all the arriving packets belonging to those classes. Once the medical
records are encrypted, transactions can be sent to the blockchain in a secure fashion.

4.4.1.1 Addressing Requirement 1: Data Aggregation to Address
Fragmented Data

In the current electronic health record (EHR) systems, a patient can access a given
healthcare institution using their own portals. The patient uses his/her credentials to
authenticate on the system and perform the operations (i.e., update, modify, delete
his personal details, etc.). BlockCare allows creating a national patient’s identity
so that it associates different clinical records of a single patient located in multiple
healthcare entities into one individual account. This is particularly important for
several countries such as USA where there is no national patient identification. Indi-
viduals can use their own public/private keys to identify themselves in the healthcare
blockchain. Thus, medical stakeholders can use the client public key to identify his
national ID and share medical information with other providers, patients, and their
proxies. By adding patient’s public keys on the system, individuals can also add new
permissions to securely grant customized/personalized access to their medical data
or the meta-data on the blockchain. Additionally, as a patient could have different
IDs across multiple institutions in existing EHR systems, BlockCare can resolve
this issue by enabling data aggregation of patient medical records using their unique
public keys. BlockCare uses an individual public key for each patient so that it could
be used to resolve any conflicting identities between patients.

4.4.1.2 Addressing Requirement 2: Enhancing Patient-Centric
Interoperability

Interoperability enables providers to securely and scalably share patient medical
records with one another regardless of provider location and trust relationships
between them. As interoperability becomes patient-driven, BlockCare provides
patients greater control of their own data and can extend it to their proxies through
data availability. It introduces the concept of pegged-sidechains [4] (i.e., private
blockchain) for coordinating the data exchange between involved parties and stream-
lining the flow of information for medical records. Domain-specific sidechains could
rapidly grant authorized access and privileges to the involved healthcare stakeholders
and synchronize with the main blockchain.

Furthermore, BlockCare could improve operational effectiveness by reducing
administrative tasks, e.g., manually entering medical data to the system after
receiving paper. It also helps in avoiding duplicated clinical interventions, decrease
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wastemanagement, and reduce exposition to radiation procedures. Second, the use of
meta-data to communication healthcare information in a formof structured data facil-
itates the access to relevant clinical information. Finally, it also offers a collaborative
clinical decision support as structured data are easy to manipulate and interpreted by
the involved healthcare stakeholders.

4.4.1.3 Addressing Requirement 3: Improving Security and Consistent
Data Exchange

In a blockchain principal, the data included in the smart contracts are often open to
public and available on the Internet so that users can simply access them by selecting
the right URL. Data representation in healthcare application is more complex and
more sensitive to storage in the public blockchain. In particular, security and privacy
are critical issues since we will perhaps see new algorithms to decrypt data circu-
lating across blockchain networks. To avoid such a situation and further enforce the
security of medical records, BlockCare keeps sensitive medical data of chain rather
than storing them in open healthcare blockchain system. In this case, we can keep
references tometa-data referencing protected data which helps the providers inmain-
taining the ownership of their medical records. Moreover, NFV creates virtualized
security functions inside virtual appliances to enforce the security at the network
edge. Thus, it could prevent attackers from intercepting patient-sensitive data stored
at the provider’s network.

Furthermore, to improve data consistency on the healthcare application, Block-
Care uses the JavaScript object notation (JSON) data format, which is supported by
most web services and can easily be consumed by all programming language. The
JSON format can easily be used by different blockchain clientswhich use JSON-RPC
for their data transmission. Therefore, all BlockCare transactions can be encoded in
the JSON encoding to make them readable at the client machine.

4.4.1.4 Addressing Requirement 4: Security Enforcement for All
Participants

Traditional SDN security approaches deploy whitelists, i.e., SDN firewalling, to
enforce trust between the SDN controller and the underlying devices. The authenti-
cation is based on identity to ensure impersonation prevention, protect the control and
data planes against intrusion, and ensure thatmalicious attacks do not tamperwith the
controller configuration. As shown in Fig. 4.5, BlockCare enforces the security and
the authentication for each involved healthcare entities by offering integrity on those
firewalls. It also employs public/private key cryptography to create digital signatures
and encrypt data. The public key identifies the user’s identity, while the private key
allows the user to access the blockchain network from their remote locations. Addi-
tionally, BlockCare offers new cryptographic mechanisms to ensure the robustness
of both the control plane and data plane. It employs the blockchain Merkle tree [11]
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Fig. 4.5 Exchanging secure transactions using the public key

to regenerate the root hash from any given leaf in the tree, i.e., it could provide the
proof of participation of all SDN nodes (i.e., any involved healthcare entity) in the
network and ensure that malicious nodes are not be able to impersonate real SDN
ones.

Furthermore, BlockCare supports the concept ofM-of-N signatures (i.e., Multisig
digital signatures), where multiple associated private keys could be used to decrypt
the data. This is particularly interesting for virtual medicine interaction, where
members of themedical teamoften use at leastMof their private keys to sign, encrypt,
or decrypt healthcare transactions. This is also useful for incapacitated patients to
grant some of their private keys to authorized caregivers and doctors to grant access
if they cannot provide consent to access the data.

4.4.1.5 Addressing Requirement 5: Softwarization and Virtualization

Figure 4.6 illustrates how BlockCare uses SDN/NFV to create a set of network func-
tions that can be deployed into software packages, assembled and chained to create
the same services provided by legacy networks. By leveraging BlockCare, the SDN
controller will be able to sign and verify health transactions across distributed nodes
in which data could be signed and verified in near real time. The softwarization and
the virtualization of the provider’s network infrastructure allow provisioning virtual
health IT appliances on a generic hardware. Adopting these principles in health-
care communication can help reduce capital expenditure (CAPEX) and operational
expenditure (OPEX) and enhance the performance and the QoS delivered to the
provider’s networks.

Furthermore, since individual IoT devices, wearable computing, and body sensors
are not so powerful to perform blockchain mining, SDN/NFV can enforce their
coordination and performance by creating a modular architecture in which virtual
miners can be hosted inside a NFV platform such as the open platform for NFV
(OPNFV). The BlockCare framework can dynamically provision virtual appliances,
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Fig. 4.6 BlockCare’s proposed SDN/NFV solution on the blockchain architecture

scale them up/down according to the needed mining performance. On the other
hand, BlockCare protects SDN security policies and configuration and flow table
rules from intentional or unintentional tampering. As a result, the SDN northbound
and southbound interfaces (API) can be more accessible, and the network control
information can be consolidated into a few number of locations instead of being
spread over the entire network.

4.4.2 Smart Contract

BlockCare allows trusting the IoT devices used in the healthcare environment based
on their MAC and IP addresses and their interaction with other IoT services. As
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shown in Listing 4.1, a data structure (Lines 29–38: SuspectBehavior) inside the
blockchain smart contract is used to detect suspected behavior and reports (Lines
23–26: Report) it to the SDN controller. This latter can now distribute trusted lists
of IoT devices, body sensors, wearable computing, etc., connected to patient home
environment and share their data with the other healthcare stakeholders across the
Internet. Therefore, a blockchain validator is introduced to check the validity of IoT
devices connected over the blockchain. The validator parses the OpenFlowmessages

Listing 4.1 Smart contract for detecting malicious IoT devices
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to identify the source and destination of incoming traffic. The SDN controller uses
this information contained in the OpenFlow packet headers to create a wide network
view including topology state and transactions meta-data.

By expecting and parsing every OpenFlow packet exchanged between the IoT
devices and the network, the SDN controller can identify every abnormal behavior
in the network. That is, if an attacker wants to take control of any IoT device, the
changes of the device ownership in the network will be visible in the topology viewer
module within the SDN controller. This method allows the SDN control plane to
distinguish two types of lists, i.e., blacklist devices and whitelisted ones. The former
are the suspicious userswhose behavior is abnormal (i.e., representatives ofmalicious
attack or unexpected behavior) so the controller should isolate them from sending
traffic on the blockchain. The latter are the users or devices whose behavior is normal,
and they could continue delivering their content as they belong to the blockchain.

To further enforce the security of the exchanged transactions, Listing 4.2 illus-
trates how we can restrict a set of IP addresses to a limited number of involved IoT
participating devices on the blockchain. If the SDN controller detects any malicious
traffic coming from suspicious IoT devices, it can remove it, or even remove the IoT
gateway from the blockchain network.

Listing 4.2 Smart contract for detecting malicious IoT devices
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4.5 Use Cases

This section describes three case studies that utilize our proposed BlockCare solution
in three different applications involving smart health care, precision medicine, and
pharmaceutical supply chain.

4.5.1 Blockchain Technology for Smart Healthcare Clinical
Trials

Weassume the general case of digitized clinical trialswhere patients use body sensors
andwearable computing from their homes to gather relevant health diagnosis data and
send them via Internet to clinical research centers as illustrated in Fig. 4.7. We focus
on the recruiting phase of participants for the clinical trials [40]. The approach enables
bringing specific patient’s profiles into the recruitment process based on predefined
inclusion–exclusion criteria and biometric attributes collected from patient body
sensors. Individual patients expect that the privacy and the confidentiality of their
personal health data will be guaranteed during clinical trials.

Fig. 4.7 Building smart health clinical trials
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Figure 4.7 shows how BlockCare can be used in smart healthcare clinical trials.
The wearable devices deliver information about the current health of the patient
alongwith other data related to themanufacturer details (i.e., devices’model number,
manufacturer ID, etc.). The handheld device is equipped with decentralized applica-
tion (DApps) on the blockchain where the patient provides his/her public key to be
recognized by the healthcare providers. BlockCare holds the SDN controller which
contains the blockchain IoT service (including the blockchain API, certification API,
contract API, and registries) and a lightweightminer to verify that transactionswithin
each block are legitimate. BlockCare offers an IoT data export plug-in for simplifying
the transmission of IoT healthcare information to the blockchain network using the
JSON/RPC data exchange format. This method increases the security, efficiency, and
consistency of the communication while keeping the design of edge network (i.e.,
the IoT gateway in the patient home network) simple. This approach of modularity in
BlockCare allows research institutes to identify accurate data available from remote
patients’ devices due primarily to IoT gateways which can verify the integrity and
authentication of every connected device and discard data coming from untrusted
devices. Thus, the research institutes can easily analyze historical datasets provided
by individuals and decide if the candidate could be included or excluded from the
tests.

4.5.2 Blockchain Technology for Improving Precision
Medicine

Precision medicine, also known as personalized, molecular, predictive, and preven-
tive medicine, is a new scientific way to treat and prevent illnesses tailored to an
individual based on a person’s genes, family and medical history, and environment
[31]. As illustrated in Fig. 4.8, it intends to deliver targeted treatments for each patient
based on its unique genetic background. To drive further breakthrough treatments,
researchers should be able to access the enormous genetic databases to identify

Fig. 4.8 Building precision medicine solutions using BlockCare
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biomarkers based on DNA and genome sequences of millions of patients who have
undergone some manner of genetic tests.

However, most genome sequences generated for clinical researches are stored
in private and secured databases held by universities and research centers, which
makes data sharing with other institutions impossible. The BlockCare framework
could facilitate the implementation of precision medicine by allowing openness of
genetic database to other researchers while ensuring the integrity, privacy, and secu-
rity of their content. BlockCare keeps accurate medical records of all the previously
generated transactions and allows preserving original ones intact. It can generate new
transactions including DNA and genomic information from the original ones. The
newly created transactions can be used to predict actionable, genetic mutations and
assist in the drug discovery process. Thus, BlockCare could help precision medicine
in designing personalized pharmaceuticals to target a specific patient’s disease and
giving individuals ownership of their genomic information, while preserving the
medical datasets security and integrity against any malicious intrusion.

4.5.3 Blockchain Technology in Pharmaceutical Supply
Chain

The logistic complexity of pharmaceutical supply chain operations is exacerbated
with the fragmented and siloed data systems used by different healthcare stake-
holders, i.e., pharmaceutical manufacturers, wholesalers, retail pharmacies, health
facilities, etc.On the other hand, the global counterfeitmedicinemarket, i.e., lifestyle,
cosmetic products, and life-saving drugs, is exploding in the past fewyears (i.e., about
30% of the global drugs market) [24]. This creates opportunistic threats leading to
economic and human costs, which needs effective collaboration and harmoniza-
tion between trading partners and regulatory agencies to secure and optimize the
pharmaceutical supply chain.

Figure 4.9 shows the current healthcare supply chain model (i.e., Fig. 4.9a) and
the BlockCare’s expected new model (i.e., Fig. 4.9b). The small circles in Fig. 4.9b
describe a blockchain component that mediates data dissemination between the
healthcare stakeholders. Those components can be considered as connectors between
different medical professionals’ databases involved in the supply chain because they
can ensure the interoperability between clinical data silos. That is, BlockCare allows
all trading partners better control over their inventories, automate their processes,
record all their transactions, and save costs.
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a b

Fig. 4.9 Healthcare supply chain: current model versus BlockCare model: a current healthcare
supply chain model; b BlockCare-enabled healthcare supply chain model

4.6 Open Challenges and Ensuing Directions for Future
Work

Blockchains are heralded as the technological breakthrough to address serious secu-
rity and privacy concerns and allow new applications and services to emerge.
However, the progress of this nascent technology is accompanied by a complex set
of unique challenging issues that require a major redesigning work for the network
to develop infrastructure, agreements, and safety mechanisms to overcome them.
This section delves into the key technical and government challenges that devel-
opers, regulators, and healthcare providers face and discusses some initial solutions
to address them. These issues then become the key directions for conducting future
research.

4.6.1 Scalability Issues

Blockchains are difficult to scale by design, and this is why cryptocurrency is not
replacing fiat currencies and cannot be used as payment method like VISA orMaster-
card. Indeed, Bitcoin can process four to seven transactions per second (tps) and
Ethereum around 15, while the VISA credit card can routinely handle 2000 trans-
actions per second (tps) and can accommodate peak volumes of 10,000 tps. This
way we can use cryptocurrency to buy medication from a pharmacy and wait for
an hour for the transaction to settle. The main reason for this slow speed is that
every transaction and every computation should be performed at every blockchain
node in the network, which limits the processing capabilities of the entire network
to the processing capability of a single node. Smartphones have limited processing,
memory, and computation capabilities and currently cannot be used as blockchain
nodes to perform electronic payments like they do with NFC. Blockchain nodes
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require powerful computers with massive memory, CPU processing, and bandwidth
resources to process a few transactions.

Additionally, blockchain transactions undergo large latencies to process, e.g., the
block time (the period for collecting transactions) in Bitcoin is 10 min and 15 s for
Ethereum, respectively, which means that a transaction takes at least 10 min to be
confirmed.On the other hand, for large transfer of amounts, it is recommended towait
more time (about an hour) to confirm the transaction and verify its integrity because
it must outweigh the cost of a double spend attack, while the same processing takes
seconds at most with VISA.

4.6.2 Power Consumption

One of the expensive costs in blockchain is the cost of electricity, which is needed
for running both the hardware and the cooling systems for the miners. Mining uses
massive amounts of energy, and all of it is wasted. Some recent estimates showed that
the distributed consensus based on the proof of work consumes around 61.4 TWh,
which is equivalent to 1.5% of electricity consumed in the USA. That is, validating
and sharing one transaction require the same amount of electricity for powering 1.57
American households for one day ($600 million in 2017) and tend to consume as
much electricity as Denmark by 2020, and all these costs are paid with fiat money,
which imposesmore pressure on the digital currency value. Additionally, this cost for
making transactions trustable is very wasteful for mining. Mining involves compe-
tition against other miners, especially if we know that all blockchain nodes spend
their resources with no benefit other than mining, as they compete for useless proof
of work effort in hopes of the possibility of reward.

Besides, as the mining hardware generates a lot of heat, it may overheat the
overall machines, reduce their efficiency, and even damage them. Conversely, off-
the-shelf miners do not invest largely in cooling systems and air conditioning. Thus,
it becomes more interesting to invest in submersion cooling where mining chips
could be submerged in a cooling liquid that circulates to dissipate heat. Immersion
cooling could help in packing more chips in the same mining hardware, i.e., packing
more processing power and memory in the same physical space to increase the
mining potential. Some other approaches tend to use under the sea cooling to develop
self-sufficient underwater mining data centers.

4.6.3 Storage

The blockchain distributed ledger usually stores transactions and blocks in text or
meta-data files. The size of each block depends on the synchronizationmode activated
at each involved participant node. For example, the blockchain size is closer to 50GB
for Ethereum using the “fast sync” mode, and this amount tends simply to grow by
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14 GB each year. These heavy-sized data are the consequence of ensuring the data
availability by keeping the same database with all nodes. As a result, it takes a very
long time for a node to download the entire database (e.g., 1 day). Again, as the
comparison with VISA, to handle the same amount of 2000 tps it would be 1.42 PB
per year or 3.9 GB per day, and at 150,000 tps, the blockchain would grow by 214 PB
per year.

Although some researchers believe that reducing the blockchain size to a smaller
block could improve storage, it however could impact their scalability as bigger
blocks can be more efficiently accessed. We need to rethink innovative compres-
sion algorithms to make blockchain storable at large scale, perhaps by inspiring
approaches from modern big data and data-intensive science era. We also need to
rethink improving the data accessibility using specific APIs that facilitate automated
calls to the blockchain, obtain address balances and balance changes, and notify user
applications when new transactions or blocks are created on the network.

4.6.4 Privacy Leakage

The key security issue in blockchain is the possibility of a 51% attack in which
one mining entity could grab control of the overall blockchain and double spend
previously transacted coins into his own account. This issue comes from the fact
of centralizing the mining power into only few large mining pools who control the
majority of the transaction recording. Double spending is also more vulnerable as it
leads to spoofing users to resend transactions thereby allowing malicious attacks to
double-spend coins. For example, in 2015, attackers have injected malicious traffic
to the Bitcoin network and cracked existing transactions.

Another important security issue concerns the vulnerability of smart contracts
themselves. The DAO attack is a dramatic example of what could happen when a
smart contract is hacked. Hackers were able tomove $60millionworth to an interme-
diate holding contact where theywere in sole control. The attackers unleashed amali-
cious intermediate contract and invoked it repeatedly to perform memory-intensive
work, thereby they dramatically slowed down the overall blockchain network. This
happened because smart contracts have poor design and suffered from the rein-
jection vulnerability. They were designed without rolling back in mind so that the
stolen amount was not recoverable. A possible alternative to overcome this limitation
would be to make the design of smart contracts more difficult for bugs to appear.
This will need formal verifiable language and model-checking tools for exploring all
possible states and transitions in the smart contract models, which in turn requires
domain-specific abstraction techniques to perform formal verification.
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4.6.5 Smart Contract Risks and Governing Regulatory Status

Smart contracts raise a number of challenging legal issues. First, blockchain smart
contract is autonomous software code that can run across distributed nodes that agree
to its content. This creates some confusion with manual contracts, e.g., word contract
with terms and conditions, as a smart contract depends on a number of factors and
use cases that may be a barrier in establishing a legally binding contract compliant
with the applicable law, i.e., cannot give rise to legally binding contractual relations
under the laws. For example, the legal requirement of “SHOULD” or “certainty” in
manual contracts may not be easily satisfied as not all smart contracts could operate
in conjunction with the natural language contract terms.

That is, when a smart contract has a legally binding contractual effect, the tech-
nology within which it is deployed may sometimes give rise to problems in relation
to legal enforceability. There may be no central administering authority to resolve
a dispute or to recognize liability for mistake, error, or fraud. Dispute resolution
mechanisms could address enforceability and jurisdictional variations. Inserting a
dispute resolution mechanism into a smart contract will be pro forma to address the
issues around enforceability and jurisdictional variations.

That said, several questions arise, e.g., when should the involved parties to a
smart contract receive a notice of its terms and conditions and agree it, prior to
or after its execution? How are these agreements required by law to be written,
e.g., using computer code? Or, what are the changes that should be introduced to
unwind transactions that should not have happened? If something goes wrong with
the execution of the smart contract or someone suffer loss, where do they go for
recourse? Certainly, the answer will vary significantly depending on the jurisdiction.

There are in fact two models of smart contract agreements being discussed. One
model promotes the “code is contract” approach, while the latter considers it as digi-
tizing the performance of business logic, e.g., payment, which may or may not be
associated with a natural language contract. In between there is a novel jurisdic-
tional variation emerging to connect the natural language terms of smart contract to
computer code via parameters. Nonetheless, contracts sometimes deal with specific
conditions that cannot be translated easily into “if this, then that” computer code.
Force majeure is a good example, where manual contract often includes concepts of
subjective judgment, reasonableness, and acting in good faith. These concepts cannot
be translated into software code, neither connected to computer node via parameters.

4.7 Possible Future Directions

4.7.1 Off-Chain Computation

Off-chain computation is a promising technique to scale up the blockchain by real-
izing heavy tasks outside of it and only store the outcomes on blockchain. A key
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to success of this approach is that clients can not only retrieve results and proof of
correctness for an outsourced operation, but also verify the proof of correctness them-
selves with less computation power. The heavy computation is delegated to another
layer on top of blockchain that performs heavy, compute-intensive work and wisely
uses the blockchain. The off-chain computation could be centralized, distributed
across a group of nodes, or outsourced in a sidechain. The original blockchain
is referred to as the “main chain,” and all additional independent blockchains are
referred to as “sidechains”. It helps to scale up the main chain and limits and isolates
any damages to sidechain to prevent the main chain from any dramatic damage.
Off-chain states are often private and confined among a group of participants, so that
all transactions are cryptographically secured by using MultiSig scheme or a smart
contract-based locking to enforce security.

4.7.2 Big Data Analytics

Blockchain can be combined with big data to transform the health care [6]. Currently,
big data is stored in siloes within different doctor’s computer systems, hospitals, and
clinics. Integrating blockchain into big data analytics could transform the health care
by predicting epidemics, curing diseases, improving the quality of life, and avoid
preventable deaths [6]. Big data analytics can also reshape the data structure in health-
care services as it includes a huge amount of data gathered from body sensors and
provide tools for performing relevant health diagnosis and monitoring and thereby
help in making more prediction with patient’s data and making recommendation
to patients [16]. For example, BigchainDB2 builds on top of big data distributed
database to avoid any hard limit on the transaction size. This is extremely inter-
esting for EHR systems to utilize the transaction meta-data to disseminate trained
machine learning models and meta-data information model to involved healthcare
stakeholders. Similarly, MedRec [3] blockchain builds on a data mining scheme to
sustainmedical records tomedical researchers. Additionally, using off-chain compu-
tation we could have data management sidechains for storing patient’s data as it is
distributed among the medical community and involved healthcare stakeholders and
a main chain to perform data analytics.

4.7.3 Artificial Intelligence

In light of the recent advances in blockchain technology, artificial intelligence (AI)
could help in solving somechallenging issues in blockchain, such as energy consump-
tion, scalability, security, privacy, efficiency, and mining. DeepMind AI has been
proven to be very efficient in optimizing energy consumption as it consistently

2https://www.bigchaindb.com/features.

https://www.bigchaindb.com/features
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achieved a 40% reduction in the amount of energy used for cooling in Google data
center, so we believe that similar results could be achieved with blockchain as well.
AI could also help in producing decentralized intelligences (either on-chain for basic
information or off-chain in case of extra attachments) by introducing decentralized
learning system such as federated learning and supporting sharding techniques to
make the system more efficient.

4.7.4 Smart Contracts

Smart contracts are software code where bugs could exist and may be vulnerable
to malicious activity. The DAO contract suffers from the reinjection vulnerability
which was exploited by hackers to withdraw existing funds repeatedly. Therefore,
smart contract performance analysis is very important as it will reveal the limita-
tion and show the potential vulnerabilities that may occur. Thus, formal verification
of smart contracts is an important task to detect any irregularities in its design and
behavior. Model-checking approaches [26] and formally verifiable language and
formal verification tools are necessary to verify that the smart contract implemen-
tation complies with its specification, verify its security properties, and formalize
it by a set of temporal logic propositions [5]. At the time of writing, the Enter-
prise Ethereum Alliance and Hyperledger project formally announced3 that they
are working to identity an open blockchain architecture along with its open-source
reference implementation compliant with Enterprise EthereumAlliance (EEA) spec-
ification [10] to further improve the performance and the scalability of blockchain
ledgers as well as providing more secure and interoperable smart contracts.

4.8 Conclusion

Blockchains are considered as a technological breakthrough to address many health-
care problems for ensuring the protection of sensitive patient’s data and preserving
their privacy and security. The advantages of decentralizing control and consensus
have also motivated the fast adoption of blockchain technology in pharmaceutical
supply chains, precision medicine, and many other patient care applications. In
this chapter, we introduced the BlockCare framework which proposes an archi-
tecture that combines software-defined networking and blockchain to interconnect
various IoT elements, SDN networking, and blockchain components to control and
manage patients’ health-related parameters.Our architecture uses blockchain to bring
more transparency and security to the transactions, while SDN enforces scalability
and performance by dynamically provisioning blockchain virtual functions for fire-
walling andmitigatingmalicious traffic. In light of this architecture, we described the

3https://goo.gl/nCQHFB.

https://goo.gl/nCQHFB
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different components and algorithms it encompasses. Blockchain is still in its early
stages, and soon we should expect an explosive growth of novel solutions that will
emphasize providing functional and architectural design approaches to extend its
use for ensuring the security of the future Internet, protecting autonomous and self-
driving cars, or even for the anonymization of healthcare transactions and obfuscating
the patient’s identity as it is discussed in the next chapter.
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Chapter 5
IoT Performability for Medical Wearable
Device by Data Privacy and Fault
Tolerance

Raluca Maria Aileni, George Suciu, Carlos Valderrama, and Sever Pasca

Abstract The goal of this book chapter is to set the optimal safety possibility to use
wearable biosensors for patient monitoring. This objective consists inminimizing the
security risks by using the adequatemethodology for workingwith personal sensitive
data, anonymization and data analytics in the cloud. The possibilities of using data
are to filter in a private cloud and to anonymize for analyzing in public cloud. The
proposed methodology will ensure the security and privacy by using different level
of protection for different type of user accounts (medical staff and patients). The
anonymization of the patients’ information is relevant because data is used for a
secondary purpose—predictive analysis modeling for understanding and anticipate
the diseases behaviors or for preventive medical actions.

5.1 Introduction

The 5G networks [1] will enable the Internet of Everything (IoE) [2], and this can
lead to huge efforts for maintaining the device security and data privacy for users,
even if it is very attractive to have many devices interconnected. Statistics show that
50 billion embedded devices (sensors, actuators) will be connected to 5G mobile
networks by 2020 [1]. The 5G systems, that are needed to connect more users and
receive a huge volume of raw data, are composed of heterogeneous devices with
low and high bandwidths. In order to use the entire potential of IoT [3], 5G network
must reduce the response times (latency). The sensors and actuators controlled and
operated remotely or autonomously in the cloud, without deterministic response
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times, will limit the utility of IoT technologies [4]. The 5G waveforms, network
densification, massive MIMO (multiple-input and multiple-output), and mm Wave
(millimeter wave) communications may be incrementally deployed in time.

Internet of Things (IoT) used for connecting the wearable medical devices (inva-
sive and noninvasive) incurs that a huge volume of data is stored in the cloud, enabling
aggregation of data from different devices and different patients [5].

The aspects regarding data protection, security and privacy through IoT are new
and represent a challenge for adding a privacy component [6]. The IoT value chain
involves a high number of stakeholders (insurance companies, medical institutions,
relatives and other companies) and allows a huge volume of data to be collected in
the cloud and to be used for predictive analysis. Patients’ data can be used to improve
the medical act by predictive analytics and for malware companies in order to have
a detailed profile of individual patients.

The sharing and data processing through cloud services will lead to increase
the storage locations and jurisdictions regarding private data storage. The European
Regulation and the Directive regarding personal data privacy, published in the EU
Official Journal on May 24, 2016, will give citizens back control over their personal
data and will simplify the regulatory environment for digital business. The existing
scientific inquiry shows that the main challenges of IoT challenges regarding privacy
and data protection for medical use are:

• insufficient control and information asymmetry;
• patients consent (privacy laws are consent-based—if patients give their consent

or authorization, the data can be used for other research purposes);
• data fusion;
• data anonymizing for analytics (if the data is anonymized then no consent from

patient is required);
• anonymous limitation when patients use services for data aggregation;
• security risks (communication links, storage in a cloud without knowing the exact

location);
• privacy by design.

There are warnings of a massive security risk by embedding sensors in everyday
devices, such as wearable, as the small size and the limited power processing could
inhibit the encryption and securitymeasures. Formedical area, the IoT should provide
data storage in private cloud, anonymization and data analytics in the public cloud
[5, 6]. By using IoT, the benefits are both for patients and medical staff because of
the continuous monitoring of the vital signs at home; possibility to register, track
and analyze data; improvement of the medical action; increasing the knowledge
about diseases. The use of IoT for medical monitoring is important for patients
with high-risk factors (elderly, person with disabilities). The security risks of the IoT
devices used for medical monitoring are unauthorized access to personal data; launch
denial-of-service attack; safety risks (by exploiting security vulnerabilities can lead
to physical safety); privacy risks (collection of sensitive personal information).
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In 2015, Jia-ji Hou and Kuo-Hui Yeh proposed two secure communication proto-
cols for IoT-based healthcare systems, with single sign-on (SSO)-based authentica-
tion scheme and a coexistence proof mechanism for multiple sensors (application
field of inpatient safety andmedication management) [7]. This book chapter presents
a survey regarding security risks and safety measures for wearable biosensors used
for healthcare monitoring.

As follows, layout Sect. 5.2 explains about IoT and biomedical wearable
devices-evolution, perspectives and challenges. Section 5.3 demonstrates secu-
rity risks and safety concerns for use of wearable devices. Section 5.4 presents
personal data management in private cloud versus public cloud for data analytics.
Section 5.5 describes methods for IoT wearable risks reduction by data anonymiza-
tion. Section 5.6 is about future challenges for wearable IoT technologies for
healthcare and lastly conclusions.

5.2 IoT and Biomedical Wearable Devices—Evolution,
Perspectives and Challenges

The goal of this book chapter is to set the optimal safety possibility for usingwearable
biosensors for patient monitoring. This objective consists in minimizing the security
risks by using the adequate methodology for working with personal sensitive data,
anonymization and data analytics in cloud (Fig. 5.1). The anonymization of the
patients’ data is important because it allows the legal use of data for predictive

Fig. 5.1 Ecosystem design for patients’ health monitoring [8]
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modeling, the study of the evolution of the disease and correlations between the
various symptoms.

The embedded sensors for a medical purpose will allow remote measurement
for blood pressure, temperature, skin moisture, glycaemia or stress and will include
actuators to turn on and off devices or make adjustments in real time. Patient vital
sign data could be monitored for predictive analytics (Fig. 5.1). Figure 5.1 describes
the completely case scenario, why do we need to advance technologically in the field
of medicine, when there are aged patients suffering from diseases and medical care
center are not enough as required. IoTwearable devices canmonitor the patients 24 h
in home and in the case of any emergency, alerts are sent to the caretakers as well as to
themedical department to take themeasures, it is described below.Readings are taken
through the biomedical sensors and sent to the wearable autonomous monitoring
devices and generate the alerts according to the situation. Understanding the cause
and effect of health conditions in correlation with weather parameters (Fig. 5.2),
biomedical and environmental conditions are monitor constantly. Figure 5.2 indi-
cates a flow how environmental condition can affect the physiological condition of
a patient, how can be monitored, transmitted in the cloud and analyzed repeatedly.

Fig. 5.2 Biomedical and environmental conditions monitoring for patients’ risk analysis [9]
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5.3 Security Risks and Safety Concerns for Using Wearable
Devices

5.3.1 Safety and Privacy Aspects Related to Wearable
Medical Devices

Data related to patients can’t be released without confidentiality because it contains
the most sensitive details of the patient’s life, physical or mental health or health
history of the patient’s family. Individual health data must be complete and updated.
This information is used for personal health evaluation, medical prescriptions but
also for society in order to improve the medical care and develop predictive models
for diseases. Medical data used in statistics must be protected against identity disclo-
sure. According to HIPAA (Health Insurance Portability and Accountability Act)
[10], privacy rules accept two standards (Safe Harbor and statistical method) for
de-identification of health data. Safe Harbor is stipulating the removing or gener-
alization of 18 variables from health data (e.g. name, city, phone, e-mail, social
security number, device identifiers and serial number) [11, 12]. According to data
protection in the EU, the patients’ sensitive data that identify individuals must not
be kept longer than necessary and only when justified by public health important
reasons, to derogate from the prohibition on processing sensitive categories of data
[13].

5.3.2 Information Privacy for Medical Records

The process of using the data is to filter the information in private cloud and to
anonymize for data analysis in a public cloud [14]. The proposed methodology will
ensure the security and privacy by using different levels of security for different types
of user accounts (medical staff and patients). The anonymization of the patients’ data
is relevant because the information is useful for a secondary purpose –predictive
analyze modeling in order to understand and anticipate the diseases behaviors or for
preventive medical actions. Figure 5.3 illustrates data privacy of the patient’s data,
as seen below.

There are some techniques for data anonymization [15, 16], such as:

• Masking—protectX data by convert inY data (non-perturbativemaskingmethods,
perturbative masking methods and synthetic data generation).

• Synthetic data—protected data X consists of randomly generated records that do
not directly derive from the records in Y (fully synthetic data; partially synthetic
data and hybrid data).
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Fig. 5.3 IoT—medical monitoring

For our objective, we choose to use the non-perturbative masking method and
synthetic data method with partially synthetic and hybrid data types. For generating
the synthetic data, we used the methodology based on three steps:

• set the model for the population
• adjust the model to the original data set X
• generate the synthetic data Y from the model.

The challenges of IoT security for healthcare ecosystem, at the physical and
logical level, are cryptographic algorithms development, authentication protocols,
access control and privacy [17, 18].

5.4 Personal Data Management in Private Cloud Versus
Public Cloud for Data Analytics

Cloud computing architecture for healthcare summarizes several services: applica-
tions, Infrastructures as a Service (IaaS), Platforms as a Service (PaaS), and Software
as a Service (SaaS) which allow data virtualization, storage and management, as
shown below (Fig. 5.4).

The solution for managing personal data saved in private–public hybrid cloud
(Figs. 5.5, 5.6 and 5.7). When we have a big volume of data, this is very easy to be
used without having local servers for database, but it requires data anonymizing and
data process with minimal concern that other user may capture the data in public
cloud [19].

Data anonymization in cloud is the process of removing the sensitive information
from datasets, in order to anonymize the patients’ data. For data analytics in cloud, it
is required to anonymize the data from private cloud in order to analyze it in public
cloud. For patients’ data security in cloud, there are used the anonymization tech-
niques such as k-anonymity [20–22], l-diversity and t-closeness. Figure 5.5 shows
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Fig. 5.4 Cloud computing architecture

Fig. 5.5 Data management—private—public cloud

that after collecting data from the wearable device (sensors, microcontroller commu-
nications), data is aggregated and sent to the private cloud, then data is anonymized
before sending it to the public cloud for the sake of patient’s privacy and analytics is
performed on the public data later on.

Wepropose a hybrid cloudmodel based onPaaS architecture (Fig. 5.6) formedical
wearable devices. Patients’ data should be saved in a private cloud because wearable
device involves the usage of wireless personal area network (WPAN) [23, 24].

Starting from the premise that a doctor must have access to sensitive, insensitive,
quasi-identifying or identifying attributes of patients’ data but patients must not
have access to other patients’ data or to doctor’s data [23], the software solution
for data management must be developed for different level of access by setting the
permissions rights. Medical data collected from personal medical wearable devices
can be used by doctors or for data analytics in order to develop predictive disorders
models, but only after data anonymization. Figure 5.7 shows cloud service for health
care. As it can be seen, in the first step users (doctor and patient) data is collected from
the patients through the biomedical sensors and stored in cloud, doctors can access
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Fig. 5.6 Hybrid cloud PaaS [23]

Fig. 5.7 Cloud service for healthcare
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the data for patient monitoring purposes then data is aggregated and maintained for
future use after making it anonymous, so that patient privacy cannot be leaked.

• k-anonymity: The solution of hiding dataset against re-identification by general-
izing the attributes that might be used in a linkage attack (quasi-identifiers) [16].
If the attack is targeting a single individual record, then it can be obtained all
sensitive attributes [25].

The challenges in K-anonymity technique implementation are based on [25]
computational complexity of k-anonymization algorithm (O(ln k)) [16], scalability,
robustness and data quality.

The potential attacks are: homogeneity attack (suppose that some sensitive data
records contain similar values then the sensitive value for this set of records may be
predicted) and background knowledge attack.

• L-diversity: This method is an extension of k-anonymity that will generate privacy
by reducing the granularity of data representation using techniques such as gener-
alization and suppression. L-diversity model adds diversity for sensitive values in
the anonymization mechanism in order to reduce a potential homogeneity attack.

• T-closeness: This method is an extension of l-diversity by treating the values of
an attribute distinctly by taking into account the distribution of data values for
that attribute.

Data anonymization design must take account of the influence factors as environ-
ment, medical providers, regulations, applications type, data type, data semantics,
utility requirements and privacy [25]. Data privacy by design can be released by
anonymization of a few records from amultidimensional data table or by anonymiza-
tion of a tuple in a record. The objective is to avoid sensitive data disclosure, and
this can be achieved by random perturbation methods and group anonymization
techniques, such as k-anonymity or l-diversity [25].

5.5 Methods for IoT Wearable Risks Reduction by Data
Anonymization

Several methods from statistical disclosure control, as k-anonymity, l-diversity or
t-closeness, are required to be used for healthcare data anonymization in order to
respect privacy data for patients.

The risks of data anonymization for IoT analytics in cloud are due to insufficient
information, missing or incorrect about patients due to l-diversity or l-closeness
techniques, or the cohorts are incomplete. In the scientific literature, there are stated
two techniques, such as masking and de-identification, in order to remove the link
between patient sensitive data and data related to diseases behaviors (age, weight,
geographic location, device used, parameters and vital signs values).
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Fig. 5.8 Data flows from analog-to-digital data anonymization [9]

For IoT wearable risks reduction, it is necessary to implement the measures [26]
for wearable device authentication and control access and data and privacy protec-
tion by anonymization (Fig. 5.8). Figure 5.8 also illustrates data flow from analog-
to-digital data anonymization where it can be seen, in the first step, how data is
collected from the patients through the biomedical sensors through wearable devices
and aggregated to send in private cloud. Four steps are taken while anonymization
before making it public for analytics.

5.5.1 Methods Used in Statistical Disclosure Control

The goal of statistical disclosure control (SDC) [27, 28] is to present the linkage and
matching of the datasets in order to obtain the sensitive patients’ data [29]. For SDC
are used perturbative and non-perturbative methods.

Perturbative methods (noise adding, swapping, microaggregation or PRAM)
generate a distortion of the original data before publication. This method of masking
data is to protect the patients’ privacy.

Non-perturbative methods (global recording, sampling or local suppression)
generate a partial suppression or a reduction of the original data before publication.

Perturbative and non-perturbative methods can be applied to continuous or
discrete data values.
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5.5.1.1 Perturbative Methods

Noise addition is a non-perturbative method that can be applied to continuous data.
The masking is provided by addition of correlated or uncorrelated noise and linear
or nonlinear transformation.

Swapping method can be applied for continuous or discrete data and implies
changing the values of sensitive data andmaintaining the low-order frequency counts
or marginal.

Microaggregation method involves partitioning records, replacing the values in
a group with the centroid value of the group and lead to k-anonymity [27].

Post-randomizing method (PRAM) is used only for discrete data. PRAM
method impliesmodification of somediscrete variables according to known transition
probability matrix [27, 30, 31].

5.5.1.2 Non-perturbative Methods

Generalization (Global recording)method can be applied to continuous and discrete
data. For a discrete variable, several categories are combined in order to obtain new
categories.

Sampling can be applied for continuous data. The sampling method can be used
for sensors, for continuous signal readings and sampling by large time intervals.
The time interval for sampling will affect the accuracy of the values recorded (e.g.,
temperature).

Local suppression method is applied to discrete data and assumes that the
values of individual attributes are suppressed in order to increase the set of records
accordingly with a combination of quasi-identifier values [32].

5.5.2 Statistical Disclosure Control for Medical Data

Statistical disclosure control is important for statistics in order not to make the sensi-
tive information about patients visible on public clouds [33]. The inconvenience is
that by SDC methods, for reducing the disclosure risks, may lead to data loss and
generate a data set with information failure. Disclosure type can be patient identity
disclosure, attribute disclosure (age, gender, location, disease, wearable devices) and
inferential disclosure, based on predictive regression model. The identifiers, such as
zip code, birth date or gender, can be used for identifying the patient by related
anonymized data with other data (in Tables 5.1 and 5.2, the patients identity linked
to diseases, pharmaceutical and wearable devices).

For control of the statistical disclosure in healthcare records are used the following
methods:
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Table 5.1 Patients’ microdata [9]

ID-Name Zip code Age Gender Disease Wearable devices 

Popescu 112034 67 M Diabetes Glucose monitor 

Ionescu 112432 75 M Diabetes Pulse oximeter, temperature and 
skin moisture 

Ann 203412 58 F Cardiac Insufficiency Peacemaker 

Mathias 127734 66 M Arthritis Pedometer,  

accelerometer

Clara 112732 77 F Angina Wearable ECG 

George 231298 72 M Diabetes Glucose monitor 

Dane 342232 44 M Angina Wearable ECG 

Carla 331245 42 F Diabetes Glucose monitor 

Tania 129867 59 F Angina Wearable ECG 

Marin 324578 66 M Diabetes Glucose monitor

Klaus 226743 56 M Diabetes Glucose monitor 

Flavius 334897 64 M Arthritis Pedometer, accelerometer 

Dan 376521 73 M Cardiac Insufficiency Peacemaker

Adrian 129854 68 M Angina Wearable ECG 

Flavia 226436 56 F Diabetes Glucose monitor 

Bianca 296641 67 F Diabetes Glucose monitor

Darius 129844 56 M Arthritis Pedometer, accelerometer 

Adriana 316345 66 F Angina Wearable ECG 

Popescu 197745 56 M Cardiac Insufficiency Peacemaker

Table 5.2 Consumer registration data [9]

Name Zipcode Age Gender Pharmaceutical product 

Popescu 012034 67 M Amaryl 1mg 

Ionescu 012432 75 M Dialevel

Ann 203412 58 F Hyperil 

Mathias 127734 66 M Naproxen 

Clara 112732 77 F Nitroglycerin 

George 231298 72 M Dialevel 

• randomization method (the process of reducing identification with noise, e.g.,
fake data name, zip code, city);

• K-anonymity method (to reduce the indirect identification from public record
database by decreasing the granularity of data representation with the use of
generalization and suppression techniques);

• L-diversity method (to prevent homogeneity attack in k-anonymity by introducing
sensitive data diversity);
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• t-closeness (distance between the distribution of a sensitive attribute in a class and
the distribution of the attribute in the whole table is no more than a threshold t);

• Differential privacy method.

The disclosure term means re-identification of the patient’ microdata (name,
phone, age, gender, identity number, address, e-mail) or information about patients
based on data released (Tables 5.1 and 5.2).

For anonymization, we used ARX software [34], by setting input data:

• ID-Name attribute as—identifying type, generalization transformation (Fig. 5.9);
• Zip code attribute as quasi-identifying type and generalization transformation

(Fig. 5.9);
• Model differential privacy, which allows maximization of the accuracy of queries

from statistical databases while the identification of its records, by identifiers and
quasi-identifiers, is minimized. For identifiers, we choose ID-name that explicitly
identify the record owners [35] and thatwas removed from the output data released
(Fig. 5.10). In Fig. 5.11, there are presented the risks based on quasi-identifiers
and is clear that the person can be 100% identified based on ID name and zip
code and also by using combinations of 2 IDs (e. q. name/age, name/disease,

Fig. 5.9 ARX—attribute definition—input data [9]

Fig. 5.10 ARX—output data [9]
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Fig. 5.11 Risk analysis based on quasi-identifiers [9]

name/gender, name/zip code) or 3 identifiers (age/diseases/wearable device,
age/gender/disease).

From Fig. 5.9, in the anonymization tool ARX, the data input is shown for patient
participants and their information, such as name, zip code, age, gender, disease and
wearable devices. After the operation, the results can be seen in Fig. 5.10, where the
important information of the patient is anonymized by providing results, which can
be used commonly, taking care of the privacy of the patients.

For quasi-identifier (Fig. 5.11), we used the zip code which could be linked to
external data to re-identify individual record owners that was removed from the
output data. Re-identification can be achieved by linking and matching two lists
(Fig. 5.12).

Fig. 5.12 Re-identification
by linking and matching
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There are three models used for the re-identification attacks are persecutor,
journalist, and marketer attack.

In the scenario for the persecutor attack, the intruder has as purpose to re-identify a
specific person in a de-identified database. Equivalence classes (unique combinations
of quasi-identifiers in the anonymized dataset)measure the re-identification risk [36].

In the second scenario, the journalist attack, the anonymized data is a subset of
a larger public database and the journalist is intended to re-identify individuals, not
a specific individual. The re-identification risk is calculated and controlled without
having access to the larger public database [36].

In the third scenario for the marketer risk, the intruder has as purpose to re-
identify as many individuals as possible in a database, even with the risk that the
records are misidentified. The marketer risk can be measured by calculating the
probability of matching a record in an equivalence class of the de-identified set.
After measuring the risk of re-identification, data should be anonymized by de-
identification techniques such as record suppression, cell suppression, rounding and
aggregation/generalization [36].

By re-identification risk analysis implemented in ARX, we obtained the estimated
risk provided for three different attacker models:

• the prosecutor scenario
• the journalist scenario
• the marketer scenario.

In the prosecutor model, the attacker already knows that the data for individual
patient is contained in the data set. In the journalist model, the attacker does not
know about datasets content. In the marketer model, the attacker is not interested in
re-identifying a specific individual but in attacking a larger number of individuals’
records.

In Figs. 5.13 and 5.14 are presented the risk analysis for the prosecutor attacker
model, journalist attacker model and marketer attacker model, before and after
anonymization by differential privacy model.

According to the legal aspects, national laws (Health Insurance Portability
and Accountability Act (HIPAA)), privacy rule, and international regulations (the
European Directive on Data Protection), personal data privacy is a requirement [10].

The Health Insurance and Portability and Accountability Act from US specify 18
identifiers that must be altered or removed in order to derive a de-identified data set.

The HIPAA privacy rule defines two methods for de-identifying datasets [10]:

• Method based on the removal of a pre-defined set of attributes from the dataset.
This method will lead to a reduction of de-identification risk but will also generate
data loss.

• Method “expert determination” [37]—statistical disclosure control (SDC) allows
balancing privacy risks with information quality (differential privacy or k-
anonymity). Using generalization will lead to data precision reduction [38].
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Fig. 5.13 Re-identification attack risks before data anonymization [9]

In the biomedical domain, there are used methods for microdata release (k-
anonymity) because these involve using non-perturbative methods that allow data
correctness [37].

The following types of attributes specified by HIPAA can potentially be detected
(Fig. 5.15):

– age
– zip code.

In general, an algorithm for data anonymization is based on adequate transfor-
mation selection, data transformation and evaluation of the model quality [39]. Data
quality models such asNon-uniform entropy orHeight can be used as objective func-
tions for optimizing the output data (anonymized data) of the anonymization process
[39, 40]. The non-uniform entropy model compares the output data with the input
data in order to evaluate the loss information, while height model quantifies the loss
of information as the sum of the generalization levels applied to all attribute values
[39].

In comparison with the transformation, where the balance must lead to increase in
privacy with a decrease in data quality [41], the quality of data anonymization must
balance the anonymization increase with decrease of data loss [42]. The implemen-
tation of the quality models into the ARX de-identification tool for biomedical data
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Fig. 5.14 Re-identification attack risks after data anonymization [9]

Fig. 5.15 HIPAA identifiers risks [9]

shows that the best-suited model for biomedical application is non-uniform entropy
model [42].

5.6 Future Challenges for Wearable IoT Technologies
for Healthcare

The wearable medical devices involve IoT scalable applications that can allow data
management, security and privacy [43, 44] (Fig. 5.16) with low energy consump-
tion requirements. The challenges for medical wearable devices are the low power
consumption, miniaturization, in order to be adopted by healthcare institutions, to
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Fig. 5.16 IoT challenges

respond to the European regulation for medical devices, to adapt to the increased and
sophisticated needs of the patients, to act as a smart system and must provide safety,
reliability, security and sensitive data privacy through software applications.

Because of the huge volume of data, the need to use data for analyzing and for
predictive diseases behavior modeling, the wearable medical devices cannot act as
only an analogic device and are required to be integrated in smart system (sensors,
microcontrollers and communication).

5.7 Conclusions

The purpose of statistical disclosure control used for patients records is data mining
for generating new knowledge from data that can be sensitive (personal patients
tracking records) [45]. For healthcare data analytics, it is necessary to ensure
the patients’ data privacy with sensitive data modification by anonymization or
removing. The anonymization also has the disadvantage that can lead to insuffi-
cient data content or data loss. The proposed method, a hybrid cloud model based
on PaaS architecture, takes into account that the software solution for data manage-
ment should set permission rights and must be architected by a different level of
access. For medical data analysis, is often used microdata release (k-anonymity)
[30] because these involve the usage of non-perturbative methods that allow data
correctness [46, 47]. The wearable IoT devices are challenging because of the advan-
tage of biomedical data mining [48] received from sensors and the different security
solutions implemented in IoT platforms [49]. Data anonymization involves several
methods [46] such as limitations (aggregation), techniques (suppression, swapping,
randomization, synthesis, k-anonymity, and differential privacy) [50], transformation
(generalization, micro-aggregation), ownership and process guarantees.

As future work, we envision implementing a cloud platform for managing data
privacy for wearable medical devices according to GDPR.
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Chapter 6
Toward Trustworthy Cognitive
Radio-Based Internet of Medical Things

Jihen Bennaceur, Hanen Idoudi, and Leila Azouz Saidane

Abstract The Internet of Medical Things (IoMT) communication systems are
increasingly using wireless networks. However, the use of these networks for such
critical systems raised some issues and problems such as the need of allowing more
autonomy to the patient with anywhere and anytime monitoring capabilities. Cogni-
tive radio (CR) can be a suitable solution to adapt the wireless network for the IoMT
requirements by providing permanent connectivity and, therefore, the spectral avail-
ability. In this chapter, we propose a novel design of cognitive radio-based Internet
of Medical Things (CR-IMT) networks by providing an efficient, softly and trust-
worthy integration of cognitive radio technologies in the IoMT applications. Firstly,
we propose a cooperative trustworthy spectrum sensing mechanism that enhances
the trusty free-band detection accuracy by using a trust and reputation manage-
ment system. Thus, we formulate two competition noncooperative game models to
encourage the cognitive users to trustfully cooperate and to update dynamically the
trust values. Moreover, we introduce an opportunistic spectrum scheduling model
to ensure the transmission of critical medical data according to the game model
outcomes. Extensive simulations validate our approach and prove that it outper-
forms the traditional established methods in terms of correct detection probability,
error probability, data and sensing throughput, delay and residual energy.

6.1 Introduction

The Internet ofMedical Things (IoMT) [1] is a worldwide network of interconnected
medical objects uniquely addressable. Therefore, this vision of IoMT applications
represents a very promising future where billions of medical objects and surrounding
environments will be connected and managed through a range of communication
technologies and networks. Based on standard communication protocols, it allows
the connectivity of people and things at anytime, in anyplace in order to provide a
continuous remote patient monitoring in the hospital environment for the vital signs
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such as the heartbeat, the temperature and the blood oxygen. To ensure a continuous
connectivity and efficient communications, several technologies are suggested for
IoMT environments, fromwired to wireless solutions which are gaining more popu-
larity due to their flexibility by being an intrinsic part of modern medical devices.
However, the need is raised to mitigate potential issues of electromagnetic inter-
ference between the patient’s wireless equipment and sensitive medical devices
in hospital healthcare environment. Recent trends of research in cognitive radio
networks (CRNs) have drawn attention as a potential solution to solve many prob-
lems which face the wireless technologies in the IoMT applications such as spectrum
scarcity, interference and coverage issues. In this chapter, we introduce a trustworthy
integration of CR in the IoMT environment by proposing a hierarchical cognitive
emergency application which is composed of very sensitive and critical CR devices.
Then, we define a cooperative spectrum sensing basing on the trust and reputation
management system in order to ensure a trusty and efficient spectrum performance.
Moreover, we consider the problem of dynamic spectrum sharing by formulating two
competitive game-based models used to analyze the spectrum sharing situation and
the Nash equilibrium is considered as the solution of these noncooperative games
which aim at trustfully assigning the CR users according to their reputation values, to
encourage the players to cooperate during the spectrum sensing phase and at dynam-
ically and fairly updating the trust system basing on the historical behaviors. Finally,
we define an opportunistic scheduling model for our proposal based on the outcomes
of the two game designs.

6.2 Cognitive Radio Solution

The latest generation networks used in IoMT applications offer quite satisfactory
rates. However, other problems have appeared in these critical applications such
as the network connection disparity in some places (inside buildings, remote areas,
etc.), the instability of the available data rates and the expensive costs. Moreover, the
infrastructure and protocols of these traditional networks have not take into account
the constraints of the environment in order to adapt to them in a real time manner.
With the very large number of connected objects, the allocation of frequency bands
remains costly for the whole amount of transmitted data in e-health applications.
As a solution, cognitive radio can be integrated into this application to solve all the
problems described above.

6.2.1 Cognitive Radio

Cognitive radio (CR) is next-generationwireless communications, and artificial intel-
ligence has been widely adopted to provide self-learning in order to observe, learn
and take action against its operating environment. The concept of cognitive radio was
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invented by Mitola, III [2] in 1999 to introduce an intelligent radio that can change
its transmitter parameters based on interactions with the environment in which it
operates in order to maximize the spectrum use, to increase the throughput and to
make the physical layer more reliable. The CR feature enables the unlicensed user
[secondary user (SU)] to opportunistically exploit the free channel without inter-
fering with the licensed user [primary user (PU)]. The SU senses periodically the
spectrum in order to identify the PU’s activities. If the PU is absent, the SU may use
the unoccupied spectrum for its current communications. Upon the PU arrival, the
SU must leave the channel to avoid the interference with the PU.

6.2.2 Cycle Cognition

To respect the CR concept, the SU should apply the cognition cycle [3] composed
by three phases:

1. Spectrum sensing: The CR terminal has sensors to retrieve data on its operating
environment. A cognitive radio terminal controls all available spectral bands
in a well-defined radio environment, captures their information and then detects
unused frequency bands called spectrumholes. The SUs sense the spectrumholes
using many enabling algorithms and methods [4] such as the matched-filtering
and the energy detector.

2. Spectrum decision: The radio influences its environment through its actuators.
The radio can reconfigure itself andmodulate this influence according to the situ-
ation and QoS objectives. Once the frequencies are detected, the analysis phase
spectrum holes will be performed by cognitive nodes to take an accurate decision
(using free web/cut another band). The SUs decide individually or cooperatively
the channel availability (idle/occupied).

3. Spectrum action: The radio exploits the recovered data to identify the most suit-
able configuration and to learn from its experiences. First, the electromagnetic
radio environment is verified using a CR terminal, according to the following
parameters: the transmission rate, the mode of transmission, the transmission
bandwidth and the coordination between the mobile cognitive radio terminals.
In fact, the decision to use an unoccupied band is related to the occupancy rates
and the time of nonuse for the licensed user.

6.2.3 Software-Defined Cognitive Radio (SDCR) Network

Simplifying the resource configuration and the network management is a very chal-
lenging and complex task in the conventional networks. Therefore, the software-
defined radio (SDR) network has been proposed to implement the cognitive feature,
to realize the CRN virtualization and to enhance the spectrummanagement. SDR [5]
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can be an efficient and inexpensive solution to the conventional CRs based on multi-
mode, multi-band and multi-functional wireless devices by using software upgrades.
In the SDCR environment, most of the components are implemented in the soft-
ware defined instead of the hardware (modulators/demodulators, amplifiers, etc.)
enabling a flexible CR management. Thus, the SDCR concept enhances the CRN
performances by allowing the SDCR devices to tune into many different frequency
bands simultaneously and assuring multiple communications with other users.

6.3 Motivations for Using CR in IoMT

Nowadays, many motivations are discussed for the integrating of cognitive radio
technologies in IoMT communications [6]. Several challenges in the IoMT networks
can be efficiently addressed through the CR features such as those discussed here-
after.

6.3.1 Communication Range

Daybyday, the communication in themedical environment (betweenmedical devices
and cloud servers) depends on the wireless techniques. However, the use of wireless
solutions, such as Bluetooth and Zigbee, has many potential limits like the limited
range which can decrease the network performance in such critical environment. The
CR offers a higher communication range to the IoMT applications, thus paving the
way for CR-based IoMT paradigm [7].

6.3.2 Spectrum Scarcity

It presents the main motivation which comes from bandwidth allocation for IoMT-
connected objects. Recently, IoMT-connected objects are massively growing in
huge numbers making very difficult to allocate the bands to these medical objects.
According to Ericsson, 50 billion connected devices will exist by 2020 in the very
near future which generates a new challenge for existing communication networks
in terms of spectrum availability and band congestion. Thus, in the hospital environ-
ment with connected medical devices, this challenge can be more crucial due to the
urgent medical data to be transmitted. Traditional communication such as wireless
technology cannot support spectrum sharing among multiple medical devices. With
dynamic opportunistic spectrum access capabilities offered by the cognitive radio
technology, existing spectrum can be utilized more efficiently in order to avoid the
potential shortage of spectrum and to support large-scale data transmission in the
crucial medical environment.



6 Toward Trustworthy Cognitive Radio-Based Internet … 139

6.3.3 Interference

In IoTM environment such as emergency framework, the multitude of connected
medical devices aiming at operating by using the limited band’s resources, arise
the interference issues between users. Therefore, CR-based IoMT networks can
avoid and alleviate interference limitations by looking for interference-free chan-
nels through dynamic spectrum access capability by applying the cycle cognition
features. The process of identifying the interference is an indispensable goal of spec-
trum detection starting with providing the state of the spectrum (free/busy), so that
the spectrum can be accessed by a secondary user under the constraint of interference.

6.3.4 Connectivity Issues

In a dynamic environment, users (primary/secondary) can frequently transit their
communications to another available band by changing their operating frequency.
Due to the mobility of spectrum, cognitive radio devices can dynamically exploit
unoccupied channels by allowing radio terminals to exploit the best available
frequency (e.g., the frequency with the highest QoS), to maintain the communica-
tion requirements transparent during the move to a better band. However, in hospital
applications, the doctors, the nurses and the patients are frequently mobile. Mobility
will be an indispensable aspect for the future of IoMT structures, and it will be
very difficult to ensure the continuity of communication everywhere and anytime.
As a solution, medical devices equipped with CR capability can achieve seamless
connectivity.

6.3.5 Energetic Requirements

Optimizing the energy consumption becomes an important need to enhance the
network lifetime in the IoMT applications. For example, to repair the battery of
a heart pacemaker device (a small device placed in the chest or abdomen to help
abnormal heart rhythms basing on electrical pulses to prompt the heart to beat at a
normal rate) surgery is required which can be very critical for the elder health. A
fundamental requirement in IoMT communication is energy efficiency. As a solu-
tion, the use of cognitive radio can be considered as green communication for IoMT
applications due to the possibility of the adaptive adjustment of the transmission
power levels based on operating environments.
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6.4 Challenges of the Integration of CR in the IoMT

The integration of CR technologies into the IoMT applications faces critical
issues and challenges that need to be addressed prior to deploying CR in medical
environments.

6.4.1 Sensing Capabilities

The detection and the classification of the signals is the most indispensable chal-
lenge in order to exploit the unoccupied bands. This task is achieved by the cycle
cognition process. Cognitive radios added to the medical devises must be able to
distinguish signals of licensed user and unlicensed user. However, medical care
environments such as hospitals are characterized by the presence of multiple licensed
users and a variety of medical signals (oximetry (OXI), blood pressure (ART), respi-
ratory rate (RR), ECGdata, etc.) which requires additional solutions. In the literature,
many researchers are studying the problem of signal detection in order to find the
best method to detect and to classify signals even in a noisy environment. In [8],
the authors proposed a CR-based platform for IoMT applications which can protect
the medical sensors from harmful interference by adapting the transmit power of
wireless devices based on EMI constraints.

6.4.2 Software Radio Issues

Cognitive radio is defined as a technology that allows, using a software radio, to define
or modify the operating parameters of the radio frequency of a node. The evolution
of software radio is leaded to the apparition of cognitive radio concept with the
same issues of the software radio such as improving the data converter process, the
agility and enhancing the flexibility of frequencies. The consideration of software
radio issues in the CR-based IoMT can improve the network performance by leading
to efficient opportunistic spectrum utilization. However, no standard mechanisms
have yet been proposed in the literature in order to validate the CR concept and
implementations which is still an open door to the future research.

6.4.3 Hardware Issues

The new cognitive feature added to the medical devices is subject to the hardware
design evolution. The need of an efficient and an appropriate design, which is capable
to sense and evaluate the available frequencies, grows day by day with the increasing
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number of the integrated CR-IoMT devices in the medical environment. The new
design must address certain hardware requirements such as the antenna sizes and
range, and the transmission and the reception power rates.

6.4.4 Security Issues

Cognitive radio networks are vulnerable to conventional wireless network attacks
[9] but suffer further from specific attacks [10] targeting the cognitive features.
In the network, the cognitive devices, competing to exploit the unoccupied bands,
can be honest, selfish, faulty or malicious. Faulty users may send incorrect sensing
outcomes due to defective device, fading location or shadowing zone. The attackers
aim at monopolizing selfishly the white space causing the interference with the other
devices.

These attacks can have more harmful effect in a critical real-time environment
such as the hospital areas. The proposed security mechanisms face many issues
when applied to CRNs (memory and computation costs, power consumption, etc.).
Wireless standards have different security strategies. For example, in WLAN and
personal area network (PAN), the only mechanism to incorporate security is identity
authentication. The trust and reputation management (TRM) can be the solution for
the security issues, as it is an emerging technique to secure the medical environment
based on autonomous honest nodes [11].

6.5 Backgrounds

A new e-health design based on the CR infrastructure is proposed in [12]. Thus, the
authors solved some of the technical challenges in the design of such systems, such
as location sensing, interference avoidance and spectrum allocation among devices.

The authors in [13] introduce a novel cognitive-radio-based approach in order to
solve the wireless communication issues for IoMT applications in a hospital environ-
ment. Thus, the proposed CR system is designed for the IoMT environment to protect
the medical devices from harmful interference by making an adapted transmission
power of wireless devices based on electromagnetic interference constraints. In this
work, the authors focused on defining a channel access mechanism in the hospital
application to determine the transmission parameters for the cognitive devices to
avoid the interference.Moreover, the authors of [14] proposed a CR-enabled hospital
called Cogmed where the medical devices are implemented by CR features and are
classified according to medical urgency and location of hospital. Thus, a queuing
theory-based scheduling is introduced for the Cogmed approach based on a priority
mechanismwhere medical and non-medical devices are scheduled according to their
functions and locations in the hospital in order to ensure a robust scheduling of
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medical data transmission. In [15], the authors discussed the integration of CR tech-
nology in a hospital environment with sensitive medical devices as primary users
(Pus) and the patient’s mobile equipments as the CRs. To mitigate the interference,
the authors compute the overlap region to characterize the CRmobile node coverage
areas. The estimation of the positions of the patientswithCR equipments based on the
“gray model” theory allows decision-making to mitigate radio interference. Similar
work was done in [16] by proposing a novel architecture of a wireless communi-
cation link between the ambulance and the hospital based on CRNs. The proposed
cognitive radio module allows the suitable empty frequency band after the spectrum
sensing phase on the available channels.

Indeed, the users (sender/receiver) in the ambulance efficiently measure the wide-
band spectrum and search for the white space to send the data. This work mitigates
the interference effect and highlights the CRN performance in patient monitoring.

Furthermore, in [17], the authors proved the ability of cognitive radio to enhance
wireless body area network (WBAN) performances. In fact, the exposed scheme
adaptively selects the optimal hop number to the sink and adjusts the redundancy in
order to minimize the expected latency and maximize the energy saving. In order
to facilitate interference detection and mitigation, the authors in [18] define a new
protocol to enable WBAN operation within the IoT framework. They promote the
integration of a Bluetooth Low Energy (BLE) technology transceiver and a cognitive
radio (CR) module within the WBAN coordinator.

However, the CR-based IoMT approaches described above focus only on the
interference mitigation and detection issues. Moreover, the most used approaches in
the literature do not consider the spectrum sensing phase in hospital environment.
All the recent research concentrates on the channel assignment phase. Thus, most
of the authors built their schemes according to classical methods and they disregard
the privilege of using an intelligent and learning scheme to solve the interference
constraints such as game theory models. The authors rarely treated the problem
of the critical medical data transmission. In fact, with the CR technology, some
CR nodes can be waiting for an unoccupied channel allocation. However, due to the
sensitive nature of hospital environment, the criticalmeasures and urgent datamust be
transmitted in real timewithout anywaiting time. For example, the insulin injection is
an urgent datawhichmust be treated and transmitted before the other datawithout any
delay. At this end, we propose an exhaustive cognitive radio-based IoMT framework
in order to trustworthily integrate the CR technologies in the hospital environment
by mitigating the interference. We introduce two competitive game models to our
proposal in order to enhance the spectrum sensing and scheduling phases.

6.6 Trustworthy Proposed Mechanism

In this section, we will introduce the integration of the CR feature in the IoMT
applications by defining the description and principals of our proposed framework.
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6.6.1 Description and Principals

Our proposed application aims at monitoring and treating the patients in the emer-
gency environment. It consists of a set of interconnected devices or sensors worn
by or implanted in the human body in order to collect critical medical information
and to interact directly with the human system. When a sensor detects a serious
abnormality (heart attack and blood clot), it sends an emergency message to the
hospital to claim an ambulance. In the emergency, the patients are monitored by the
Data Fusion Center (DFC) which collects the vital signals from all patients. The
monitored vital signals can be: temperature (T), oximetry (OXI), blood pressure
(ART), respiratory rate (RR), ECG data, etc. Each signal is collected by a dedicated
cognitive sensor. The patient’s vital signals are analyzed and processed by DFC.
Depending on the symptoms analyzed on each patient, the doctor/patient adjusts the
active sensor parameters. For example, if a patient suffers from high blood pressure,
the doctor should adjust the dose of drugs injected by the active pressure sensors.
We can classify the healthcare information into two categories:

• Urgent medical data: It is the information collected from the active cognitive
sensors which must be transmitted to the DFC without any delay such as the
insulin injection request.

• Routine medical data: It is less priority than the urgent data. This data is resulted
from the passive cognitive sensor periodicmeasurement of body vital signals such
as the temperature.

6.6.2 Hierarchical Architecture

Our proposed framework consists of a large number of low-power sensors that can
perform detection, simple calculation and short-distance communication. The cogni-
tive sensors implanted in or on the patient body are battery powered and have a
predefined lifetime. However, the long-distance transmission can be very expensive
since the energy consumption is proportional to the transmission distance. There-
fore, we propose the deployment of relay nodes [19] which are more powerful nodes.
Their main task is to facilitate the communication with sensors and with other relay
nodes to ensure network connectivity and optimize energy depletion (due to data
transmission). For emergency application, monitoring and treatment of the patient,
our proposed infrastructure (see Fig. 6.1) forms a hierarchical architecture composed
by the DFC, the node relay and the cognitive sensors (active/passive). The zone is
divided into Ncell grids, and a relay node is placed in each cell. The cell number is
dependent on the relay node coverage which is expressed by the following formula:

Ncell = Surf

Rrelay
(6.1)
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Fig. 6.1 Proposed
hierarchical architecture

where the Surf is the emergency surface and Rrelay is the relay node range.
The emergency of medical data transmission and the need to have robust commu-

nication architecture require an adequate topology that is able to provide a low-cost
communication links for ensuring reliable connectivity anytime and anywhere. Our
proposed hierarchical architecture can be an appropriate key for these challenges
which can:

1. Ensure a high connectivity ratio compared with the random cognitive sensor
deployment.

2. Guarantee the reliability and scalability for large-scale CRIMT networks.
3. Extend network lifetime in terms of connectivity and coverage by using the relay

nodes which minimize the energy consumption.
4. Deliver green communication for the CRIMT applications.

6.6.3 Assumptions

• Weconsider a cognitive radio-based Internet ofMedical Things (CRIMT) network
composed of NS SUs and NP PUs intended to be distributed over a given region.

• All nodes are heterogeneous: They differ in terms of function characteristics (for
instance: temperature detection, insulin injection, heartbeat monitoring, etc.) and
the data transmission priority.

• The nodes are placed into a grid topology. In each cell, a relay node is statistically
placed in order to maximize the energy gain and DFC is placed in the middle of
the covered field.

• We propose a realistic real-time multi-channel environment with NP PUs.
• TheCRIMT is characterized by a centralized cooperative detectionwhere the SUs

periodically send their local detections to the DFC in each sensing timeframe to
make the final detection about the channel availability.

• The devices are classified into two main categories: Active cognitive (AC) device
acts directly on the patient and on the other devices (e.g., the insulin injection
sensors, sensors, ECG, etc.), and passive cognitive (PC) device performs the
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control and monitoring of patients such as the incubators, infusion pumps and
anesthesia machines.

• We suppose that the AC has the highest energy level and the highest priority to
use the free spectrum compared with the PC with the lowest spectrum allocation
priority.

• When the ACs require the free channel to transmit their critical urgent messages
and there is no available spectrum, the ACs must reduce their transmission signal
in order to use the occupied channel without interference with the PUs.

6.6.4 Cooperative Trustworthy Spectrum Sensing

In this section, we will illustrate our proposed design based on the trust management
and reputation mechanism by introducing trustworthy spectrum sensing scheme in
order to define a robust communication architecture. In the cognitive cycle, the spec-
trum sensing presents the most critical task to detect the availabilities of bands. To
this end, our scheme exploits the cooperative spectrum sensing interest in order to
enhance better the spectrum sensing performance by making an accurate decision.
In each spectrum sensing phase, the cognitive sensor (active/passive) senses peri-
odically the channels to make a local decision Di (t) about the PU activities. Then,
DFC gathers the spectrum sensing from all the cognitive users weighted by their
reputation values to make the final decision denoted by AG based on the aggregation
function explained by the following formula.

AG(t) =

N∑

i=1
Di (t) ∗ Ri

N∑

i=1
Ri

(6.2)

The DFC assigns a reputation value for each cognitive sensor depending on its
historical trusty detection in order to make an accurate and robust decision.

After the data aggregation step, theDFCcompares gatheredfinal decisionAGwith
each detection of the users. Each mismatch detected signifies the presence of faulty
detection of the cognitive node which requires the intervention of DFC by updating
its reputation value. Furthermore, the correct detection of the CR node, which is
defined as the correspondence between the Di (t) and the AG(t), is rewarded by
increasing the reputation values of the trustworthy user. The new reputation values
help to compute correctly the final decision which improves the spectrum sensing
performance.

The reputation update process can be formulated according to the following
mathematical expression:

Ri (i) = Ri (i − 1) + (−1)AG(t)+Di (t) (6.3)
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6.7 Dynamic Multi-winners’ Spectrum Access Games

In this section,wemodel the different interactions between the communicating cogni-
tive nodes using two competitive gamemodels which are distinguished by the partic-
ipated players, the adopted strategies and game cooperation aspect. We propose two
game designs for our model in order to:

• Dynamically update the reputation value basing on learningmethod includedwith
the game theory concept.

• Define a trustworthy channel assignment mechanism by introducing the trust
concept as a scheduling order priority.

We formulate the different interactions as game models denoted as Gai =[
Na, Ai

j , π
i
j

]
where i ∈ [1, 2] and ∈ [1, Ns].

During the game process, the player aims to maximize its profit individually
without cooperation with each other.

• The DFC is the arbitrator which manages the game progress, sorts the winning
players’ order and updates the reputation values.

• A1
i are the static strategies adopted by the two players. The strategies for both the

players are “Sends correct local detection” and “Sends a faulty local detection.”
• π1

i defines the payoff of utility function used to define the gain of each player
during the cooperative spectrum sensing phase.

6.7.1 Competitive Game Models

The two proposed games are characterized by the competitions between the players.
Every cognitive user is mainly interested to maximize its personnel payoff, and
therefore all the decisions are made competitively and moreover selfishly.

6.7.1.1 First Proposed Game Model

The first game model illustrates the interaction between the active cognitive sensors
competes to use the unoccupied channels. In order to identify the channel assignment
order for the active users, a noncooperative simultaneous finite game denoted as
Ga1 = [

Na, A1
i , π

1
i

]
is introduced to our scheme. The ACi and the AC j are the two

players participating in our game model. Table 6.1 resumes the payoff matrix of our
game model.
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Table 6.1 Payoff matrix for the ACi and the AC j

ACi sends correct detection ACi sends faulty detection

AC j sends correct detection Ut (AG(t), Di (t), Ri (t)) −
Cd ,Ut

(
AG(t), Dj (t), R j (t)

) −
Cd

Ut (AG(t), Di (t), Ri (t)) −
Cd ,−U f

(
AG(t), Dj (t), R j (t)

) −
Cd

AC j sends faulty detection −U f (AG(t), Di (t), Ri (t)) −
Cd ,Ut

(
AG(t), Dj (t), R j (t)

) −
Cd

U f (AG(t), Di (t), Ri (t)) −
Cd ,U f

(
AG(t), Dj (t), R j (t)

) −
Cd

Table 6.2 Payoff matrix for the PCi and the PC j

PCi sends correct detection PCi sends faulty detection

PC j sends correct detection Ut (AG(t), Di (t), Ri (t)) −
Cd ,Ut

(
AG(t), Dj (t), R j (t)

) −
Cd

Ut (AG(t), Di (t), Ri (t)) −
Cd ,−U f

(
AG(t), Dj (t), R j (t)

) −
Cd

PC j sends faulty detection −U f (AG(t), Di (t), Ri (t)) −
Cd ,Ut

(
AG(t), Dj (t), R j (t)

) −
Cd

U f (AG(t), Di (t), Ri (t)) −
Cd ,U f

(
AG(t), Dj (t), R j (t)

) −
Cd

6.7.2 Second Proposed Game Model

After the first game model progress, we aim at defining the interactions between
the passive cognitive sensors as second game model where the users intend to win
individually the access to the channels. This game is proposed to our scheme as a
noncooperative simultaneous finite game denoted as Ga2 = [

Na, A2
i , π

2
i

]
. The PCi

and the PC j are the two players participating in our game model. Table 6.2 resumes
the payoff matrix of our game model.

6.7.3 Game Model Analysis

Gai is a novel multi-winner spectrum assignment game model. In fact, allowing
multiple winners to lease the available bands is the core of our proposal. Indeed, the
purpose of our game model is to assign idle bands to the players according to their
reputation values. Indeed, the arbitrator DFC compares the final decision AG(t)with
the local decision of each player to decide the scheduling order. During the game
progress, the DFC sorts the nodes by their reputation values in order to treat fairly
the players and to assign trustfully the channels. The player with the highest trust
values allocates the first available channel. The second allocates the first channels if
no interference has been detected with the previous allocated nodes. All the winners
repeat the same assignment process using a decreasing order. Thus, the game model
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is used by our proposal in order to update the reputation values of the players based
on the historical spectrum detections during the cooperative spectrum sensing phase.

6.7.4 Nash Equilibrium Analysis

The comprehensive benefit is Ut − Cd when secondary users (active/passive) adopt
“sending correct detection” strategy regardless the strategy of its adversary where
the Cd is the energetic cost of spectrum sensing. When one of players chooses to
play selfishly by sending a faulty detection, the DFC punishes this player with a loss
equal to −U f . However, when the two players incorporate together to trick the DFC
by making an identical strategy, both have profits equal to −U f .

Our two game models Gai =
[
Na, Ai

j , π
i
j

]
have two Nash equilibriums. The

first one is the combination of strategy “sending correct detection” with the point
couples (Ut − Cd ,Ut − Cd ). It is an equilibrium since the players prefer to send
correct detection during the spectrum sensing which can be rewarded by exploiting
the idle channel.However, the secondNash equilibrium is the combination of strategy
“sending faulty detection” with the point couples (U f ,U f ). In this case, the players
aim at depriving other users of the free channel access by selfishly monopolizing the
white space. We begin with the following lemma to analyze the Nash equilibrium:

Lemma 1 A strategy profile s∗ = (
s∗
1,s

∗
2,.., s

∗
n

)
is a pure strategy Nash equilibrium

(PSNE) if, for every player i and any other strategy s
′
i, that player i could choose,

ui
(
s∗
i,s

∗
−i

) ≥ ui
(
s

′
i,s

∗
−i

)
.

This game has two pure strategy Nash equilibriums which can be represented
formally as:

PSNE = {
(Ut − Cd ,Ut − Cd),

(
U f ,U f

)}
(6.4)

In cognitive radio networks, secondary users always have a tendency to use selfish
strategy in order to obtainmore benefits. The selfish behavior among secondary users
will make the cooperative spectrum sensing accuracy lower, and reduce each cogni-
tive user’s own benefits. At this end, we aim at computing the optimal probability
for each user to make a correct detection basing on the mixed strategy concept.

Lemma 2 Mixed strategy is a set of probability measures associated with players.
Let Si be the set of possible actions of player. ∀s j

i ∈ Si , Pj denotes the probability
of performing action s j

i . We have:

∑

s ji ∈Si
Pj = 1 (6.5)
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According to the two previous lemmas, we attribute a probability for each strategy
adopted by the two players:

IP(Player i sends a correct detection) = p (6.6)

IP(Player i sends a correct detection) = 1 − p (6.7)

To find mixed strategies, we aim at computing the probability p:

p ∗ (Ut − Cd) + (1 − p) ∗ (Ut − Cd) = p ∗ −U f + (1 − p) ∗U f (6.8)

After simplification, we derive the following equation:

p = U f −Ut + Cd

2 ∗U f
(6.9)

We conclude that players adopt the cooperative strategy with the following
condition:

p >
U f −Ut + Cd

2 ∗U f
(6.10)

To discourage the cognitive nodes from being selfish by inciting the cooperative
behaviors, our model must satisfy the previous condition.

6.8 Opportunistic Spectrum Scheduling Scheme

Considering the limited sensing capability, the complexity of the emergency network
and the crucial medical data, our aim is to carefully coordinate and schedule the
SUs, in order to maximize the spectrum opportunities, while protecting PUs from
interference. Boosted by the promising opportunistic assignments proposed in [20]
for the CRNs, we will introduce our opportunistic scheduling mechanism based on
the two game models Gai .

6.8.1 Scheduling Principals and Mechanism

We propose a centralized scheduling executed by the DFC based on the following
principles:

1. The DFC sorts the SUs based on the priority indicating the order according to
which the SUs are scheduled.
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2. ACs as insulin injection sensors have the highest priority to use the channel than
passive nodes.

3. The two main priorities assigned by the DFC are:

(a) PA priority is the priority assigned to the active nodes.
(b) PP priority defined the passive node priority where PA > PP.

4. In order to establish an effective channel assignment order, DFC executes firstly
the game model Ga1 for users having priorities PA. Secondly, it executes the
game Ga2 for the passive nodes having priorities PP.

5. The DFC schedules the nodes having the same reputation values by using the
sensor identifier (ID).

6. For any time slot and on a given channel CI, DFC schedules any node that does
not interfere with the current scheduled SUs and there are no primary users
transmitting on this channel.

7. Before the data transmission permission, DFC must check the interference
constraints [21] which can be classified into:

(a) Inter-cell interference: The DFC must assign the channels while checking
the absence of interference between the SUs of the same cell.

(b) Intra-cell interference: The DFC must allocate the available channels while
ensuring the absence of interference between the SUs of neighboring cells.

However, theACs scheduling cannot lead necessarily to the channel assignment of
all active nodes in the CRSN. Due to the importance of critical data to be transmitted,
we introduce a solution which allows the active nodes to use the occupied channel
without interfering with the SUs.

6.8.2 Scheduling Algorithm

We introduce the new scheduling algorithm for our proposal which is executed by
the DFC in two main steps:

1. Firstly, the algorithm 1 determines the set of ACs denoted as SetA scheduled
in the time slot t = 1. All active nodes must be scheduled for the first time
slot without any waiting time. Thus, the DFC sorts the set SetA based on the
game Ga1 outcomes. Moreover, if two nodes have the same reputation values
then the node with smallest ID number is firstly scheduled. The AC which does
not conflict with the current scheduled nodes allocated the same channel. In
contrast, to avoid interference problems, any other conflicting active node in the
sorted set SetA is assigned to a different available channel. Sometimes, the DFC
cannot assign channels to ACs because of interference constraints or because
the channels are no longer free. As a solution, we propose that the active sensor
reduces its transmission signal so that it can transmit the critical medical data
without interfering with the SUs occupying the free channel.
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2. Secondly, the DFC sorts the set of PCs scheduled in the current time slot t
designed by SetP based on the game Ga2 outcomes. Thus, two equal nodes in
terms of reputations are sorted according to their ID numbers in ascending order.
Based on algorithm 2, the DFC repeats the same channel assignment concept
for the Ga2. However, the passive nodes without allocated channel may wait
for the channel vacancy in the next time slot t + 1 without reducing the signal
transmission.

The algorithm ends when all nodes (active/passive) have allocated by the number
of slots required.
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6.9 Simulations and Results

In this section, simulations are performed using the MATLAB software based on
manydifferent scenarios. To this end,wevalidate the effectiveness of our trustmethod
by comparing its performances with those of AND rule, OR rule and no-scheduling
random approaches.

6.9.1 Spectrum Sensing (SS)

We will study the SS efficiency of the OR rule, AND rule models and our proposal
on the correct decision, the error probability and the spectrum throughput in terms
of the variation of faulty cognitive users sending non-accurate detections due to the
presence of interference, multipath fading, hidden nodes, noises, shadowing, etc.

Foremost, we will define the two models OR rule and AND rule used in the
cognitive environment to make the final decision about the channel availability.

• The OR rule: It decides that the channel is occupied if any of the users detects a
signal.

• The AND rule: It decides that the channel is available if all users have detected a
signal.

The three studied metrics for the spectrum sensing performance in the simulation
experiments are:

1. The correct decision probability Pd: It is the probability that the DFC makes the
correct decision about the PU activities.

2. The Error Probability PErr: It is equal to the following equation:

PErr = P(H0) ∗ Pa + P(H1) ∗ Pm (6.11)

where P(H0) and P(H1) are the probability for the PU to be absent/present, and
Pa and Pm are, respectively, the probability of false alarm andmissed detection.

3. The sensing throughput: It defines the successful transmission rate defined by
the following formula:

Ths = size(message) ∗ α

Period
(6.12)

where α is the number of the spectrum detection with success.
In this scenario,wewill vary the number of faultyCRusers in the network between

10 and 80%. Fig. 6.2 illustrates the variance of the correct decision probability in
terms of the increased number of faulty users. We note that our proposal maintains
the highest probability during the simulation which equals to 1 with 10% faulty
users. Contrariwise, the correct decision probability progressively decreases with



154 J. Bennaceur et al.

Fig. 6.2 Correct decision probability

the increasing number of inaccurate detection. Figure 6.3 portrays the influence of
the erroneous detection number sensing by the faulty user on the error probability.
Our proposal also outperforms the two models by maintaining a lower probability
of error with the high number of faultiness which equals to 0.15 with 80% faulty
users. Finally, Fig. 6.4 portrays the influence of the faulty user’s number on the
spectrum sensing throughput. We found that the higher number of faulty detections
in the network cannot affect our proposal throughput. Indeed, our scheme can resist
against a large number exceeding 80%of users. The throughput of themodelswithout
security falls heavily and cannot exceed 0.6.

Fig. 6.3 Error probability
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Fig. 6.4 Spectrum sensing throughput

As a conclusion, our approach outperforms the existing models. This is explained
by the fact that our proposal takes into account the detection of faulty users sending
inaccurate detections by using the trust scheme and the two game-based models. As
a result, the network becomes more secure and more robust.

6.9.2 Data Routing

Thus, our proposal performances are studied and compared through three major
metrics:

1. Mean throughput ratio is defined as the success transmission rate which is equal
to the number of messages transmitted with success to the DFC.

2. Mean residual energy ratio is one of the must crucial metrics to validate the
system efficiency computed as the remaining energy ratio of all nodes after the
data transmission phase.

3. Average packet transmission delay: The delay for a packet transmission can be
caused when the unoccupied channel is busy in serving other packets that arrive
earlier or when there are no available channels during the reserved time interval.
The delay is equal to the waiting time average of all nodes.

Firstly, we start by studying the impact of node number variation on the network
performance. Figure 6.5 portrays the residual energy measured at the end of simula-
tions which increases with the high number of nodes and reaches a very important
value rate equal to 0.9 by our model. However, the residual energy evolution of
the classical approach is not consistent. While the node number reaching 90%, the
random approach cannot support the high number of traffic generated by the nodes
and the remaining energy ratio falls drastically to 0.4. We find that our hierarchical
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Fig. 6.5 First scenario: residual energy

proposal consumed less energy than the classical random approach. Figures 6.6 and
6.7 show the influence of node number variation on the delay and the throughput
metrics. Due to the increasing high number of cognitive sensors competing to exploit
the limited spectrum resource, the average delay value grows equivalently affecting
the throughput of network basically resulting from the packets loss. In fact, in
Fig. 6.6, our proposal outperforms the no-scheduling model by leading to a lower
value of delay equal to 30 ms at the end of simulations which is explained by the fact
that our opportunistic scheduling model aims at minimizing the waiting time of the
active nodes having urgent data. Figure 6.7 portrays that the throughput and delay

Fig. 6.6 First scenario: delay
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Fig. 6.7 First scenario: throughput

are inversely proportional. Thus, we find that our approach has the higher throughput
level equal to 0.9 compared with the classical no-scheduling method. In conclusion,
the proposed scheme outperforms the classical model in terms of the three metrics
described above. In the next step, we estimate by simulation the optimal number of
unoccupied channels to achieve the highest performance with the lowest resource
allocation. Hence, we fix the number of SUs to 200 nodes and we vary the number
of available channels in the network. Figures 6.8, 6.9 and 6.10 illustrate the variance
of the residual energy, throughput and delay in terms of the increasing number of
available channels in the network. Thus, our approach maintains the highest values
during the simulation. With a high number of channels, the nodes can be served
by transmitting their packets with a low delay (see Fig. 6.9). All figures show that
the performance metrics discussed above become more and more stable when the

Fig. 6.8 Second scenario: residual energy
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Fig. 6.9 Second scenario: delay

Fig. 6.10 Second scenario: throughput

number of channels exceeds 4. As a conclusion, the network can achieve efficient
results in terms of the studied metrics with a number of channels equal to 4.

6.10 Conclusion

In this chapter, we presented a trustworthy novel and exhaustive design for the inte-
gration of cognitive radio in the IoMT application to mitigate the interference by
providing robust cognitive communication. Firstly, we defined an efficient hierar-
chical model to facilitate the medical data transmission and to optimize the overall
consumed energy. Moreover, we defined a trustworthy cooperative SS scheme based
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on the trust system in order to enhance the spectral sensing accuracy leading to
network performance improving. Then, we introduced our opportunistic channel
assignment system based on competitive game models to optimize the resource allo-
cation by defining two different priorities for the active and passive sensors. We
compared, by simulations, our proposed hierarchical schema with the random distri-
bution with classical scheduling system, OR rule and the AND rule models. We
found out that our model improves the energy conservation, the data and sensing
throughput and the correct detection probability. On the other hand, our proposed
model enhances the network performance by reducing the transmission delay and
the error probability.
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Chapter 7
E-Health Threat Intelligence Within
Cyber-Defence Framework for E-Health
Organizations

Arif Sari and Joshua Sopuru

Abstract In recent years, scholarlywork on cybersecurity in smart health has gained
substantial attention from both practitioners and scholars. This is primarily due to the
rapid growth in the field of information, communications and technology, protocols,
an important aspect of smart health communication infrastructure. The smart health
communication infrastructure is solely developed to provide data communication for
specific networks such as wireless body area network (WBAN) which is developed
for the health sector. The modern healthcare service delivery eliminates the need for
real-time inspectionof elderly and attention-needpatients; that is,medical experts can
monitor such people from a remote location through e-health communication infras-
tructure. The developed communication infrastructure is used by e-health organiza-
tions to store, process or transfer patient’s data which has high priority and requires
confidentiality. The infrastructure used by e-health organizations must restrict unau-
thorized access to patient data against any intruder. e-health organizations are amajor
target for hackers as they hold a huge amount of private data as a source of wealth
of information. The proposed security solutions for e-health organizations require
specific policy developments and propose solutions for specific security layers. The
smart, scalable and adaptable solutions are proposed by researchers to overcome
several security challenges in e-health organizations. Some of the proposed solutions
provide open use and sharing of critical e-health datawithout compromising patients’
rights to privacy and confidentiality. The deployment of these solutions faces several
problems since hackers targeting network layer of these models. Development of
new attack methodologies and technological enhancements strengthens hackers to
attack with different motivations and compromise e-health organizations’ private
data. For this reason, a new security framework is necessary for e-health organiza-
tions’ communication infrastructure. The privacy of the patient’s health data must
be carefully addressed while developing a new framework. In order to maximize the
healthcare quality and minimize the e-health cost, the ultimate goal of this chapter is
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to expose the limitations in the current e-health organization cybersecurity solutions
and provide a new security framework to highlight existing gaps in communication
infrastructure of e-health organizations. The comparison of cryptographic attacks
against encryption algorithms to secure communication infrastructure, latest zero-
day attacks in e-health sector, network layer attacks to e-health organizations and
e-health threat intelligence will be investigated within the scope of this chapter. The
e-health threat intelligence will be the main contribution of this chapter since threat
intelligence provides insight about the possible threat and ensures that e-health orga-
nization can defend against zero-day vulnerabilities and protect the patient and other
staff personal identification information.

7.1 Smart E-Health Systems

Wireless sensor network (WSN) is needed for the implementation of a secured and
smart e-health system. These systems can be extended to integrate sensors for the
implementation of the Internet of things,which is the driving technology empowering
e-health. IoT which comprises embedding computing devices on objects for the sole
purpose of communication (data exchange) via the Internet has given birth to a wide
range of possibilities in the health sector. Devices armed with the responsibility of
monitoring patients’ body can collect and transmit vital signals via a secured network.
According to Bhat et al. [1], IoT offers great prospects to e-health as embedded
devices are used in health systems to monitor various reactions in a patient’s body.

Ubiquitous sensor network (USN) and wireless sensors can provide efficient
health care by ensuring constant monitoring of patients, emergency response, clinical
diagnosis, etc. [2]. Treatment of patientswill shift fromhospital-based to home-based
as the underlying technologies empowering e-health continue to grow. According to
Rahmani et al. [3], it is predicted that before 2030 this will be achieved. Because of
this, the convergence of the Internet of things, smart devices, cyber-defence systems
and e-health threat intelligence should be deeply considered.

Gateways which serve as interfaces between smart homes/hospitals and
personal/local area networks must also be carefully considered during implemen-
tation to ensure optimum security of individual data. Due to the high processing
power of these gateways, transfer of data between hospitals and patients is done in
real time. This advantage, however, can be capitalized upon by fraudulent players
to cause harm to the overall network. The availability of high processing power of
gateways can also be further capitalized upon by adding some levels of intelligence,
thereby widening its basic functions to include that of an intelligent server. Rahmani
et al. [3] also assert that gateway capabilities can be used to enhance IoT architectural
design to improve reliability, performance, interoperability and security of healthcare
networks.
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7.1.1 E-Health System Architecture

Rahmani et al. [3] in their work presented a basic architecture for an e-health
system. In their design, information related to patient’s health is collected by a sensor
implanted into the body, and complementary data such as time, date, patient location
and temperature can be easily recorded and transmitted in real time to a monitoring
system. Unusual patterns are identified through context awareness, these patterns are
collected, and inferences are carried out to determine the patients’ situation. Their
design includes the following axiom components:

1. Medical Sensor Network: A network of sensing and identification devices with
communication ability; some of these devices are implemented into the patient
and some embedded on medical equipment and prescription. The devices collect
context and biomedical signals used for either treatment or diagnostic purposes
[4]. Collected signals are then transferred wirelessly or via a cable connection to
the gateway. According to Schmidt et al. [5], attaching wearable wireless devices
that collect vital health signals on patients would enable nurses, doctors and all
caregivers monitor continuously the state of a patient. Example of such sensing
devices includes open artificial pancreas system (OpenAPS), continuous glucose
monitor (CGM), connected inhalers, etc. Sensors embedded on medicines help
doctors determine whether patients adhere to prescription or not.

2. Smart e-health gateway:Gateway serves as a connection point between the sensor
network and the Internet. Equipped with the ability to accommodate different
connection protocols, data can be received from different sensing networks. One
of the major functions of the e-health gateway is to collect aggregated data from
different sources, filter the data and prepare it for transmission by dimensionality
reduction (the breaking down of data into easily classified and usable form).

3. Back-end system: Two components make up the back end of the system: a cloud
computing area and a local switch. The cloud computing platform is made up
of data warehouse, broadcasting functions and big data analytics servers. A GUI
web client is attached to the system for visualization purposes.

The authors assert that the gateway of an e-health system plays a vital role in
determining several aspects of the system. Some of these aspects, one of which is
the focus of this chapter, are the e-health threat intelligence.

Computer networks need a secured defence mechanism that can effectively
respond to threats and defend system infrastructure [6]. The most important consid-
eration in implementing a health system is security. Sensor nodes in most cases
disseminate data in plain text format which can easily be intercepted by unauthorized
players. In some cases, however, data are disseminated in encrypted form making it
difficult for unauthorized access. In addition, most gateways are built on the Linux
kernel which comes by default with the iptables configuration.

The iptables is a Linux security feature where only a few ports are open (usable),
thereby restricting access to other ports. However, despite the advances in ensuring a
secured e-health system,Wu et al. [7] emphasize the need for more work in achieving
a secured e-health system.
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7.1.2 The Current State of Cybersecurity in E-Health

According toWu et al. [7], major cyber-attacks on health organizations grew in 2016
with 63%. The US Department of Health and Human Services reported a steady
growth in the number of attacks with malware shutting down operations of some
hospitals.

DDoS attack targeted the central health information systems of city hospital in
Finland which resulted to a total shutdown of hospital operations for two days.
Health information systems of Lukas Hospital in Germanywas hacked and shutdown
by ransomware that interrupted the patient appointments, diagnosis and treatment
services [7].

Government organization such as the European Union (EU) has made reasonable
contributions to ensure improved information security. In September 2005, the Euro-
pean Network and Information Security Agency (ENISA) began operations with the
objective of optimizing the security of information systemswithin EUmember states.

As cited by Wu et al. [7], some of the major contributions of ENISA
towards cybersecurity in health care include ensuring security/resilience for e-
health services/infrastructures and smart hospitals with cybersecurity. Some ongoing
projects are NISD implementation and cloud security (OES-DSP dependency).

Despite the commitments of ENISA [8], serious challenges still abound.
According to the situational report of the ENISA (published in 2017), because most
hospitals do not have needed infrastructure, cybersecurity maturity has been low.
Also, the poor security awareness of stakeholders is an impediment to attaining
cybersecurity in the health sector [8].

The graph below presents the most important security challenges in e-health
infrastructures and systems (Fig. 7.1).

Assenting to the ENISA report, Faruki et al. [9] in their paper reveal among
several other reasons that poor defences and rich data banks of health care are the
two rudimentary reasons why health care is a favourable playground for a cyber-
attack. According to them, despite how critical cybersecurity is to patients and its

Fig. 7.1 Cybersecurity
challenges [8]
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overall importance in health care, its benefits to e-health have since history been
insufficiently mined.

7.2 Review of E-Health Cybersecurity Models

With the spread of smart devices, there has been a change in the way healthcare
organizations collect data. Wearable devices with sensors provide a large volume
of data that need to be efficiently collected, stored and information inferred from it
whenever needed [10]. As this large volume of data is generated, it is expected that
only authorized individuals have access to it as it contains sensitive and confidential
information. However, this is not usually the case as many unauthorized individ-
uals are interested in such confidential information as contained in e-health data.
Several researchers have investigated different cybersecurity models implemented
on e-health systems.

Encryption has been the fundamental solution used for e-health systems as it has
proven efficient in simple e-health systems. When applied to more complex systems,
however, it is not as straightforward as compared to simpler systems (Burguera et al.
[11]

A modular access control (MAC) was developed by Morchon and Wehrle for
healthcare applications. In their model, the RBAC model was extended because
of the distribution of access to nodes and storing medical context to influence a
patient’s situation. Their design achieved safer deployment of data from medical
sensor networks.

Ramlil et al. proposed a security framework that is based on the authentication of
data through biometricswithin awireless body area network (WBAN). Themain idea
is that the senders’ electrocardiogram (ECG) factor can be used as a key to making
sure that the mixture of data that belongs to the patient can be avoided. Hence,
it is based on biometrics, and a different patient has his/her biometric attributes.
This will improve the functionality and distribution of cryptographic key and reduce
mistakes made computationally. The framework saves the usage of lots of resources
and employs effective security measures. The setback of this framework narrows to
the fact that sensors are used for authentication which tends not to be a significant
help to the limited resources.

Amini et al. proposed to design an effective lightweight securitymodel. Themodel
evolves around different examined security protocols which include MiniSec, RC4-
based, TinySec and LLSP which are tagged along certain cipher algorithms (AES,
RC4 and Skipjack). Combination of different types of attacks (spoofing of sensors,
data loss, replay and eavesdropping) was done by the authors. More so, they applied
the cipher algorithm and discovered that in order to fulfil confidentiality based on
ROM, RAM and clock cycles per byte (CPB), cypher algorithms like Skipjack and
RC4 are most suitable. Though they came out with different advantages, they failed
to dive deeper into other threats that oppose the security.
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Gajanayake et al. presented a model of privacy-oriented access control which
is aimed at satisfying e-health’s demand. In this model, the combination of three
different access models (MAC, DAC and RBAC) into a module projects the ability
of healthcare professionals and patients to ascertain and set access privileges. On
different occasions, the module has been examined to define various accesses to data
and policy settings. This model demonstrates that it can be a stand-alone security
model.

Maw et al. designed an adaptive access control model which can give an access
with rights to medical data inWSNs and BSNs. The designed model put into consid-
eration behaviour and privilege overriding, so clients have access to interrupt or
stop a denial of access whenever there is an unexpected occurrence. In this model,
users do not have to get privilege or authorizations; hence, their sessions are based on
behaviour trust in respect of users, time action and location. In contrast, the limitation
is that the detection mechanism to check the user’s data access when an unexpected
event occurs is not implemented.

7.2.1 E-Healthcare Encryption Algorithms

In e-health, data can be encrypted such that only authorized individuals who have
the secret key can decrypt such data. Encryption of data has been used over the years
in medical fields to restrict access to patients’ data to only authorized doctors. The
AES encryption algorithm is a standard widely used in encrypting and decrypting
important information. It uses an algorithm called block cipher to generate secure
data. Figure 7.2 shows a basic structure of how AES works.

As shown in the figure above, patients’ data are encrypted using a secret key. The
cipher converts these pairs into a ciphertext which becomes impossible to decrypt
without the key.

AmodifiedAESalgorithmwas designed byShabtai et al. [12]. In their algorithm, a
squarematrix (Polybius)was usedwith a 4× 4matrix key. The first step of encryption

Fig. 7.2 Standard AES
design
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involves getting the XOR of the input based on a 4 × 4 key matrix. The input is then
transformed to a nonlinear form. Transformation is done by generating the inverse.
Diffusions are then created by shifting the rows of the 4 × 4 matrix after which
columns are mixed following the Galois field (finite number of elements contained
in a field). The advantage of this improved AES is that at the completion of the
padding, cracking of the encryption becomes impossible.

Hoang et al. improved the efficiency of input encryption at a medium access
control (MAC) level. Using a 128-bit key, they successfully implemented the AES-
CCM IP which consumed lower power and was highly efficient.

One common limitation of these algorithms is the increase in processing time. In
Puneet Kumar and Shashi B. Rana model, the use of a nonlinear S-box will increase
memory requirement as rounds of the OTP increase [5].

The fingerprint-based mutual authentication is another protocol proposed.
Designed based on the EPC-CIG2 framework, the model conforms to the EPC stan-
dard. One major disadvantage of this model is that eavesdropping has not been
effectively curbed [7].

7.2.2 Types of Attack

Since most sensing devices are defined by rigid constraints in terms of the computing
resource, memory size and energy, many of them cannot accommodate complex
security algorithms; thus, designing effective security algorithm for e-health sensory
network is crucial. It is important we understand the architecture of IoT devices.
IoT solutions are established on an architecture with three basic layers which are
perception layer, application layer and network layers.

Sensors and actuators make up the perception layer. This layer handles things,
for sensing devices. The application layer is the brain of the IoT. On this layer, logic
and applications are defined. As the perception layer collects data, the application
layer performs logical operations on the data. The network layer, on the other hand,
is responsible for the transmission of information gotten from the perception layer.
Security can be bridged, and data compromised within a sensing network if proper
security considerations are not put in place. We will classify security attacks into five
types: physical, side channel, cryptanalysis, software and network.

Physical attacks: These attacks are difficult to perform as they attack physical
hardware components.

Side channel attacks: They are usually encryption-based attacks, the base in the
retrieval of information from an encryption device. These types of attacks are made
possible when there is a lag in encryption.

Cryptanalysis attacks: These attacks focus on trying to break encryption keys used
in encryption. Software attacks are currently the major type of attacks on e-health
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Table 7.1 Examples of
active and passive attacks

Active attacks Passive attacks

Masquerade The release of message content

Modification of messages Traffic analysis

Repudiation

Replay

Denial of service

systems, and this form of attack involves exploiting software programs, using
malicious programs to gain access for destructive purposes.

Network attack: It has to do with communication system vulnerability, and it occurs
when an attacker capitalizes on the vulnerability of a network. Example of such
attack includes denial of service (DOS) attack.

For a better understanding of how these attacks work and how they affect e-health,
we will consider cybersecurity attacks as active and passive attacks.

Active attacks are attacks that seek to change system files or resources, thereby
altering system operations. It involves changing or modifying streams of data
involved in system operation. On the other hand, passive attacks are attacks which
wish to learn about a system. They do not modify system resources but only gather
and make use of critical information about the system (Table 7.1).

Masquerade:

Just as the name implies, masquerades take up a false identity. In a masquerade
attack, an entity possesses as a different identity. This attack can be considered as
personification (when a person pretends to be another person). For example, Bob
pretends to be Lily in other to gain access to the communication between Lily and
John. Before Lily and John begin communication, Lily must have fulfilled some
security requirements as already defined by the system. Bob attempts to clone (or
duplicate) Lily’s authorization requirements and gains her privileges to be able to
talk with John. John on his own end believes he is communicating with Lily as Bob
has fulfilled all security requirements (Fig. 7.3).

Modification of messages:

In the Byzantine problem, a major issue addressed is the integrity of informa-
tion received amid attackers. The Internet is filled with legitimate and illegitimate
(attackers) users. Sending a vital message over an unsecured network can be very
disastrous. The e-health network is a crucial network as messages involving life and
death can be transmitted over the network. Modification of messages is a form of
attack where an attacker intercepts a message, modifies the message and forwards
the modified message to the originally intended recipient. For example, Doctor John
prescribes medication for his patient Lily, “give Lily two doses of penicillin”. Before
this message gets to Lily’s home nurse, an attack Bob intercepts the message modi-
fies it to read “give Lily four doses of penicillin” and forwards it to Lily’s nurse. On
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Fig. 7.3 Masquerade attack

the other hand, modification of message attack can come in the form of an attacker
modifying the packet header of a message and redirecting the message to a different
destination other than the original destination (Fig. 7.4).

Repudiation:

A repudiation attack can be done by the sender or the receiver. The attacker, either
the sender or the receiver, denies sending or receiving a message. A secured system
tracks and monitors user activities. This monitoring is usually managed in the form
of session. A repudiation attack is an attack where a system denies authoring an
event; as a result of this denial, the system does not keep proper track of controls or
user events, giving attackers opportunity to jeopardize system security.

Replay:

It is the temporal capture of a transmitted message by an unauthorized user. The
message is delayed temporally by the attacker and retransmitted to a single ormultiple
user. Unless handled properly, networks and users will see a message sent from a
replay attack as legitimate. An example of a reply attack is when a legitimatemessage
is sent and acted upon by the recipient and after some time the samemessage is resent

Fig. 7.4 Modification of
message attack
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Fig. 7.5 Replay attack

by an attacker to the same user for fraudulent reasons. The use of timestamps and
strong digital signatures can help prevent replay attacks (Fig. 7.5).

Denial of Service:

Denial of service also called DOS attack is when an attacker denies legitimate users’
access to specific system resources or devices. This attack involves flooding of a
server with spam request that generates traffic the server cannot handle. The victim’s
system utilization exceeds its capacity and therefore becomes unable to service legit-
imate users. DOS attack is more severe than many other attacks resulting in a server
crash because, while other attacks can be handled with a server reboot, a DOS attack
might not be resolved by just a reboot. Recovery becomes even more difficult if
the attack comes from distributed sources; in this case, the attack is referred to as a
distributed denial of service (DDOS) attack. DOS and DDOS attack can lead to a
catastrophe in the e-health system as most services on the network are time sensitive.

Network configuration vulnerability in traffic handling is the main breeding
ground for DOS and DDOS attack. For example, if the traffic handling protocol
of a network is blind towards multiple transfers of large packets of data, an attacker
can capitalize on that vulnerability by bombarding the server with multiple large
packets of data. One of the practices of Internet Service Provider (ISP) to mitigate
a DOS or DDOS attack is the use of load balancers. Load balancers distribute loads
equally among many servers, thereby reducing stress on one server (Fig. 7.6).

The release of message content:

Information transferred via a network may contain confidential messages intended
solely for the intended recipient. However, a passive attacker canmonitor the contents
of messages transmitted over a porous network. The sender and the receiver are
usually unaware of the privacy bridge, and as a result, it can lead to more divulge of
private information.

The diagram below shows the release of message content attack (Fig. 7.7).
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Fig. 7.6 Denial of service
attack

Fig. 7.7 Release of message
content

Traffic analysis:

Traffic analysis as the name implies is when an attacker spends the time to analyse
the traffic of a network for illegal purposes. Packet size, senders’ IP, receivers; IP, port
numbers, duration of the connection, etc., can be effectivelymonitored by an attacker.
Supposing messages are well encrypted such that even if an attacker intercepts it, he
cannot break the encryption algorithm, the attackers may decide tomonitor the traffic
so as to gain more knowledge on the pattern of information and how to penetrate the
conversation.

This type of attack involves intelligence. Attackers engage different means in
other to derive intelligence from the data collected during the analysis. Metadata
collected include endpoint addresses, timing (duration and sequencing), location,
etc.
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7.2.3 E-Health Threat Intelligence

There is a need for every organization to keep relevant security information. Such
security information is needed to protect the organization form internal or external
threats. Information keptmay include tools, policies or processes developed to collect
and analyse data.

According to Shabtai et al. [12], security intelligence is the collection, normaliza-
tion and analysis of user-generated data, infrastructure and application in real time
that affects IT security of an enterprise. In e-health, threat intelligence is important.
Bhat et al. [1] assets that gateways can be expanded to accommodate different intelli-
gences, since gateways can accommodate complex logicwhich provides intelligence.
In this chapter, we propose a framework that incorporates cyber-defence intelligence
into the e-health network gateway.

Security intelligence is defined by some key principles.

Real-Time Analysis: Knowledge of happenings in the network is important in iden-
tifying threats. Log records keep information on happenings on the network, but a
real-time analysis of current happenings in the network will help trigger important
security information.

Pre-exploit Analysis: Pre-exploit vulnerability is blended with real-time analysis by
modern security intelligence. This involves systems that identify risks early enough
before they result in breaches. Loss because of an attack on health facilities can be
avoided with such systems in place.

Actionable Insight: The saying goes “Prevention is better than cure”. Identification
of threats, removal of false positives and forwarding potential threats to analysts must
be a proactive measure taken by a security intelligence solution.

Scalable: e-health devices produce a large quantity of data. Intelligent solutions are
designed to handle these large data. Customized databases are implemented to collect
and analyse in real time a large amount of data.

Data Risk and Security: Protecting the data of e-health applications is the main goal
of a security intelligence solution.

Based on these key principles, we derive data that can be gathered and analysed
for security intelligence in an e-health system. Further categorization based on i™
external data is shown in the Table 7.2.

Firewall logs: Firewall logging is important to track malicious activities within a
network. As the first line of defence, the firewall stands as a protective shield against
external threats. Blocking suspected traffic from accessing infrastructure, firewall
ensures the security of the network. Deriving knowledge based on firewall logs,
intelligence can be created from the traffic sources that were allowed and denied.

Firewalls work by inspecting source address, the intended destination/address and
the targeted port number. Information on these addresses and the ports is considered
important characteristic (tuple) to be evaluated based on a predefined set of rules.
If the tuple bears information matching an approved connection, the connection is
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Table 7.2 Internal and
external data sources for
e-health threat intelligence

Internal data External data

Firewall logs Top tier phishing indicators

Proxy logs Brand abuse indicators

IDS/IPS logs Malware campaign indicator

Endpoint security Fraud payment logs

Employee directory Actor intel

Network security logs Staff asset

Fraud payment logs IP reputation

Application inventory Malware hash MD5

DNS/DHCP logs

then granted to the connecting device. The rules of the configuration of a firewall
are very important as it defines the intelligence on such a firewall. As stated earlier,
the ability of the firewall to keep the record of not just allowed tuple provides wide
resources for deriving intelligence.

Figure 7.8 shows an example of a firewall log and the data it contains.
This log keeps helpful information of date, time, action, protocol, source IP,

destination IP, size of the packet, TCP flags, etc.
Analytics involves vulnerability check,management, identity access, data security

and cloud computing.

Proxy logs: Proxy logs keep important information about access to the Internet. These
logs contain information such as time, client, log-tag, size, request, URL, user id, and
hierarchy. Self-organizing maps (SOMs) have been implemented in analysing web
proxy data. According to Fei et al. [13], SOMs are important in network forensics

Fig. 7.8 Firewall log and data
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in detecting unusual behaviour. Through the investigation of access patterns to a
network, anomalous behaviour can be detected.

The data sources listed in the table above all play an important role in contributing
to an intelligent e-health network. Deriving intelligence from these data will involve
a correlation of events and some form of analysis.

An intelligent systemmust be able to understand events and effectively categorize
them as authorized or unauthorized. For this, the threat intelligent systemmust derive
knowledge from input data, analyse input data based on the stated algorithm, refer to a
database of known events and causes of such events, and finally update its registry on
the newevent encountered.With a shared central cloud database of known attacks and
description (in terms of data and parameters) of events, individual e-health centres
can derive knowledge from the experience of other e-health centres. For example,
the spread of the ransomware (Wanna Decryptor) attack to over 16 hospitals in the
UK would have been curtailed to one hospital if such intelligent system was put in
place.

Figure 7.9 shows a block description of multiple e-health centres extracting
knowledge based on the experience of other centres.

It might be a daunting task for individual centres to detect and deal with all
unknown attacks before it affects their e-health infrastructure, but the spread to other
e-health centres can be curtailed for all unknown malware.

Filtering input data:

One of themajor strengths of developing threat intelligence is the fact that no attacker
can attack a centre without leaving behind trails of data. The strength of an algorithm
to decipher hidden/suspicious patterns contained in a data stream will determine the
level of intelligence attainable. In filtering input data, the algorithm must be able

Fig. 7.9 Multiple e-health
centres extracting knowledge
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to categorize each connection information by making multiple inferences based on
known connection parameters and related events triggered [14].

For example, a packet containing the following network parameter was sent to
an e-health centre. Using different network connection query commands, we can
retrieve information about the connection. For example, the ipconfig, netstat, host,
nslookup, dig, nmap, etc., are network connection query commands we can use to
gain a better understanding of the connection.

Information we can get from these commands is shown below:
Ipconfig: The ipconfig displays configuration data with packet counts telling you

how busy a network interface is

$ ifconfig eth0

eth0 Link encap:Ethernet HWaddr 00:1e:4f:c8:43:fc

inetaddr:192.168.0.6

Bcast:192.168.0.255

Mask:255.255.255.0

inet6 addr: fe80::b44b:bdb6:2527:6ae9/64 Scope:Link

Netstat: Network connections and routing information are provided by the netstat
command

$ netstat -rn

Kernel IP routing table

Iface

0.0.0.0 192.168.0.1 0.0.0.0 UG 0 0 0 eth0

169.254.0.0 0.0.0.0 255.255.0.0 U 0 0 0 eth0

192.168.0.0 0.0.0.0 255.255.255.0 U 0 0

Host: Like the nslookup command, the host looks up a user’s IP address that is
remotely connected to a network

$ host world.std.com

world.std.com has address 192.74.137.5

world.std.com mail is handled by 10 smtp.theworld.com.

Dig: The dig command gives detailed information about the remote connection. It
tells how long a query takes and provides details about the name server.
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$ dig world.std.com

�� DiG 9.10.3-P4-Ubuntu �� world.std.com

-�HEADER �- opcode: QUERY, status: NOERROR, id: 28,679

flags: qr rd ra; QUERY: 1, ANSWER: 1, AUTHORITY: 0, ADDITIONAL: 1

OPT PSEUDOSECTION

EDNS: version: 0, flags:; udp: 512

QUESTION SECTION

world.std.com. IN A

ANSWER SECTION

world.std.com. 78146 IN A 192.74.137.5

Query time: 37 ms

SERVER: 127.0.1.1#53(127.0.1.1)

WHEN: Mon Oct 09 13:26:46 EDT 2017

MSG SIZE rcvd: 58

Data retrieved from a connection must be analysed for effective categorization.
Keeping records of all connection data and the events, such connections triggered
on the system are important as it will help in the analyses and categorization of new
connections.

The diagram below illustrates the connection log of an intelligent system. Each
connection is mapped to a series of events triggered on the system with timestamps.

The system keeps a history of all events relating to a connection in the form of an
infographic. Each event is given an identifier and can be queried in other to create
knowledge about the established connection (Fig. 7.10).

This form of mapping allows individual parameter in the network connection
information to be evaluated independently or in relation to other parameters. Also,
as connection variables change, we can easily identify and understand changes in
applications accessed and ports opened or closed. Proper record and presentation of

Fig. 7.10 Mapped network
connection parameters with
app events and ports
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connection history and how it relates to network parameters will aid in detecting an
attacker’s connection.

7.2.4 Event Correlation

To have a safer and easier event correlation, data generated from multiple sensors
are fed into a central analysis console (CAC). A detailed image of the event chain is
generated as activities from different logs are collected.

7.2.5 Smart E-Health Gateway

The smart e-health gateway can be used to host defined security rules and protocols
that can be used to ensure a secured e-health network [15, 16]. As different nodes
connect to the gateway, the CAC collects and correlates data for making intelligent
security decisions. The CAC is equipped with a combination of network security
monitoring tool such as Sgull. The major duty of Sgull is to provide access to session
data, real-time events, packet capture, etc. These signals are investigated for vulner-
ability, and when an input needs further investigation, Sgull makes available in a
seamless manner data needed for decision-making.

The expansion of the smart e-health gateway to incorporate CAC will not only
make readily available data needed for intelligence but also aid in decision-making
as to what to do when new threat variants are discovered. The diagram depicted
in Fig. 7.11 is a block representation of threat intelligence within a cyber-defence
network for e-health organizations [17–19].

Fig. 7.11 Smart gateway with threat intelligence
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7.3 Conclusion

Smart health communication infrastructure is solely developed to provide data
communication for specific networks such as wireless body area network (WBAN)
which is developed for the health sector. Sensing devices that collect real-time data
are prone to security attacks, and such can jeopardize the overall e-health system.
Different security measures such as message encryption have been implemented to
secure data exchange on an e-health network. Despite these efforts, the security of
e-health facilities is still a challenge as attackers’ have constantly divers’ alternative
methods to jeopardize network security. In order to effectively harness the capabili-
ties of an e-health network and maintain optimal security, intelligent modules can be
embedded on gatewayswith the aimof achieving threat intelligence, thereby ensuring
a more secured network. Just like every other intelligent framework, an intelligent
gatewayutilizes data generated from its network and thosegotten fromother networks
tomake intelligent decisions. Suspicious behaviour observed fromdevices connected
to the gateway can be effectively monitored and intelligent decisions taken. Since
the gateway serves as access point between sensing devices and healthcare facil-
ities, implementing decentralized gateways capable of communicating with other
gateways will help evade total shutdown as a result of an attack.

Utilizing data generated from different sensing devices connected to a gateway,
we compared them to data gotten from same devices but connected to other gateways.
Suspicious tuple is isolated by theCACand data generated seamlesslymade available
for further analysis. If a tuple is identified as risky, the CAC triggers a response call
denying access to e-health facilities until such threat is handled. With this design,
intelligent rules/protocols can be defined to serve as proactive measures against
unauthorized access to health facilities.

The ability of authorized persons with administrative privileges to define security
rules/protocols thereby providing opportunity for personalization is a recognized
advantage of an intelligent gateway. Another advantage is its collaboration with other
gateways to quickly identify and eradicate new threat entrants before spreading to
multiple e-health facilities.
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Chapter 8
DAS-Autism: A Rule-Based System
to Diagnose Autism Within Multi-valued
Logic

Saoussen Bel Hadj Kacem, Amel Borgi, and Sami Othman

Abstract In front of the continued growth of autistics number in the world, intelli-
gent systems can be used by non-specialists such as educators or general physicians
in autism screening. Moreover, it can assist psychiatrists in the diagnosis of autism
to detect it as early as possible for early intervention. We propose in this chapter
a tool for the diagnosis of autism: DAS-Autism. It is a knowledge-based system
that handles qualitative knowledge in the multi-valued context. For this, we use
our knowledge-based system shell RAMOLI, and its inference engine executes an
approximate reasoning based on linguistic modifiers that we have introduced in a
previous work. We have built a knowledge base that represents the domain exper-
tise, in collaboration with a child psychiatry department of Razi hospital, the public
psychiatric hospital in Tunisia. We have then conducted an experimental study in
which we compared the system results to expert’s diagnoses. The results of this
study were very satisfactory and promising.

8.1 Introduction

Researchers are increasingly confronted with the need to support imperfect data in
intelligent systems. In addition to the need to take account of this imperfection, one
of the objectives of this work is to design systems that act as human behavior. Indeed,
human mind uses imperfect knowledge that can be uncertain, vague, imprecise, etc.
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Fuzzy logic was introduced by Zadeh [1] to handle these types of knowledge. It has
attracted a lot of interest and has been used in several fields of application [2–5].
However, according to some authors [6–8], using fuzzy logic to represent abstract
terms from natural language, such as ugly, beautiful, intelligent, is complicated and
artificial to realize. Indeed, in fuzzy logic context, every term is modeled by a fuzzy
set, which is based on a numerical domain. Nevertheless, abstract terms do not
refer to numerical scales, which makes their modeling with fuzzy logic difficult and
artificial. Symbolic multi-valued logic [6–9] is another logic that allows a symbolic
representation of terms, and it is based on multi-set theory.

We have built in [10] a knowledge-based system shell in the multi-valued frame-
work, called Raisonnement Approximatif basé sur les MOdificateurs LInguistiques
(RAMOLI). It includes a datamanager to introduce symbolic knowledge and an infer-
ence engine to reasonwith this knowledge. The inference engine uses an approximate
reasoning based on linguistic modifiers that we proposed in [11, 12]. We propose in
this work to use our approach of approximate reasoning through a practical applica-
tion. Thus, our goal is to construct a knowledge-based system using RAMOLI and
then evaluate its performance.

Knowledge-based systems are used in various fields to solve various problems:
diagnosis (diseases, failures, etc.), decision on treatment, prognosis, etc. [13–16].
RAMOLI works in the context of multi-valued logic. All data are therefore repre-
sented symbolically. Its use is thus advantageous in applications which handle
symbolic data. This is the case of medicine. Each medical specialty has its own
way to define and establish diagnosis. It is done by collecting symptoms drawn
from the patient’s state. A symptom may have either a numeric value or a symbolic
value. The doctor obtains symptomswith numerical values throughmeasuring equip-
ments (blood pressure monitor, glucose meter, blood test, etc.), whereas for symbolic
information, he refers to the patient interrogation or to his own observation.

We chose in this work to build a knowledge-based system for medical diagnosis,
more precisely for autism diagnosis. We chose psychiatry because its symptoms are
mostly qualitative. Thus, it is easy to represent and manipulate them in our work
environment.

Cases of autism are increasing worldwide. Zablotsky et al. [17] estimate that in
2016, 2.76% of American children are autistic, against 2% in 2012 [18] and 1.16%
in 2007 [19]. The most serious problem is that the diagnosis is often made too
late. This is because there are not enough specialists knowledgeable about various
ways in which autism can appear [20]. This consequently causes a delay in the
treatment of autism. Thus, it is necessary to detect autism as early as possible for
early intervention. The aim of our work, as we initiated it in [21], is to help non-
specialists such as educators or general physicians in autism screening. Also it will
allow assisting psychiatrists in the diagnosis of autism.We call this system diagnosis
aid system of autism (DAS-Autism) [22].

This chapter is organized as follows. In Sect. 8.2, we present autism, and we
specify the limits of the tools already proposed in the literature for the diagnosis of
this disease. Section 8.3 is devoted to knowledge representation in symbolic way, and
we briefly describe the basic concepts of multi-valued logic, the context of our work.
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We also present our approximate reasoning which is based on linguistic modifiers.
Then in Sect. 8.4, we describe the design of the knowledge base and the development
of the knowledge-based system DAS-Autism. An experimental study is presented
in Sect. 8.5, for that we use real cases and compare the system results to experts
diagnoses. Finally, Sect. 8.6 concludes the work.

8.2 Autism Diagnosis

We begin in this section by presenting autism. We also cite some diagnosis systems
for autism that we found in the literature.

8.2.1 Description of the Domain

Autism usually begins in the early years of childhood (before age three) [23]. It
is defined as a pervasive developmental disorder (PDD), which is characterized by
severe development alterations in three areas [24]:

• Verbal and nonverbal communication;
• Social interaction;
• Behavior, interests and activities that are restricted and stereotyped.

Specialists make the diagnosis by observing the behavior of the patient and by
questioning parents, referring to some standard protocols. The most widely used
manual in psychiatry is diagnostic and statistical manual of mental disorders (DSM-
IV-TR) [24], Published by the American Psychiatric Association (APA). It provides
diagnostic criteria and classifications of mental disorders. We can also cite the ICD-
10 (International Statistical Classification of Diseases and Related Health Problems)
[25], published by the World Health Organization (WHO). It is a medical disease
classification that includes a chapter devoted to mental and behavioral disorders.

Specialists also use evaluation questionnaires designed for the diagnosis of autism.
They specify the intensity at which a child is autistic and allow monitoring of the
disorders evolution. These questionnaires do not provide an entirely correct assess-
ment in all cases, but help physicians to validate their opinions and to detect fragility
signs of the child. The most used assessment instrument of autism diagnosis is child-
hood autism rating scale (CARS) [26]. It determines if a child is autistic and assesses
the severity of the syndrome. It is a questionnaire of 14 symptoms of autism. For each
symptom, a score is assigned on a scale expressing its severity. Despite its perfor-
mance, CARS does not meet all the criteria of DSM-IV-TR and ICD-10. Autism
Diagnostic Interview-Revised (ADI-R) [27] is another questionnaire. It is a tool of
semi-structured interview with parents. ADI-R is based on the diagnostic criteria of
DSM-IV-TR, ICD-10 and the latest knowledge in autism. It determines the diagnosis
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with a threshold obtained by an algorithm. However, this instrument takes a long time
(at least two hours).

In our work, we choose to refer to DSM-IV-TR. Indeed, this manual provides a
fairly detailed description of autism and gives an algorithm for diagnosis aid. We
also use CARS for the description of some symptoms. We will detail this idea later
in this chapter.

8.2.2 Autism Diagnosis Tools

In computer science, researchers continue to make intelligent systems for medicine
[28, 29], using various technologies: such as neural networks, genetic algorithms…,
or combinations of these techniques. Some researchers were interested in some
psychiatric diseases [30–33].

In the literature, some systems focus on autism diagnosis [20, 34–37]. These
systems are based on data mining. Cohen et al. [20] use neural networks to differen-
tiate children with autism and children with mental retardation. For this, 128 cases
were used for learning and ten cases for the test. The average classification of the
system is 92%. In the work of Arthi and Tamilarasi [34], the authors use fuzzy neural
networks. Forty cases (patients) were collected for learning and for testing. The
performance of this model is between 85 and 90%. Sunsirikul and Achalakul [35]
use association-based classification to find behavior models for autistic and children
with pervasive developmental disorder not otherwise specified. The clinical data
in this study correspond to 140 patients and are operated by cross-validation. The
average rate of correct classification is 85.27%. Kannappan et al. [36, 37] enforced
the technique of fuzzy cognitive maps (FCM) on 40 cases. They had an accuracy
percentage of 89.41%.

The disadvantage of neural network techniques is that they do not provide expla-
nation of the diagnosis result. On the other hand, knowledge-based systems are able
to give a trace of reasoning from inputs, triggered rules and chaining to attend the
deduced result. Thus, the user can have an idea on the process covered by the system
to achieve the provided result.

Another disadvantage of the systems described above is that they detect autistic
children in a group which does not have a variety of associated pathologies. For
example, the cases used in the system of Sunsirikul and Achalakul [35] are either
autistic or suffering from pervasive developmental disorders. However, a system of
autism diagnosis should be able to distinguish between autistic and normal chil-
dren and children with other mental disorders. Indeed, some disorders have similar
symptoms to those of autism.
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8.3 Symbolic Knowledge-Based System

The context of our work is the multi-valued logic. We present in this section how to
represent andmanipulate imprecise knowledge to constructmulti-valued knowledge-
based systems in that context.

8.3.1 Knowledge Representation

Multi-valued logic introduces symbolic truth degreeswhich are intermediate between
true and false [9]. According to this logic, every linguistic term ismodeled by amulti-
set. It generalizes classic set theory: The notion of belonging or not to a set is replaced
by a partial belonging to a multi-set. The set of possible truth degrees is LM = {τ 0,
…,τ i, …,τM−1}1 with the total order relation: τ i ≤ τ j⇔ i ≤ j, its smallest element is
τ 0 (false), and the greatest is τM−1 (true) [9, 38]. A possible list of truth degrees for
M = 7 is L7 = {not-at-all, very-mildly, mildly, mildly-to-moderately, moderately,
moderately-to-severely, severely}.

On the scale of truth degrees LM , operators can be defined to aggregate degrees
as implications, T-norms and T-conorms. In multi-valued logic, the aggregation
functions of Lukasiewicz are often preferred [9, 39].

These qualitative degrees can be considered as membership degrees of multi-sets.
Indeed, “X is υαA” means that υα is the degree to which X satisfies the multi-set A.2

In other words, the predicate A is satisfiable to a certain degree expressed through
the scalar adverb υα associated with the truth degree τα of LM .

Multi-valued logic is based on the following interpretation:

X is υα A ⇔ X is υα A is true
⇔ “X is A” is τα-true

For example, the statement “John is rather tall” means that John satisfies the
predicate tall with the degree rather.

8.3.2 Approximate Reasoning Based on Linguistic Modifiers

In order tomanage imperfect knowledge in intelligent systems, Zadeh has introduced
the concept of approximate reasoning [40]. It is based on a generalization of modus
ponens (MP) known as generalized modus ponens (GMP). This rule can be expressed
in its standard form as follows:

1With M a positive integer not null, which represents the number of truth-degrees in the scale LM .
2Denoted mathematically by “X ∈ A”: the object X belongs with a degree to the multi-set A.
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If X is A then Y is B
X is A′

Y is B ′
(8.1)

where X and Y are linguistic variables and A, A′, B and B’ are fuzzy sets. GMP serves
to infer not only with an observation exactly equal to the rule premise (“X is A”), but
also with an observation which is different but approximately equal to it (“X is A’”).
This allows handling imprecise knowledge in the inference process.

To determine the inference conclusion (“Y is B′”), a set of axioms is taken into
account in order to have a logical and coherent result in concordance with human
reasoning [41, 42]. In [11], we have proposed the generalization (8.2) of criteria
appeared in [42]:

C I A′ = A ⇒ B ′ = B
C II-1 A′ is a reinforcement of A ⇒ the more A′ is a reinforcement of A

the more B ′ is a reinforcement of B
C II-2 A′ is a reinforcement of A ⇒ B ′ = B
C III A′ is a weakening of A ⇒ the more A′ is a weakening of A

the more B ′ is a weakening of B

(8.2)

Existing works in multi-valued framework of Akdag et al. [9] do not respect
these axioms (see [11]). We introduced in a previous work [11, 43] an approximate
reasoning that checks this axiomatics more precisely, criteria I, II-1 and III. These
criteria allow having a gradual reasoning, which is adequate for our application of
autism. Indeed, the severity of autism is proportional to the severity of the observed
symptoms.

The proposed approximate reasoning is based on linguistic modifiers. A linguistic
modifier is a function that expresses themodification that a predicate must undergo to
become another predicate. In themulti-valued framework, modification of predicates
is performed by dilation or erosion of the scales, and/or increasing or decreasing of
the truth degrees. Akdag et al. [44] introduced linguistic modifiers in the multi-
valued context and called them generalized symbolic modifiers. An example of these
modifiers is the conserved reinforcing (CR) operator, which reinforces the degree by
ρ and conserves the base:

C Rρ =
{

τi ′ = τmin(i+ρ,M−1)

LM ′ = LM

with ρ is the radius. The GMP of our approximate reasoning based on linguistic
modifiers is the following:
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If X isυα A then Y isυα B
X ism(υα A)

Y ism(υα B)

(8.3)

where X and Y are linguistic variables, A and B are multi-sets, and υα and υβ are
linguistic degrees associated to the truth degrees υα and υβ in LM . For the GMP
(8.3), the observation is modeled by a modification of the rule premise m(υα A),
where m represents a linguistic [44].

In addition to check axiomatics, our approximate reasoning is very advantageous
when knowledge is qualitative. Indeed, this type of knowledge is represented and
managed easily by symbolic multi-valued logic.We recall that in fuzzy logic, knowl-
edge, even the qualitative ones, is modeled by fuzzy sets. They are represented by a
fuzzy membership functions on a numerical and continuous universe. So, reasoning
with qualitative knowledge in fuzzy logic necessitates a complex matrix calculation.
However, this is avoided with our approximate reasoning.

We extended this approximate reasoning in [45] to handle with heterogeneous
knowledge. We mean by this heterogeneity that the multi-set in the observation is
not necessarily the same as that of the rule premise, and/or themulti-set in the inferred
conclusion is not necessarily the same as that of the rule conclusion. This offers more
flexibility in the inference process.

Moreover, sometimes expert knowledge must be modeled by complex rules, i.e.,
rules whose premises are conjunction or disjunction of propositions. For this reason,
we improved our approximate reasoning in [12] to deal with complex rules. We
introduced for that new operators that aggregate linguistic modifiers: M-norm and
M-conorm. M-norm, denoted by AT , allows aggregating linguistic modifiers in a
conjunction of propositions and is associated to a T-norm T. M-conorm, denoted by
AS , is for the disjunction case and is associated to a T-conorm S. We have proved that
these aggregators verify logical connectives properties. For example, the aggregation
of two modifiers CRρ1 and CRρ2 for the conjunction case is

AT (CRρ1,CRρ2) = CRρ3with τρ3 = T (τρ1, τρ2)

8.3.3 Knowledge-Based System Shell

A knowledge-based system shell is a generic tool that allows the construction of
knowledge-based systems. It provides a software platform for building a knowl-
edge base and provides a generic inference engine that allows the deduction of new
knowledge.

In previous work [10], we have developed a knowledge-based system shell for
symbolic multi-valued knowledge, we called it RAMOLI. This shell is a generic tool
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that can be used in any field. Domain expertise is represented bymulti-valued produc-
tion rules and facts by multi-valued propositions. The inference engine implements
exact reasoning as well as approximate reasoning. We have integrated our approx-
imate reasoning based on linguistic modifiers that we had proposed in [11, 12, 43,
45]. The system is interactive and has GUIs that allow introducing knowledge base
and triggering inference engine.

The construction of a knowledge base in RAMOLI is made by a set of stages.
First, the user must introduce the basis that he will use, with their sizes and linguistic
degrees terms. After, he specifies the manipulated multi-sets and associates to each
of them a base. He must also add the linguistic variables that he will use. Once done,
facts and rules can be constructed by doing combinations of linguistic variables,
multi-sets and truth degrees. The inference engine can be executed after the filling of
the knowledge base. It performs a forward chaining while considering imprecision
and adds new facts to the knowledge base.

RAMOLI was developed in Java programming language. Thus, it provides
platform portability, extensibility and easy integration with other Java code or
applications.

8.4 Construction of DAS-Autism

Our goal is to build a knowledge-based system to aid diagnosis of autism: DAS-
Autism. In what follows, we explain the steps that we followed for the development
of this system: design of the knowledge base and system implementation.

8.4.1 Design of the Knowledge Base

Knowledge acquisition consists in acquiring knowledge from experts and in formal-
izing it. The formalization requires identifying involved concepts. These concepts
are represented in our system by predicates, while expert knowledge will be repre-
sented by rules. We chose the formalism of rules because, in the autism domain,
expert knowledge is easily translated into rules.

In this stage, our goal is to determine the set of predicates and rules that represent
expert knowledge about autism. This is done by interviewing experts of the consid-
ered domain. However, in medicine, particularly in psychiatry, diagnosis strategies
may vary from a doctor to another. Thus, the expertise of the interviewed doctors
will influence the system result. System performance will not only depend on our
approaches of inferences implementation, but more strongly on the quality of the
knowledge acquisition phase, i.e., the involved doctors’ expertise and its translation
to a knowledge base.
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Initially, to facilitate knowledge acquisition, our work is based on DSM-IV-TR
[24]. Indeed, it provides an algorithm for decision making. An extract of the algo-
rithm is given in Appendix A. From this algorithm, we have first extracted autism
symptoms, and we have defined their linguistic variables and predicates in order to
represent them.Thenwebuilt our rules base using these symptoms.But the symptoms
shown in the DSM-IV are not nuanced, i.e., only their presence or absence in children
is considered. However, our discussions with the psychiatrists have shown that they
nuanced the symptoms. We recall that in our RAMOLI system predicates are multi-
valued and can have several degrees. We therefore enriched extracted predicates by
assigning a scale of ordered symbolic degrees. In a second step, we validated this
knowledge base by domain experts, namely child psychiatrists from Razi hospital,
the public psychiatric hospital in Tunisia.

We have extracted a total of 15 symptoms from the DSM-IV-TR algorithm. Iden-
tified symptoms are shown in Table 8.1. We note that autism may manifest many
other symptoms. But these last symptoms may not characterize autism or are corre-
lated with other symptoms. Their integration into the diagnosis is delicate, without
warranty of betterment.

The usedmulti-sets for symptoms are impaired and present. Indeed, autismmani-
fests some characters which are not present in a normal child. For these symptoms,
we use the multi-set present to express the degree of presence of this character. Other
characters are present in a normal child, and their presence in an autistic occurs in
an altered way. For this reason, we use for these symptoms the multi-set impaired.
As in the case of CARS, intensity of identified symptoms is qualified by degrees
belonging to a scale of seven degrees:

Table 8.1 Symptoms list of
autism

1 Nonverbal behaviors are impaired

2 Ability to develop peer relationships is impaired

3 Willingness to share is impaired

4 Social reciprocity is impaired

5 Emotional reciprocity is impaired

6 Development of spoken language is impaired

7 Conversation is impaired

8 Stereotyped or idiosyncratic language is present

9 Imitative play is impaired

10 Stereotyped patterns of interest are present

11 Patterns of interest abnormal in intensity are present

12 Patterns of interest abnormal in focus are present

13 Inflexible or ritual, non-functional adherence is present

14 Stereotyped and repetitive motor mannerisms are present

15 Persistent preoccupation with parts of objects is present
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L7 ={υ0 = not-at-all,
υ1 = very-mildly,
υ2 = mildly,
υ3 = mildly-to-moderately,
υ4 = moderately,
υ5 = moderately-to-severely,
υ6 = severely}.

Recall that the system is intended not only to psychiatrists, but also to non-
specialists. To have accurate and efficient facts, it is necessary to provide the most
help to the user without taking into account their pre-knowledge about the disease.

In the CARS questionnaire, a manual is provided to the user. It explains each
symptom and its degrees. It indicates the status of the child for whom a degree is
chosen.

Similarly, we have associated with each degree of each symptom an explanation
of the patient status. Some of these explanations are extracted from CARS, and
others are provided from child psychiatrists of Razi hospital.3 We give the user an
explanation of degrees υ0, υ2, υ4 and υ6 of the base L7. The other degrees are
considered intermediate degrees between these latter.

The final result is also in the form of a multi-set. The objective is the diagnosis of
autism, so the chosen multi-set is autistic. It is represented by a base of four degrees:

L4 = {υ0 = not-at-all,
υ1 = mildly,
υ2 = moderately,
υ3 = severely}.

Thus, the diagnosis result can have various degrees. Thus, the system not only
indicates whether the child is autistic or not. As do child psychiatrists, it is able
to indicate the severity of impairment of the child with the disease. We have also
integrated other symbolic predicates, which are global symptoms deducted from
symptoms entered by the user, such as social interaction or communication. These
predicates will be used in chaining process.

Once the predicates are defined, the next step is to build the rule base which
represents expert knowledge. We used for this the diagnosis algorithm of autism in
the DSM-IV-TR [24]. For each symptom, we associated a rule whose premise is
that symptom. Other rules were added and used for the deduction of intermediate
global symptoms. Our rule base comprises a total of 23 rules. We give in appendix
an extract from the rule base.

3Our set of symptoms, which is extracted from the DSM-IV, is not equivalent to that of CARS.
Common symptoms between DSM-IV-TR and CARS are listed in Table 8.1 with the numbers 1, 3,
5, 6, 9, 13, 14 and 15.
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Fig. 8.1 Principal menu of
DAS-Autism

8.4.2 Development of DAS-Autism

In order to provide an appropriate system for autism diagnosis, we have developed
specific GUI. Packages dedicated to the generation of knowledge-based systems
in RAMOLI are included in DAS-Autism. Moreover, the necessary knowledge for
the construction of the knowledge base and their characteristics, namely linguistic
variables, predicates, scales degrees and rules are already introduced in the source
code. The main window of the system is shown in Fig. 8.1.

“Open a diagnosis” and “List of diagnoses” buttons allow viewing the diagnoses
already registered in the system. The “Option” button allows the setting of theKBS. It
gives the possibility to change the T-norm and/or the T-conorm used for aggregation
of modifiers.

When the user creates a new diagnosis, a first window appears, to enter informa-
tion about the child. Then, a chain of windows occurs successively, each one for a
symptom. Each interface provides the ability to choose the level of the corresponding
symptoms. Figure 8.2 shows as an example the interface of the symptom Willing-
ness to share. As we can see in the figure, the symptom name and its degrees have
help buttons at the left. These buttons give descriptions and explanations in order to
help the user in choosing the appropriate intensity of the symptom. For example, the
description of moderately altered is shown in Fig. 8.3.

At the end of the questionnaire, a window displaying the result of the diag-
nosis appears (see Fig. 8.4). It specifies the severity of impairment of the child,
i.e., the intensity of autism. Similarly, a button provides the ability to see the trace
of reasoning. The trace specifies all the steps taken to arrive, from the introduced
symptoms, to the deducted result of diagnosis.
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Fig. 8.2 Window of the
symptom “Willingness to
share”

Fig. 8.3 Description dialog
of “Willingness to share
moderately altered”

Fig. 8.4 Window of
diagnosis result
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8.5 Experimental Study

After constructing the DAS-Autism system, it is important to evaluate it. The objec-
tive is to determine whether it is effective enough to make valid diagnoses. To do so,
the system result is compared with the diagnosis of expert to verify if they agree on
their diagnoses and on the degree associated with their diagnosis. We also consider
positive diagnosis for non-autistic cases (i.e., false-positive cases) and negative diag-
noses for autism (i.e., false-negative cases) in order to detect potential errors of the
system.

There is no common data set or benchmark for the diagnosis of autism. Every
related work (see Sect. 8.2.2) has used its own testing set, which does not have the
same attributes as the other works. In order to perform this experimental study, we
used real caseswith associated diagnoses of experts fromchild psychiatry department
of Razi hospital. The given diagnoses are the synthesis of agreement after meeting
and discussion of the child psychiatrists. The service has provided us a set of 40
cases [22]. Among these cases, 29 are autistic, with various degrees of severity.
These cases allow us to see if the system gives true-positive diagnoses and/or false-
negative diagnoses. Similarly, they allow comparing the severity degrees of system
diagnoses with those given by the experts. The other 11 cases correspond to a set
of children who are not autistic, but contain healthy children and other patients with
other pathologies such as depression, mental retardation and infantile psychosis.
This set is considered to check if the system provides true-negative diagnoses and/or
false-positive diagnoses. Table 8.2 shows the partitioning of the test set according to
the decisions of experts.

DAS-Autism has two parameters: T-norm andT-conorm. They are used in approx-
imate reasoning to aggregate linguistic modifiers with M-norm and M-conorm. In
this experimental study, we chose to use the T-norm and T-conorm of Zadeh min and
max.

Table 8.3 shows the results of this study. We noticed from this experimental study
that it does not provide false-positive and false-negative diagnoses. Therefore, the
correct classification rate (CCR) is 100%. We then compared the severity degree of
diagnoses. We found that for 29 autistics, the system gives the same severity degree
as the expert for 23 cases. For the remaining six cases, the difference of severity
degrees is of a unit for each case. The CCR becomes then 85% when considering

Table 8.2 Partitioning of the
test set

Intensity Cases number

Not-at-all autistic 11

Mildly autistic 7

Moderately autistic 15

Severely autistic 7

Total 40
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Table 8.3 Result of the
experimental study of
DAS-Autism

Result Cases number

True-positive 29

True-negative 11

False-positive 0

False-negative 0

Total 40

Correct severity degree 34

Incorrect severity degree 6 (gap = 1 degree)

Total 40

classification degrees, with a mean squared error (MSE) of 0.02. Therefore, the
overall performance of the system is estimated at 93%.

These results are very satisfactory and promising. Immediate perspective would
be to continue the experimental tests. It would be more interesting to compare our
results with those obtained by other systems in the literature on common databases.
For now, if we compare other systems to DAS-Autism (Sect. 2.2), we see that DAS-
Autism provides better results. This comparison is of course to be qualified to the
extent that the test base is different.

8.6 Conclusion

Imperfection becomes an inherent aspect of knowledge in knowledge-based systems.
Its management allows getting as close as possible to the opinion of the expert. In
this context, we chose to use symbolic multi-valued logic to handle such type of
knowledge. We have proposed in this chapter a symbolic knowledge-based system
for the diagnosis of autism, called DAS-Autism. We were based for the construction
of this system on a knowledge-based system shell for symbolic multi-valued data,
called RAMOLI [10]. More precisely, we used a package that allows introducing
knowledge (rules and symptoms) and to perform an inference engine for deducing
new facts (the diagnosis). We also implemented a specific GUI for this application
to make easier the symptoms’ entry. Then, a knowledge acquisition was necessary
in order to model the expertise of the autism diagnosis. For that, we built a rule base
in collaboration with psychiatrists in Razi hospital, and we were also based on DSM
and CARS. We finally conducted an experimental study of DAS-Autism with real
cases from Razi hospital. The obtained results are very satisfactory and enable a first
validation of our work, both practically and theoretically. In this particular context,
our approximate reasoning provides good results. The next step will be to deploy our
diagnosis aid tool of autism among general practitioners.

Acknowledgements Authors would like to thank the psychiatrist Dr. Zied Choubani and the child
psychiatrists Pr. Mohamed Bechir Hlaiem and Pr. Ahlem Belhadj for their help to elaborate this
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Appendix 1. Extract from the Diagnosis Algorithm
of DSM-IV-TR

A. A total of six (or more) items from (1), (2) and (3), with at least two from (1),
and one each from (2) and (3):

1. Qualitative impairment in social interaction, as manifested by at least two
of the following:
a. Marked impairment in the use of multiple nonverbal behaviors such as

eye to-eye gaze, facial expression, body postures and gestures to regulate
social interaction;

b. Failure to develop peer relationships appropriate to developmental level;
c. A lack of spontaneous seeking to share enjoyment, interests, or achieve-

ments with other people (e.g., by a lack of showing, bringing or pointing
out objects of interest);

d. Lack of social or emotional reciprocity.
2. Qualitative impairments in communication as manifested by at least one of

the following:
a. Delay in, or total lack of, the development of spoken language (not

accompanied by an attempt to compensate through alternative modes
of communication such as gestures or mime);

b. In individuals with adequate speech, marked impairment in the ability
to initiate or sustain a conversation with others.

c ….

Appendix 2. Extract from the Knowledge Base
of DAS-Autism

A. If social interaction is impaired and communication is impaired and
restricted/repetitive/stereotyped behavior is present, then patient is autistic

1. Social interaction:
a. If nonverbal behaviors are impaired, then social interaction is impaired.
b. If ability to develop peer relationships is impaired, then social interaction

is impaired.
c. If willingness to share is impaired, then social interaction is impaired.
d. If reciprocity is impaired, then social interaction is impaired.
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i. If social reciprocity is impaired, then reciprocity is impaired.
ii. If emotional reciprocity is impaired, then reciprocity is impaired.

2. Communication:
a. If development of spoken language is impaired, then communication is

impaired.
b. If conversation is impaired, then communication is impaired.
c. …
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Chapter 9
Smart E-Health Home Supervision
Systems

Eric Campo, Damien Brulin, Daniel Estève, and Marie Chan

Abstract Supervisory systems have become interesting solutions for monitoring
the health of home-based people. Frail older people are at high risk of becoming
dependent if they are not cared for quickly. Embedded devices at home or on the
person are two possible options which, when coupled, allow a more precise knowl-
edge of behaviors and a faster triggering of the alert. The idea still applied is to
model the person’s activities or health parameters in a continuous and automated
way to detect deviations from the usual behavior. This clinico-technical approach
has been developed and tested in different places and by several research teams with
a real medical interest in having a longitudinal knowledge of a patient’s behavior.
However, prevention and follow-up of home prescriptions must go beyond the purely
technological and medical aspects and take economical and organizational dimen-
sions into account. We consider that three types of complementary actions must
be implemented: a fundamental action on the scientific and technological level to
know how to build, from the data collected, “a profile of user activity;” detecting,
in real time, all kinds of deviations from the normal pattern; training and ground
demonstrations actions.
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9.1 Introduction

In the previous chapter, we saw that the knowledge acquisition was necessary to
model the expertise of a disease diagnosis. This modeling is based on rules and algo-
rithms building for decision making. This can assist psychiatrists diagnose autism in
order to detect it as early as possible for early intervention. In smart home applica-
tions for health monitoring, signal acquisition follows the same learning approach
to get knowledge about people’s behavior.

The issue of home care patients’ monitoring (convalescents, elderly, frail or
disabled people…) has been identified for more than 20 years as a major societal
challenge. Advances inmedicine and living comfort mean that the elderly population
is growing in number and proportion to the overall population [1]. The initial ideawas
to make technological progress benefits to the continuous monitoring of the elderly,
firstly for demographic reasons (ageing populations) and because there is a strong
demand for these people to maintain their independence as long as possible [2]. At
the same time, recently, technologies have evolved favorably: connected sensors,
data mining, analysis and decision support software are available to monitor people
automatically and continuously. This idea, largely initiated with the goal of keeping
elderly people at home, has gradually opened up to other patient profiles: “frail”,
convalescent and disabled. This evolution is becoming possible thanks to the advent
of telemedicine, the computerization of hospitals and the increasing systematization
of personalized medical records [3].

Many R&D projects have been devoted to this issue worldwide, and so far, few
of them have met with great success with users. It is, therefore, necessary to draw
up an overview of existing technologies and to identify the obstacles that slow down
their evaluation in order to propose, in the long term, new development and valuation
options.

This chapter is organized as follows:

• a review of the technology currently available,
• a better identification and analysis of needs,
• identification of obstacles encountered in the field of health monitoring,
• the orientations of a renewed offer.

9.2 Historical Review of the Technology Currently
proposed

The issue of elderly observation “in general” goes back to the 1990s, with growing
awareness of accelerated ageing of populations in the most developed countries. The
US Census Office predicts that in Europe, by 2050, 30% of the population will be
over 65 [4]. Since the 2000s, major studies have been initiated by the European
Union Member States participating in the EURHOMAP [5] project to reflect the
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“Home Care” situation in all countries of the community. In our societies, it is clearly
necessary to meet the three major requirements of patients wishing to:

• stay independent, at home, as much as possible,
• access to strong health and safety support,
• enjoy comfort and conviviality, especially for people living alone.

In France, in 1996, the CNRS mandated our team to set up a multidisciplinary
working group to assess the impact of computerization on housing. This assessment
concluded that there was an urgency need to address the home care of the elderly [6].
Many authors, from all disciplines, became aware of this need, at this time and made
proposals to provide at least partial solutions [7–9]. These solutions have been based
primarly on care assessment approaches and on the influence of physical activity
interventions on health and psychological functions. We want here to consider, first
of all, the technical and technological solutions that have been proposed to “monitor
and secure the elderly” for almost 15 years [10]. Since then, technologies, particularly
Information and Communication Technologies (ICT), have rapidly evolved to allow,
today, an industrial exploitation of the initial concepts. Our thinking is based on
these evolutions, in the form of “connected and distributed sensors” which ensure
the close monitoring of people and surrounding risks, the collection and storage of
data, the follow-up ensuring the processing and, possibly, the emission of alarms to
the actors of surveillance [11].We have realized that the technological option that we
are going to research does not address the whole problem. Other key sociocultural
issues need be taken into consideration [12]:

• questions of acceptability for use,
• privacy issues,
• social, family and human ethical issues.

With all these dimensions, helping the elderly and patients living at home, in
general, is a very difficult problem for which we will only consider the following
points:

• Ensuring the safety of the elderly: They may be chronically ill or suffer after
accidental falls, physical or mental failures, discomfort or illness. It is then up
to the “automatic” surveillance to quickly detect any risk situation and to inform
relatives via a local or remote “intelligence” (24 hours a day) that will manage
and propose the most appropriate intervention.

• Longitudinal monitoring: Home care should not be limited to the emergency
detection of a personal risk; the need for assistance and health and safety moni-
toring of daily life must be met and thus the data from automatic surveillance
must be combined with the data, interventions and decisions of other organiza-
tions that already exist or will exist (home assistance devices, reinforcement of
remote surveillance, connections to medical records and medical specifiers…).

• Conviviality: This is a strong requirement to allow regular links with family and
friends so that contact remains strong with social life.
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Although these new technologies (ICT) can be used as a communication medium,
this last point is not strictly technical and is outside our field of analysis. We will
deal with the problem from the point of view of the instrumentation that can be
implemented to secure people at home and ensure their daily monitoring. In this
instrumentation approach, we identify three main options which are, in fact, steps
in the design of home monitoring systems for older adults: home instrumentation
alone; instrumentation of the person and the environment and networking of all those
involved in monitoring.

9.2.1 Home Instrumentation

The first idea was to design a completely transparent home monitoring system to the
patient, with the primary objective of not bothering him/her in any way and to fully
respect his/her privacy. This general option converges towards an only instrumen-
tation of the accomodation: observing and characterizing particular occupations of
the patient [13] in order to ensure that they are carried out as usual, showing the
normality of the situation. Technologically, this is a first-generation option based on
the use of IR presence sensors [14], most recently applied to the use of cameras [15].
The sensors are distributed in the home environment at strategic points, connected
to a wireless beacon, in a conventional continuous monitoring architecture. It is in
this field that “smart home” demonstrations are multiplying, trying to meet all home
automation needs [16].

The methodological developments related to the very particular surveillance of
people are the most interesting: The first experiments quickly showed that patients,
for the most part, reproduce their behavior “day after day”. The idea then is to set up
a model of these usual behaviors and to use them as a model to anticipate “normal”
behavior. Then, it becomes possible, by comparing current data and data anticipated
by the model, to continuously detect deviations from the usual behavior and, thus,
to transmit alarms when the deviations are considered too high.

This approach has notably been investigated by the LAAS-CNRS, which has
tested it both at home [17] and in institutions [18, 19]. It requires some definitions:

• “Usual behavior”, for us, consists of the most reproducible elements of behavior,
characteristic of a lifestyle, in a time slot, from one day to another, from one
week to another. The finer the breakdown of the behavior, the more precise the
anticipation model can be and, therefore, provide a more reliable alarm trigger.

• “Indicators” are the direct or aggregated data provided by the sensors; these can
be the presence rate, schedule of identifiable activities, usual travel, motion speed
and others.
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Fig. 9.1 Instrumented home for 24-h fall monitoring

This approach is now found in the literature [20–22], which has been validated
at various test sites at home or in institutions and is now offered commercially by
several small and medium-sized enterprises.1

This approach is well accepted because it reassures families and does not impose
on patients. It can be usefully enhanced by the implementation of more sophisti-
cated sensors (camera) or more specialized (safety sensors in bed, kitchen, bath-
room…) and by other communication technologies: connected sensors and interface
connecting the technical system, the patients and the surveillance actors [23]. This
type of patient monitoring at home joins the more general problem of securing goods
and people [24].

But it is an approach that has limits related to patient’s behavior change that
induces imprecision in behavior patterns: The consequences are regular errors of
diagnosis [25]. In general, we evaluate the performance of a detection system by
what are called false positives and false negatives:

• False negatives—the system did not detect the danger,
• False positives—the system has set off an unfounded alarm.

This difficulty is particularly troublesome in emergency situations: in an approach
where only the home is instrumented (Fig. 9.1), the detection of a fall or faintness is
built on a criterion of immobility, which is supposed to set the threshold detection
beyond a time calculated by learning techniques [26]. This delay, due to the impre-
cision of the normality model, is necessarily important and often incompatible with
the requirement to intervene, for example, within a maximum of 45 min following a
cardiac or cerebral event [27].

1Téléassistance Senioradom, https://www.senioradom.com/
Telegrafik, Service Otono-me, https://www.telegrafik.fr/
Senioralerte, téléassistance active, http://www.senioralerte.com/
Domosafety, http://www.domo-safety.com/.

https://www.senioradom.com/
https://www.telegrafik.fr/
http://www.senioralerte.com/
http://www.domo-safety.com/
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Fig. 9.2 Robot assistant in a life environment

Following the same logic, we can imagine the replacement of the presence sensor
by cameras: the image can remain blurred to respect the patients’ privacy, but, in case
of an alert, the image can be used to visualize the situation and validate the risks [28].
This option is now credible because the use of cameras has become widely popular,
especially for the protection of a house against intrusion. Habits also have evolved:
Faced with the need for security, few people still seriously mention the right to total
privacy.

Home instrumentation is therefore a simple, ready-to-use and inexpensive
approach to securing people. Its effectiveness remains limited, with risks that can be
controlled by a small involvement of the patient, for example, by providing a manu-
ally operable warning button. There is the possibility of having a robot assistant [29]
for the patient at home, which could be, in case of an alert, programmed, among
other functions, to visually check the state of the situation (Fig. 9.2).

9.2.2 Mixed Equipment: Patient at home

In the version that consists only of home instrumentation, the risk to the patient
is related to the non-detection of faintness or a fall. Cameras do not see all the
space of an indoor environment, and the immobility criterion can define a signif-
icant decision-making time, which is dangerous in an emergency. To reduce this
risk, the perfectly identified priority need is embedded fall detection [30]. Thanks to
miniaturization, current technology can meet this need with several low-cost inte-
grated sensors: accelerometers, barometers, gyrometers, on the market today, are
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different detection software proposals that combine three complementary criteria, as
follows [31]:

• the drift of the patient’s activity and behavior,
• sudden change in acceleration at the time of a fall,
• break of the activity before/after a presumed fall.

This is a very powerful solution that allows a quick decision and reduces false
positives or false negatives to almost zero. The practical trend is to propose a bracelet
[32] onwhich awarningbutton canbe integrated.This solution can also be included as
an additional option in the 24-hour continuousmonitoring structure already described
in Sect. 9.2. Obviously, the position of the wrist sensor is not the least risky solution,
depending on the intensity of manual activity that can interfere with detection. Some
suggest placing the sensor on a belt [33] and others recommend placing it in a shoe
[34]. In the surveillance of dementia with Alzheimer’s disease, it is proposed to place
the sensor in the back to keep patients from tearing at the patches [35].

9.2.3 Tomorrow: “Patient” Involvement

It now can be seen that hardware and software tools are in place to provide effective
systems for detecting any life incident. An interesting part of the research is moving
towards the exploitation of continuously collected data, beyond alert situations that
are treated as an emergency by specialized operators 24 hours a day. This exploitation
can take two main directions:

• longitudinal behaviors follow up [36] to detect changes that would indicate a
long-term risk, using technology for prevention,

• complement the action of surveillance by orienting it further towards the moni-
toring of specific physiological parameters [37].

These new steps cannot be conceived without the direct integration of tech-
nical monitoring into the practices of the medical world [3]. This assumes that the
medical world appropriates the tool and its use for therapeutic purposes: preven-
tion of health risks, diagnoses, follow-up prescriptions, convalescences and home
care. The University Hospital of Toulouse, for example, proposes a pathway [38,
39] for the use of surveillance technologies in the monitoring and support for “frail
people”. The implementation consists of welcoming patients during regular visits
for prescriptions and equipping them with wearable instrumentation to ensure that
they follow these prescriptions. Useful feedback validates the recommandation and,
if necessary, modify it with full knowledge of analyzed facts. In the example used,
home monitoring is carried out according to Fried’s criteria [40].

Technically, this extension of embedded measurements is boosted by sports
tracking applications [41] based on immediate feedback to the user via his/her cell
phone. This technical option completes the system architecture (Fig. 9.3) and invites
the multiplication of embedded measurements to develop a real embedded computer
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Fig. 9.3 Overview of integrated clinical and technical surveillance

network [42] communicating in real time with all the actors involved and the patient
himself.

The accumulation of patient data opens two new ways:

– the data processing to make it useful for medical treatment. The aim is to develop
synthetic, efficient and user- friendly interfacesfor all actors in the healthcare
network, including patients,

– the extraction of these databases to advance knowledge and medical practice
(integration of monitoring in the processing of medical records, statistics…)
[43].

9.3 Further Analysis of Health Technological Needs

With the advent of “digital” technology, we should see major changes in the health
care system. The aspects we have just mentioned are only the premises of this evolu-
tion, guided by the needs of patients, medical practice and the market. We will come
back to the market which takes these new technologies, particularly home moni-
toring technologies, in chapter’s conclusion. But, here we want to open two new
challenges that should greatly benefit from the contributions of digital technology:
the prevention of health risks and the follow-up at home of medical prescriptions.

9.3.1 Prevention

The typical example of current events is the monitoring of “Frailty,” which is already
the topic of important works. Frailty is a common geriatric syndrome that embodies
an elevated risk of catastrophic declines in health and function among older
adults (Wikipedia). Using the frailty phenotype framework proposed by Fried et al.
[40], prevalence estimates of 7–16% have been reported in non-institutionalized,
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community-dwelling older adults [44]. The occurrence of frailty increases progres-
sively with age and the concerns of those of lower socioeconomic status. Frail older
adults are at high risk of major adverse health effects, including disability, falls,
institutionalization, hospitalization and mortality. Fried proposed five dimensions
for assessing frailty:

• involuntary weight loss,
• exhaustion,
• muscle weakness,
• slowness of the walk and
• low levels of activity.

On these medical bases (indicators and prospects of care), we have designed
a frailty monitoring at home largely based on the implementation of an instrumented
sole [39]. This concept is supported by the fact that the wearing of an insole can
be “forgotten” by the patient while it provides interesting information on gait and
balance characteristics and serves as a particularly effective fall detector (Fig. 9.4).

For the first time, this project combines the interests of health network actors
(University Hospital of Toulouse), industry (Actia) and a technological laboratory
to design a complete set of continuous patient monitoring systems (Fig. 9.5).

Fig. 9.4 Characteristics of
the smart sole developed at
LAAS-CNRS
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Fig. 9.5 Diagram of the FRAGIL’IT globale care structure

9.3.2 Prescription Follow-up

Telemonitoring methods and tools for “follow-up the implementation of medical
prescriptions at home” define a general problem that we propose to address here,
by following up, at home, the wearing of orthoses. This is, in itself, an important
area that implies the use of a physical medium that can easily accommodate sensors
and “intelligence” and that must lead quickly to medical and industrial valuations.
The interest of this orientation also is to allow both the monitoring of the prescrip-
tion and the patient’s activity level. The doctor must be able to work with certainty
on the drug intake or, in this case, the wearing of an orthosis. Moreover, patients’
continuous monitoring is a source of new information that will make it possible,
for example, to extract longitudinal follow-up, medium- and long-term alerts and
prevention [45]. The objective is to provide additional information that cannot be
observed in a medical practice or center. The new close relationship that needs to be
established between the home-based patient and the attending physician is also likely
to contribute solve the thorny issues of care organization related to the development
of telemedicine, rural medicine, etc.

Figure 9.6 shows a schematic diagramof the design anddevelopment of an orthotic
instrumentation using embedded and communicating electronic micromodules and
data processing software, possibly merged with data from the “Patient Record,” to
define alarms. It also proposes a longitudinal risk prevention analysis. These two
objectives open two fields of research as follows:

• the acquisition of personalized patient data concerning the use of orthopedic
prescription, which implies the development of new embedded sensors and their
connection to a collection network that will refer to a secure, accessible database,
under condition, to the patient and all the actors of the health network,
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Fig. 9.6 Architecture for monitoring the wearing of orthoses at home

• processing of the collected data which includes filtering steps, learning models,
merging prescription tracking data with other complementary data in the file or
the patient’s life context. This presupposes new developments in diagnosis and
decision support algorithms.

9.4 Obstacles to Real-Life Implementation

The needs of patients, convalescents and the elderly people at home are well estab-
lished: stay independent, at home, as much as possible; access to rapid and solid
health and safety assistance; benefit from comfort and conviviality, especially for
people living alone.

The proposed technologies makes it possible to meet these needs thanks to the
hardware and software developments we have just described. There is no doubt that
home monitoring is part of a general trend of exploiting technological advances to
equip connected sensor systems and exploit the data collected in order to anticipate
dangers and optimize treatments.

The obstacles to effective implementation are of two types: the non-existence of
an economic model for home care and the organization of health services and social
life.
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9.4.1 Economic Component

In France, for example, the home monitoring sector is part of the dynamic market
for medical devices: It is an annual market of about 15 billion euros (43% of the costs
of these medical devices are reimbursed by health insurance, the rest by complemen-
tary health and households); it is the second-largest expense item after prescription
drugs. An increase of this budget of 10% over ten years opens a potential invest-
ment of 1500 euros per installation on the basis of one million annual installations,
covering 10 years of French society’s needs. This objective is not unreasonable in that
it can be shared between social security, complementary health and the family. Also,
it can provide relief from current charges currently paid by families for supervision,
medical assistance and, in some cases, placement in specialized facilities (nursing
homes). Compared to the overall budget, France devotes a significant share ofGDP to
health expenditure (12% of GDP), which corresponds to 4000–5000 euros of annual
expenditure per inhabitant, which is expected to increase by less than 2–3%. These
simple evaluations allow us to see that the costs are reasonable but significant, which
puts the implementation projects in a position of certainty with regard to effective-
ness, patient and family acceptance and economic efficiency. What are the costs of
organizational change? And what are the gains associated with this technological
breakthrough?

In the French HOMECARE project, a market study realized by Atos2 company
would tend to show that home care is globally profitable for our societies. It is
enough to compare the price of a day in hospital (400 euros) with that of a day in an
institution (100 euros), to note that the technological monitoring investment of 1500
euros per installation is derisory: It can be largely amortized over one year in place.
From all these economic considerations, it must be concluded that, faced with the
immense problem of monitoring ageing, there are technological options that are or
will soon be compatible with the economic development of our societies. The other
slowing factors are of a socioeconomic and organizational nature.

9.4.2 Organizational Component

One of the specificities of a home care project is to set up a direct and/or an indi-
rect communication architecture, putting the patient in contact with the family and
medical environment for a progressive optimization of the “rendered benefit”. The
implementation leads to new practices for careers (patients’ health data acquisition
by the doctor without “traditional consultation,” triggering an alert for the patient,
the doctor or the nurse who comes every day to the home for the patient’s follow-up,
etc.). These new practices will therefore encourage new health care organizations to
optimize the work of care teams that should help solve the difficult problems facing
our health system: home support workers, medical deserts and telemonitoring.

2Atos Company, https://atos.net/.

https://atos.net/
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Fig. 9.7 Complete monitoring structure with central monitoring and intervention station

The project should also be articulated with all other existing forms of monitoring
and intervention:

• There is already a societal care, more or less developed depending on the country
which allows third parties to intervene at home for housework, bringing meals or
simply making visits to maintain user-friendliness.

• There are also caregiver interventions for regular home care.
• Finally, in emergency cases, there are interventions by specialized organizations.

Figure 9.7 shows the basic structure of automated monitoring designed to provide
24-hour service: centralized stations (PCs) that bridge the gap between the patient’s
emergency risk and the interventions teams. They also provide daily follow-up by
answering phone calls from worried patients. Early experiments show that there is a
need for organizational work to articulate the hospital entries in case of emergency
[46].

9.5 What Technological Offer for Tomorrow?

The urgent need to take into account the ageing of populations has prompted research
into technological solutions for the surveillance, safety and comfort of elderly people
living alone. These technological proposals have evolved rapidly since the 1990s,
with the emergence of microtechnologies that promised very powerful monitoring
instrumentation at low cost: the integration by analog device of the accelerometer
dates back to 1991!
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Historically, the technological response to needs has been the “warning button”
[47]. Patients are instrumented with a necklace or wristband that must be used in case
of emergency. This is an important advance because it has made it possible to struc-
ture a 24-hourmonitoring service and to better organize the intervention of assistance
staff and the response to emergencies. Practically, this solution is perfectly effective
if the person being monitored is vigilant and scrupulously applies the instructions
for use. However, studies on this topic [48] have shown that a large proportion of
patients do not use the device permanently and that people suffering from dementia
refuse it. Since 2001, review articles [49] have been published that pave the way
for the home distributed instrumentation. The basis of the proposals remains the
phone as a means of exchange between monitoring teams and patients. This devel-
opment has led to the design and demonstration of the second-generation type of
assistive equipment that can be used in three different situations:

• The approach incorporates the equipment into the community phone alarm
system,with its ready-to-use infrastructure of communications, databases, control
centers and response networks. The equipment is individually adapted to the needs
of patients in their homes, based on the results of a “needs assessment.”

• Unobtrusive sensors at home can be used to collect lifestyle pattern data. Lifestyle
data is analyzed regularly and activity patterns recorded. A telephone message is
automatically constructed and delivered to a caregiver.

• “Smart homes” incorporate numerous sensors, which are installed throughout the
accommodation. The sensors are connected via a smart network to cut-off devices,
which ensure the safety of the patient.

A third generation of “monitoring systems” is emerging in which sensors and
actuators are integrated on humans to further minimize the risk of false alarms and
to open new fields of application for frail or convalescent people [50]. In addition to
the need for new highly specialized sensors and actuators [51], this evolution opens
new needs for the development of a sensor–actuator network technology that can be
embedded into humans [52] (Fig. 9.8).

Although all these contributions make an important contribution to the safety,
security, independence and quality of life of elderly people living at home, there are
some limitations.

In the obstacles encountered in the field, we have highlighted the problematic
economic model, that is critical today. But the diffusion of these new technologies
also asks many challenges as follows:

• Not everyone will benefit from or accept new technological aids and devices,
and each individual’s situation must be carefully assessed (customization of the
technological offer).

• Many people may welcome the technology, although a few may consider it as
invasion of privacy (respect for privacy).

• People with visual, hearing or speech disabilities may not be able to use some of
the technology.
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Fig. 9.8 BodyLan architecture

• We need to reassure the whole chain of people interested in the performance and
reliability of the offer.

• The equipment is relatively too expensive.

To move forward in this context, we consider that three types of complementary
actions need to be implemented:

1. Fundamental action at the scientific and technological level: The long-term
emerging generic concept is how to build, from the collected data, “a profile of
a user’s activity and be able to detect, in real time, all kinds of deviations from
the normal pattern.”
This implies important developments in sensors and embedded modules and
especially significant advances in data processing and model building capable of
taking into account the variability of behaviors.

2. Training: Progress must be integrated into existing surveillance networks, which
may differ from one country to another.
To do this, training campaigns are necessary to:

• train staff, including home-based workers,
• integrate the medical need,
• involve families,
• standardize technology to reduce costs.

Such training courses should be both general (to explain the meaning of things)
and specialized.

3. Field actions and demonstrations
The interest of communities and insurance companies is to promote these tech-
nical solutions. Procedures and funding exist that should be more oriented
towards experimentation with monitoring technologies:
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• home help, which can be followed by regular visits of care assistants, service
staff, charities. These aids are partly financed by the state or local authorities
and constitute an important work in society with a need for better recognition.

• Specialized institutions are developing to welcome people most affected by
ageing and who need daily care.

In the context of these existing procedures, the technological offer must be indus-
trial and have an exemplary character in order to be evaluated. From the patients’ point
of view, it is necessary to adapt the offer to different situations, for a “personalized”
monitoring, at least in cases where the person:

• is robust (self-control),
• is fragile (prevention),
• is at risk (24-hour surveillance),
• shows signs of dementia (24-hour supervision),

It is also necessary to find the right path between family involvement and medical
practice. The connection with care structures—family physicians and hospital
medicine—probably poses the most visible difficulties. Optimization work needs
to be done on the clinical medicine-surveillance system interface, to assist physi-
cians in their diagnosis and follow-up and to avoid “loading” physicians with useless
data.

The strategy to be developed must be based on a generic architecture, which will
be adapted to the type of patient and the patient him/herself, as well as to medical
and family requirements.

9.6 Conclusion

This chapter very briefly summarizes 20 years of reflection work based on two
questions: What technologies for health? How far will the impact of “digitization”
affect the organization of the healthcare network?

These questions are important for two reasons:

• They reflect an urgent social and societal need, linked in particular to populations
ageing and the strategy of keeping patients at home as much as possible.

• They fit perfectly into the development logic of digital technologies: connected
embedded objects, database and digital monitoring.

The first observation we make in this analysis is that the context has changed
considerably over the years between the 1990s and today:

• in terms of relationships between people to monitor and the methods and means
proposed. Respect for the privacy of people was a major priority in the 1990s
which has gradually been turned into a security and health priority,
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• in terms of technologies developed specifically for each problem, towards more
generic technologies carried by wireless mobile telephony and by the develop-
ment of connected, miniaturized, distributed sensors, databases and monitoring
software.

This evolution is visible in the technological progress we have presented:

• First, a direct instrumentation of housing that led to the concept of the “smart
home” with, for the monitoring of the elderly living alone at home, the imple-
mentation of IR presence sensors. This step is based on the idea of basing risk
detection on the modeling of habits that serve as a reference for usual behaviors.
This idea has been favorably exploited on the basis of presence and displacement
indicators, and is now a possible area for development.

• Home instrumentation alone has obvious limitations for people safety: The accu-
racy and relevance of alarms are too low. The ambition to be able to detect falls and
discomfort has led to a first instrumentation of people by miniaturized “patches”
that have at least three embedded functions: identification of the person, his/her
location and detection of a fall.

• The stage that we are experiencing today is a new system step: In what specific
application framework can a generic technology for monitoring people be devel-
oped? Several axes of development are open, which we have differentiated in this
work according to the user characteristics:

– For robust people, there is a dynamic of development around amateur or profes-
sional sport to monitor performance. The cell phone is an important element
of this development, which allows the results of the monitoring to be read at
any time.

– For frail people, there is an emerging health and medical need with the main
objective of monitoring home care. It is a complex system under development
that involves all stakeholders: health care actors, field workers and the users.

– For people suffering from a disability (physical or mental) or a chronic illness,
the issue is autonomy and home care. In this chapter, we questioned the
economic model and showed that the interest of such a development axis is
widely shared between patients, their families, the medical world and society
as a whole.

The results of this study undoubtedly show that the technologies are there, avail-
able to ensure the continuous monitoring of the elderly, but there is still a need to
create omprehensive systems that meet the needs and to validate these systems so
that the industrial commitment to operate the sector is made. There is still a step
to be taken with the users who will contribute through experimentation to refine
the proposals before they are fully satisfactory.

A strategic outcome of the continuous monitoring implementation is the avail-
ability of data over long observation periods. For the authors of the article, this
data availability and even more knowledge accumulated by the system should allow
for more refined decision making following the detection of a problem. For that,
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the development of self-reconfigurable predictive models may possibly be a way to
explore.

Health care network actors are faced with a probable upheaval in their practices,
with increased means to prevent, correctly diagnose and monitor the evolution of
patients’ health.

The next chapter illustrates this predictive approach by observing data in order to
use the generated patterns or the model in the area of cancer diagnosis.
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Chapter 10
Literature Review: Overview of Cancer
Treatment and Prediction Approaches
Based on Machine Learning

Ahmed Maalel and Mahbouba Hattab

Abstract The purpose of this chapter is to provide a literature survey through an
overviewof the research fields relevant to cancer treatment and prediction approaches
based onmachine learning. The past few years have witnessed an exponential growth
in databases and repositories due to the increase in scientific knowledge and the
massive data production. Biomedical domain represents one of the rich data domains.
An extensive amount of biomedical data is currently available with wealth of infor-
mation, ranging from details of clinical symptoms to various types of biochemical
data and outputs of imaging devices El Houby (J Appl Biomed, 2018 [1]). One of
the important biomedical research domains, epidemiological cancer research, who is
of high priority across the world. Cancer has been characterized as a heterogeneous
disease consisting of many different subtypes. Every sixth death in the world is due
to cancer, making it the second-leading cause of death (second only to cardiovascular
diseases) Schutte (Global, regional, and national age-sex specific mortality for 264
causes of death, 1980–2016: a systematic analysis for the Global Burden of Disease
Study, 2017 [2]). The early diagnosis and prognosis of a cancer type have become a
necessity in cancer research, as it can facilitate the subsequent clinical management
of patients. The vast amount of hidden data in huge databases related to cancer with
all his variability has created tremendous interests in the field of data mining. While
data mining is a discipline resulting from the combination of classical statistics and
computer science algorithms, such as machine learning, aim to the extraction of new
and useful knowledge from a large amount of data, it has become a useful instru-
ment in bioinformatics. It can depict variation of cancer incidence and mortality by
region, ethnicity, gender and socioeconomic factors that contribute to the assessment
of population health needs, while it can contribute to the study of cancer burden.
Furthermore, in-depth analysis of the patient’s profile using data mining methods
may uncover hidden, previously unknown relations between patient profile, cancer
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treatment and surveillance. This chapter will present recent approaches and works
related to this context. It presents also a synthesis of current and future trends for
smart systems for E-health.

10.1 Introduction

During the past few years, the increase in scientific knowledge and the massive data
production have caused an exponential growth in databases and repositories. The
knowledge discovery in databases, the ability to extract useful hidden knowledge and
the development of methods and techniques for making use of data are becoming
increasingly important in today’s competitive world. Biomedical domain represents
one of the rich data domains. An extensive amount of biomedical data is currently
available with wealth of information (see Fig. 10.1), ranging from details of clinical
symptoms to various types of biochemical data and outputs of imaging devices [1].
The amounts of data generated by healthcare transactions are too complex and huge
to be processed and analyzed by traditional methods. As a result, the science of data
management and analysis is also advancing to enable organizations to convert this
vast resource into information and knowledge that helps them achieve their objectives
[3]. One of the very known domains dealing with this challenge is health informatics,
who represent the field of information science concerned with the analysis, use and

Fig. 10.1 Data useful for the practice of precision medicine (Introduction to machine learning in
health care: http://web.orionhealth.com/)

http://web.orionhealth.com/
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dissemination of medical data and information through the application of computers
to various aspects of health care and medicine1.

From their side, biomedical researchers face also the same problem of finding
important knowledge from this huge amount of data [1]. So, health informatics
is a rapidly growing field that is concerned with applying computer science and
information technology to medical and health data [4, 5]. Computing technologies
and health informatics have been widely applied in medicine especially in critical
situation such as cancer which is one of the important biomedical research domains
and of high priority across the world.

Cancers are defined by the National Cancer Institute (NCI)2 as a collection of
diseases in which abnormal cells can divide and spread to nearby tissue. As this
definition suggests, cancers can arise in many parts of the body and in some cases
spread to other parts of the body through the blood and lymph systems. Cancer is the
second-leading cause of death globally, next only to heart disease, in both developed
as well as developing countries, and was responsible for 8.8 million deaths in 2015.
Globally, nearly one in six deaths is due to cancer. In 2016, 8.9 million people are
estimated to have died fromvarious forms of cancer.3 The Institute for HealthMetrics
and Evaluation (IHME) put relatively small error margins around this global figure:
the lower and upper estimates extend from 8.75 to 9.1 million (Full data on cancer
deaths, including upper and lower estimates can be downloaded at the IHME’sGlobal
Burden of Disease (GBD)). The overall drop in cancer death rates is largely due to
decreasing death rates for lung, breast, prostate and colorectal cancers.4

Also shown in the charts below, Fig. 10.2 is total number of people suffering
from cancer at any given time, differentiated by cancer type. This is measured across
both sexes and all ages. The prevalence of breast cancer is the highest globally; an
estimated 8 million had breast cancer in 2016; 6.3 million had colon and rectum; 5.7
million with prostate; and over 2.8 million with tracheal, bronchus and lung cancer
[6].

The early diagnosis and prognosis of a cancer make it more likely to respond to
effective treatment and can result in a greater probability of surviving, less morbidity
and less expensive treatment. Significant improvements can be made in the lives of
cancer patients by detecting cancer early and avoiding delays in care. The amount
of data coming from instrumental and clinical analysis of this disease is quite large
and builds a huge and wealthy dataset. Machine learning in medicine has recently
made headlines and by applying machine learning methods to cancer databases and,
with in-depth analysis of the patient’s profile using statistical or data mining methods
may uncover hidden, previously unknown relations between patient profile, cancer
treatment and surveillance and consequently help solving diagnostic and prognostic
problems related to cancer [7].

1National Library of Medicine, 2017.
2https://www.cancer.gov/.
3World Health Organization, February 2018.
4Facts and Figures 2018: Rate of Deaths from Cancer Continues Decline.

https://www.cancer.gov/
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Fig. 10.2 Number of people with cancer by type, World, 2016 (IHME, Global Burden of Disease
(GBD))

In the rest of this chapter, we will present the machine learning concepts as well
as an overview of studies of the literature.

10.2 Machine Learning

Machine learning is to train the system over a large observed data to predict outcomes
or categorize observations in future data, by other means, to generate extraction
patterns or build a model and use the generated patterns or model to make predictions
in the future for unknown cases. The dataset used to learn the model is known as the
training dataset. The records making up the training set are referred to as training
samples and are randomly selected from the sample population. The resulting model
is typically applied to new samples to categorize or predict values of the outcome
for previously unseen observations, and its performance evaluated by comparing
predicted values to actual values for a set of test samples, this step is known as
supervised learning [8]. Machine learning techniques are used to analyze important
clinical parameters and their combinations for prognosis in cancer research domain,
e.g., prediction of disease progression, extraction of medical knowledge for outcome
research, therapy planning and support and for the overall patient management [9].
While datamining is a discipline resulting from the combination of classical statistics
and computer science algorithms, such as machine learning, aim to the extraction
of new and useful knowledge from a large amount of data, it has become a useful
instrument in health informatics. It can depict variation of cancer incidence and
mortality by region, ethnicity, gender and socioeconomic factors that contribute to
the assessment of population health needs, while it can contribute to the study of
cancer burden. Furthermore, in-depth analysis of the patient’s profile using data
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mining methods may uncover hidden, previously unknown relations between patient
profile, cancer treatment and surveillance. Therefore,mining ofmedical data is one of
the most interesting, though hard, machine learning tasks. Thus, both the data mining
and healthcare industry have emerged some of reliable early detection systems and
other various healthcare-related systems from the clinical and diagnosis data related
to cancer in order to predict the different stages of the latter as well as to assisting
in diagnosis for the doctors for making their clinical decision [10]. As we see, it
seems the healthcare environment is becoming more and more reliant on computing
technologies. The use ofMLmethods and data mining techniques can provide useful
aids to assist physicians in many cases of cancer provide rapid identification of
abnormalities and enable diagnosis in real time, considering the importance of time in
detection and diagnosis of cancer. There are two categories of data mining models as
it is shownbelow inFig. 10.3: predictivemodel and descriptivemodel [12]. Predictive
data mining often applies supervised learning functions to predict unknown or future
values of other variables of interest [12]. Descriptive data mining often applies the
unsupervised learning functions in finding patterns describing the data that can be
interpreted humans [12].Anoverviewof the applications of predictive anddescriptive
data mining on the management of cancers is presented in the next section of this
chapter. The included studies are classified according to data mining model applied
on datasets.

Fig. 10.3 Different techniques in healthcare domain [11]
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10.3 An Overview of Studies of the Literature

In recent decades, due to the dramatically and exponential growth of cancer incidence
and related deaths worldwide, significant progress has beenmade in the development
of data mining. A variety of data mining techniques and approaches are applied
to analyze and summarize data acquired from cancer databases, thereby extracting
relevant knowledge. In this section, we review several data mining applications in the
area of cancer diagnosis and prediction. At first, five study (approaches) are presented
in the next section whose common point is the use of unsupervised learning to extract
new knowledge.

Chauhan et al. [13]

In this study, the researchers used the data analytical tools and datamining techniques
to clustermedical spatial datasets, which includes discovery and extraction of hidden,
interesting and useful patterns from this large database by grouping the objects into
clusters. This study focuses on discrete and continuous spatial cancer databases on
which clustering techniques are applied and the efficient clusters were formed [13].
In case of continuous data, the clusters of arbitrary shapes are formed.Moreover, this
application explored data mining techniques such as classical clustering and hierar-
chical clustering on the spatial cancer datasets to generate the relevant clusters. This
study uses two different clinical databases, to determine relevant pattern detection
for cancer diagnosis. The first clinical dataset consists of number of cancer patients
those who registered themselves to the Web5, with basic attributes such as sex, age,
marital status, height and weight and an age group was taken from (15–65+) years. In
this group of patients, major cancers were examined. By applying K-means [14, 15]
and hierarchical agglomerative clustering (HAC) clustering algorithm [16], substan-
tial distribution was found for incidence and mortality by sex and cancer site. The
second clinical dataset consists of cancer patients that was taken from SEER datasets
which has been recorded from the year 1975–2001 [17]. The data was classified into
spatial dataset such as geographical, mobile phone usage data and non-spatial dataset
(medical data). After this data mining algorithms were applied on the datasets like
K-means, SOM and hierarchical clustering technique. The HAC performed better
than other clustering methods regarding the results. The experimental results showed
that data mining techniques are promising for clinical datasets clustering algorithms
such as HAC and K-means in which HAC is applied on K-means are applied to
determine the number of clusters. The quality of cluster is improved. Despite, the
data analysis does not include missing records.

Santos et al. [18]

This study concentrates on a specific type of cancer who is liver cancer or (hepato-
cellular carcinoma HCC). A methodology is developed and presented to predict the

5www.dep.iarc.fr/globocan/database.htm.

http://www.dep.iarc.fr/globocan/database.htm
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one-year survival for patientswithHCC.Theworkproposes a newcluster-basedover-
sampling approach robust to database composed of heterogeneous clinical features
with the presence of missing data.

The proposed methodology is based on data imputation process considering
appropriate distancemetrics for both heterogeneous andmissing data by applying the
heterogeneous Euclidean-overlap metric (HEOM) distance [19]. Then a clustering
process is implemented in order to find naturally occurring clusters (or groups)within
our HCC database using the K-means algorithm [14, 15] and the SMOTE algorithm
[20] to build a representative dataset and use it as training example for different
machine learning procedures (logistic regression LR and neural networks NN clas-
sifiers). The resulting approach is evaluated on dataset which comprises a set of
N = 165 patients diagnosed with HCC with n = 49 features, selected according
to the EASL-EORTC (European Association for the Study of the Liver—European
Organization for Research and Treatment of Cancer, Clinical Practice Guidelines).
The experiments were performed in order to show the feasibility of the proposed
methodology to design survival prediction models for HCC disease and compare
across baseline approaches that do not consider clustering and/or oversampling.
The proposed methodology coupled with NN classifier presented better results than
the other approaches cited in the article regarding all the performance measures
(Accuracy, AUC and F-measure).

Yang and Chen [21]

In this study, data mining role in the diagnosis of lung cancer is revealed by taking the
clinical information, which can be obtained, without surgery to replace the pathology
report then use data mining techniques to find the correlation between the clinical
information and the pathology report in order to support lung cancer pathologic
staging diagnosis. As well as in the precedent work, a data imputation process is
applied to delete the duplicates data and fill missing data points in the pathology
reports and after the combination of both clinical and pathology report, a raw of
dataset is comprised of clinical data and pathology report of lung cancer cases.
The correlation between the clinical information and pathology reports is analyzed,
and data association mining is employed to extract knowledge from the correla-
tion between pathology reports and clinical information by using the a priori algo-
rithm [22]. Many interesting rules are generated and evaluated using SCL and CLS
approaches [23] and the more important that many interesting frequent patterns that
make sense biologically are discovered through the experiment.

Shukla et al. [24]

This study discusses the use of data mining techniques on the diagnosis of breast
cancer which is the most common cancer affecting females worldwide.

Breast cancer survivability prediction is of high priority around the world and
a complex research task. Early diagnosis of cancer combined with early treatment
makes better prognosis for cancer and identifying the status of this latter. According
to this work, the availability of treatments and the high rate of incidents made surviv-
ability become a subject ofmuch interest to health professionals and researchers [24].
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This study contributes to cancermanagement as it engages knowledge discovery tech-
nologies to cancer patient records. Therefore, a robust data analytical model that can
assist in a better understanding of breast cancer survivability in presence of missing
data, providing better insights into factors associated with patient survivability, and
establishing cohorts of patients that share similar properties is developed in this
work. Unsupervised data mining methods are applied, such as the self-organizing
map (SOM) algorithm [25] to consolidate patients into clusters of patients with
similar properties. Next DBSCAN algorithm role came, to identify clusters among a
set of records by detecting areas of high density [26]. Hence, a combination of two
algorithm is used for segmenting patient records and created nine patient clusters
with different survivability time which represent the basis for improving the survival
prediction performances of multilayer perceptron (MLP) classifiers to be used for
the training. As a result, a new data-driven approach is developed and the separation
of patients into clusters improved the overall survival prediction accuracy based on
MLP and revealed intricate conditions that affect the accuracy of a prediction.

Ma and Zhang [27]

Because of the heterogeneity and complexity of cancer patients in terms of disease
progression, response to treatments, etc., defining subtypes of cancer and stratifying
patient groups with the same disease but different subtypes for targeted treatments
is of high importance for personalized and precision medicine and represents one
major goal for cancer genomics. Unlike those using only one data type, approaches
that incorporate multiomic data are more advantageous for patient clustering and
disease subtype discovery despite their heterogeneity and noisy characteristic. For
this, a new data clusteringmethod is used in this study, and the issue related to hetero-
geneity of data is treated. An affinity network fusion (ANF) is presented to integrate
multiomic data for patient clustering in this paper. ANF applies graph clustering to
a constructed patient affinity/similarity matrix instead of patient-feature matrix and
constructs an accurate” patient affinity network that incorporates information from
multiple views. ANF is based on similarity network fusion (SNF) [28] who proved
his efficiency in clustering patients but ANF is developed with more advantages than
the latter. ANF generates better results with much less computation, and it provides
also a more general framework for complex object clustering with multi-view data
and can incorporate view weights. Furthermore, a semi-supervised model is devel-
oped and combined ANF and neural network (NN) for learning. In several cases,
the model achieved very good results for few-shot learning (90% accuracy on test
set with training less than 1% of the data). Due to this work, both unsupervised
and semi-supervised affinity network fusion (ANF) framework that can integrate
multiomic data for cancer patients clustering and subtype discovery are presented,
and the potential for combining supervised and unsupervised learning through good
representation learning is shown.
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10.4 Others Studies and Approach’s

In this section, we present the next five study based on other data mining tech-
nique which is supervised learning, despite the rareness of research work based on
unsupervised learning, works related to supervising learning appears frequently in
literature. Supervised learning methods are the act of training a model using observa-
tions on samples where the class of the outcome of interest is already known [8]. The
resulting model is applied to new samples to predict values of the outcome for previ-
ously unseen observations and its performance evaluated by comparing predicted
values to actual values for a set of test samples basing on specific metrics [8].

Mohammed et al. [29]

The present study treats one of the difficult to diagnose type of cancer which is
nasopharyngeal carcinoma (NPC), a type of cancer in the head and neck and occurs
in the esophagus section between pharynx and adenoidal opening and represent one
of the important health problems inMalaysia. The diagnostic of NPC is a challenging
issue that have not been optimally solved because of the complex structure of this
type of cancer. The methodology and technology provided by data mining (DM) aim
to transform the massive amount of data into useful information and new knowledge
for decisionmakingHowever, this workmakes useful these techniques to develop the
best solution and resolve the mentioned issue. The study presents an artificial neural
network for automatic segmentation and identification of nasopharyngeal carcinoma
from microscopy images without human intervention. This method uses, in the first
stage, K-means after enhancing the image to be labeled in the regions based on their
color. Secondly, neural network is used to select the right object on training stage.
Finally, texture features for the segmented zone are extracted to the segmentation.
To assess the efficiency of the anticipated results, an association of ANN and SVM
segmentation results and automatic NPC classification is done. The evaluated of
the framework is realized by comparing the automatic segmentation against the
manual one, after this step the proposed segmentation solution is integrated into a
classification framework for identifying benign and malignant tumor. As a result, the
method is effective with high-level accuracy of classification of 91.01% and neural
network classifier leads to significantly improved performancewith the image texture
features compared to the SVM classifier.

Wu et al. [30]

Another type of cancer is treated in thiswork, hepatocellular carcinoma (HCC)which
is the sixthmost common type of cancer and the third-leading cause of cancer-related
deaths According to the statistics of the World Health Organization, the problem
lies in the fact that HCC is frequently diagnosed in its late stages or cannot be
treated through surgical resection. Therefore, radiofrequency ablation (RFA) has
been proved to be an effective solution to treat patients with HCC recurrence, which
cannot be treated through surgery. Here, it remains the importance of assessment
patients after RFA. The aim of this study is to develop an artificial neural network
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models with HCC-related variables to predict the one-year and second-year disease-
free survival (DFS) of HCC patients receiving RFA treatments. A sample of patients
who had received computer tomography-guidedRFA is examined at National Taiwan
University Hospital (NTUH), then 252 and 179 patients were divided into the one-
year and second-year disease-free survival (DFS) groups with 15 categorical features
were collected and used as inputs ofANNmodels.Amultiple layer perceptron (MLP)
model with the backpropagation learning rule was selected for model construction.
As a result, the model is effective with acceptable prediction and high-level accuracy
of 85.0% for one-year DFS prediction and with value of accuracy of 67.9% for
two-year DFS prediction.

Iraji [31]

Lung cancer is the leading cause of cancer-related mortality worldwide.
Cardiothoracic surgery or thoracic surgery refers to operations on organs in the

chest, like lungs and is frequently used to assess or repair lungs affected by cancer.6

It is important for a patient with Lung cancer to know all possibilities of surviving
after a thoracic surgery. In this stage, medical decision making is a serious challenge,
about the risks of survival after the surgery. Therefore, this study aims to characterize
and predict lung cancer survival after thoracic lung cancer. Many solutions to predict
one year the postoperative survival expectancy in thoracic lung cancer surgery based
on artificial intelligence are presented in this work. In this paper, researchers propose
a method in the clinical diagnosis of thoracic lung cancer surgery, in order to help
doctors in patient selection and identifies the risk of death in patients after surgery. For
this purpose, Amulti-layer architecture of sub-adaptive neuro fuzzy inference system
(MLA-ANFIS) approach is implemented with various combinations of sixteen input
features from the thoracic surgery dataset, neural networks, regression and ELM
(extreme learning machine) (ELM base), ELM (RBF kernel), ELM (wave kernel),
ELM (poly kernel) and ELM (lin kernel) based on the used dataset. The approach
shows effective results to solve problem prediction of the postoperative survival
expectancy in thoracic lung cancer surgery with accuracy of 88.78724% for ELM
(wave kernel) comparing to other solutions cited in the article using the same dataset.

Guo et al. [32]

Early breast cancer recurrence detection improves a patient’s chances of surviving,
because this recurrence is a proof of poor response to adjuvant therapy and minimize
those chances. The objective of this work is to establish a classifier that can predict
whether a patient developed early breast cancer recurrence within 3 years of the
initial diagnosis, based on similarities of their clinical and pathological diagnosis.
The developed classifier is also able to group patients based on intrinsic properties
of their diseases. According to their relevance to early relapse, for each subclass,
the disease characteristics are listed in a hierarchal order. To build such classifier,
a decision tree algorithm is applied on the clinical information dataset of a breast
cancer patient containing pathological diagnosis, stroma percentage and expression

6www.cancercenter.com/treatments/thoracic-surgery.

http://www.cancercenter.com/treatments/thoracic-surgery
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of TGFß signaling components. Overall, a datamining approach is taken to generate a
decision tree classifier to achieve themain goalwishwhich is to studywhether stroma
percentage and TGF signaling biomarkers are highly relevant to the status of early
breast cancer relapse.Considering that these factors have different or even contrasting
associationswith breast cancer recurrence in subgroups of patients according tomany
studies cited in the article, decision tree classifier subdivided patients by hierarchi-
cally organizing breast cancer disease characteristics based on their relevance to early
breast cancer relapse. The classifier achieves the aim and predicts correctly for 55
out of the 65 patients with 85% accuracy. The potential of the decision tree classifier
as a powerful prognostic tool is proved in this work and its ability to be adopted in
different academic and clinical settings

Tseng et al. [33]

This paper treats the use of data mining techniques in the case of ovarian cancer in
Taiwan. According to this work, ovarian cancer is the second-leading cause of deaths
among gynecologic cancers in the world. Furthermore, it is important for a patient to
knowhow long he survives. Cancer is a preventable disease if it is analyzed at an early
stage. Ovarian cancer has a 90% survival rate if its diagnoses take place in the first
stage of the disease according to the article and that shows the importance of early
detection to improve a woman’s chances of surviving ovarian cancer. The recurrence
of the cancer indicate that residual tumor cells are unresponsive to adjuvant therapy
or have weak responses.

That recurrence is predicted with regard to several characteristics whose roles
in ovarian cancer recurrence are controversial, and in the clinical symptoms of this
devastating cancer, these allow for a better understanding of which variables are
more potentially responsible to the relapse of ovarian cancer. The ultimate objective
in this study was to identify and extract the risk factors resulting in the recurrence
of the ovarian cancer, and then, the outcome is used as predictors for the five data
mining classification techniques in this work.

The result is medical diagnostic model for diagnosing the recurrence of ovarian
cancer. Five data mining classification techniques, including support vector machine
(SVM), C5.0, extreme learning machine (ELM), multivariate adaptive regression
splines (MARS) and random forest (RF), were used to achieve this goal. Each tech-
nique generates a sorted result of risk factors. The ranking results of five of the clas-
sifiers are combined to generate an overall ranking result. Eleven predictor variables
served as the critical risk factors for constructing the E-C5.0, E-MARS, E-RF, E-
SVM and E-ELMmodels. The E-C5.0 approach showed the highest average correct
classification rate compared to other models with regard to classification accuracy
of 90.00%. Must notice that the Chung Shan Medical University Hospital Tumor
Registry was the source of medical records and pathology data collected in this
study.

Different scalar metrics are computed to assess the performance of clinical diag-
nosis tests. Computing these metrics is based on several parameters such as TP,
TN, FP and FN. A patient with (respectively without) the disease D predicted as
such is designated as true positive (TP) (resp. true negatives (TN)). In case of wrong
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predictions, the patients are false positives (FP) or false negatives, respectively (FN).
Let TP (resp. TN) denote the number of true positives (resp. true negatives) and FP
(resp. FN) the number of false positives (resp. false negatives). These quantities are
usually illustrated in a matrix of confusion [34].

In this chapter, the considered metric to assess the performance of prognosis and
diagnosis cancer tools is the Accuracy as mentioned in the Table 10.1. The accuracy
(A) in defined as the rate of successful predictions and described by the formula
(10.1) (Table 10.2)

A = TP + TN

TP + FP + TN + FN
. (10.1)

10.5 Conclusion

To face the tremendous flow of biomedical data produced from a day to another
and make important and valuable the hidden knowledge within, the science of data
management harnesses all their potentials and best efforts to develop methods and
techniques for making use of these data andmake frommedical diagnostic reasoning
a very important application area of intelligent systems. Cancer is one of the highest
important biomedical domain research worldwide, and a wealth of works and studies
applied to cancer are developed in literature makes the cited one in this chapter a
drop in the sea. This chapter treats the importance of data mining to extract hidden
knowledge from the amount of heterogeneous cancer datasets. Machine learning
methods, techniques and tools are provided in this chapter and that can help solving
diagnostic and prognostic cancer problems. The datamining played an important role
in healthcare system of cancers disease such as prediction of disease progression,
disease type or stage, extraction of hidden and useful knowledge, therapy planning
and support and for the overall patient management. Moreover, DM techniques are
used for cancer recurrence and mortality prediction as well as saving more lives by
reducing death rates. Data mining in health care is used mainly in assisting for diag-
nosis for the doctors in making their clinical decision. The ethical issues presented
in almost all works are related to missing values treatment and obtaining the highest
accuracy among different used classifiers regarding the importance of this metric
to evaluate the DM technique. Other challenge that arises in DM methods applica-
tion in cancer domain is the control of overfitting and the scaling properties of these
methods and if these latter can handle with large datasets and high-dimensional input
(feature) and output (classes categories) spaces. Some solutions were proposed in
works, which could resolve the mentioned issues.

To enhance the prediction and increase the accuracy, using hybrid models is
proposed as solution: combining more than one data mining technique for diagnose
and prediction or by training the system with new data from other different parts of
the world. Developing prediction risk models must be an iterative process over time
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Table 10.1 Overview of studies of the literature

References DM model MLT Cancer type Problem Performance
metric

Ma 2018
[27]

Descriptive – Similarity
network
fusion

Integrate
multiomic data
for patient
clustering into
correct disease
types.

Shukla et al.
2017 [24]

Descriptive – SOM
algorithm

– DBSCAN
algorithm

Breast cancer Survivability
prediction for
breast cancer
patients

Chang et al.
2017 [33]

Predictive – Decision tree Ovarian cancer Identify risk
factors and
diagnose
ovarian cancer
recurrence

ACC = 90%

Guo et al.
2017 [32]

Predictive – Decision tree Breast cancer Predict models
for breast
cancer
recurrence

ACC = 85%

Mohammed
et al. 2017
[29]

Predictive – Artificial
neural
network

Nasopharyngeal
carcinoma

Identify
nasopharyngeal
carcinoma

ACC =
91.01%

Iraji 2017
[31]

Predictive – Artificial
neural
network

Lung cancer Predict one year
the
postoperative
survival
expectancy

ACC =
88.87%

Chiu et al.
2017 [30]

Predictive – Artificial
neural
network

Hepatocellular
carcinoma

Predict the
one-year and
two-year
disease-free
survival (DFS)
of HCC patients
receiving RFA
treatments

ACC =
85.0%

Santos et al.
2015 [35]

Descriptive – k-means Hepatocellular
carcinoma

Improve
survival
prediction of
hepatocellular
carcinoma
patients

(continued)
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Table 10.1 (continued)

References DM model MLT Cancer type Problem Performance
metric

Chen et al.
2015 [21]

Descriptive – Association
rules

Lung cancer Identify
correlation
between clinical
and pathology
information for
lung cancer
diagnosis

Chauhan
et al. 2010
[13]

Descriptive – k-means
– HAC
algorithm

Identify clusters
in spatial cancer
databases

Table 10.2 Confusion matrix Predicted as > N P

Negative (N) TN FP

Positive (P) FN TP

to adapt the system to new requirements and quality level. Some other challenges
in DM area are related to data security, accessibility, incompleteness, inconsistent,
noise and privacy concerns.
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