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Preface

Co-simulation—also called solver or simulator coupling—is a frequently used
numerical technique to couple two or more solvers in time domain. One major field
of application for co-simulation methods is the analysis of multi-disciplinary
problems.

Usually, specialized simulation codes exist for different physical disciplines,
e.g., FEM codes for structural dynamics analyses, CFD codes for fluid dynamic
problems, or multibody codes for the dynamic analysis of mechanisms. In order to
simulate a coupled multidisciplinary problem, the different codes can be coupled by
means of an appropriate co-simulation approach. Simulator coupling is, for
instance, successfully applied in the field of fluid/structure interaction, for coupling
multibody and hydraulic systems or in the analysis of electromechanical systems.
Solver coupling may, however, also be used to analyze monodisciplinary problems
in order to parallelize the simulation process.

On the one hand, the symposium focused on recent advances in the development
of numerical methods for solver coupling. Of current interest are—among others—
the following subjects:

• New explicit, implicit, and semi-implicit co-simulation methods (with improved
efficiency, accuracy, and stability behavior).

• New approaches for realizing variable communication-time grids.
• Advances in the stability and convergence analysis of solver coupling methods.

On the other hand, the symposium intended to pick up recent developments in the
practical application of co-simulation methods. Of present interest are, for instance,
the following topics:

• New fields of application for solver coupling approaches.
• New developments in the parallelization of dynamic models with co-simulation

techniques.
• Standardization of co-simulation interfaces, i.e., standardization of data and

model exchange.

ix



Bringing together experts in these different fields from many working groups from
all over the world enabled us to review the state-of-the-art, to discuss further
activities, to open problems, and to promote common research initiatives for the
future.

Darmstadt, Germany Bernhard Schweizer
2017
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Chapter 1
Relaxing Stiff System Integration
by Smoothing Techniques
for Non-iterative Co-simulation

Martin Benedikt and Edo Drenth

Abstract Non-iterative or weak-coupling is the most applicable scheme for the co-
simulation of interacting subsystems, where subsystems are solved independently
with data exchange at restricted time instants. This contribution analyzes the con-
tinuous co-simulation from a different, a system-oriented, point of view and three
coupling challenges are identified: co-simulation discretization error, sampling and
discontinuities introduced. Introduction of smoothing filters can be interpreted as an
additional co-simulation discretization error and affects the entire system behavior in
general. However, energy-preservation-based considerations has proven to improve
co-simulation performance, enabling filter applications according to the communi-
cation step-size, where mitigated frequency parts are added by the recently proposed
correction schemes. This way, numerical stiffness is relaxed by an energy preserving
mapping of high frequencies into low frequency ranges, based on Parseval’s iden-
tity. The proposed approaches are demonstrated along a theoretical as well as an
industrial co-simulation example.

1.1 Introduction to Co-simulation

Satisfying increasing customer needs leads to more complex (large) systems and as
a consequence a comprehensive system design is required. Nowadays, the system
design process and the analysis itself are typically carried out in a computer-aided

M. Benedikt (B)
Virtual Vehicle Research Center, AreaE E/E and Software, Inffeldgasse 21A,
8130 Graz, Austria
e-mail: martin.benedikt@v2c2.at
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2 M. Benedikt and E. Drenth

manner using specialized simulation tools. But the classical approach of modeling
and solving the system under investigation in a single simulation tool may not be
possible for any system design because of special limitations of the used simula-
tion tool. For example, the used modeling language may restrict a detailed system
description or problem tailored solvers are not available. As a consequence, teams
of engineers use domain-specific simulation tools which are tailored to a dedicated
technical domain (e.g. mechanical, electrical, thermal, uid, ...) and develop inno-
vations according to a subproblem of the overall complex system which is herein
termed as subsystem. Themain drawback of thismethodology is themissing (virtual)
interaction of the subsystems during the virtual system design and analysis process.
Establishing connections between the heterogeneous subsystems is strongly recom-
mended in order to achieve reliable estimates for the entire dynamic system behavior.
Thus, the development and analysis of large systems leads to coupled modular sim-
ulations referred to as co-simulation. It’s modular approach enables the seamless
exchange and reuse of models ensuring return of invest.

By this co-simulation approach, each subsystem is modeled and solved indepen-
dently within a specific domain using a customized simulation tool. Most often the
assembly of two simulators out of different engineering domains is sufficient for
analysis of specific problems but for large and complex systems, which frequently
occur in the automotive industry, e.g. vehicle simulation for stabilizing controller
design, more than two simulation tools have to be integrated. For both scenarios
so called co-simulation platforms provide interfacing capabilities for relevant sim-
ulation tools and take care about the handling of coupling data at pre-defined time
instants for synchronization purposes, see [1–3]. In addition, with the increasing
interest in co-simulation by the industry, a specification for standardized exchange
of subsystem simulation models was developed. This standard is called Functional
Mockup Interface (FMI) and defines a dedicated interface for Functional Mockup
Units (FMUs) of simulation models exclusively or simulation subsystems includ-
ing the model and the tailored numerical solver, whose interfaces are referred to as
FMI for Model-Exchange or FMI for Co-Simulation, respectively. Currently, FMI
2.0 specification is available [4, 5].

According to the continuous time co-simulation approach in general, there exist
two major coupling methodologies: non-iterative and iterative coupling schemes [6,
7]. Within both schemes the involved subsystems are solved independently over
defined time intervals, the so-called macro-time steps, using their implemented
numerical solvers with fixed or variable step-sizes, i.e. the micro-step-sizes. After
each macro-time step synchronization of the subsystems is carried out via the
exchange of coupling data, specially the inputs and the outputs of the intercon-
nected subsystems [8–10]. In contrast to the non-iterative scheme, iterative schemes
solves the subsystems for several times over the samemacro-time step until a defined
criterion for termination is reached, e.g. the number of performed iterations or w.r.t.
a metric for assessing simulation accuracy. In case of convergence to the unique
solution, the iterative scheme ensures highly accurate co-simulation results [13].
However, there exist one major disadvantage: resetting the involved simulation tools
for each iteration step is necessary. Thus, besides iterative once, some examples
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are reported in literature [11], non-iterative schemes are of high interest in practical
applications, as resetting of models and simulators are barely supported by simula-
tion tools today. On the other hand, by utilizing non-iterative schemes, extrapolation
of coupling quantities is mandatory for solving bidirectional dependencies between
subsystems, i.e. solving the causality problem.

Furthermore, co-simulation is in general motivated by enabling the integration
of rather complex simulation subsystems, such as full vehicle dynamics or drive-
line simulations, including significant stiffness. The classical use of (the explicit)
non-iterative schemes require very small coupling step-sizes or simply fail. An
applicable solution for stiff systems is represented by linearly-implicit approaches
(Rosenbrock-type methods [12]), which were already successfully applied to non-
iterative real-time simulation of stiff ordinary differential equation (ODE) and dif-
ferential algebraic equation (DAE) systems in the past [13, 14]. This approach and
others reported in [15–19] are based on additional information about dedicated partial
derivatives of the individual subsystems, which is specified by FMI 2.0, but basically
barely supported by simulation tools.

The Transmission Line Method (TLM) [20] or the promising Quantized State
Simulation (QSS) approach [21] are currently in discussion within the scientific
community and herein mentioned for completeness. The TLMmotivates introduced
time delays by physical effects and the QSS approach renders the continuous time
co-simulation to a discrete event simulation approach, which is based on a new
kind of numerical solvers to be implemented within the individual subsystems. Both
approaches goes inline with a modification of the subsystems.

This contribution investigates continuous time co-simulation from a different, a
system-oriented, point of view. The remainder of the article is organized as follows:
the next section introduces the challenges related to non-iterative co-simulation. On
this basis, in Sect. 1.3, a recently proposed energy-preserving strategy is revised and
used for implementation of smoothingfilters.With a special focus on sampling effects
derived energy-preserving smoothing filters for handling aliasing effects in cases of
stiff and extra-stiff subsystem co-simulation are discussed. Section 1.4 demonstrates
the enhancements on a theoretical example andwithin Sect. 1.5 the proposedmethods
are applied to an relevant industrial co-simulation example.

1.2 Challenges in Non-iterative Co-simulation

For sake of simplicity in implementation and due to restricted simulation tool inter-
faces, non-iterative schemes are state of the art in co-simulation applications today.
As mentioned above, each subsystem is independently solved by a tailored fixed-
or variable step-size solver, whereas herein the local steps are referred to as micro-
time steps δT <l>, the superscript denotes the lth time-step [22]. For synchronization
purposes coupling data is exchanged at specific coupling points in time t<M>

Δ :
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Fig. 1.1 Coupling process comprising sampling and extrapolation

t<M>
Δ = tstart +

M∑

m=1

ΔT <m>, (1.1)

where ΔT <m> represents the mth macro-time step; with a typical offset tstart = 0.
In the most general case, instead of updating exclusively the value at the coupling
time instant, i.e. the individual macro-time step ends, all intermediate output values
determined by the numerical solver of the subsystem in the time interval of the last
macro-time step are exchanged. This additional information enables advanced co-
simulation algorithms an improved performance. For example, the values at micro-
steps could lead to improved extrapolation capabilities [23]. Figure 1.1 illustrates
the relation of micro- and macro-time steps as well as indicates the coupling process
[24]. The subsystem model is solved independently by the corresponding numerical
solver and the resulting output signal y(t) is used by the co-simulation algorithm
to determine inputs ŷ(t) for any of the interconnected subsystems by extrapolation.
Extrapolation is mandatory due to the modular character of the co-simulation and the
exclusive data communication at coupling time instances for solving the resulting
causality problem. This co-simulation approach is referred to as weak coupled co-
simulation—the following challenges arises:

– Co-Simulation Discretization Error: for solving the causality problem extrapo-
lation of output signals is applied to predict the future progress over the interval of
the macro-time step. Industrial practice is to keep the last known value of the cou-
pling signal constant for the actual macro-time step. This extrapolation is known
as zero-order-hold (ZOH) extrapolation and is pointed out in Fig. 1.1 (right). As
illustrated, due to the mandatory and piecewise extrapolation of the coupling sig-
nal a Co-Simulation Discretization Error—representing an estimation error—is
introduced which affects the overall system behavior.

– Aliasing Effects: in order to cope with subsystem-dependent macro-step sizes the
coupling data, i.e. the discrete values at macro- and/or micro-time steps (inter-
mediate output values), is interpreted as a continuous time coupling signal. Thus,
sampling at coupling time instants of the continuous time coupling signal ismanda-
tory and aliasing effects may occur [23]. With respect to implementation details,
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required coupling signal values at coupling time instants are determined based on
the linear or higher-order interpolation schemes.

– Discontinuities at coupling time instances: the concept of piecewise extrapo-
lation of coupling signals introduces discontinuities at coupling time points, see
Fig. 1.1 (right). Discontinuities introduce high frequency parts and coupling sig-
nals possess enlarged bandwidths [23, 24]. In consequence, numerical accuracy of
applied fixed step-size solvers is degraded or the number of performedmicro-steps
of variable step-size solvers is increased [25]. More critically, discontinuities with
its high frequency components excite existing fast dynamics of subsystems.

After this rough introduction into non-iterative co-simulation the three arising chal-
lenges are detailed within the subsequent sections.

Remark During co-simulation of the individual subsystems numerical values,
approximating the exact solution, are determined at discrete points in time

(
t<L>
δ

)

by the numerical solver. These values are exchanged between subsystems during
co-simulation at communication point instances and therefore a multi-rate analysis
of the overall co-simulation scheme would be a possible choice. But complex co-
simulation scenarios requires fixed and variable step-sizes on micro- and macro-time
step level, which would lead to a very extensive analysis of an discrete time multi-
rate sampled system. However, by interpretation of the coupling signals as a time
continuous signal the analysis is significantly simplified, as the analysis can be con-
ducted within the continuous time and frequency domain. With respect to this, the
following sections analyze non-iterative co-simulation within the continuous time
and frequency domain and, for sake of simplicity, for the consecutive part of this
article exclusively a constant macro-step-size ΔT = ΔT <m> ∀m is considered for
analysis.

1.2.1 Sampling of the Coupling Signal

Subsystems are solved by tailored numerical solvers and thereby the exact solution of
the individual subsystems are approximated at dedicated points in time t<l>

δ based on
micro-time steps. However, by interpretation of a subsystem’s output as continuous
time signal, i.e. artificially ideal signal reconstruction, sampling of the signal is
necessary for application of extrapolation techniques. The process of sampling can
be described by modulation of the signal by an impulse train:

s(t) =
∞∑

n=−∞
δ(t − nΔT ), (1.2)

where δ(t) denotes a continuous time impulse function leading to the mathematical
representation of the resulting sampled coupling signal
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Fig. 1.2 Effect of sampling in frequency domain

ys(t) = y(t)s(t) = y(t)
∞∑

n=−∞
δ(t − nΔT ), (1.3)

which is subsequently used for extrapolation, see Fig. 1.1. For modeling purposes
the impulse sampled signal (1.3) is described within the frequency domain utilizing
the Fourier transformation [26]:

Ys( jω) = 1

ΔT

∞∑

n=−∞
Y ( jω − njωs) (1.4)

Obviously, the spectrum Ys( jω) of the impulse sampled signal ys(t) is represented
by the 1/ΔT scaled periodically repeated spectrum Y ( jω) of the unsampled signal
y(t); repeated by ωs = 2π fs with the sampling frequency fs = 1/ΔT . Figure 1.2
depicts this effect, where a bandwith-limited input signal y(t), with |Y ( jω)| = 0 for
ω ≥ |ωBy |, is sampled by ΔT resulting in a periodical spectrum scaled by 1/ΔT .
The middle illustration in Fig. 1.2 shows the case where no aliasing happens. In the
bottom one, the scaled spectra overlaps and aliasing occurs.

Notably, large macro-step-sizes lead to overlapping spectra of the input signals
with the consequence that higher frequency components are mirrored into lower
frequency regions. This effect is called aliasing whereas the original coupling sig-
nal will be distorted. In fact, due to sampling aliasing can occur which influences
the dynamic behavior and consequently defines limits for the macro-step-size. Fur-
thermore, the Fourier transform of the impulse sampled signal (1.4) consists of an
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infinite sum and is therefore difficult to analyze. In order to simplify the analysis the
following assumption is posed:

Assumption 1.2.1 The macro-step-size is selected to avoid aliasing w.r.t. a limited
bandwidth output signal and exclusively the original bandwidth is relevant.

Following Assumption1.2.1 the spectrum of the impulse sampled signal is trun-
cated and only considered in the bandwidth of the output coupling signal:

Y ∗
s ( jω) = 1

ΔT
Y ( jω). (1.5)

In addition, assuming that the extrapolation process can be modeled by a transfer
function G(s), the overall coupling element is described by the following relation:

ŷ(s) = H(s)y(s) with H(s) = 1

ΔT
G(s), (1.6)

where s denotes the Laplace variable, with y(s) = Y ( jω)| jω=s .

1.2.2 Co-simulation Discretization Error

Most often the zero-order extrapolation scheme is used for extrapolation: unknown
inputs are treated as constant quantities over the interval of the actual constant macro-
time stepΔT equal to the value of the coupling signal y

(
t<M>
Δ

)
at the actual coupling

time instant t<M>
Δ :

ŷ(t) = y
(
t<M>
Δ

)
with t<M>

Δ ≤ t < t<M+1>
Δ . (1.7)

This extrapolation scheme results in a piecewise continuous time signal ŷ(t) describ-
ing a piece-wise constant function. Utilizing the Laplace transformation and appro-
priate scaling regarding required sampling of the coupling signal leads to a transfer
function H(s)

H(s) = ŷ(s)

y(s)
= 1 − e−sΔT

sΔT
, (1.8)

which describes the behavior of the coupling element in the special case of zero-order
extrapolation [24]. After substitution of the Laplace variable s = jω and simple
trigonometric substitutions the frequency response of the coupling element may be
written as follows:

H( jω) = 2 sin (ωΔT/2)

ωΔT
e− jω ΔT

2 = H(ω)︸ ︷︷ ︸
real

e− jω ΔT
2 (1.9)
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Fig. 1.3 Zero-order
extrapolation at coupling
time instants and resulting
time delayed coupling signal
[24]

 

As expected and derived by Eq. (1.9), due to the zero-order extrapolation scheme
a time-delay of half the macro-step-size is introduced. In Fig. 1.3, the effect of the
simple coupling scheme is illustrated. Given a continuous time coupling signal y(t)
a piece-wise constant function ŷ(t) is generated by the coupling element.

This sample and hold extrapolation scheme limits the macro-step-size signifi-
cantly when subsystems with stiff dynamics have to be considered and high accu-
racy is required. Especially in closed loop configurations, e. g. control systems, the
artificially introduced time-delay influences significantly the dynamics of the cou-
pled system and may lead to an unstable system behavior. As a consequence, small
step-sizes have to be chosen resulting in a rapidly increasing overall simulation time.

1.2.3 Discontinuities at Coupling Time Instances

Discontinuities at coupling time instants occur due to extrapolation and represent high
frequency components of the coupling signal. On the one hand, these discontinuities
may influence the accuracy and the behavior of the implemented numerical solvers
and, on the other hand,may excite existing fast dynamics of the subsequent subsystem
[23, 27]. Regarding numerical accuracy consider the following example of a time-
dependent dynamical subsystem:

dyi (t)

dt
= fi (yi (t), ui (t), t), (1.10)

where yi (t) and ui (t) denotes the input and output of the i th subsystem, respectively.
During non-iterative co-simulation the input of the subsystem is estimated using the
output of the previous j th subsystem ui (t) = ŷ j (t) which is disturbed in general.
The influence on the quality of the numerical solution can be shown using the Taylor
series expansion in the vicinity of t0. For the subsystem (1.10) above it follows:

yi (t0 + h) = yi (t0) + dyi (t)

dt

∣∣∣∣
t=t0

h + d2yi (t)

dt2

∣∣∣∣
t=t0

h2

2! + . . . (1.11)
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Using the explicit Euler scheme the Taylor expansion is truncated after the linear
term. A significant error is therefore composed by the first neglected term of the
series:

d2yi

dt2

∣∣∣∣
t=t0

h2

2! = ∂ fi

∂yi

dyi

dt
+ ∂ fi

∂ui

dui

dt
+ ∂ fi

∂t

∣∣∣∣
t=t0

h2

2! . (1.12)

Obviously, in this representation the derivative of the system input ui (t), i.e. the
extrapolated output signal ŷ j (t) of the previous subsystem, appears. In the case
of the explicit Euler scheme discontinuities at coupling time instants significantly
influence the accuracy of the numerical solution. For numerical algorithms using
variable step-sizes discontinuities may affect the step-size, i.e. the micro-step-size,
leading to an enhanced number of required steps and larger simulation times. This
means that the quality of the non-iterative coupling process also depends on the
characteristics (dynamics and solver) of the subsequent subsystem.

1.3 Addressing Co-simulation Challenges

For addressing the identified non-iterative co-simulation challenges a concept based
on energy-preservation considerations was recently developed [28, 29]. This
approach is motivated by the mitigation of dissipating and/or producing energy,
due to the co-simulation discretization error, within the couplings between the co-
simulated subsystems. As the co-simulation discretization error can be determined
exclusively after the macro-time step at the coupling time instant, modification of the
extrapolation over the subsequent macro-time step can be applied for compensation
of energy transmission errors. From an system oriented point of view this concept is
equivalent to fulfilling the constraint:

H( jω) = 1 + j0, ∀ω, (1.13)

which is impossible in general. However, the developed strategy modifies extrapola-
tions to ensure at least a limited bandwidth fulfilling this constraint. This bandwidth
is herein referred to as the efficient bandwidth of the coupling element. As simulation
represents an approximation in general and Eq.1.13 is approximated in a specific,
lower frequency range the proposed concept is called nearly energy-preserving cou-
pling element (NEPCE). Figure 1.4 depicts its overall structure.

1.3.1 Handling Co-simulation Discretization Errors

Extrapolation is performed for solving bidirectional dependencies between subsys-
tems. As extrapolation is directly associated to estimation an estimation error, i.e. the
co-simulation discretization error, is introduced, which affects the entire dynamic
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Fig. 1.4 Overall structure of the energy-preserving coupling element

behavior of the overall system. In non-iterative co-simulation the deviation ε(t)
between the extrapolation ŷ(t) and the co-simulation result y(t):

ε(t) := y(t) − ŷ(t), (1.14)

can be determined at the coupling time instances over the the interval of the last
macro-time step. As no iterations are performed this information can exclusively1 be
used to modify the result at the coupling time instant or the extrapolation ŷ(t) over
the subsequent macro-time step by a correction signal c(t), leading to a modified
extrapolation ŷc(t):

ŷc(t) = ŷ(t) + c(t). (1.15)

The introduced correction signal is determined based on energy-preservation con-
siderations. In a simple approach the co-simulation discretization error is integrated
over the last macro-time step and used for construction of the correction signal for the
next macro-time step. The following equation represents an example for realization
of a constant correction signal [24]:

c(t) := 1

ΔT <m+1>

∫ t<M>
Δ

t<M−1>
Δ

ε(τ )dτ with t ∈ (
t<M>
Δ , t<M+1>

Δ

]
. (1.16)

This specific realization of the correction is based on the assumption that the co-
simulation discretization error equals over subsequent macro-time steps, which is
violated in general for co-simulation of dynamical subsystems. For handling this
issue adjusting the macro-step-size and tuning of the proposed compensation system
[28] or the use of additional subsystem information, e.g. by utilizing dedicated time
derivatives of output signals or partial derivatives [18, 19], is proposed. However,
in the herein described specific case (1.16) a constant correction is realized. The
realization of the correction signal is based on Parseval’s identity, which states an
important link between the time domain and the frequency domain [30]:

1Herein it is assumed that no further co-simulation capabilities are supported by the simulation
tools, as for example the provision and utilization of partial derivatives as specified in FMI 2.0.
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∫ ∞

−∞
|x(t)|2 dt = 1

2π

∫ ∞

−∞
|X ( jω)|2 dω, (1.17)

where x(t) and X ( jω) denote an arbitrary signal in time domain and its spectrum in
frequency domain, respectively. In other words, the correction signal can be realized
individually, ensuring the same (!) frequency content as well as the same (!) energy
in terms of signal energy.

Note: In case of applying smoothing filters, these filters are considered by the synthe-
sis of the compensation system for enhancing compensation performance. For sake
of simplicity, the compensation system discussed above is designed for application
without a smoothing filter. For further information see [29].

1.3.2 Handling Aliasing Effects

Aliasing effects are caused by sampling of a continuous time signal, as discussed
and illustrated in Sect. 1.2.1. The classical approach to cope with this issue is the
application of low-pass filters to restrict the bandwidth of the related signal to a
certain range prior to sampling [26, 30]. These classical anti-aliasing filters introduce,
among other things, an additional phase-shift, which disturbs the entire behavior of
the overall dynamical system. In the proposed concept (Fig. 1.4) the anti-aliasing
filter is implemented before the sampling and extrapolation stage and thus, the effect
of the anti-aliasing filter itself is considered by the correction scheme, meaning the
anti-aliasing filter is interpreted as an additional co-simulation discretization error.
Relaxing numerical stiffness—As the phase-shift of anti-aliasing filters relates to
the order of the filter, typically filters of low order are applied. As a consequence, not
all frequency components are completely mitigated and, depending on the chosen
macro-step-size, some frequency components aremirrored into low frequency ranges
causing aliasing. This effect limits the macro-step-size and leads to a decreased co-
simulation performance. In order to circumvent this problem the above outlined
idea for realization of the correction signal (1.16) can be utilized. In contrast to the
compensation of the co-simulation discretization error, where the correction has to
be applied at the coupling time instant or the subsequent macro-time step, in case of
anti-aliasing, the output signal can be reshaped over the whole past macro-time step
w.r.t. the Parseval’s identity (1.17). A dedicated realization results in an equation of
the form:

c(t) = c(t<M−1>
Δ ) + 1

(ΔT <m>)2

(∫ t<M>
Δ

t<M−1>
Δ

ε(τ ) − c(t<M−1>
Δ )dτ

)
t (1.18)

with t ∈ (
t<M−1>
Δ , t<M>

Δ

]
,
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representing an energy-preserving anti-aliasing filter, the NEPCE Anti-Aliasing Fil-
ter, where the realization of the linear correction signal is extended by an internal
state storing the last correction value. Setting ŷ(t) = 0,∀t in Eq. 1.14 and replacing
c(t) = ỹ(t) leads to the final energy-preserving anti-aliasing filter equation:

ỹ(t) = ỹ(t<M−1>
Δ ) + 1

(ΔT <m>)2

(∫ t<M>
Δ

t<M−1>
Δ

y(τ ) − ỹ(t<M−1>
Δ )dτ

)
t (1.19)

with t ∈ (
t<M−1>
Δ , t<M>

Δ

]
.

As sampling is involved instead of a transfer function the resulting spectrum of the
output signal ỹ(t) including aliasing components renders to:

Ỹ ( jω) = e jωΔT + e− jωΔT − 2

( jω)2 ΔT︸ ︷︷ ︸
linear interpolation

1 − e− jωΔT

ΔT ξ

∞∑

n=−∞

ξ

ΔT

1

jω
Y ( jω − njωs), (1.20)

where the integrated input signal is sampled by a fraction of the macro-step-size,
realized by the factor ξ ∈ N, leading to the sampling frequency ωs = 2πξ/ΔT .

A very similar approach were developed and published recently, proposing the
use of a continuous timemoving-average (CMA) filter [31]. The idea is to implement
the filter:

ŷ(t) = ȳ(t<M>
Δ ) − ȳ(t<M−ϑ>

Δ )

ϑ
, ȳ(t) = 1

ΔT

∫
y(t)dt, (1.21)

with t ∈ (
t<M>
Δ , t<M+1>

Δ

]
,

as an energy-preserving anti-aliasing filter at the individual continuous time outputs
within the subsystems, with ϑ ∈ {1, 2}. The average filter of second order (ϑ = 2)
is used for non-iterative co-simulation; first order (ϑ = 1) is devoted for iterative
co-simulation. As the filter outputs are defined at discrete points in time exclusively,
the output values are kept constant for the next macro-time step which allows for an
interpretation as ordinary zero-order-hold (ZOH) extrapolated inputs to connected
subsystems. The resulting spectrum after the connector element, including the con-
tinuous time moving-average filter and ZOH extrapolation can be determined by the
following equation (ωs = 2π/ΔT ):

ŶC M A( jω) = 1 − e− jωΔT

jω︸ ︷︷ ︸
Z O H

1 − e− jωϑΔT

ϑΔT

∞∑

n=−∞

1

ΔT

1

jω
Y ( jω − njωs). (1.22)
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(a) (b) (c)

Fig. 1.5 Excitation of high dynamics by the (zero order hold) extrapolated input signal û(t), the
stiff subsystem response y(t) and the corrected output signal ỹ(t)

Instead of ZOH extrapolation, this approach proposes the implementation of a signal-
reconstruction filter, representing physics-based low-pass filters,2 at the inputs within
the subsequent subsystem to reconstruct the continuous time signal from the discrete
time series, i.e. the samples at the coupling time instants. The combination of the
continuous time moving-average filter (CMA) and the signal reconstruction filter
(EPF) is very similar to Eq.1.20 and constitutes the so-called energy-preserving
connector element (EPCE).

By both approaches high frequency components in the coupling signal (output of
the subsystem) are filtered by an implemented anti-aliasing filter, according to the
macro-step-size,3 and the mitigated frequency parts of the coupling signal are added
by theNEPCE or EPCE scheme. This way, energy is preserved and the coupling chal-
lenge is relaxed. Figure 1.5 gives a compact overview about the approach. It illustrates
(a) the zero-order extrapolated input signal û(t) incl. related discontinuities, (b) the
excited stiff response y(t) at the subsystem output and (c) the corrected solution ỹ(t)
after application of the NEPCE anti-aliasing filter and the EPCE approach. Values
at the coupling time instants are corrected w.r.t. energy-preservation, leading to an
energy preserving mapping of high frequencies into low frequency ranges, based on
Parseval’s identity.

Figure 1.6 illustrates resulting spectra in non-logarithmic scale based on an ideal,
uniform input spectrum of the input signal y(t) in Eqs. 1.19–1.22, i.e. white noise.
The upper and the mid plots show the resulting spectra after application of the
NEPCE anti-aliasing filter and the CMA filter, respectively. Both plots depict the
corresponding infinite spectra of the integrated, scaled and sampled input signals
(integrated sampled input). For application of the NEPCE anti-aliasing filter ξ = 2
is chosen leading to an artificially step-size of ΔT/2 (upper plot); CMA applica-
tion uses the macro-step-size ΔT (mid). The NEPCE anti-aliasing filter (NEPCE

2Modelica library has velocity generators with build-in low pass filters to make it mathematically
sound. However, these simple one- or two pole low pass filters dissipate energy. Physics-based low
pass filters allow tuning such that energy loss can be controlled and preserved up to solver tolerances
if required.
3It is worthy to point out that the macro-step size is the single tuning parameter of the energy-
preserving anti-aliasing filters.
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Faa) with pure linear interpolation leads to a moderate mitigation of higher fre-
quency components, which is further improved by subsequent ZOH extrapolation
(NEPCE Faa+ZOH). Obviously, the CMA filter (ϑ = 2) with pure ZOH extrapola-
tion possesses an increased amplification of higher frequencies due to the introduced
discontinuities at coupling time instants. The increased phase shift of the CMA filter
is motivated by averaging over two macro-time steps. Both approaches exhibit zero
gain at the corresponding Nyquist frequencies.
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Fig. 1.6 Resulting energy-preserved anti-aliasing filtered and extrapolated spectra
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Fig. 1.7 Bode-Diagrams indicating the effect of the outlined energy-preserving coupling schemes
for different configurations

Remark Depending on the chosen macro-step-size the high frequency components
of the coupling signal aremapped in an energy preservingmanner into low frequency
ranges. This way the macro-step-size determines the bandwidth of the output signal
and prevent aliasing effects. Furthermore, especially in the case of stiff (and extra-
stiff) co-simulations the macro-step-size of an explicit co-simulation scheme has
typically to be reduced significantly in order to ensure stability, which leads to an
enormous and unacceptable increase of the overall co-simulation time. By applying
the proposed approach the high-frequency parts within the output signal are elimi-
nated, which enables the application of enlargedmacro-step-sizes. As a consequence,
stiffness is relaxed for application of (numerical) explicit coupling schemes motivat-
ing for introduction of the term numerical stiffness—finally, numerical stiffness is
relaxed.
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1.3.3 Handling Discontinuities

An intuitive solution to this problem is the application of additional low-pass filters
to smooth the extrapolated coupling signal. Thereby, high frequency components are
suppressed but in addition a filter inherent phase-shift is introduced. In closed-loop
systems, which occurs naturally if extrapolations are necessary, this additional phase-
shift affects the dynamic behavior of the co-simulated system.Another approach pub-
lished in [25] suffers from the same problem. In fact, arrangements to mitigate high
frequency components will improve solver accuracy but in contrast these methods
are acting contra-productive concerning phase-shift. However, the concept presented
above implements a smoothing filter as shown in Fig. 1.4. The mentioned adverse
effects of the designed smoothing filter are interpreted as an additional co-simulation
discretization error and is compensated by the compensation system.

Finally, Fig. 1.7 illustrates the transfer behavior of different configurations of
the proposed coupling element via the Bode’-Diagram. The typically applied ZOH
approach is drawn as reference. Application of the NEPCE concept without addi-
tional filters leads to an enhanced efficient bandwidth (γ = 100, [28]). Otherwise,
the compensation of implemented anti-aliasing and smoothing filters is depicted.
On the one hand, the phase shift introduced by the embedded NEPCE anti-aliasing
filter is compensated within a specific lower efficient bandwidth. Due to the cut-
off frequency of the classical anti-aliasing filter of first order at ωΔT = 1 rad, the
efficient bandwidth of the classical anti-aliasing filter (Faa, 1. ord) outperforms the
NEPCE anti-aliasing filter utilization; the pure NEPCE anti-aliasing filter behaves
like a time delay of ΔT/2. On the other hand, the compensation performance using
a smoothing filter of first order is superior to the compensation performance by
using a classical anti-aliasing filter of first order, as the smoothing filter is considered
within the synthesis of the related compensation system. Furthermore, the order of
the applied smoothing filter significantly degrades the performance (i.e. the efficient
bandwidth) of the coupling element. However, in all cases the transfer behavior of
the coupling elements is superior to the uncorrected ZOH coupling approach for the
lower frequency range.

1.4 Theoretical Example: Lumped Propeller Shaft

1.4.1 Lumped Propeller Shaft

A propeller shaft is arbitrarily chosen to consist of lumped inertia’s connected by
spring-damper elements and then divided over 5 co-simulation subsystems as shown
in Fig. 1.8. It represents a benchmark example [32] and shall demonstrate the basic
energy-preserving concepts, but also represents a realistic challenge when it comes
to couplings in rotational mechanics, e.g. half-shafts of a car. Parameters are chosen
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as follows: inertia’s J1 = 0.9 kgm2, J2 = 0.7 kgm2, J3 = 0.5 kgm2, J4 = 0.3 kgm2,
J5 = 0.1 kgm2, damping coefficients cs = 1000Nm/rad and damping coefficients
cd = 44.27 kg/s.

For reference, the exact results are created with an equivalent model without the
sampling effects. The propeller shaft is acceleratedwith a torque at t = 1.0 s and after
a set time at t = 2.0 s a counter acting torque of the same amount is applied at the
other end of the propeller shaft. Until the counter acting torque is applied, the shaft
will accelerate and after the counter acting torque is applied a constant steady-state
rotational velocity of ω = 4 rad/s is reached.

1.4.2 Lumped Propeller Shaft with Clutch

To further exercise the methodology, a clutch is introduced. The clutch is deployed
from theModelica Standard Library and is activated with a step function at t = 1.5 s.
For mathematical reasons, the clutch needs to be inserted in between two inertia’s
where FMU 3 was replaced, see [32] for further details.

1.4.3 Evaluation Results

This paper will only present example results and is not meant to be exhaustive.
Furthermore, for illustration purposes only the angular velocity of the fifth element
(FMU 5) of the rotational cascades is plotted.
Macro-step-size 10ms—First co-simulations are carried out at 10ms macro-step-
size, see Fig. 1.9 (top). The result from a pure ZOH co-simulation is shown for
comparison purposes. Furthermore, co-simulations with application of the energy-

Fig. 1.8 Benchmark model of lumped propeller shaft in AVLModel.CONNECTTM. The propeller
shaft consists of 5 FMUs
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Fig. 1.9 Lumped propeller shaft results forΔT = 10 ms (top), with clutch for ΔT = 10 ms (mid)
and lumped propeller shaft without clutch ΔT = 1 ms (bottom)
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preserving anti-aliasing filter with ZOH extrapolation and with application of a
smoothing filter of second order were conducted. The spring-damper settings causes
design frequency of 5kHz,well beyond theNyquist frequency of 50Hz. The resulting
angular velocities of the cascaded inertia’s utilizing energy-preserving concepts show
clearly the energy preservation bymeans of acceleration levels being equal. The final
steady-state rotational velocities however, are different from the exact results. This
is solely caused by the remaining co-simulation discretization error and the resulting
introduced time delays. The non-smooth activation at t = 1.5s of the clutch, Fig. 1.9
(mid), does not cause any stability issues. The transients visible are caused by the
bandwidth of the overall systems sampling frequency. Slightly improved steady state
rotational velocities are achieved by the smoothing filter application, as the effect of
the extrapolation and the smoothing filter, i.e. the co-simulation discretization error,
is compensated and no fast dynamics are excited within the subsystems. Otherwise,
increased oscillations are introduced by the smoothing filter approach indicating
stability limitations.
Macro-step-size 1ms—To exemplify some of the above made statements, the
macro-step-size is reduced to 1ms and the co-simulations with application of the
pure ZOH extrapolation and the energy-preserving anti-aliasing filter were repeated.
Again, the acceleration levels are correct and the final velocity difference has reduced,
please compare the top and bottom plots within Fig. 1.9. The overall bandwidth with
a smaller macro-step-size becomes higher.

1.5 Industrial Example: Electric Machine FOC

The lumped propeller shaft benchmark has been solely created for exploring the
non-iterative co-simulation challenges and the demonstration of the outlined energy-
preserving concepts. The electric motor with its field-oriented control using high
frequency switching inverters is a realistic challenge and an industrial example, rep-
resenting a further co-simulation benchmark [33]. This switching will cause high
frequency contents in the electric torque generated in the motor. For system simu-
lation the frequency content of the inverter is not of interest, but the field oriented
control is important for its efficient control of currents.

1.5.1 The Model

The electric motor model and its inverters is based on standard Modelica models.
The models are entirely built with first principle physics as depicted in Fig. 1.10. No
mappings nor any other system identification techniques are deployed. The inverter
switches at design frequency and in this particular case it is set to 10 kHz. This
frequency is significantly higher (!) than the bandwidth of interest at systems level;
e.g. the mechanical domain.
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Fig. 1.10 Modelica model of a PMSM with FOC control with interface for co-simulation export

The load model is simply represented by an inertia and a quadratic resistance.
The inertia of the load shall be larger than the internal inertia of the electric machine,
for reasons of system stability. The resistive torque load is a function of rotational
velocity squared, which resembles a load for traction purposes.

1.5.2 Evaluation Results

Four different simulations are compared in this study. A monolithic solution done
within Dymola serving as reference and deemed as the true solution. Secondly, the
prevailing non-iterative co-simulation solution, i.e. pure zero-order-hold extrapola-
tion. For simulations three and four the NEPCE energy-preserving anti-aliasing filter
with ZOH extrapolation and the EPCE approach are applied, respectively, the inputs
to the FOC subsystem are extrapolated by ZOH. Simulations are performed with
constant macro-step-sizes of 10 and 1ms and Fig. 1.11 illustrates the results.

The simulation results for the four alternative approaches show some differ-
ences. First of all the ZOH alternative accelerates significantly faster than the other
three. Irrespectively of the used macro-step-size, the transient response of the ZOH
approach is significantly off from the reference traces and aliasing effects are recog-
nizable by the oscillations in steady-state. Furthermore, the solutions by application
of the NEPCE anti-aliasing filter as well as of the EPCE approach shows moder-
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ate deviations from the monolithic solution. By reducing the macro-step-size (2nd
row) the EPCE results almost fits to the reference whereas the deviation of the
NECPE solution slightly increases. The difference is caused by the kind of imple-
mentation of the energy-preserving anti-aliasing filters. In case of EPCE application
the energy-preserving anti-aliasing filter is implemented within the FOC subsystem
(model-based solution). On contrary, the NEPCE energy-preserving anti-aliasing
filter is implemented within the co-simulation platform at couplings between sub-
systems. As both filters map high-frequency contents into lower ranges in an energy-
preserving manner the results should match. No oscillations in steady-state are rec-
ognizable. The reason for the deviation is quite simple. EPCE is implemented within
the simulation model and all information, like micro-steps, is utilized. On the other
hand, FMU’s are integrated and outputs values are exclusively available at cou-
pling time instants. As work-around the FMU’s are sub-sampled at a significantly
lower step-size for gathering the internal subsystem behavior, whereby the selec-
tion of the sub-sampling step-size is challenging. The 3rd and 4th plots illustrated
the torques of both approaches respectively. Additional torque peaks are introduced
due to discontinuities at the FOC subsystem inputs, where in case of subsampling
more discontinuities are introduced. In particular the case of 1ms, compared to the
10ms co-simulation, more torque peaks are introduced at coupling time instants and
more information is lost due to mandatory subsampling. Energy is artificially pro-
duced within the coupling resulting in a slightly increased acceleration of the electric
machine. This example indicates a current limitation of the FMI standard. A possible
solution could be the exchange of all intermediate output values over the macro-
time step at the coupling time instant. This way, both solutions would lead to almost
equal results.

Remark From an abstract point of view during co-simulation the subsystem models
are solved by tailored solvers and the individual output signals are then sampled
by the chosen macro-step-size. As demonstrated within this contribution, problems
arisewhen themacro-step-size does not fit to the corresponding subsystemdynamics.
Aliasing effects occur and the basic subsystem behavior is obfuscated. These moti-
vates for the exchange of eventually available intermediate output values, which is
currently under discussion as an extension to the current FMI standard.

Another option is represented by implementation of energy-preserving, con-
tinuous time moving-average filters at outputs and signal reconstruction filters at
inputs within the individual subsystem models. In contrast to the herein discussed
co-simulation platform-based approach, this would lead to a co-simulation model-
based approach, which requires the extension of the individual subsystem. These
concept as well as a related co-simulation methodology is presented and discussed
in [31].
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Fig. 1.11 Electric Machine FOC results for ΔT = 10ms and ΔT = 1ms for different coupling
configurations; shaft speeds (upper); torques (lower)
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1.6 Conclusion

This contribution investigates non-iterative co-simulation from an system-oriented
point of view and revises different recently proposed energy-preserving approaches.
Besides identification of the three non-iterative co-simulation challenges, a special
focus is put on numerical stiffness in terms of sampling frequency versus time con-
stants of the entire system dynamics. In case of aliasing high frequency components
of the coupling signal are mapped into lower frequency ranges based on Parseval’s
identity. The NEPCE and EPCE technology are control engineering wise the same
solutions, but applied from two different perspectives. TheNEPCE is a co-simulation
platform-based approach,whereas theEPCE is co-simulationmodel-based approach.
Identified limitations of the FMI standard shall encourage further FMI developments.

Remark The presented work describes novel approaches for energy-preserved cou-
pling in non-iterative co-simulation and weak-coupled problems. Protected by a
granted European patent (EP-2-442-248-B1) [34] the outlined schemes are imple-
mented within the co-simulation platform AVL Model.CONNECTT M [1]. Further-
more, anotherEuropeanpatent application (EP-3-136-267-A1) [35] intends to protect
the EPCE approach.
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Chapter 2
TLM-Based Asynchronous
Co-simulation with the Functional
Mockup Interface

Robert Braun, Robert Hällqvist and Dag Fritzson

Abstract Numerical stability is a key aspect in co-simulation of physical systems.
Decoupling a system into independent sub-models will introduce time delays on
interface variables. By utilizing physical time delays for decoupling, affecting the
numerical stability can be avoided. This requires interpolation, to allow solvers to
request input variables for the time slot where they are needed. The FMI for co-
simulation standard does not support fine-grained interpolation using interpolation
tables. Here, various modifications to the FMI standard are suggested for improved
handlingof interpolation.Mechanical and thermodynamicmodels are used to demon-
strate the need for interpolation, as well as to provide an industrial context. It is shown
that the suggested improvements are able to stabilize the otherwise unstable connec-
tions.

2.1 Introduction

Numerical robustness is a key factor in simulation solver coupling. Using different
solvers for different parts of a simulation model can be of great benefit in terms of
increasing simulation speed and robustness. However, all variables shared by more
than one solver will need to be delayed in time. This may result in numerical errors
and instability. One solution is to decouple the model where significant physically
motivated time delays are present. In this way, all time delays are a natural part of
the model and no non-physical time delays will thus need to be inserted.
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The FunctionalMock-up Interface (FMI) is a tool-independent standardized inter-
face for connecting simulation models from different modelling and simulation tools
[3]. Amodel is exported as a FunctionalMock-upUnit (FMU), containing executable
C code and an XML description file. Co-simulation is conducted by importing mul-
tiple FMUs to a master simulation tool (MST) and connecting them in a composite
model. FMUs can be either for co-simulation (FMI CS) or for model exchange (FMI
ME).With FMI CS, each FMU has its own internal solver and exchanges data only at
pre-defined communication points. This enables discrete-time co-simulation, where
each FMU internally may use continuous-time simulation. With FMI ME, the MST
must provide a solver. Derivatives of state variables can then be updated at any time,
which enables continuous-time co-simulation. Experiments have been conducted to
investigate how the FMI standard can be combined with physically motivated model
decoupling. Four different methods for extrapolation and interpolation of interface
variables have been implemented and compared. Based on the results, some improve-
ments to the FMI standard are suggested.

This paper uses a domain-independent notation of the exchanged variables. All
physical connections use intensity and flow variables. For the mechanical and fluid
domains, intensity would equal force and pressure while flow would equal velocity
and volume flow.

2.1.1 Problem Description

Transmission Line Modelling (TLM) is a well-known technique for decoupling of
simulation models [11]. The basic idea is that in reality information propagation
speed is always limited. This includes, for example, stress waves in materials or
pressure waves in fluids. Hence, every physical element has a natural time delay.
By including physical time delays in model variables, equations can be separated
without affecting numerical stability. A TLM element and its equations are shown in
Fig. 2.1. F is the force, v velocity,Δt the time delay and Zc characteristic impedance.
The delayed information traversing the element is denoted the wave variable. A co-
simulationMST using TLMhas been developed by SKF [14]. The implementation is
based on asynchronous socket communication. Each slave tool has fully independent
time variables and step sizes. Due to the physical time delays, input data is available
not only at the beginning of the step but also during the step via interpolation. Slave
tools use callback functions for receiving inputs and sending outputs for specific

F1(t) = F2(t − Δt) + Zc [v1(t) + v2(t − Δt)]
F2(t) = F1(t − Δt) + Zc [v2(t) + v1(t − Δt)]

v1(t)

F1(t)

v2(t)

F2(t)

Fig. 2.1 A TLM element with its equations
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time instances. Input variables are thus kept up-to-date even during internal iterations
performed by the slave.

The FMI standard aims to reduce overhead costs associated with simulation tool
coupling by means of a standardized interface. FMI is stipulated to enhance and
simplify model export and integration in both industry and academia. It is therefore
desirable to make the MST compatible to the FMI standard. This would enable
simulation of multiple connected Functional Mock-up Units (FMUs) exported from
any simulation tool with FMI support. While FMI for model exchange can easily
be adapted for the TLM-based co-simulation MST, FMI for co-simulation induces
several challenges concerning numerical stability. Since input variables can only be
updated at the beginning of each communication step, the stability benefits of TLM
are lost.

2.1.2 Related Work

A prototype of a master simulation tool for FMI-based co-simulation was presented
in [2]. Master algorithms combining FMI-based co-simulation with the High-Level
Architecture (HLA) standard have also been developed [1, 8, 12]. A TLM-based
co-simulation MST with FMI support was implemented in the Hopsan simulation
tool [5]. In [4] it was shown that it is possible to connect two simulation tools
with a TLM element, using FMI, without a master simulation tool orchestrating the
simulation. TheMST used in this paper differs from the previous experiments in that
it uses asynchronous data communication. Consequently, each TLM connection can
have its own independent time delay, and each FMU can use its own independent
simulation step size. With synchronous communication, all connections must have
the same time delay and each sub-model must be able to provide output variables at
this interval.

Solving two parts of a simulation model simultaneously on different solvers with-
out using physical time delays requires incorporating numerical time delays, which
may affect accuracy and numerical stability. Errors can usually be reduced by reduc-
ing the size of the delays, at the cost of a longer simulation time. One solution to
reduce the resulting negative impact on simulation time is to use adaptive commu-
nication step-size [13]. In contrast to physically motivated decoupling, this method
requires the FMU to support setting and getting FMU states.

2.2 Numerical Solutions

Several solutions, both with and without modifications to the FMI standard, are
implemented and analysed. Three different variable estimationmethods are used, see
Fig. 2.2. With constant extrapolation, variables are kept constant during each com-
munication step. Coarse-grained interpolation means that the value at the beginning
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(a) Constant extrapolation (b) Coarse-grained
interpolation

(c) Fine-grained
interpolation

Fig. 2.2 Three variable estimation methods are used to stabilize the connections

and at the end of the step, i.e. at the communication points, are used for interpola-
tion. Fine-grained interpolation includes the values between communication points
as well. Experiments are limited to linear interpolation. Higher order interpolation
methodsmay be used to improve accuracy further, but has not been considered further
in this paper.

2.2.1 Constant Extrapolation

The simplest method for exchanging variables is to use constant extrapolation, see
Fig. 2.2a. Input variables are updated at the beginning of each step and remain con-
stant during the step. This solution is fully supported by the current FMI for co-
simulation standard. However, numerical stability cannot be guaranteed. If the FMU
supports saving and loading FMU states, it is possible to improve stability by using
adaptive communication step size [13]. Unfortunately, this feature is optional in
the standard and many exporting tools do not support it. Stability can then only be
achieved by using a sufficiently small constant communication step size during the
entire simulation. This induces a severe performance penalty. Furthermore, it is not
possible to tell in advance whether or not the step size is small enough.

2.2.2 Coarse-Grained Interpolation

It is possible to provide an FMUwith the approximated values of input variable time
derivatives. These can be used by the FMU for interpolation or extrapolation, see
Fig. 2.2b. For a delayed variable the value is known both at the beginning and at the
end of the step. Hence, the first-order derivative can easily be approximated. The
resolution of the interpolation, however, will be limited since all data in the interpo-
lation table will not be used. Furthermore, the delayed information will consist of
the wave variable and not the intensity variable. The FMU must therefore include
the TLM boundary equations, and compute the intensity internally. While techni-
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cally possible, it makes it harder to generalize the method for FMUs from arbitrary
generation tools.

2.2.3 Fine-Grained Interpolation Inside the FMU

Here, fine-grained interpolation means that all points in the interpolation table are
used, as shown in Fig. 2.2c. The actual interpolation can either be performed inside
the FMU or provided by the master simulation tool from callback functions.

Interpolation inside the FMU with high resolution is possible only if the FMU
is provided with the interpolation table. Interpolation data can be sent as normal
variables, using the fmi2SetReal() function. However, this requires customized
FMUs and manual adjustments will therefore be required, and it will not work for
all simulation tools.

Furthermore, it requires a large amount of data exchange, which may affect sim-
ulation performance. If support for populating interpolation tables in FMUs could
be incorporated into the standard, this could become a more general and computa-
tionally efficient solution. A proposed function for setting time-stamped variables
is shown in Listing 2.1 Like the coarse-grained interpolation, this approach also
requires the FMU to include the TLM equations.

Listing 2.1 A proposal for extending the FMI API to support time-stamped variables
fmi2Status fmi2SetReal (fmi2Component c,

const fmi2ValueReference vr[],
size_t nvr ,
const fmi2Real value[],
const fmi2Real time []);

Callback functions for reading and writing input variables at specified times could
be provided to the FMUs. Interpolation can then be handled by the MST. This would
preserve the guaranteed stability provided by TLM, while exposing only a minimal
interface consisting of intensity and flow variables. The exported models would not
need any adaption for TLM. However, this method requires an extension to the
current FMI standard. A proposal for such an extension is shown in Listing 2.2

Listing 2.2 A proposal for extending the FMI API with callback functions for requesting
interpolated inputs
typedef fmi2Real (* fmi2GetRealCb) (fmi2ValueReference ,

fmi2Real ,
fmi2Real );

fmi2Status fmi2SetGetRealCb (fmi2Component c,
const fmi2GetRealCb cb);

An alternative solution to callback functions is to use pure discrete-event simulation
using FMI for model exchange. The slave can have its own custom solver internally,
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without exposing any continuous state variables to the MST. In this way, FMI ME
can be used for co-simulation with distributed solvers, in contrast to FMI ME for
continuous-time simulation, where the MST must provide the solver. Whenever an
interpolated input variable is required or an output variable is available, the slave
informs the MST by using time events. With the current API, however, it is not
possible to distinguish input data events from output events. The API would thus
have to be extended with an additional flag in the fmi2EventInfo structure, as
shown in Listing 2.3

Listing 2.3 A proposal for extending the FMI event info class for events with only inputs
typedef struct{

fmi2Boolean newDiscreteStatesNeeded;
fmi2Boolean terminateSimulation ;
fmi2Boolean nominalsOfContinuousStatesChanged ;
fmi2Boolean valuesOfContinuousStatesChanged ;
fmi2Boolean outputsNotAvailable;
fmi2Boolean nextEventTimeDefined ;
fmi2Real nextEventTime;

} fmi2EventInfo;

2.2.4 One-Step Functions

With FMI for co-simulation, each FMU writes output variables only after every
completed communication step. Interpolation accuracy can be improved by letting
each FMU provide output variables as often as possible. The FMI standard provides
a function called fmi2doStep(), which tells the slave to simulate to a specified
stop time. If the MST could tell the FMU to take a step without specifying a stop
time, the FMU could simulate until the next time it is able to provide output data
and then return the actual stop time to the MST. This would make it possible for the
MST to obtain output data as often as possible, which would enable more densely
populated interpolation tables. Many numerical solvers, such as CVODE and IDA,
already provide one-step execution [10]. It is, however, unclear how this function
would work for FMUs not based on differential equations.

2.3 Numerical Experiments

Four example composite models are used to illustrate the need for and to verify the
feasibility of the proposed solutions. The first model is a one-dimensional spring-
mass system.The second twomodels are two-dimensional pendulums. 2Dmechanics
models are usually more stiff and put stricter requirements on numerical stability.
Finally, a thermodynamic connection extracted from an industrial use case is inves-
tigated.
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The first three examples are implemented using custom FMUs, written in plain
C++. The FMUs support first order input derivatives for coarse-grained interpola-
tion. Interpolation tables are provided to FMUs by repeatedly calling the standard
fmi2setReal() function. The FMI API is extended to support a prototype of
callback functions. Discrete event simulation is tested by (incorrectly) using the
valuesOfContinuousStatesChanged flag to indicate whether output vari-
ables are available or not. Finally, the thermodynamic model is used to compare
simulations implementing constant extrapolation, coarse-grained and fine-grained
interpolation using FMUs exported from the commercial Modelica tool Dymola.
Interpolation is implemented as Modelica code. A function for coarse-grained inter-
polation is shown in Listing 2.4 This makes it possible to use input derivatives even
if the FMU does not support the native FMI function for this. Fine-grained inter-
polation is performed by an interpolation model and two functions, see Listings
2.5–2.7 The FMU is provided with wave variables and corresponding time vari-
ables. Then, the actual value is obtained by using the built-in Modelica function
interpolate(t,c,tc).

Listing 2.4 A Modelica function for interpolating input variables in Dymola using first order
time derivatives
function LinearInterpolation

input Real t "Time variable";
input Real c "Wave variable";
input Real dCdt "Time derivative of wave variable";
input Real tc "Current time";
output Real ci "Interpolated wave variable";

algorithm
ci:=c+dCdt*(tc-t);

end LinearInterpolation ;

Listing 2.5 A Modelica model for interpolating input variables in Dymola
model Interpolate

Modelica.Blocks.Interfaces.RealVectorInput c1[n];
Modelica.Blocks.Interfaces.RealVectorInput t1[n];
Modelica.Blocks.Interfaces.RealOutput pi;
Modelica.Blocks.Interfaces.RealInput q1;
Modelica.Blocks.Interfaces.RealInput Zc;
parameter Integer n;

protected
Real ci;

equation
ci = PopulateInterpolate(t1 ,c1 ,time);
pi = getPressure(ci ,Zc ,q1);

end Interpolate;
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Listing 2.6 A Modelica function for interpolating the wave variable in Dymola
function PopulateInterpolate

input Real t[:] "Time variable vector";
input Real c[:] "Wave variable vector";
input Real tc "Current time";
output Real ci "Interpolated wave variable";

algorithm
ci:=Modelica.Math.Vectors.interpolate (t,c,tc);

end PopulateInterpolate ;

Listing 2.7 A Modelica function for requesting pressure variable at a specific time in Dymola
function getPressure

input Real c "Wave variable";
input Real q "Volume flow";
input Real Zc "Characteristic impedance";
output Real p "Pressure";

algorithm
p:=Zc*q+c;

end getPressure;

2.3.1 1D Three-mass System

An example composite model consisting of a three-mass system separated into two
FMUs is presented in Fig. 2.3. Simulation results verify the proposed method with
second order dynamics in one dimension. One of the FMUs has internal dynamics
with two different resonance frequencies. The composite model is simulated with a
communication step size (i.e. TLM time delay) of 0.4 ms. After 0.1 s, a step force
of 100 N is applied on the first mass. Parameters are intentionally chosen to make
the simulation unstable when using constant extrapolation. Simulation results using
constant extrapolation, coarse-grained interpolation, interpolation and callback func-

M M M

k1 k2

TLM
v1(t)

F1(t)

v2(t)

F2(t)

B B B FMU 2FMU 1

M = 0.005 kg k1 = 90 N/m
B = 0.2 Ns/m k2 = 140 N/m

Fig. 2.3 A test model consisting of a three-mass system is divided into two FMUs
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(d) Fine-grained interpolation in MST

Fig. 2.4 Velocity against time at the left side of the TLM connection. Red dashed line is the exact
reference solution

tions are shown in Fig. 2.4. Constant extrapolation and coarse-grained interpolation
methods are unstable. Fine-grained interpolation is able to stabilize the coupling both
when computed in MST and locally inside the FMU.

2.3.2 2D Double Pendulum

The second example composite model consists of a two-dimensional double pen-
dulum, see Fig. 2.5. Double pendulums exhibit chaotic motion and are sensitive to
initial conditions. This makes it an interesting example for verifying simulation tech-
niques. The two arms are connected through a TLM element with a time delay of
Δt = 1e − 3 s and a characteristic impedance of Zc = 1e5 for X and Y directions.
This corresponds to a spring of stiffness Ks = 1e8 N/m. Rotational impedance is set
to zero. Hence, the TLM element represents a revolute joint with some flexibility.
Simulation is initiated with both arms pointing horizontally. Results from simula-
tions implementing the four different methods are shown in Fig. 2.6. Blue and orange
curves represent vertical and horizontal position, respectively. Black dashed curves
are the exact reference solutions. Constant extrapolation and coarse-grained interpo-
lation are both unstable. Fine-grained interpolation results in stable simulation.
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M1, B1, L1

M2, B2, L2
TLM Zc,x, Zc,y, Zc,rot

M1 = 100 kg B1 = 20 Ns/m L1 = 0.5 m
M2 = 100 kg B2 = 10 Ns/m L2 = 0.5 m
Zc,x = 1e5 Ns/m Zc,y = 1e5 Ns/m Zc,rot = 0 Nms

Fig. 2.5 A double pendulum is modelled as two arms connected by a TLM element. Impedance in
the rotational dimension is set zero to allow free rotation
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(d) Fine-grained interpolation in MST

Fig. 2.6 Vertical and horizontal positions of the lower end of the double pendulum model. Dashed
lines are the exact reference solutions
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2.3.3 2D Single Pendulum

The final example composite model also consists of two pendulum arms connected
through a TLM element. However, unlike the previous example model, the TLM
element now has a rotational inertia of Zc = 1e4. In this way the TLM element
represents a fixed attachment rather than a joint. Hence, the two arms are attached to
each other and will swing together like a single pendulum, see Fig. 2.7. In general,
single pendulums are less demanding to simulate compared to double pendulums.
This model is included to verify the methods against a rigid TLM connection, which
is locked in all dimensions.

Simulation is initiated with the two arms pointing horizontally. Results with the
four different methods are shown in Fig. 2.8. Blue and orange curves represent verti-
cal and horizontal position, respectively. Black dashed curves are the exact reference
solutions. In consistence with results from the previous composite models, extrapo-
lation and coarse-grained interpolation are both unstable. Fine-grained interpolation
results in stable simulation.

M1, B1, L1

M2, B2, L2

TLM Zc,x, Zc,y, Zc,rot

M1 = 100 kg B1 = 20 Ns/m L1 = 0.5 m
M2 = 100 kg B2 = 10 Ns/m L2 = 0.5 m
Zc,x = 1e5 Ns/m Zc,y = 1e5 Ns/m Zc,rot = 1e4 Nms

Fig. 2.7 A single pendulum is modelled as two arms connected by a stiff TLM element. Impedance
is non-zero in all three dimensions
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Fig. 2.8 Vertical and horizontal positions of the lower end of the single pendulum model. Dashed
lines are the exact reference solutions

2.3.4 Thermodynamic Connection

The presented industrial application consists of two connected FMUs for co-
simulation generated from one Modelica model. The two FMUs are connected
via a TLM element with a characteristic impedance of Zc = 700000 sPa/m3 and
Δt = 0.24 ms. These transmission line settings stem from a pipe with an approxi-
mate length of 0.1 m in which an ideal and incompressible gas flows. The physical
quantities not accounted for in the TLM connection, in this case specific enthalpy
and two phase water content, are passed in both directions directly between the two
FMUs as delayed signal connections.

In Fig. 2.9, the left-hand side FMU instantiation acts as a source generating an
oscillating mass flow to the second instantiation which acts as a sink. The FMU sink
and source specific characteristics are specified via input parameters. The Modelica
model in the application example is developed in the Modelica library Modelica

TLM

FMU 1: Source FMU 2: Sink

Fig. 2.9 Schematic description of industrial use-case. TwoFMUs are connected via aTLMelement.
The FMUsoriginate fromoneModelicamodel that is parametrized such that it can represent a source
and a sink. The FMU is exported from the commercial Modelica-based modelling tool Dymola [6]
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Fluid Light (MFL) [7]. MFL is particularly used for modelling of different industry-
grade aircraft cooling and aircraft coolant distribution systems such as the aircraft
vehicle systems simulator presented in [9]. The use-case in Fig. 2.9 is relevant as its
FMU interface is principally equivalent to its more complex counterparts. MFL is an
in-house library developed by Saab where information of mass flow, pressure, water
content, and enthalpy are passed between resistive and capacitive components. The
application example comprises several different differential and algebraic equations
(DAEs). The resistive components, in this example the pipes, describe the mass flow
as a function of component pressure drop by means of an algebraic equation. The
capacitive components, in this case the volumes, express the system dynamics by
means of a first order differential equation relating net mass flow to the pressure time
derivative.

The composite model presented in Fig. 2.9 is simulated using constant extrapo-
lation, coarse grained interpolation, and fine-grained interpolation inside the FMU.
The latter two are achieved by means of modifying the Modelica model prior to
FMU export. Two different adaptors are added to the Modelica model. The adaptor
presented in Listing 2.5 receives information on wave variables from theMST. These
values are equally distributed in time across the macro step. An interpolation table
in the adaptor is populated at the start of each communication step; the pressure
input to the original model is then available at all necessary internal times by means
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(c) Fine-grained interpolation

Fig. 2.10 Pressure in theTLMconnectionof the thermodynamicmodel.Dashed line is theModelica
simulation reference solution
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of linear interpolation. The adaptor presented in Listing 2.4 receives information on
wave variables and their corresponding time derivatives from the master at the begin-
ning of each communication step. The composite model input pressure can then be
estimated for any necessary internal times by means of the forward Euler method.
Figure 2.10 clearly visualizes the advantage of having interpolated input information
available as numerical stability is maintained when using fine-grained interpolation.
Coarse-grained interpolation and constant extrapolation results in obvious stability
issues. The simulation is terminated prematurely as a result of the severe stability
issues resulting from constant extrapolation.

2.4 Conclusions

It is shown that fine-grained interpolation is required to achieve stable connections
for all the presented composite models. Variables can either be interpolated locally
inside the FMU, or be handled by the master simulation tool. The first method
requires the FMU to be provided with the complete interpolation table. This leads
to a large amount of data exchange, which may reduce simulation performance.
Meanwhile, the second method would require a callback function from where the
slaves can request interpolated data from the master simulation tool. Three possible
improvements to the FMI standard that would facilitate asynchronous data exchange
have been identified:

– Improved support for exchanging interpolation tables
– Support for callback functions
– Support for one-step execution mode

Fine-grained interpolation would be facilitated by the first two suggestions. Support
for simple exchange of interpolation tables would enable interpolation of input vari-
ables inside an FMU. Callback functions on the other hand will provide the FMU
with access to variables interpolated in themaster simulation tool. An advantage with
a callback function is that it is not limited to pure interpolation. In addition, it can
include simple expressions, for example the TLM boundary equations. Having the
interpolation table in the MST also significantly reduces the amount of data trans-
fer compared to what is necessary if the tables are located inside the FMU. On the
other hand, adding support for exchanging interpolation tables would constitute a far
less comprehensive modification to the current standard. Finally, one-step execution
mode will enable more densely populated interpolation tables and thereby improve
accuracy in the interpolated variables.
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Chapter 3
Local Extrapolation and Linear-Implicit
Stabilization in a Parallel Coupling
Scheme

Michael Burger and Stefan Steidel

Abstract We consider prediction strategies in a parallel coupling scheme for mod-
ular co-simulation: local extrapolation and a linear-implicit stabilization technique
based onmodel information. That is, concerning local extrapolation, instead of using
data points at the macro time points for generating the extrapolation polynomial (as
it is done in the conventional global case), we use local data points only within the
last macro time step. The linear-implicit stabilization technique predicts coupling
quantities based on model information in terms of Jacobian matrices by performing
a linear-implicit Euler step forward in time. We introduce and discuss these two
prediction strategies and analyze their numerical properties, stability and accuracy,
based on a simple test model.

3.1 Introduction

Most modern technical systems are of a complex and heterogeneous nature. In par-
ticular, that means, these systems may consist of multiple, dynamically interacting
subsystems that originate from a variety of physical domains. For instance, a modern
vehicle combines subsystems from mechanics (structure), electrics (e.g., headlights,
air conditioning) and electronics (several controllers and driver assistance systems),
possibly also from hydraulics, e.g., in case of commercial vehicles.

Accordingly, a numerical model of the full system has to cover all these sub-
systems. It is a common approach to model all subsystems independently using
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modelling techniques, environments and languages that are suited best for the mod-
elling process within the corresponding physical domain. All the resulting submodels
are usually given in form of differential equations. However, they may differ sub-
stantially, e.g., in their formulations, in their time-constants and time-scales as well
as in their complexity. If all model equations are available, at least in terms of right-
hand side calls, one could combine all those to an entire (monolithic) system of
model equations and solve the latter with a single integration scheme. In most cases,
this strategy is, however, not advisable due to the mentioned heterogeneity in the
numerical properties and characteristics. Thus, it is preferable to use specifically
tailored numerical solvers for each submodel, in order to realize an efficient simula-
tion. Additionally, in realistic applications, it might be the case that the submodels are
built-up within commercial software tools, which only provide slender interfaces to a
combination of model and solver, rather than the possibility for right-hand side calls.

The key property of coupled simulation strategies—also referred to as co-
simulation, modular or distributed simulation—is not only to model the subsys-
tem independently, but also to solve them separately on consecutive time windows.
Herein, the time integration of each subsystem model within one time-window can
be done with different stepsizes adapted to the subsystem (multirate approach), or
even with problem- and domain-specific solvers (multimethod approach). During
the integration process of one subsystem, the needed coupling quantities, i.e., inputs
from other subsystems, are approximated, usually by predictions based on known
results and information from the past. Co-simulation strategies are under investiga-
tion for many years, for an overview, we refer to the survey papers [10, 13] as well
as to [5, 7] and the references therein for a brief introduction of several coupling
strategies and techniques. More detailed numerical analyses can be found, e.g., in
[3–6, 8, 11, 12].

In this contribution,we address the prediction task.We focus on a parallel coupling
scheme, a so-called Jacobi scheme, [5, 8]. That is, the involved subsystems are solved
independently and in parallel; they use extrapolated, predicted input (coupling) data,
which are stored and exchanged on a fixed macro time grid G := {T0, . . . ,TN } with
t0 = T0 < T1 < · · · < TN = tf , cf. Fig. 3.1.

In particular and without loss of generality, we consider here the case of two
coupled subsystems, a generalization to multiple subsystems is achieved straight-

Fig. 3.1 Parallel coupling
scheme (Jacobi scheme):
Two subsystems are executed
and solved in parallel,
information is exchanged
only at macro time points Ti
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forwardly. We assume that both systems are mathematically described each by an
ordinary differential equation (ODE) with, in general, nonlinear output quantities,

ẋ(1) = f (1)
(
x(1), u(1)

)
(3.1)

y(1) = g(1)
(
x(1), u(1)

)
(3.2)

ẋ(2) = f (2)
(
x(2), u(2)

)
(3.3)

y(2) = g(2)(x(2), u(2)) (3.4)

u = Ly. (3.5)

Again without loss of generality, we may further assume a linear coupling with a
non-singular matrix L ∈ IRnu×ny with

u :=
[
u(1)

u(2)

]
∈ IRnu , y :=

[
y(1)

y(2)

]
∈ IRny (3.6)

nu = nu(1) + nu(2) ∈ IN and ny = ny(1) + ny(2) ∈ IN. Together with the coupling con-
dition as stated in (3.5), Eqs. (3.1)–(3.5) form a (nonlinear) differential-algebraic
equation (DAE), which, in principle, could be solved as monolithic system. How-
ever, as already indicated, here we focus on a parallel execution of both subsystems
together with a parallel coupling scheme.

The remaining part of this paper is organized as follows. In Sect. 3.2, we introduce
two prediction strategies, that can be used for extrapolating coupling quantities.
Section 3.3 contains a numerical analysis, in terms of stability and accuracy, of those
two prediction approaches, on the basis of a simple test model. In the last Sect. 3.4,
we summarize the presented approaches and results.

3.2 Prediction Strategies

Within this section we present two prediction strategies that are suited for extrap-
olating coupling data within a parallel coupling scheme as introduced in the Sect.
3.1.

3.2.1 Local Extrapolation

We consider a local extrapolation approach in a parallel coupling scheme. That is,
insteadof usingdata points at themacro timepointsTi for generating the extrapolation
polynomial (as it is done in the global case), we use data points only within the
last macro time step. More precisely, for the extrapolation used in the time step
Ti → Ti+1, we only use (several) data points of the coupling quantities within the
interval [Ti−1,Ti], as illustrated in Fig. 3.2.
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Fig. 3.2 Local quadratic
extrapolation (red)

We define micro time points Ti−δ := Ti − δH and let n ∈ IN be the polynomial
degree of the considered extrapolation. Then we consider data points (Ti−j,Yi−j) for
j = 0, . . . , n in the global case, and data points (Ti−pj ,Yi−pj ) for j = 0, . . . , n with
pj ∈ [0, 1] in the local case. Hence, we obtain extrapolation polynomials for each
subsystem

μi(s) =
[

μ1i(s)
μ2i(s)

]
=

n∑

j=0

νijs
j, νij =

[
ν1ij
ν2ij

]
∈ IRnu , s ∈ [Ti,Ti+1] (3.7)

satisfying ui−j = μi(Ti−j) = Lyi−j and ui−pj = μi(Ti−pj ) = Lyi−pj , respectively. Note
that we choose the same extrapolation order n for each subsystem.

Comparing both approaches, for the local extrapolation, we need output data
within the macro time steps as well, whereas in the global approach only data at
the macro time points has to be exchanged. However, this should not be a severe
restriction concerning practicability and application situations.

3.2.2 Linear-Implicit Stabilization

We analyze the linear-implicit stabilization approach for co-simulation. Again, we
concentrate on the parallel Jacobi scheme. The crucial idea of that approach is to
make predictions based on model information of the other involved co-simulation
partners. To be more precise, model information shall be shared in terms of Jacobian
matrices, cf. [2, 14]. In these days, a new interface standard has been developed,
the so-called ”Functional Mock-Up Interface (FMI) for Model-Exchange and Co-
Simulation”, cf. [1]. This interface is supported by several commercial CAE software
tools and finds more and more interest in industry for application projects. It also
provides the possibility to exchange directional derivatives, from which the Jacobian
matrices can be constructed.
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We assume that the Jacobian matrices ∂f (i)/∂x(i), ∂f (i)/∂u(i), ∂g(i)/∂x(i), ∂g(i)/

∂u(i), i = 1, 2, of the involved co-simulation partners are available and can be
exchanged at the macro time points. Setting

x :=
[
x(1)

x(2)

]
, f :=

[
f (1)

f (2)

]
, g :=

[
g(1)

g(2)

]
, (3.8)

the basic step of this stabilization approach is to perform a linear-implicit time step
of length H (i.e. macro stepsize), in order to obtain a prediction for the coupling
quantities. In particular, an implicit Euler-step of length H would take the form

xi+1 = xi + Hf (xi+1, ui+1), (3.9)

or, equivalently,

xi+1 = xi + Δxi+1, Δxi+1 := Hf (xi+1, ui+1). (3.10)

We come to the linear-implicit step by setting

f (xi+1, ui+1) ≈ f (xi, ui) + ∂f

∂x
Δxi+1 + ∂f

∂u
Δui+1. (3.11)

The coupling condition leads to

Δui+1 = LΔyi+1. (3.12)

And the linearized (implicit) output relation takes the form

g(xi+1, ui+1) ≈ Δyi+1 = CΔxi+1 + DΔui+1 = CΔxi+1 + DLΔyi+1, (3.13)

assuming without loss of generality g(xi, ui) = 0 and defining

C := ∂g

∂x

∣∣∣
(xi,ui)

, D := ∂g

∂u

∣∣∣
(xi,ui)

. (3.14)

Thus,
Δyi+1 = (1l − DL)−1CΔxi+1, (3.15)

Δui+1 = L(1l − DL)−1CΔxi+1, (3.16)

and, consequently,

Δxi+1 = H
(
f (xi, ui) + AΔxi+1 + BΔui+1

)

= H
(
f (xi, ui) + AΔxi+1 + BL(1l − DL)−1CΔxi+1

)
,

(3.17)



48 M. Burger and S. Steidel

with

A := ∂f

∂x

∣∣∣
(xi,ui)

, B := ∂f

∂u

∣∣∣
(xi,ui)

. (3.18)

Whence, we obtain

(
1l − HA − HBL(1l − DL)−1C

)

︸ ︷︷ ︸
=:�E

Δxi+1 = Hf (xi, ui), (3.19)

and, last, not least,

Δyi+1 = (1l − DL)−1CΔxi+1 = H (1l − DL)−1C�−1
E︸ ︷︷ ︸

=:ψE

f (xi, ui). (3.20)

This leads to a predicted output

ypredi+1 := yi + Δyi+1 = yi + H ψE f (xi, ui), (3.21)

and in the macro time step Ti → Ti+1, we can interpolate inbetween yi and ypredi+1 .

3.3 Numerical Study

We analyze the stability and accuracy of the introduced prediction approaches in
Sect. 3.2 using a linear two-mass spring-damper (2-MSD) test problem with masses
m1,m2, stiffness constants k1, k2, damping constants d1, d2 and force-displacement
coupling in a parallel co-simulation scheme, cf. Fig. 3.3 and [8, 9].

In particular, we consider the following monolithic system

ẋ = AMonx, x =

⎛

⎜⎜
⎝

x(1)

ẋ(1)

x(2)

ẋ(2)

⎞

⎟⎟
⎠ , AMon =

⎛

⎜⎜
⎝

0 1 0 0
− k1+k2

m1
− d1+d2

m1

k2
m1

d2
m1

0 0 0 1
k2
m2

d2
m2

− k2
m2

− d2
m2

⎞

⎟⎟
⎠ . (3.22)

Fig. 3.3 Two-mass
spring-damper test model
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Decomposing the 2-MSD test problem results in the strongly coupled system of the
form

ẋ = Ax + Bu

y = Cx + Du

u = Ly

(3.23)

with states x = (x(1), ẋ(1), x(2), ẋ(2))T ∈ IR4, inputs u = (u(1), u(2)
1 , u(2)

2 )T ∈ IR3, out-
puts y = (y(1)

1 , y(1)
2 , y(2))T ∈ IR3 and time-invariant system matrices

A =

⎛

⎜
⎜
⎝

0 1
− k1

m1
− d1

m1

0 1
− k2

m2
− d2

m2

⎞

⎟
⎟
⎠ ∈ IR4×4, B =

⎛

⎜
⎜
⎝

0
1
m1

0 0
k2
m2

d2
m2

⎞

⎟
⎟
⎠ ∈ IR4×3,

C =
⎛

⎝
1 0
0 1

k2 d2

⎞

⎠ ∈ IR3×4, D =
⎛

⎝
0
0

−k2 −d2

⎞

⎠ ∈ IR3×3,

L =
⎛

⎝
1

1 0
0 1

⎞

⎠ ∈ IR3×3.

(3.24)

In this considered example we fix m1 = 10 kg, k1 = 106 N/m, d1 = 1Ns/m,
m2 = 20 kg and vary k2 ∈ [1, 106]N/m, d2 ∈ [1, 106]Ns/m,H ∈ [10−5, 10−3] s. We
choose a simulation time of one second, i.e. T ∈ [0, 1] s, and consider a reference
solution xref by solving the monolithic test system (3.22) via

xref(Ti+1) = eAMonHrefxref(Ti), (3.25)

with Href = 10−6 s and initial value xref(0) = (0.1, 0, 0, 0)T .

3.3.1 Global and Local Extrapolation

Now, considering the strongly coupled system (3.23) with data points (Ti−j, yi−j)

and (Ti−pj , yi−pj ) with pj ∈ [0, 1] for j = 0, . . . , n, respectively, and applying the
well-known Lagrange polynomials �nj for n data points satisfying

�nj (s) =
n∏

k=0,k �=j

s − Ti−k

Ti−j − Ti−k
, (3.26)
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we end up with extrapolation polynomials of the following form:

μi(s) =
n∑

j=0

ui−j�
n
j (s) =

n∑

j=0

Lyi−j�
n
j (s) = L

n∑

j=0

yi−j�
n
j (s), s ∈ [Ti,Ti+1]. (3.27)

Thus, the solution of the time-integration Ti → Ti+1 = Ti + H is given by

xi+1 = x(H ) = eAHxi +
∫ H

0
eA(H−s)Bμi(s)ds

= eAHxi +
∫ H

0
eA(H−s)B

(
L

n∑

j=0

yi−j�
n
j (s)

)
ds

= eAHxi +
n∑

j=0

yi−j

( ∫ H

0
eA(H−s)BL�nj (s)ds

)

︸ ︷︷ ︸
=:αn

j =αn
j (H )∈IRnx×ny

= eAHxi +
n∑

j=0

αn
j yi−j

(3.28)

where αn
j can be pre-computed as long as n is chosen, since we only compute the

Lagrange polynomials �nj once in advance for the time points {0,−H , . . . ,−nH },
Consequently, the discrete propagation of Eq. (3.23) for the outputs together with
upredi+1 = μi(H ) and Eq. (3.27) leads to the following form:

yi+1 = Cxi+1 + Dupredi+1

= C

(
eAHxi +

n∑

j=0

αn
j yi−j

)
+ D

(
L

n∑

j=0

yi−j�
n
j (H )

)

= CeAHxi +
n∑

j=0

(
Cαn

j + DL�nj (H )

)

︸ ︷︷ ︸
=:βn

j =βn
j (H )∈IRny×ny

yi−j

= CeAHxi +
n∑

j=0

βn
j yi−j

(3.29)

The above equations together yield the following matrix-vector representation

(
xi+1

yi+1

)
=

(
eAH

CeAH

)
· xi +

n∑

j=0

(
αn
j

βn
j

)
· yi−j. (3.30)

Setting
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Gn(H ) :=
(

eAH αn
0 0 αn

1 . . . 0 αn
n

CeAH βn
0 0 βn

1 . . . 0 βn
n

)
(3.31)

we generally obtain

(
xi+k

yi+k

)
= Gn(kH ) · (xi, yi, xi−1, yi−1, . . . , xi−n, yi−n)

T . (3.32)

and particularly the following iteration matrices for constant, linear and quadratic
global and local polynomial extrapolation, i.e. for n = 0, 1, 2.

1. Constant extrapolation (n = 0):

(
xi+1

yi+1

)
= G0(H ) ·

(
xi
yi

)
= Γglobal(0)(H ) ·

(
xi
yi

)
. (3.33)

2. Linear global polynomial extrapolation (n = 1):

⎛

⎜⎜
⎝

xi+1

yi+1

xi
yi

⎞

⎟⎟
⎠ =

(
G1(H )

G1(0)

)

︸ ︷︷ ︸
=:Γglobal(1)(H )

·

⎛

⎜⎜
⎝

xi
yi
xi−1

yi−1

⎞

⎟⎟
⎠ . (3.34)

3. Linear local polynomial extrapolation (n = 1):

⎛

⎜⎜
⎝

xi+1

yi+1

xi−p+1

yi−p+1

⎞

⎟⎟
⎠ =

(
G1(H )

G1((1 − p)H )

)

︸ ︷︷ ︸
=:Γlocal(1,p)(H )

·

⎛

⎜⎜
⎝

xi
yi
xi−p

yi−p

⎞

⎟⎟
⎠ . (3.35)

4. Quadratic global polynomial extrapolation (n = 2):

⎛

⎜⎜⎜⎜
⎜⎜
⎝

xi+1

yi+1

xi
yi
xi−1

yi−1

⎞

⎟⎟⎟⎟
⎟⎟
⎠

=
⎛

⎝
G2(H )

G2(0)
G2(−H )

⎞

⎠

︸ ︷︷ ︸
=:Γglobal(2)(H )

·

⎛

⎜⎜⎜⎜
⎜⎜
⎝

xi
yi
xi−1

yi−1

xi−2

yi−2

⎞

⎟⎟⎟⎟
⎟⎟
⎠

. (3.36)

5. Quadratic local polynomial extrapolation (n = 2):
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⎛

⎜⎜⎜⎜⎜
⎜
⎝

xi+1

yi+1

xi−p1+1

yi−p1+1

xi−p2+1

yi−p2+1

⎞

⎟⎟⎟⎟⎟
⎟
⎠

=
⎛

⎝
G2(H )

G2((1 − p1)H )

G2((1 − p2)H )

⎞

⎠

︸ ︷︷ ︸
=:Γlocal(2,p1 ,p2)(H )

·

⎛

⎜⎜⎜⎜⎜
⎜
⎝

xi
yi

xi−p1
yi−p1
xi−p2
yi−p2

⎞

⎟⎟⎟⎟⎟
⎟
⎠

. (3.37)

To guarantee a stable co-simulation, it is necessary that ρ(Γglobal(n)(H )) ≤ 1 and
ρ(Γlocal(n,p)(H )) ≤ 1, respectively, with ρ denoting the spectral radius.

3.3.2 Linear-Implicit Stabilization with Implicit Euler-Step

Applying the linear-implicit stabilization approach as described in Sect. 3.2.2, par-
ticularly Eq. (3.20), to our linear test-problem (3.23), we obtain

ypredi+1 = yi + H ψE[Axi + BLyi] = (1 + H ψE BL) yi + (H ψE A) xi. (3.38)

If we choose linear interpolation between yi and ypredi+1 , we arrive at the formula

y(s) = (
1 − s

H

)
yi + s

H y
pred
i+1

= (
1 − s

H

)
yi + s

H

(
(1 + H ψE BL) yi + (H ψE A) xi

)

= (
ψE As

)
xi +

(
1 + ψE BLs

)
yi

(3.39)

for s ∈ [0,H ]. Substituting Eq. (3.39) into (3.28) leads to

xi+1 = eAHxi +
∫ H

0
eA(H−s)BLy(s) ds = αE xi + βE yi (3.40)

with

αE := αE(H ) = eAH +
∫ H

0
eA(H−s)BLψE As ds ∈ IRnx×nx , (3.41)

βE := βE(H ) =
∫ H

0
eA(H−s)BL(1l + ψE BLs) ds ∈ IRnx×ny . (3.42)

Together with ypredi+1 = y(H ) following Eq. (3.39) and

yi+1 = Cxi+1 + DLypredi+1

= C
(
αE xi + βE yi

) + DL
(
(ψE AH )xi + (1 + ψE BLH )yi

)

= (
C αE +DLψE AH

)
xi +

(
C βE +DL(1 + ψE BLH )

)
yi

(3.43)
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Fig. 3.4 Unstable regions (ρ > 1) for the 2-MSD test problem with m1 = 10 kg, k1 = 106 N/m,
d1 = 1Ns/m and m2 = 20 kg

we can establish an iteration formula of the form
(
xi+1

yi+1

)
= ΓE(H ) ·

(
xi
yi

)
(3.44)

with

ΓE(H ) :=
(

αE βE

C αE +DLψE AH C βE +DL(1 + ψE BLH )

)
. (3.45)
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Fig. 3.5 Unstable regions (ρ > 1) for the 2-MSD test problem with m1 = 10 kg, k1 = 106 N/m,
d1 = 1Ns/m and m2 = 20 kg
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Again, to guarantee a stable co-simulation, it is necessary that ρ(ΓE(H )) ≤ 1
with ρ denoting the spectral radius. Unstability regions, i.e., points in the parameter
configuration space, for which it holds that ρ > 1 are shown in Figs. 3.4 and 3.5.

In order to address the accuracy of the introduced prediction approaches,we define
the global error ε as follows:

ε = max
0≤Ti≤1

⎛

⎝
2∑

j=1

||x(j)
i − x(j)

ref(Ti)|| + ||ẋ(j)
i − ẋ(j)

ref(Ti)||
⎞

⎠ . (3.46)

The global error behaviour with respect to the 2-MSD test problem for the exem-
plary parametersm1 = 10 kg, k1 = 106 N/m, d1 = 1Ns/m,m2 = 20 kg, k2 = 1N/m,
d2 = 1Ns/m is depicted in Fig. 3.6.

3.4 Conclusion

In this contribution, two prediction strategies have been discussed and analyzed,
the local extrapolation and the linear-implicit Euler step, where the latter extrap-
olates coupling data based on model information in terms of Jacobian matrices.
Both approaches are discussed with a special focus on the parallel Jacobi coupling
scheme, in which all involved subsystems are solved independently in parallel, i.e.,
each subsystem needs extrapolated coupling data in eachmacro step. Both extrapola-
tion methods may, however, also be used in other coupling schemes, such as schemes
of Gauss-Seidel-type or in dynamic iteration schemes. In Sect. 3.3, both strategies
are analyzed concerning their stability and accuracy based on a simple test model,
which is often used for the investigation of co-simulation approaches.
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Chapter 4
Performance Improvement of Explicit
Co-simulation Methods Through
Continuous Extrapolation

Martin Busch

Abstract In order to couple several simulation models, the corresponding software
tools can be interconnected by means of a co-simulation. The inputs and outputs of
the models depend on each other and have to be updated during the time integration
process of the numerical solvers. Since the tools can only communicate at discrete
macro-time points, the model inputs are mostly approximated, e.g., by using polyno-
mial interpolation and extrapolation techniques. As a drawback of classical extrapo-
lation methods, discontinuities occur at the macro-time points. This can slow down
the solvers and reduces the efficiency of the co-simulation. The current paper consid-
ers continuous approximation techniques of C0, C1 and C2 type which are capable
to overcome the discontinuity issues. The approaches are analyzed regarding numer-
ical stability, global error and performance. To show the benefit of the continuity,
the methods are implemented in a master-slave co-simulation and a comparison with
the classical discontinuous approach is done. The C2-continuous approach mostly
outperforms the methods of lower continuity. The C0-continuous method fails due
to a limitation of the error order. With a here-presented enhancement the order drop
of the C0-continuous method can be avoided.

4.1 Introduction

Co-simulation, also named “tool coupling” or “simulator coupling”, is frequently
used to simulate multidisciplinary problems that comprise subsystems from various
physical domains, see e.g. Refs. [1, 2, 8, 11, 13, 16, 19, 33, 35, 37]. The subsystems
are modeled and simulated in different suitable simulation tools which are connected
by a coupling interface, such as FMI1 or TISC.2 The tools communicate with each
other only sporadically, i.e., the coupling data of the subsystems are interchanged

1www.modelisar.org.
2www.tlk-thermo.com.
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only at discrete macro-time points. Therefore, the numerical solvers of the tools
can operate largely independent—using problem-adopted integration methods and
optimized step sizes—which can be very advantageous for the calculation effort,
see e.g. the multirate approaches in Refs. [3, 20, 22, 24, 36] or the parallelization
techniques in Refs. [7, 12, 17, 32, 34].

Several numerical approaches are available for implementing a co-simulation,
such as explicit approaches, see Refs. [6, 9, 10, 20, 27], full-implicit approaches, see
Refs. [5, 25], or semi-implicit approaches, see Refs. [3, 11, 23, 30, 31, 36]. Implicit
approaches are based on a repetition of themacro stepswhichmakes them very stable
and robust, see Ref. [9]. However, the step repetition requires the subsystem solvers
to reinitialize the time integration at formermacro-time points. Themost commercial
simulation tools do not support this reinitialization feature which is a main reason
why implicit co-simulation approaches are still rarely implemented in state-of-the-
art coupling interfaces. In contrast, explicit co-simulation approaches calculate the
macro steps only forward in time (“explicitly”) and can hence be implemented very
easily in commercial simulation tools. Thus, the present paper focuses on explicit
methods.

The use of explicit co-simulation methods bears some disadvantages. Since the
simulation tools can only interchange the coupling data at the discrete macro-time
points, the explicit coupling interface acts like a filter and the numerical solution
can be subject to time delays, artificial noise and energy loss, see Ref. [6]. Applying
energy-preserving co-simulation methods, these issues may be circumvented, see
Refs. [6, 18, 21].

Further, explicit coupling approaches introduce numerical instabilities so that the
numerical solution can rise exponentially in time, see Refs. [4, 9, 28]. These insta-
bilities force the user to work with very small macro-step sizes to meet a sufficient
accuracy. As mentioned above, applying implicit methods may strongly improve the
numerical stability and the efficiency of the co-simulation. Alternatively, adaptive
co-simulation techniques may be applied to achieve the best accuracy and perfor-
mance, either by controlling the macro-step size, see Refs. [9, 26, 29, 36], or by
switching the numerical methods during the simulation, see Refs. [15, 21].

Since explicit methods can only step forward in time, extrapolation techniques
have to be applied to predict the coupling variables in the macro steps.3 Classical
extrapolation techniques lead to discontinuities in the solution which arise after each
macro step and disturb the numerical time integration in the subsystems. If the solvers
reduce their step size or reject the steps at the discontinuities, the calculation effort
can strongly increase.

In Ref. [14], a C0-continuous extrapolation method with the name extrapolated
interpolation was proposed to avoid the discontinuity issue. In Ref. [10], the method
was enhanced to a C1-continuous extrapolation method. Further, it was shown that
the original C0-continuous method has a reduced error order which leads to reduced

3Using a sequential Gauss-Seidel method for the co-simulation, one subsystem obtains extrapolated
and the other subsystem obtains interpolated coupling variables while both subsystems obtain
extrapolated coupling variables if a parallel Jacobi method is applied.
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accuracy compared with the C1-continuous approach. While the C0-continuous
approach was already implemented and tested in Ref. [8], an implementation of the
C1-continuous approach within a co-simulation interface has not been done, so far.

In the current paper, the continuous methods are enhanced once again. The orig-
inal C0-continuous method is improved to preserve the full error order and the C1-
continuous approach is enhanced toC2-continuity.All continuousmethods are imple-
mented in a master-slave co-simulation interface and the performance is investigated
and compared to the classical discontinuous approach. Further, all approaches are
compared regarding stability and error. A linear test model is used for the investiga-
tions.

Regarding common techniques for system decomposition, the here-presented co-
simulation methods are mainly tailored to couplings based on applied forces, such as
force-displacement or displacement-displacement couplings. Constraint couplings,
which are based on reaction forces and algebraic equations, can principally also be
handled by the approaches, but the application might not be useful since constraint
couplings are in general not well-conditioned for the use of explicit co-simulation
methods, because the zero-stability of the methods may not be ensured.4 Thus, con-
straint couplings are not considered in the present paper.

In Sect. 4.2, the test model is briefly discussed and the coupling structure is
explained. In Sect. 4.3, the continuous methods are introduced and enhanced. The
numerical stability of the methods is calculated in Sect. 4.4. The subsystems are
solved with an analytical time integration method. In Sect. 4.5, the methods are
implemented in a master-slave co-simulation and the global error as well as the
performance are compared. The subsystems are calculated with different numerical
solvers of varying accuracy.

4.2 Linear Test Model and System Decomposition

In order to apply a co-simulation to a multidisciplinary system, the system must be
decomposed into several subsystems by defining appropriate coupling variables. For
sake of simplicity, in the present paper we consider a linear test system of two degrees
of freedom, i.e., a 2-mass oscillator, see Fig. 4.1. The parameters of the oscillator are
the masses m1 and m2, the stiffness c1 and c2, the damping coefficients d1 and d2 as
well as the stiffness ck and the damping coefficient dk of the coupling spring between
the two masses. For the decomposition of the system we use a force-displacement
coupling where the second subsystem calculates the applied coupling force fk and

4For constraint couplings, the zero-stability of the co-simulation method depends on the structure
of the submodels, e.g., on the ratio of masses. Several stabilization techniques exist to generate
zero-stable explicit methods for constraint couplings, see e.g. the overlapping technique in Ref. [5].
However, these methods are mostly based on an adaption of the model equations in the subsystems
which is hardly realizable in commercial simulation tools. In contrast, for applied-force couplings
the zero-stability of explicit co-simulation methods is always guaranteed as long as the subsystem
solvers are zero-stable and the applied forces do not depend on accelerations, see Refs. [9, 25].
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Fig. 4.1 Modular modeling of 2-DOF oscillator using a force-displacement coupling

the first subsystem yields the position x1 and the velocity ẋ1 of the first mass. The
system decomposition results in the following linear equations in state-space form

ż1 = A1 · z1 + B1 · u1, ż2 = A2 · z2 + B2 · u2, (4.1a)

y1 = C1 · z1 + D1 · u1, y2 = C2 · z2 + D2 · u2, (4.1b)

with the subsystem states z1 =
(
x1
ẋ1

)
∈ R

2 and z2 =
(
x2
ẋ2

)
∈ R

2 as well as the input

and output vectors u1, u2, y1, y2 ∈ R
2 of the subsystems. The coupling conditions

u1 = y2 , u2 = y1 (4.1c)

accomplish that the output of each subsystem is connected with the input of the
other subsystem. The subsystem matrices Ai, Bi, Ci, and Di (i = 1, 2) of the force-
displacement coupling can be found in Ref. [9], for instance, and shall be given here
only in abstract form.

With the force-displacement coupling in Fig. 4.1, the output of the first subsystem
does not explicitly depend on the input (no direct feed-through). Thus, the feed-
through matrix D1 is zero which guarantees that all numerical coupling methods,
considered in this paper, will be zero-stable if zero-stable solvers are used in the
subsystems, see Ref. [9, 25].

4.3 Approximation Methods for Co-simulation

Applying a co-simulation method to equation system (4.1), the state equations (4.1a)
are calculated by appropriate subsystem solvers. The input vectors u1, u2 have to
be updated during the time integration. For this purpose, the time is discretized into
macro-time points Ti (i = 1, 2, 3, . . .) where the subsystems exchange their coupling
data. Hence, the coupling conditions (4.1c) are only satisfied at Ti. Between the
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Fig. 4.2 Sequential Gauss-Seidel scheme using a macro step TN → TN+1 with constant macro-
step size H and a classical extrapolation polynomial (blue-dotted curves) for generating inputs for
subsystem 1

macro-time points, the unknown inputs are approximated (weak coupling). In the
following, different approximation approaches are described.

4.3.1 Classical Discontinuous Approach

Let’s consider the macro step TN → TN+1 with constant macro-step size H =
TN+1 − TN , see Fig. 4.2. Using a sequential Gauss-Seidel scheme for the co-
simulation, the unknown inputs u1 of the first subsystem are approximated with
an extrapolation polynomial (blue-dotted curve) while the inputs u2 of the second
subsystem are approximated with an interpolation polynomial (green-solid curve).
The polynomials are calculated from the discrete output vectors y1 and y2 at the
macro-time points. Mathematically, a classical extrapolation for the input of subsys-
tem 1 can be expressed by a Lagrange-polynomial function Φ1 of degree k which
depends on the output data y2,N−k , . . . , y2,N of subsystem 2 at the k + 1 previous
macro-time points

ũ(k)
1 (h) := Φ1

(
[−k · H , . . . , −H , 0] ,

[
y2,N−k , . . . , y2,N−1, y2,N

]
; h

)

=
k∑

i=0
y2,N−i · L(k)

k−i(h) (Classical polynomial extrapolation in subsystem 1).

(4.2)
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In the second subsystem, the output data y1,N−j+1, . . . , y1,N+1 from subsystem 1 can
be used for the input approximation, including the updated value y1,N+1 at the next
macro-time point TN+1 (or at h = H in terms of step sizes). The interpolated input
for subsystem 2 can be expressed by a Lagrange-polynomial function Φ2 of degree j

ũ(j)
2 (h) = Φ2

([−(j − 1) · H , . . . , −H , 0,H
]
,
[
y1,N+1−j, . . . , y1,N−1, y1,N , y1,N+1

]
; h

)

=
j∑

i=0
y1,N+1−i · L(j)

j−i(h − H ) (Classical polynomial interpolation in subsystem 2).

(4.3)
The Lagrange basis polynomials of degree d are defined as

L(d)
m (h) :=

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0 if m < 0

0 if m > d

d∏
n=0
n�=m

h − hn
hm − hn

otherwise
, (4.4)

with the equidistant macro-step sizes hn := −(d − n) · H , n = 0, . . . , d .
As a drawback of classical co-simulation approaches, the extrapolation polyno-

mials are discontinuous at the end of each macro step, see the gaps between the
consecutive blue-dotted curves in Fig. 4.2. Consequently, the subsystem solvers may
strongly reduce their integration-step size at the macro-time points. If the discontinu-
ities are too large, i.e., if the macro-step size is chosen too large, the time integration
can even abort.

4.3.2 Original C0-Continuous EXTRIPOL Approach

To overcome the discontinuity issue, a so-called extrapolated interpolation
(EXTRIPOL) approach was introduced by Rauh and Dronka in Ref.[14], see Fig. 4.3.
In each macro step, a classical polynomial extrapolation is carried out to obtain cou-
pling data at TN and TN+1 (blue circles). These extrapolated data are smoothed with
a linear interpolation polynomial to obtain ũ1(h) (red-dashed curves). Hence, the
approximated input of subsystem 1 can be expressed by the following system of
equations

Φ1,N := Φ1

(
[−(k + 1) · H , . . . , −2H , −H ] ,

[
y2,N−(k+1), . . . , y2,N−2, y2,N−1

]
; h = 0

)

=
k∑

i=0
y2,N−1−i · L(k)

k−i(h − −H )

∣∣∣∣∣
h = 0

(Classical polynomial extrapolation at TN ),

Φ1,N+1 := Φ1

(
[−k · H , . . . , −H , 0] ,

[
y2,N−k , . . . , y2,N−1, y2,N

]
; h = H

)

=
k∑

i=0
y2,N−i · L(k)

k−i(h)

∣∣∣∣∣
h = H

(Classical polynomial extrapolation at TN+1),

ũ(k)
1 (h) := Φ1,N · L(1)

0 (h − H ) + Φ1,N+1 · L(1)
1 (h − H ) (C0-approximation in subsystem 1).

(4.5)
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Note that this procedure yields aC0-continuous input for subsystem 1 over themacro
steps.

Using the originalC0-continuousmethod, the degree of the smoothing polynomial
remains linear even if the degree of the underlying polynomial is increased, see
Fig. 4.3b. In Ref. [10], the numerical error of the method was investigated and it was
shown that this limitation reduces the order of the co-simulation error significantly.
Consequently, very small macro-step sizes have to be used with the C0-continuous
method to achieve the same accuracy as the classical discontinuous method. To avoid
the order reduction, the degree of the smoothing polynomial must be increasedwhich
can be accomplished with the following approaches.

4.3.3 C1 and C2-Continuous EXTRIPOL Approach

A first approach was presented in Ref. [10] which uses a Hermite polynomial for the
smoothing, see Fig. 4.4. The Hermite polynomial (red-dashed curve) is computed
from the extrapolated points (blue circles) and the first derivative (blue arrows) of
the underlying polynomials. Hence, a cubic smoothing polynomial is obtained which
is not only C0-continuous but even C1-continuous over the macro steps, i.e., the first
derivative of the red-dashed curve is continuous. The corresponding equations for
the input approximation in subsystem 1 are

Φ̇1,N :=
k∑

i=0
y2,N−1−i · d

dt
L(k)
k−i(h − −H )

∣∣∣∣∣
h = 0

(1st time derivative of Φ1,N ),

Φ̇1,N+1 :=
k∑

i=0
y2,N−i · d

dt
L(k)
k−i(h)

∣∣∣∣∣
h = H

(1st time derivative of Φ1,N+1),

ũ(k)
1 (h) := Φ1,N · H (1)

0,0(h − H ) + Φ1,N+1 · H (1)
1,0(h − H )

+Φ̇1,N · H (1)
0,1(h − H ) + Φ̇1,N+1 · H (1)

1,1(h − H ) (C1-approx. in subsystem 1),

(4.6)

with Φ1,N and Φ1,N+1 taken from Eq. (4.5). The Hermite-basis polynomials for the
equidistant sampling points are defined by the equations

H (d)
m,0(h) := [

L(d)
m (h)

]2 ·
(
1 − 2 · d

dh
L(d)
m (h)

∣∣∣∣
h=hm

· (h − hm)

)
,

H (d)
m,1(h) := [

L(d)
m (h)

]2 · (h − hm)

(4.7)

which yield a polynomial of degree 2 · d + 1, i.e., the smoothing polynomial in
Eq. (4.6) is cubic since d = 1.

Regarding the numerical effort of the co-simulation, a higher continuity can be of
additional advantage since the subsystem solvers are less disturbed. The approach
(4.6) can easily be enhanced to C2 or higher continuity by taking into account the
curvature or higher derivatives of the underlying polynomials. In multibody appli-
cations, which are based on positions, velocities and accelerations of the bodies,
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Fig. 4.3 Sequential Gauss-Seidel scheme using a macro step TN → TN+1 with constant macro-
step size H and a C0-continuous EXTRIPOL method (red, dashed curves) for generating inputs
for subsystem 1. In subfigure (a) a linear polynomial and in subfigure (b) a quadratic polynomial
is used for the underlying extrapolation (blue-dotted curves)
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Fig. 4.4 Sequential Gauss-Seidel scheme using a macro step TN → TN+1 with constant macro-
step size H and a C1-continuous EXTRIPOL method (red-dashed curve) for generating inputs for
subsystem 1

C2-continuity should mostly be sufficient for the solvers to not notice any disconti-
nuity in the subsystem input, at all. The corresponding equations for aC2-continuous
method are

Φ̈1,N :=
k∑

i=0
y2,N−1−i · d2

dt2
L(k)
k−i(h − −H )

∣∣∣∣∣
h = 0

(2nd time derivative of Φ1,N ),

Φ̈1,N+1 :=
k∑

i=0
y2,N−i · d2

dt2
L(k)
k−i(h)

∣∣∣∣∣
h = H

(2nd time derivative of Φ1,N+1),

ũ(k)
1 (h) := Φ1,N · H (1)

0,0(h − H ) + Φ1,N+1 · H (1)
1,0(h − H )

+Φ̇1,N · H (1)
0,1(h − H ) + Φ̇1,N+1 · H (1)

1,1(h − H )

+Φ̈1,N · H (1)
0,2(h − H ) + Φ̇1,N+1 · H (1)

1,2(h − H ) (C2-approx. in subsystem 1),

(4.8)

with Φ1,N , Φ1,N+1 taken from Eq. (4.5) and Φ̇1,N , Φ̇1,N+1 taken from Eq. (4.6). The
Hermite-basis polynomials for higher continuity than C1 can be defined implicitly
by the interpolation condition

d ν

dhν
H (d)

m,μ(h)

∣∣∣∣
h=hn

=
{
1 if ν = μ ∧ n = m
0 otherwise (4.9)

which yields a polynomial of degree (ν + 1) · (d + 1) − 1.Hence, inEq. (4.8),where
ν = 2 and d = 1, a quintic smoothing polynomial is obtained.
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Fig. 4.5 Sequential Gauss-Seidel scheme using amacro stepTN → TN+1 with constantmacro-step
size H and the enhanced C0-continuous EXTRIPOL method (red-dashed curves) for generating
inputs for subsystem 1. The red smoothing polynomials are only shown in the intervals they are
used for and not for the complete range of sampling points

4.3.4 Enhanced C0-Continuous EXTRIPOL Approach

As a second approach to increase the degree of the smoothing polynomial, a classic
piecewise Lagrange polynomial can be used, see the red-dashed curves in Fig. 4.5. To
generate a polynomial of degree k, k + 1 extrapolated sampling points (blue circles)
are taken into account which leads to the equations

Φ1,N−k+1 := Φ1

(
[−2k · H , . . . , −k · H ] ,

[
y2,N−2k , . . . , y2,N−k

]
; h = −(k − 1) · H

)

=
k∑

i=0
y2,N−k−i · L(k)

2k−i(h − −k · H )

∣∣∣∣∣
h = −(k − 1) · H

(Classical polynomial extrapolation at TN−k+1),

.

.

.

Φ1,N := Φ1

(
[−(k + 1) · H , . . . , −2H , −H ] ,

[
y2,N−(k+1), . . . , y2,N−2, y2,N−1

]
; h = 0

)

=
k∑

i=0
y2,N−1−i · L(k)

k−i(h − −H )

∣∣∣∣∣
h = 0

(Classical polyn. extrapolation at TN ),

Φ1,N+1 := Φ1

(
[−k · H , . . . , −H , 0] ,

[
y2,N−k , . . . , y2,N−1, y2,N

]
; h = H

)

=
k∑

i=0
y2,N−i · L(k)

k−i(h)

∣∣∣∣∣
h = H

(Classical polyn. extrapolation at TN+1),

ũ(k)
1 (h) := Φ1

(
[−(k − 1) · H , . . . , −H , 0,H ] ,

[
Φ1,N−k+1, . . . , Φ1,N , Φ1,N+1

] ; h)
=

k∑
i=0

Φ1,N−i+1 · L(k)
k−i(h − H ) (C0-approximation in subsystem 1).

(4.10)
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As a disadvantage of the method, many macro-steps have to be computed in order
to build a smoothing polynomial of high degree. For instance, a cubic polynomial
(degree k = 3) requires four extrapolated sampling points which are each calculated
by cubic underlying extrapolation polynomials, hence, 2k + 1 = 7 macro steps have
to be carried out at first to apply the cubic method. Despite the high amount of
necessary sampling points, the smoothing polynomial is still only C0-continuous
over the macro steps which is a further disadvantage compared to the methods of
Sect. 4.3.3.

4.3.5 Approximation Error of the Methods

In Fig. 4.6, the different methods are applied to a simple sine-function (black curve)
to compare the approximation results. Cubic polynomials are used for the underlying
extrapolation (blue curves). In plot (a) the classical discontinuous approach is shown
where Lagrange polynomials are used for the extrapolation. In plot (b) the original
and in plot (c) the enhanced C0-continuous EXTRIPOL method are shown (red

Fig. 4.6 Approximation methods applied to a sine function (black curve): the classical discon-
tinuous approach in (a), the original C0-continuous EXTRIPOL method in (b), the enhanced
C0-continuous EXTRIPOL method in (c), the C1-continuous EXTRIPOL method in (d) and the
C2-continuous EXTRIPOL method in (e). In plot (f) the approximation error of the methods is
logarithmically plotted over the step size
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curves). Plots (d) and (e) show the C1 and the C2-continuous EXTRIPOL approach
where Hermite polynomials are used for the smoothing. It can be observed that
the C1 and C2-continuous methods tend to additional oscillations in the solution.
However, these oscillations decay if the step size is reduced and the approximation
polynomials converge to the sine function. In plot (f), the approximation error ε of the
methods is shown over the step size H . The enhanced C0-continuous EXTRIPOL
method (“ExtriC0(P.O.)”) as well as the C1 and the C2-continuous EXTRIPOL
methods (“ExtriC1” and “ExtriC2”) generate the same error order as the classical
discontinuous method (“Lagrange”) which has order 4.5 Only for the original C0-
continuous EXTRIPOL method, the error order is limited to an order of 2 due to the
use of linear smoothing polynomials.

4.4 Numerical Stability of the Co-simulation

In the following, it is investigated how the approximation methods from Sect. 4.3
affect the numerical stability of the co-simulation. For the classical discontinuous
approach this analysis was carried out in Ref. [9], for the C1-continuous EXTRIPOL
method a corresponding analysis can be found in Ref. [10]. In the same man-
ner, the numerical stability for the enhanced C0-continuous and the C2-continuous
EXTRIPOL method shall be analyzed. The calculation procedure is only coarsely
described here, details can be found in the mentioned references.

The approximation methods from Sect. 4.3 are applied to the linear test model
from Sect. 4.2. Hence, in the subsystem Eqs. (4.1) the inputs are replaced by the
approximated inputs

ż1 = A1 · z1 + B1 · ũ(k)
1 (h), ż2 = A2 · z2 + B2 · ũ(j)

2 (h), (4.11a)

y1 = C1 · z1 + D1 · ũ(k)
1 (h), y2 = C2 · z2 + D2 · ũ(j)

2 (h). (4.11b)

The subsystem equations are analytically solved for one macro step TN → TN+1, or
in step-size terms h ∈ [0,H ]whereH is the constant macro-step size. The integrated
states of the two subsystems are given by

z1(h) = exp
[
A1 · h

]
·
(

h∫
0
exp

[
−A1 · τ

]
· B1 · ũ(k)

1 (τ )dτ + z1,N

)
with z1,N := z1(h = 0),

z2(h) = exp
[
A2 · h

]
·
(

h∫
0
exp

[
−A2 · τ

]
· B2 · ũ(j)

2 (τ )dτ + z2,N

)
with z2,N := z2(h = 0).

(4.12)
Evaluating the state solution (4.12) and the output Eqs. (4.11b) at h = H and

collecting the results in vectorized form, the variables zN+1 :=
(
z1(H )

z2(H )

)
and

5The approximation error is only limited at 1e-12 due to round-off errors in the computer arithmetic.
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yN+1 :=
(
y1(H )

y2(H )

)
at the end of the macro step are obtained. These variables are

determined by a recurrence equation system of the form

⎛
⎜⎜⎜⎜⎜⎝

(
zN+1

yN+1

)

...(
zN+1−q

yN+1−q

)

⎞
⎟⎟⎟⎟⎟⎠

︸ ︷︷ ︸
YN+1

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Ω̃N Ω̃N−1 · · · Ω̃N−(q−1) Ω̃N−q

I 0 · · · 0 0

0 I
. . .

...
...

...
. . .

. . . 0 0

0 · · · 0 I 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

︸ ︷︷ ︸
Ω

·

⎛
⎜⎜⎜⎜⎜⎝

(
zN
yN

)

...(
zN−q

yN−q

)

⎞
⎟⎟⎟⎟⎟⎠

︸ ︷︷ ︸
YN

(4.13)

where q is the order of the recurrence scheme which depends on the polynomial
degrees k, j and the approximation method. The matrices Ω̃N−i as well as the com-
panion matrix Ω depend on the macro-step size and the model parameters.

The numerical stability of the applied co-simulation approach is computed by the

spectral radius ρ
(
Ω

)
of the companion matrix. The method is called unstable if the

magnitude of the largest eigenvalue satisfies the condition

ρ
(
Ω

)
:=

∥∥∥λ
(
Ω

)∥∥∥∞
> 1 , (4.14)

which entails an exponentially increasing solution over time. Note that the time inte-
gration in the subsystems is carried out analytically in this analysis, so the indicator
(4.14) only contains information about the instability of the numerical coupling and
not about the instability of the subsystem solvers.

In Figs. 4.7, 4.8, 4.9, 4.10 and 4.11, the instability regions of the co-simulation

approaches of Sect. 4.3 are shown, i.e. the configurations where ρ
(
Ω

)
> 1. The

Fig. 4.7 Instability regions for a force/displacement coupling approach in combination with the
sequential Gauss-Seidel scheme and a classical discontinuous extrapolation. Plot (a), (b) and (c)
show the results for constant, linear and cubic polynomials
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Fig. 4.8 Same plots as in Fig. 4.7, but the original C0-continuous EXTRIPOL method is applied

Fig. 4.9 Same plots as in Fig. 4.7, but the enhanced C0-continuous EXTRIPOL method is applied

Fig. 4.10 Same plots as in Fig. 4.7, but the original C1-continuous EXTRIPOL method is applied

spectral radius ρ is plotted for a varying coupling stiffness ck , a varying coupling-
damping coefficient dk and a varying macro-step size H in each plot. The remaining
parameters of the testmodel are fixed according to c1 = 1E6, c2 = 1E7, d1 = 1, d2 =
2, m1 = 10, m2 = 10. The same polynomial degree p is used for the approximation
in both subsystems, i.e. k = j = p, and the underlying extrapolation polynomials are
chosen as constant (p = 0) in plot (a), linear (p = 1) in plot (b) and cubic (p = 3) in
plot (c).

In each plots, unstable configurations can be found, e.g, for the use of high
coupling-damping coefficients. However, all methods are zero-stable and the insta-
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Fig. 4.11 Same plots as in Fig. 4.7, but the original C2-continuous EXTRIPOL method is applied

bility points vanish if the macro-step size H is reduced sufficiently. The instability
regions for linear polynomials are smaller than the regions for constant polynomials
which means that the co-simulation is stable at larger macro-step sizes. Applying
cubic polynomials, the co-simulation gets more unstable again.

Comparing the original C0-continuous EXTRIPOL method in Fig. 4.8 with the
classical approach in Fig. 4.7, the EXTRIPOL method is slightly more unstable for
constant polynomials (a) and slightly more stable for linear and cubic polynomials (b
and c). For instance, for a C0-continuous EXTRIPOL approach with a linear under-
lying polynomial, a 3-times larger macro-step size can be used as for the classical
approach.

For the enhanced C0-continuous EXTRIPOL method (Fig. 4.9), the plots (a) and
(b) are the same as for the originalC0-continuous EXTRIPOLmethod (Fig. 4.8) since
the approaches only differ for polynomial degrees p > 1. Using cubic polynomials,
the enhanced method is more unstable than the original method and even slightly
more unstable than the classical discontinuous method.

Also for theC1-continuous (Fig. 4.10) and theC2-continuous EXTRIPOLmethod
(Fig. 4.11), only minor differences can be observed in the plots. For linear and cubic
polynomials the methods are slightly more stable than the classical approach but
slightly more unstable than the original C0-continuous EXTRIPOL method.

It can be concluded that all methods differ only in minor manner from scope
of stability. This is surprising at the first sight since the EXTRIPOL methods and
especially the enhancedC0-continuousmethod requiremore discrete coupling values
for building the polynomials than the classical approach, see Sect. 4.3. However,
in accordance with the results in Ref. [9], the stability behavior of numerical co-
simulation methods is mainly determined by the degree of the polynomials and not
by the amount of sampling points.
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Fig. 4.12 Solution of test
model for the error and
performance investigation.
x1 and x2 are the positions of
the two masses

4.5 Global Error and Performance of the Co-simulation

In the following, it is analyzed if the subsystem solvers indeed benefit from a contin-
uous co-simulationmethod. Thereto, the time integration in the subsystems is carried
out numerically. A BDF method with variable step size and variable order is used
in both subsystems. The step size of the solvers is limited by the macro-step size
according to hmax = H/2 to prevent the solvers from stepping over several macro
windows. The co-simulation is accomplished with a master/slave approach where
the solver of the first subsystem (themaster) calls the solver of the second subsystem
(the slave) as a subroutine. When the master reaches the next macro-time point, it
triggers the slave subroutine and waits while the slave solves its equations (blocking
call). After the slave is finished with the macro step, it transmits the coupling data
and the master can proceed with the next macro step. With this implementation, the
co-simulation can advantageously be carried out on a single process instance.6

The example model from Sect. 4.2 is simulated 0.1s. The model parameters are
chosen as c1 = 1E5, c2 = 1E3, ck = 1E4, d1 = 1, d2 = 0, dk = 0, m1 = 0.5, m2 =
0.1 so that several oscillations arise in the investigated time interval, see Fig. 4.12.
In Table4.1, some results of the classical discontinuous co-simulation method are
shown. The number of right-hand side calls of the master solver (#RHS) depends
on the chosen macro-step size and on the tolerance. The number of communications
(#COM ) is mainly determined by the macro-step size. Please note that in the current
implementation, themaster solver is not forced tomeet themacro-time points exactly.
The slave subroutine is triggered as soon as the master solver steps over the macro-

6For a classical co-simulation, where both subsystems are solved on different process instances,
the coupling has to be accomplished with inter-process communication which is more difficult to
implement. The numerical approximation methods can however be applied in the same way.
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Table 4.1 Simulation results of the classical discontinuous co-simulation: The number of right-
hand side calls of themaster solver (#RHS), the number ofmacro steps (#COM ) and the global error
(GE). The results are shown for several configurations of macro-step sizes H and solver tolerances
Tol. Constant polynomials are used for the approximation (p = 0)

H Tol p #RHS #COM GE

1.0E − 03 1.0E − 04 0 2703 88 2.35E − 01

1.0E − 03 1.0E − 08 0 12,312 95 2.10E − 01

5.0E − 05 1.0E − 04 0 13,288 1768 6.97E − 03

5.0E − 05 1.0E − 08 0 101,723 1685 5.61E − 03

Fig. 4.13 Global error at the end of the simulation, shown logarithmically over the macro-step size
H . The polynomial degrees are varied according to p = 0, 1, 2, 3, 4. The error is plotted for the
classical discontinuous approach in (a), the original C0-continuous EXTRIPOL method in (b), the
enhanced C0-continuous EXTRIPOL method in (c), the C1-continuous EXTRIPOL method in (d)
and the C2-continuous EXTRIPOL method in (e)

time points at first. Consequently, the amount of communications is also slightly
influenced by the solver tolerance.

In Fig. 4.13, the global error of the different co-simulation approaches is shown
over the macro-step size H . The global error is calculated as the difference between
the co-simulation solution and the analytical solution of the test model, evaluated at
the end of the simulation. To investigate the asymptotic behavior of the co-simulation
error, the solver tolerances are chosen comparatively small (Tol = 1e − 10). In
each plot the polynomial degrees are varied between constant and quartic type
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(p = 0, 1, 2, 3, 4). Plot (a) shows the results for the classical discontinuous method,
plots (b) and (c) for the original and the enhancedC0-continuous EXTRIPOLmethod
and plots (d) and (e) for the C1 and the C2-continuous EXTRIPOL method.

It can be observed that all methods converge for decreasingH which results from
the fact that the methods are zero-stable and the approximation error decreases with
H , see Sects. 4.4 and 4.3. The higher the polynomial degree is chosen, the faster
the error is reduced. However, the error of the original C0-continuous EXTRIPOL
method shows a limitation of the order which correlates with the order drop in
the approximation error from Fig. 4.6f. This order limitation arises for polynomial
degrees p > 1. In contrast, the enhanced C0-continuous EXTRIPOL method as well
as the C1 and the C2-continuous EXTRIPOL method generate the same error order
as the classical discontinuous approach.

In Fig. 4.14, the performance of the EXTRIPOL methods is compared to the
classical discontinuous approach. The performance is calculated in percent as the
ratio

Performance :=
(
#RHS(EXTRIPOL)

#RHS(Classical)
− 1

)
∗ 100 (4.15)

of the number of solver right-hand side calls of the EXTRIPOLmethod and the num-
ber of right-hand side calls of the classical method. The performance is visualized as
the color in Fig. 4.14. Blue or red color mean that the EXTRIPOLmethod is perform-
ing better or worse than the classical method. The plots show the performance for a
varying macro-step size H and for a varying tolerance Tol of the BDF solver in the
subsystems. For the sake of completeness, the tolerance and the macro-step size are
varied in quite large ranges. The black rectangles in the plots indicate configurations
which are commonly used in co-simulation application cases. Thus, only the results
from the inner side of this rectangle might be of practical relevance.

The first row of the plot matrix shows the results for the original C0-continuous
EXTRIPOL method (plots (a)–(c)), the second row for the enhanced C0-continuous
EXTRIPOL method ((d)–(f)), the third row for the C1-continuous EXTRIPOL
method ((g)–(i)) and the fourth row for the C2-continuous EXTRIPOL method ((j)–
(l)). In the first, second and third column of the plot matrix, the results are shown
for constant (p = 0), linear (p = 1) and cubic underlying polynomials (p = 3). The
classical discontinuous approach is not listed in the figure since it is used as refer-
ence in Eq. (4.15), but some selected results of the classical approach can be found in
Table4.1 where the configurations of the corner points of the black rectangles were
used in combination with a constant polynomial.

In general, it can be observed in the plots of Fig. 4.14 that the use of continuous
approximation methods can be very advantageous for the performance of the co-
simulation. In the dark-blue areas, the performance of the EXTRIPOL methods is
larger than 50% which means an improvement of calculation effort by factor 2 or
more. Further, the results confirm that the methods of higher continuity are mostly
more advantageous for the performance than the C0-continuous approaches.

The performance benefit of the EXTRIPOLmethods is especially large at constant
and linear polynomials. At cubic polynomials, the blue regions are generally smaller.
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p =1 p =3p =0
(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Fig. 4.14 Performance of the co-simulation if EXTRIPOLmethods are used instead of the classical
approach. The performance is shown in [%] for varyingmacro-step sizeH and solver toleranceTol in
each plot. The four rows of the plot matrix show the results for the original C0-continuous approach
((a)–(c)), for the enhancedC0-continuous approach ((d)–(f)), for theC1-continuous approach ((g)–
(i)) and for the C2-continuous approach ((j)–(l)). The three columns of the plot matrix show the
results for constant, linear and cubic polynomials. An implicit BDF solver is used in the subsystems.
The black rectangles indicate common configurations of macro-step sizes and solver tolerances
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Fig. 4.15 Visualization of correlation between performance andmacro-step size H (a) and between
performance and solver tolerance TOL (b)

The originalC0-continuous method even completely fails due to the limitation of the
error order for p > 1. The order-preserving C0-continuous method and the methods
with higher continuity perform much better. There are occasional configurations
where also the C1 and the C2-continuous method perform worse than the classical
approach, but these configurations are mainly located outside of the black rectangle
and are hence rarely applied in common co-simulation applications.

The plots in Fig. 4.14 share that the highest performance is mostly located in the
middle of the plots. At themargins, the benefit is smaller. The reason for this behavior
is visualized in Fig. 4.15. As the macro-step size H increases, see Fig. 4.15a, large-
sized discontinuities are generated by the classical method (red line) and one would
expect a high benefit with the continuous methods. However, a large macro-step size
leads to a small amount of discontinuities (blue line) since the solvers interchange
their data less often. Thus, the benefit (black curve) is limited. On the other hand,
if H is small, the classical method generates a large amount of discontinuities, but
the size of the discontinuities is small so that the solvers are less disturbed by the
classical approach and the benefit of the continuous methods reduces. Hence, the
benefit is maximized for medium macro-step sizes.

Similarly, the performance is correlated with the solver tolerance, see Fig. 4.15b.
If the tolerance is small, the solvers are very sensitive to discontinuities (blue line),
thus, one would expect a high benefit with the continuous methods. However, small
tolerances force the solvers to make many right-hand side calls in general and the
additional solver steps due to the discontinuities are of little significance for the
performance, i.e., the ratio of the amount of discontinuities and RHS calls is small
(red line). On the other hand, if the solver tolerance is large, the number of RHS
calls is small and the additional solver steps due to the discontinuities would strongly
determine the performance. However, the solvers are less sensitive at large tolerances
and tolerate the discontinuities. Again, the performance is limited and the maximum
benefit is obtained for medium solver tolerances.

Both correlations also depend on each other. To improve the benefit of the continu-
ous methods, a simple reduction of the macro-step size is not sufficient. Additionally,
the solver tolerance has to be reduced. Further, the location of the maximum benefit
is influenced by the polynomial degree, as can be seen in the plots of Fig. 4.14.



4 Performance Improvement of Explicit Co-simulation Methods … 77

p =0 p =1 p =3(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Fig. 4.16 Same plots as in Fig. 4.14, but a 4th-order Runge–Kutta method is used as solver
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In Fig. 4.16, the subsystem solvers are replaced by an explicit Runge–Kutta
method of order 4. The aforementioned conclusions are still valid. However, com-
paring the results with Fig. 4.14, the benefit of the continuous approaches is much
smaller in combination with the explicit solver. Similar results are obtained if an
explicit Adams method is used for solving the subsystems (results are not shown
here). Explicit time integration methods do not require a computation of the Jaco-
bian matrix in the solver steps and may be generally less sensitive to discontinuities
in the right-hand side than implicit solvers.

4.6 Conclusion

Applying a continuous approximation method in co-simulation applications, the
simulation performance can strongly be improved since the subsystem solvers are less
disturbed by discontinuities at themacro-time points. A reduction of calculation time
by factor 2 or more can be achieved for a wide range of co-simulation configurations.
The performance benefit of the continuous methods mainly arises in combination
with implicit subsystem solvers. With explicit solvers, the benefit is much smaller.
Further, the benefit depends on themacro-step sizeH , the solver toleranceTol and the
degree p of the underlying extrapolation polynomials. Since these parameters have
to be chosen problem-dependent, it should be checked for each simulation problem
separately whether an EXTRIPOL method is of special benefit for the performance
or whether the classical discontinuous method is sufficient.

In the current test, the C2-continuous EXTRIPOL method mostly outperformed
the classical discontinuous approach and the EXTRIPOL methods of lower continu-
ity. The originalC0-continuous EXTRIPOLmethod fails in combination with super-
linear extrapolation polynomials. The reason for this is a limitation of the error order
which entails bad accuracy and bad performance. Using the enhancedC0-continuous
approach, introduced in the present paper, or the C1 and C2-continuous approach,
the full convergence order of the classical discontinuous approach is preserved.

All considered EXTRIPOL methods are similar stable as the classical discontin-
uous approach and are especially zero-stable, as long as the subsystem solvers are
zero-stable.

The C1 and the C2-continuous method are based on Hermite polynomials. It
is strongly recommended to use a Newton basis and divided differences for the
implementation of these polynomials. Hermite polynomials in a Lagrange or in a
monomial basis lead to an ill-conditioned interpolation problem and the numerical
calculation results in singular Vandermonde matrices and large errors at small step
sizes.

To achieve the full convergence order of the approximation methods, it is fur-
ther necessary to fill up the polynomial sampling arrays at the beginning of the
co-simulation (initial calculation). It is recommended to start the simulation with a
sufficient amount of very small macro steps to increase the order of the polynomials.
Then, the first normal-sized macro step can be completed with the high polynomial
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order. Even though the polynomials are based on non-equidistant sampling points in
the first macro steps, the stability of the co-simulation was not affected in the current
test. As an advantage of the approach, no macro-step repetitions are required for the
initial calculation and the explicit character of the co-simulation is maintained.
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Chapter 5
Stable Adaptive Co-simulation:
A Switched Systems Approach

Cláudio Gomes, Benoît Legat, Raphaël M. Jungers and Hans Vangheluwe

Abstract Co-simulation promotes the idea that domain specific simulation tools
should cooperate in order to simulate the inter-domain interactions that are often
observed in complex systems. To get trustworthy results, it is important that this
technique preserves the stability properties of the original system. In this paper, we
show how to preserve stability for adaptive co-simulation schemes, which offer fine
grained control over the performance/accuracy of the co-simulation. To this end, we
apply the joint spectral radius theory to certify that an adaptive co-simulation scheme
is stable, and, if that is not possible, we use recent results in this field to create a
trace of decisions that lead to instability. With this trace, it is possible to adjust the
adaptive co-simulation in order to make it stable. Our approach is limited by the
fact that computing the joint spectral radius is NP-Hard and undecidable in general.
Nevertheless, we successfully applied our results to the co-simulation of a double
mass-spring-damper system.
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5.1 Introduction

Co-simulation is the simulation of a complex system via cooperating simulators,
mimicking the interactions between subsystems [20, 24, 32, 40]. It promotes an
efficient integration of the development process by leveraging existing, often spe-
cialized, modeling and simulation tools [9, 50], and can be applied at any stage [51].
Moreover, the parallelization and decoupling of the computation allows for faster
simulations [8, 16, 36]. Here, simulator means any process that exhibits behavior
over time, so this definition encompasses physical prototypes, software components,
and human operators [3, 15, 19].

Throughout this paper we assume that the simulators are independent of each
other.1 As a consequence, an orchestrator is required to ensure that the simulators
exchange data during a co-simulation.

Co-simulation promotes the idea that each simulator decides how to best compute
the behavior of the subsystem allocated to it, leaving to the orchestrator the decision
of when (with respect to the simulated time) should the simulators exchange data,
and in what order [20]. However, as prior work has shown (e.g., [5, 6, 12, 17, 18, 29,
32, 45, 47]), the decision on how to best compute the behavior of each subsystem
depends on the specific arrangement of all subsystems—such arrangement being
called the co-simulation scenario—, and on the decisions of the orchestrator. In
sum: no decision concerning how to compute the co-simulation should be taken
independently of the co-simulation scenario, which means that simulators should
avoid “hard-coded” decisions.

It is currently a matter of research to find out which decisions are scenario depen-
dent, and in thiswork,we assume that each simulator provides amechanism to control
some of these. Two factors are known to affect these decisions: (1) the co-simulation
scenario; and (2) the requirements for the co-simulation.

Regarding the exact moment when these decisions need to be made, in the gen-
eral case of systems that undergo structural changes (and therefore change the co-
simulation scenario), the only possible time to make such decisions is when these
changes occur, as demonstrated in [39]. The requirements for the co-simulation can
change during the computation itself as well. The purpose of this is to inspect certain
transient behavior of interest (e.g., see [7, 25, 30, 43]). We will therefore focus on
adaptive co-simulation, where the orchestrator and simulators change the way they
compute the co-simulation during the co-simulation itself, as a factors (1) and (2)
change.

In the scope of adaptive co-simulation, it is hard to predict which decisions are to
be taken without actually computing the co-simulation. It is then natural to wonder
whether it is possible to ensure trustworthy co-simulation results, in the face of such
uncertainty.

In this paper, we show how to prove that a co-simulation of a stable system is
numerically stable, provided that the set of all possible decisions (i.e., reactions to

1Two well known standards for co-simulation—the Functional Mockup Interface Standard for co-
simulation [10], and the High Level Architecture [1]—share this assumption.
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changes in factors (1) and (2)) is known. In particular, we propose to use the joint
spectral radius theory [26] to certify the numerical stability of the co-simulation.
Furthermore, when a co-simulation cannot be certified as numerically stable, we
apply the results in [34, 35] to provide a numerically stable co-simulation with a
reduced set of possible decisions.

The challenges associated with our approach lie in scaling with respect to the size
of the underlying system, number of simulators, and number of decisions; and how
to protect the Intellectual Property in each simulator.

In the next section, we introduce an example that motivates our research problem,
and will serve as a running example. Section5.3 presents some preliminary concepts
related to stability in co-simulation and the techniques that we based our contribution
on. Then, Sect. 5.4 details our contribution, and Sect. 5.5 the related work. Finally,
Sect. 5.6 concludes.

5.2 Motivational Example

We motivate our work using a simple and well known system, that has been used
to study the numerical stability of multiple orchestration algorithms (see, e.g., [4,
12–14, 28, 31, 45]).

A coupled mass-spring-damper system is shown in Fig. 5.1. We consider two
simulators—S1, S2—and the allocation depicted in the figure: simulator S1 computes
the behavior of the left-hand-side (LHS) mass, accepting the input coupling force
Fc, and producing the position and velocity of the mass as outputs; and S2 accepts
the position and velocity computed by S1, and produces the coupling force Fc. They
are coupled as shown in Fig. 5.2.

Fig. 5.1 Example double
mass-spring-damper system

.

.

Fig. 5.2 Example
arrangement of simulators
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The dynamics of the LHS mass are given by:

ẋ1(t) = v1(t); m1 · v̇1(t) = −c1 · x1(t) − d1 · v1(t) + Fc(t);
x1(0) = p1; v1(0) = s1.

(5.1)

where ẋ denotes the time derivative of x ; c1 is the spring stiffness constant and d1
the damping coefficient; m1 is the mass; p1 and s1 the initial position and velocity,
respectively; and Fc(t) the input force acting on the mass over time.

The right-hand-side mass is governed by:

ẋ2(t) = v2(t); m2 · v̇2(t) = −c2 · x2(t) − Fc(t);
x2(0) = p2; v2(0) = s2;

Fc(t) = cc · (x2(t) − x1(t)) + dc · (v2(t) − v1(t)) ;
(5.2)

where cc and dc denote the stiffness and damping coefficients of the central spring
and damper, respectively; c2 denotes the stiffness constant for the right spring; p2
and s2 the initial position and velocity.

We assume that the co-simulation of this example is computed as shown in Algo-
rithm1 (other orchestration algorithms exist—see [19, Sect. 4.2] for an overview).
The function DoStep(H, S) instructs simulator S to simulate the behavior of its allo-
cated subsystem in the time interval t → t + H . This computation is done using a
numerical method and, since the input is not available in the open interval (t, t + H),
an extrapolation scheme is used.

Algorithm 1: Jacobi orchestration algorithm for the simulators shown inFig. 5.2.
Data: The stop time t f and a communication step size H > 0.

1 t := 0 ;
2 while t ≤ t f do
3

[
x1 v1

]T := GetOutput(S1);

4 SetInput(S2,
[
x1 v1

]T );
5 Fc := GetOutput(S2);
6 SetInput(S1,Fc);
7 DoStep(H ,S1);
8 DoStep(H ,S2);
9 t := t + H ;

10 end

Figure5.3 shows multiple co-simulations of the system in Fig. 5.1, using different
configurations for the simulators:

x1 denotes the correct trajectory of x1(t), for reference, obtained by coupling
Eqs. (5.1) and (5.2) and finding the analytical solution;

x1_cs_1 denotes the trajectory obtained with a co-simulation where both sim-
ulators employ the forward Euler method, using a constant extrapolation of the
inputs, and performing 10 internal integration steps per co-simulation step;
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Fig. 5.3 LHSmass position co-simulations of the system in Fig. 5.1. Parameters:m1 = c1 = m2 =
c2 = cc = 1.0; and d1 = d2 = dc = 0.1. The co-simulation step used is H = 0.1

x1_cs_2 is similar to x1_cs_1, except each simulator performs only one inte-
gration step per co-simulation step;

x1_cs_3 is obtained with a co-simulation that adaptively combines the config-
uration used in x1_cs_1 and x1_cs_2, i.e., it varies the number of internal
integration steps per simulator.

Comparing the plotted trajectories, we see that there is something wrong with
trajectoryx1_cs_2. Due to the positive damping constants, the original systemmust
always come to a rest, irrespective of the initial values. However, the co-simulation
that produces x1_cs_2 does not seem to obey this law.

To compare the performance of each co-simulation, we compute the number of
model evaluations. For the co-simulations producing the trajectories x1_cs_1 and
x1_cs_2, this is given as:

t f
H

× (
StepsS1 + StepsS2

)
,

where t f is themaximum simulation time, andStepsS denotes the number of internal
integration steps performed by simulator S, per invocation of DoStep(H, S). The
algorithm that computes trajectory x1_cs_3 is designed to spend 70% of the time
using the parameters used to compute x1_cs_1 and the remaining time using the
parameters used to compute x1_cs_2. It gives the following evaluations:

0.7 × Evalscs1 + 0.3 × Evalscs2 .

As can be seen in Table5.1, the adaptive co-simulation mimics the qualitative
behavior of the system (i.e., eventually coming to a rest), with fewer model evalua-
tions than x1_cs_1.
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Table 5.1 Total number of
model evaluations per
co-simulation in Fig. 5.3

Trajectory Evaluations

x1_cs_1 20000

x1_cs_2 2000

x1_cs_3 14600

Fig. 5.4 Example wrong adaptive co-simulation

Thisminimal examplehighlights oneof the advantages of adaptive co-simulations:
the ability to obtain better tradeoffs between mimicking the qualitative behavior of
the original system and performance.

Consider now the adaptive co-simulation x1_cs_4 shown in Fig. 5.4, which is
similar to the policy used to compute x1_cs_3, except that more time is spent in the
mode where the simulators only take one integration step. Despite being adaptive, it
does not seem to come to a rest, which brings to our research problem: how can we
tell a stable adaptive co-simulation, from an unstable one? And how can we ensure
that the decisions taken during the co-simulation preserve the qualitative properties
of the original system?

The next section provides the necessary background to explore this problem in
depth.

5.3 Background

5.3.1 Co-simulation

In this paper, we consider a simulator to be an executable unit that expects input
signals at agreed-upon points in simulated time, and produces output signals at these
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times (see [19, Sect. 4] for a formal definition). The inputs (resp. outputs) correspond
to the inputs (resp. outputs) of the subsystem that is allocated to that simulator.

A simulator often employs a numerical method to approximate the state of its
subsystem over simulated time. Suppose that an input is provided at time t , and the
simulator is instructed to compute until time t + H , with a given H > 0. Then, the
simulator will perform a number of internal integration steps, while guessing what
the input is throughout these steps. At time t + H , a new input point is provided, and
the process is repeated.

A co-simulation scenario is a specific coupling of simulators, reflecting the cou-
pling of the underlying subsystems. Here we assume that this coupling is a set of
output-to-input assignments, giving rise to arrangements as exemplified in Fig. 5.2.

An orchestrator is an algorithm that uses the co-simulation scenario to compute
a co-simulation. It is responsible for asking simulators to produce outputs, setting
their inputs, and controlling their computation over the simulated time, by deciding
the co-simulation policy. A simple orchestrator is shown in Algorithm1.

A co-simulation policy is a sequence (over simulated time) of decisions that affect
how the co-simulation is computed. In this paper, a policy encompasses:

Solver the numerical solver used by each simulator;
Internal Step Size the internal step size used by each simulator;
Input Approximation the input extrapolation scheme used by each simulator;

and
Orchestration the order in which inputs are provided to each simulator

(two well known examples are Jacobi and Gauss-Seidel
orchestration [19]).

We consider these items because they are known to affect the stability of the co-
simulation. For example, [12] studies the stability of the co-simulation usingmultiple
input extrapolation schemes, and [45] studies the stability under different orchestra-
tion algorithms.

5.3.2 (Numerical) Stability

Consider the following initial value problem:

ẋ = Ax; x(0) is given; (5.3)

where x(t) is a real-valued vector, and A is a square real matrix.
The solution x(t) to the system in Eq. (5.3) is stable if x(t) tends to the origin,

regardless of the initial value. In other words, limt→∞ ‖x(t)‖ = 0, for any given
x(0).

Suppose that the solution to Eq. (5.3) is approximated by the following discrete
time system:

x̃i+1 = Ãx̃i ; x̃0 = x(0); (5.4)

where x̃i is a real-valued vector, and Ã is a square real matrix.
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We say that the system in Eq. (5.4) is stable if, for all x̃0,

lim
i→∞‖x̃i‖ = 0 ⇔ lim

i→∞‖ Ãi‖ = 0, (5.5)

for any vector norm ‖x̃‖, and any matrix norm ‖ Ã‖ satisfying the submultiplicativity
property.

Assuming that the system in Eq. (5.3) is stable, it is important that the approx-
imating system in Eq. (5.4) preserves this property, in which case, we denote it as
being numerically stable. The importance of preserving this property lies in the fact
that the computation of the approximation naturally introduces errors. If the system
in Eq. (5.4) is numerically stable, the errors introduced are not amplified.

The condition in Eq. (5.5) can be studied by means of the spectral radius ρ( Ã)

[48, Theorem1.3.2]:
ρ( Ã) < 1 ⇔ lim

i→∞‖ Ãi‖ = 0,

where ρ( Ã) is given by Gelfand’s formula or the maximum absolute eigenvalue:

ρ( Ã) = lim
i→∞‖ Ãi‖1/ i = max

j

∣∣λ j

∣∣ , (5.6)

and λ j is the j th eigenvalue of Ã.
As detailed in [12, 19, 45] and references therein, the numerical stability of a

co-simulation is analyzed by assuming that the underlying coupled system can be
written as in Eq. (5.3) and is stable, and computing the discrete time system in the
form of Eq. (5.4) that represents the co-simulation. Here, we illustrate how this is
done for the example in Fig. 5.1 (a more general description is given in the above
references). This procedure can be generalized to any number of simulators, as long
as the underlying coupled system can be written as in Eq. (5.3) (for conditions that
ensure this, see [5, Sect. 2]).

Consider now the example of Fig. 5.1, and suppose that the orchestrator (following
Algorithm1) and simulators are at time ti . In the interval t ∈ [

ti , ti+1
]
, each simulator

Sj , with j = 1, 2, is trying to approximate the solution to a linear ODE,

ẋ j = A j · x j + Bj · u j

y j = C j · x j + Dj · u j
(5.7)

where A j , Bj ,C j , Dj are matrices with appropriate dimensions, and the initial state
x j (ti ) is the state computed in the most recent co-simulation step. We assume that
either D1 or D2 is the null matrix, so that the coupled system can be written as
Eq. (5.3). In this example, D1 = 0.

Without loss of generality (for more sophisticated input extrapolation tech-
niques, see [12, Eq. (9)]), we assume that each simulator uses a constant extrap-
olation to approximate the input in the interval [ti , ti+1). That is, ũ j (t) = u j (ti ), for
t ∈ [ti , ti+1). Then, Eq. (5.7) can be re-written to represent the unforced system being
integrated by each simulator:
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[
ẋ j˙̃u j

]
=

[
A j B j

0 0

]
·
[
x j

ũ j

]
(5.8)

We can represent the multiple internal integration steps of Eq. (5.8), performed
by the simulator Sj in the interval t ∈ [

ti , ti+1
]
, as

[
x j (ti+1)

ũ j (ti+1)

]
= Ã

k j

j ·
[
x j (ti )
ũ j

]
(5.9)

where Ã j represents a single integration step of the numerical method (e.g., Ã j =
I + h j

[
A j B j

0 0

]
for the forward Euler method), k j = (ti+1 − ti )/h j is the number

of internal steps, and 0 < h j ≤ H is the internal fixed step size that divides H . Note
that Eq. (5.9) represents a discrete time systemmodeling the behavior of the simulator
at a single co-simulation step, with no inputs. Now we just have to represent how the
simulators exchange data at the end/beginning of a co-simulation step.

At the beginning of the co-simulation step i , we wish to enforce u1(ti ) = y2(ti )
and u2(ti ) = y1(ti ). This, together with Eq. (5.7), gives,

u1(ti ) = C2 · x2(ti ) + D2C1 · x1(ti ).
u2(ti ) = C1 · x1(ti ) (5.10)

Finally, Eqs. (5.8)–(5.10) are combined to write the co-simulation step in the form
of Eq. (5.4) as

[
x1(ti+1)

x2(ti+1)

]
=

[
I 0 0 0
0 0 I 0

] [
Ãk1
1 0

0 Ãk2
2

]
⎡

⎢
⎢
⎣

I 0
0 C2

0 I
C1 D1 · C2

⎤

⎥
⎥
⎦

︸ ︷︷ ︸
Ã

[
x1(ti )
x2(ti )

]
(5.11)

whose stability is easily checked with Eq. (5.6).
We remark that Eq. (5.11) represents an abstraction of how the co-simulation is

computed, for analysis purposes. In practice, the co-simulation itself may include
optimizations, parallelism, etc … which are neglected when building Eq. (5.11).

5.3.3 Joint Spectral Radius

The definitions we present here are adapted from [26].
Consider the following switched discrete time system:

xi+1 = Aσ(i)xi : σ(i) ∈ {0, . . . ,m − 1} , Aσ(i) ∈ Σ (5.12)
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where x0 is given, {0, . . . ,m − 1} is the set of modes, σ(i) is the mode active at step
i , and Σ = {Ai }m−1

i=0 is a sequence of m real square matrices.
We denote the sequence σ(0),σ(1), . . . as the switching signal, where Aσ(i) ∈ Σ

represents the matrix used to compute xi+1 from xi in Eq. (5.12). A switching signal
σ(0),σ(1), . . . ,σ(i) induces the matrix product Aσ(i−1) . . . Aσ(1) · Aσ(0). Let

Σ i = {
Api−1 Api−2 . . . Ap0 : Apj ∈ Σ, 0 ≤ p j < m, j = 0, . . . , i − 1

}

be the set of all products induced by switching signals with length i . Note that, for
any given switching signal σ(0),σ(1), . . . σ(i − 1), xi+1 = Ax0 for some A ∈ Σ i .

The system in Eq. (5.12) is stable if, for any x0, and any switching signal,
limi→∞ ‖xi‖ = 0.

The Joint Spectral Radius ρ̂(Σ) (JSR) is essentially a generalization of Gelfand’s
formula, in Eq. (5.6), to arbitrary products of matrices in Σ [44]:

ρ̂i (Σ) = sup
{‖A‖1/ i : A ∈ Σ i

}

ρ̂(Σ) = lim sup
i→∞

ρ̂i (Σ)
(5.13)

Using the JSR, we can characterize the stability of the system in Eq. (5.12) by
noting that [26, Theorem1], for any bounded set Σ ,

ρ̂(Σ) < 1 ⇔ for all σ, lim
i→∞

∥∥Aσ(i)Aσ(i−1) . . . Aσ(0)

∥∥ = 0. (5.14)

To determine whether the system in Eq. (5.12) is stable, note that the limit in
Eq. (5.13) exists, and any finite i satisfies:

ρ̂(Σ) ≤ ρ̂i (Σ) [26,Lemma 1.2].

Therefore, if there exists i , such that ρ̂i (Σ) < 1, then the switched system is stable.
Note however, that checking whether ρ̂(Σ) < 1 is NP-Hard [11] and undecidable
[26, Proposition2.9] in general.

Other algorithms exist to estimate ρ̂(Σ), and we refer the reader to [21, 23, 27,
38, 42].

5.4 Stability Certification of Adaptive Co-simulations

In this section, we first describe how to use the concepts introduced in the previous
section to determine the numerical stability of an adaptive co-simulation. Then, we
propose a way to address the case when the adaptive co-simulation is not numerically
stable.
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5.4.1 Stability

Equation (5.11) represents a single co-simulation step, which, as can be seen from
Eqs. (5.7) to (5.10), represents a specific: system arrangement; coupling approach;
simulator input approximation; internal solver method; internal simulator step size
h j ; and communication step size H . If any of these items changes from one co-
simulation step to the next, the co-simulation is adaptive, and is best described as
a discrete time switched system, of the form of Eq. (5.12), where Σ includes every
possible variationof thematrix Ã inEq. (5.11), constructed as explained inSect. 5.3.2.

To exemplify, in the co-simulation of the system in Fig. 5.1, suppose that the
decision space is as follows:

Arrangement is the one in Fig. 5.2;
Coupling is the one in Algorithm1 but a Gauss-Seidel, Strong coupling, or others,

could have been used [22];
Input Approximation is the constant extrapolation but higher order input approx-

imations can be applied [12];
Solver can be forward Euler, or the midpoint method [52, Sect. II.1];
Solver Step Size can be H/10 or H ;
Communication Step Size H is 0.1;

Then Σ contains 16 matrices, representing every possible combination of policies,
per simulator, from one co-simulation step to the next.

Applying the result in Eq. (5.14) ensures that any possible decision sequence
taken by the co-simulation always produces a numerically stable co-simulation. This
is a strong result in the sense that we do not need to know anything about how the
decisions are made.

In the example proposed, ρ̂(Σ) ≥ 1. To see why this is the case, let Acs_2 denote
that co-simulation step matrix that uses H = 0.1 and solver step size equal to H .
Then, computing the spectral radius ρ(A), one observes that ρ(A) > 1. This means
that there is a switching signal (always use Acs_2 to compute the next co-simulation
step) that causes the co-simulation to not be stable. In fact, the result is the trajectory
x1_cs_2, plotted in Fig. 5.3.

5.4.2 Stabilization

As the paragraph above shows, if there is a matrix A ∈ Σ such that ρ(A) ≥ 1, then
we have that ρ̂(Σ) ≥ 1. This immediately suggests an optimization to be done before
computing the JSR: exclude all unstable matrices. That is, we set

Σ0 = Σ \ {A} ,∀A ∈ Σ : ρ(A) ≥ 1.

After computingΣ0, it can still be the case that ρ̂(Σ0) ≥ 1, as the product of stable
matrices is not necessarily stable (see, e.g., [26, Fig. 1.2]). Furthermore, ρ̂(Σ0) ≥ 1
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does not imply that there exists a finite i and a A ∈ Σ i
0 such that ρ(A) ≥ 1 (see, e.g.,

[26, Sect. 2.4], with the case that ρ(A) = 1). This means that no algorithm can always
ensure that a stable co-simulation is attained. Fortunately, in practice, the algorithm
proposed in [34] works well.

The work in [34] approximates ρ̂(Σ0), allowing us to check whether ρ̂(Σ0) < 1,
and, more importantly, returns a sequence p0, . . . , pi−1 such that ρ(Api−1 . . . Ap0) ≈
ρ̂(M0) to any desired level of accuracy. Computing Σ1 = Σ0 \ Apj for one j ∈
{0, . . . , i − 1} and iterating allows one to obtain a Σ∗ such that ρ̂(Σ∗) < 1.

In the adaptive co-simulation of the system introduced in Fig. 5.3, we have that
Σ∗ = Σ0 excludes the matrix Acs_2, and ρ̂(Σ0) ≤ 0.992905.

5.4.3 Conservativeness

As the previous result shows, applying this procedure to the adaptive co-simulation
introduced in the previous sub-section results in a stable adaptive co-simulation that
will never use the matrix Acs_2. This is too restrictive. To see why, note that, as
illustrated in plots of Fig. 5.3, a careful use of the decisions embedded in matrix
Acs_2 actually yields a co-simulation that outperforms the other non-adaptive co-
simulations (see the stable trajectory x1_cs_3 in Table5.1).

We propose a straightforward solution to this problem: apply the stabilization
procedure to Q = Σq , which includes all products of length q of matrices in Σ for
a given q > 0 (there is little use to including all products of length up to q because
these are subsequences of the products of length m). The matrix products in the
stabilized Q∗ may include combinations of matrices that would otherwise have been
removed.

In the adaptive co-simulation example, we set q = 2 and we obtain Q∗ that only
excludes the matrix Acs_2Acs_2, which means that the policies embedded in Acs_2 can
still be used, provided that they are alternated with any other policies. Applying the
algorithm in [34] yields ρ̂(Σ2

0 ) ≤ 0.982986.

5.4.4 Implementation

If the stabilization procedure terminates, we are left with Q∗: a set of sequences of
matrix products of length q. Since we abstracted how each decision is taken at each
co-simulation step, we still need to ensure that, at run-time, the decisions taken by
the adaptive co-simulation remain within the allowed decisions (in the set Q∗).

To shed light on this problem, note that each sequence p0, . . . , pq−1 that induces
the matric product Apq−1 . . . Ap0 ∈ Σq , can be associated with one, and only one,
natural number dp0...pq−1 ∈ N0 computed as a conversion from base-m digit to a
decimal number:
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Fig. 5.5 Runtime structures
of decision sequence monitor

dp0...pq−1 =
q−1∑

j=0

p j · m j , (5.15)

where m is the number of matrices in Σ .
We therefore propose to allocate a mq -bit array, where the position dp0...pq−1 of

the array indicates whether the matrix product Apq−1 . . . Ap0 ∈ Q∗. Then, at time ti
with i ≥ q − 1, the previous q policies are used to reconstruct dσi−q−1...σi and check
whether the corresponding subsequence is safe to take. If the policy σ(i) is not safe
to take, then the immediate neighbors of dσi−q−1...σi in the bit array can be inspected
to find whether there are safe policies that can be selected. Figure5.5 illustrates a
scenario where q = 3,m = 16 and the orchestrator is about to decide to use the
policies embedded in matrix A14. A quick look-up to position 2158, obtained with
Eq. (5.15), shows that this is not allowed.The neighbouring positions showalternative
matrices that can be used.

5.5 Related Work

There is a huge body of work in techniques to determine the stability of a discrete
time switched system. For introductions and overviews on the topic, please see [2,
26, 37, 41, 49].

Wehighlight thework in [33],where an algorithm is proposed to search for a stable
periodic switching signal. This work differs from our because we are interested is
removing all non-stable periodic switching signals, and retaining all the stable ones.
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To the best of our knowledge, there is no work that applies the above results
to the topic of adaptive co-simulation. For applications to the stability analysis of
non-adaptive orchestration algorithms, we refer the reader to [12, 18, 45, 46].

5.6 Conclusion

In this paper, we introduce the problem of ensuring numerical stability in the context
of adaptive co-simulation. To address this problem, we describe how to model the
adaptive co-simulation as a discrete timed switched system, incorporating all possible
policies. In particular, we describe a method to collect the information about each
simulator and form a discrete time system (as in Eq. (5.11)), for each possible co-
simulation configuration. Then we use recent results [34] to determine whether the
adaptive co-simulation is numerically stable. If it is not, we propose an attempt to
make it stable by reducing the set of allowed policies. Finally, we describe how to
implement a simple monitor that ensures that the adaptive co-simulation only takes
the accepted policies during execution.

The experimentsmade throughout the paper to exemplify our approach is available
for download.2

There are three major limitations in this work: (i) the stability of the adaptive
co-simulation is not decidable in general, so the algorithm we propose here may not
terminate; (ii) for large numbers of policies, the computation of the joint spectral
radius becomes impractical; (iii) in practice it may be hard to obtain the equations,
solver, and input approximation technique, of each simulator, in order to form the
system in Eq. (5.8). Another well known limitation, shared with traditional stability
analysis techniques, is that our work is restricted to linear systems. However, for non-
linear systems, linearization around an equilibriumpoint canbeperformed, in order to
get some insights into the performance of the co-simulation at that equilibrium point.

To address limitation (ii), we will explore whether the construction of adaptive
co-simulation yields any structure that can be leveraged (e.g., common reducibility)
to accelerate the computation of the joint spectral radius. As for limitation (iii),
we propose that each simulator discloses directly the matrix in Eq. (5.8), thereby
avoiding the intellectual property issues.
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Chapter 6
The SNiMoWrapper: An
FMI-Compatible Testbed for Numerical
Algorithms in Co-simulation

Stefan Hante, Martin Arnold and Markus Köbis

Abstract We introduce the SNiMoWrapper, an FMI-compatible software tool
which enables the integration of models with an integrated, adapted solver in the
form of a co-simulation FMU into simulation tools by conducting the co-simulation
and hiding its details from the simulator. We describe the used algorithm in detail,
give a short proof for the order of convergence of the SNiMoWrapper, show results
for its application to an academic test example and describe an industrial proof-of-
concept application.

6.1 Introduction

Co-simulation is a simulation technique for time-dependent coupled problems in
engineering that restricts the data exchange between subsystems to discrete commu-
nication points in time. In the present paper we follow the block oriented framework
in the industrial interface standard FMI forModel Exchange andCo-Simulation v2.0,
see [6], and present the SNiMoWrapper, a testbed for numerical algorithms in co-
simulation. It is designed to include FMI-compatible software components (Func-
tional Mock-up Units or FMUs) in a simulation tool like MATLAB, Simulink or
Simpack. We discuss a sophisticated implementation for hiding algorithmic details
of co-simulation from the master simulation tool which does not even need to be
aware that co-simulation is performed inside the SNiMoWrapper.

The paper is structured as follows: In Sect. 6.2, we will motivate the conception
of the SNiMoWrapper and how it is supposed to work in a software environment.
In Sect. 6.3 we will describe the co-simulation algorithm that is embedded into the
SNiMoWrapper. We will discuss how the SNiMoWrapper was implemented in soft-
ware in Sect. 6.4. In Sect. 6.5 we will analyze how the numerical errors behave, if
the communication step size H → 0 and present a proof of convergence of this algo-
rithm, which is based on the convergence analysis in [1]. Section 6.6 describes some
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test-cases to which the SNiMoWrapper has been applied as well as some numerical
tests that support the theoretical results from Sect. 6.5. Furthermore, we discuss an
industrial proof-of-concept application of the SNiMoWrapper.

6.2 Approach

The Functional Mock-up Interface (FMI, [6]) is a powerful industrial standard that
allows quick and easy import and export of software components in order to simu-
late complex physical structures that are composed of smaller sub-structures which
themselves are driven by different physical concepts. Amodel of such a sub-structure
is comprised inside a so-called Functional Mock-up Unit (FMU), often together with
a time integration method specialized to the governing differential equations.

Model exchange FMUs give the importing simulation tool access to the internal
states and right-hand side functions of the model, allowing the simulation tool to
simply include the right-hand side calls for the model in its time integration rou-
tine and perform a monolithic time integration. This, however, is often unfavorable,
because the dimension of the differential equation that has to be solved becomes
large. Additionally, in this case the same time-integration method has to be applied
to all the smaller submodels that may draw from different physical concepts. Often,
for each submodel, there is a specialized numerical integration scheme that is known
to work well with the type of model in question.

With co-simulation FMUs, this can be realized. The co-simulation FMU comes
with an embedded numerical integration scheme and the importing simulation tool
has no access to internal variables or right-hand side functions etc. This approach
on the other hand needs an additional co-simulation algorithm that manages the data
exchange between the different software modules. These topics are addressed by
two standard approaches: The simulation backplane method, where there is a co-
simulation code that manages all involved software modules and the master-driven
method, where the co-simulation is handled by one specific simulation tool—the
master simulation tool.

Our approach, however, is different: The whole co-simulation aspect is dealt with
inside the SNiMoWrapper that is situated between the master simulation tool and
the FMU that includes the so-called slave system. It effectively transforms the slave
FMU into a function that can be called by the master simulation tool—with some
restrictions—at any simulation time instance and therefore hides the details of the
co-simulation from the master simulation tool.

The SNiMoWrapper is based on existing proprietary application programming
interfaces (API) of industrial simulation software like m- or s-function in MAT-
LAB/Simulink or user-defined force elements in industrial multi-body system sim-
ulation software. For a single master simulation tool an API front-end has to be
developed whose only task is to communicate with the SNiMoWrapper. The SNi-
MoWrapper manages the co-simulation and communicates via FMI with the slave
systems contained inside the FMU. The FMU comes with FMI v2.0 routines defined



6 The SNiMoWrapper: An FMI-Compatible Testbed for Numerical Algorithms… 101

Fig. 6.1 SNiMoWrapper’s
workflow
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in the standard [6], while the SNiMoWrapper uses a library to access these routines.
Figure 6.1 shows workflow and basic software component of the SNiMoWrapper.
The involved quantities yM(t) and uM(t) will be explained below.

In FMI for co-simulation, the data exchange between master and slave FMUs
is restricted to discrete communication points Ti . During the communication step
(Ti , Ti+1] the slave systems are solved independently by their embedded solver [6].
The data exchange is handled by the SNiMoWrapper.

6.3 Co-simulation Algorithm

SNiMoWrapper’s co-simulation algorithmworkswith an equidistant communication
point grid Ti = T0 + i H with constant communication step size H > 0.

Since, at this point, we want to couple a single co-simulation FMU with a master
simulation tool, we have to consider two systems: The master system that represents
the black-box system of the master simulation tool and the slave system that rep-
resents the co-simulation FMU. In the context of co-simulation, this block-oriented
descriptionwas introduced in [9]. The coupledmaster-slave system ismodeledmath-
ematically by the following coupled set of differential equations

ẋ M(t) = f M
(
t, xM(t), uM(t)

)

yM(t) = gM
(
t, xM(t), uM(t)

)

}

(6.1)

ẋ S(t) = f S
(
t, x S(t), uS(t)

)

yS(t) = gS
(
t, x S(t), uS(t)

)

}

(6.2)
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Fig. 6.2 Co-simulation
setup of the SNiMoWrapper

M S
yM

uS

yS
uM

where the coupling conditions are

uM(t) = yS(t)

uS(t) = yM(t)

}

. (6.3)

Here, xM and x S are internal states, uM and uS are inputs and yM and yS are outputs
of the master and slave system, respectively. In Fig. 6.2, the black-boxes and their
coupling is shown.

6.3.1 Prerequisites

In this paper, we are not dealing with coupled systems that have algebraic loops [1].
A system without direct feed-through is always free from algebraic loops, for
instance.

Themaster toolmaycall theSNiMoWrapper through theAPI at any time instance t
inside the current communication step (Ti , Ti+1] in order to obtain uM(t). Themaster
can call the SNiMoWrapper at any Ti < t ≤ Ti+1 in any order but restricted to these
bounds. This means, in particular, it may not go back to a previous communication
step. The FMI standard does, in principle, allow for saving and reinitializing an
FMU to a previous time instance. However, for many industrial models, it is a rather
strong condition that the necessary routines fmi2GetState, fmi2SetState
are implemented.

Before the master simulation tool can advance to the next communication step
(Ti+1, Ti+2], it has to call the SNiMoWrapper at Ti+1, so the SNiMoWrapper can
obtain the master system’s output yM(Ti+1).

These prerequisites can typically easily be fulfilled by industrial simulation soft-
ware.

6.3.2 Capabilities of the Slave System

The slave system is part of a co-simulation FMU, therefore there are only a few
things that we can do with it. For co-simulation, FMI offers functions for setting
slave inputs, performing time integration and retrieving slave outputs:
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Setting inputs If the slave system is currently at time t∗, then we may set the inputs
uS(t∗) at this time instance via the FMI function fmi2SetReal. If we were to per-
form a time integration of the slave system, then the inputswill be considered constant
for the whole slave communication step. In order to provide inputs that vary in time,
wewill need to use the FMI functionfmi2SetRealInputDerivatives. Using
this, we can give a polynomial Q(t) of maximum degree ρ to the slave system, that
is represented by its derivatives at t∗ (Nordsieck representation, see [6]) rather than
by its coefficients:

Q(t) =
ρ∑

R=0

1

k!Q
(R)(t∗)(t − t∗)R .

Via the FMI function fmi2SetRealInputDerivatives, we can give the poly-
nomial’s derivatives Q(R)(t∗) of order R > 0 to the slave system. Note that FMUs
only support input derivatives up to a certain order maxSlaveInputDerivatives,
which we denote by r . This effectively means that they can only handle inputs that
are polynomials of degree up to r = maxSlaveInputDerivatives.

Performing time integration The time integration is triggered using the FMI function
fmi2DoStep. It will run the time integration method of the FMU from t∗ →
t∗ + HS with a given slave communication step size HS > 0, using the previously
given inputs.
Getting outputs After the time integration was performed, we need to retrieve the
outputs yS(t∗ + HS), where t∗ + HS is the new current time of the slave system.
This is done using the FMI function fmi2GetReal.

6.3.3 The Algorithm

The co-simulation algorithm of the SNiMoWrapper is a serial Gauss–Seidel co-
simulation method involving higher order inter- and extrapolation of the inputs
and outputs. We will present two variants of the algorithm: The basic algorithm
and the extended algorithm. In the extended algorithm, we have put special atten-
tion on FMUs that do not support time-varying inputs, thus r = maxSlaveInput
Derivatives = 0 aswell as onFMUs that havehighly-oscillatingoutputs. Pseudo
code of the basic algorithmcan be found inAlgorithm1 and of the extended algorithm
in Algorithm 2. Furthermore, the extended algorithm is visualized in Fig. 6.3.

Note that due to the coupling conditions (6.3) we only use the terms yS and yM

for the data that is stored inside the SNiMoWrapper. Throughout this paper we will
use p > 0 as the order of interpolation of the master outputs yM , q > 0 as the order
of extrapolation of the slave outputs yS and r = maxSlaveInputDerivatives
the maximal degree of polynomial that the slave can handle as input data. Also, we
introduce the notation of the inter- and extrapolation polynomial π of maximum
degree m in the following form
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Fig. 6.3 Visualization of the SNiMoWrapper’s extended algorithmwith n = 4 and p = q = r = 2.
Ip stands for interpolation, Ep for extrapolation and Fi for filtering

π(τ j ;ϕ; τ0, . . . , τm) = ϕ(τ j ), ( j = 0, . . . ,m),

i.e., π(τ ;ϕ; τ0, . . . , τm) denotes the interpolation polynomial of a given function ϕ
using the supporting points τ0, . . . , τm . The maximum degree of the polynomial is
determined by the number of arguments τ0, . . . , τm .

The basic algorithm This variant of the algorithm is a well-known approach to co-
simulation and uses higher order interpolation of the slave outputs and higher order
extrapolation of the master outputs.

Calculating master inputs Assume that the master simulation tool requests input
uM(t)with t ∈ (Ti , Ti+1]. The SNiMoWrapper will then interpolate the p + 1master
inputs uM(Ti+1), . . . , uM(Ti+1−p), that are already known to the SNiMoWrapper
with an interpolation polynomial of maximum degree p:

uM(t) = π(t; uM ; Ti+1−p, . . . , Ti+1).

The result of this calculation is then passed to the master simulation tool.

Calculating slave outputsWhen themaster simulation tool requests input uM(t)with
t ∈ (Ti , Ti+1] for the first time, then uM(Ti+1) has not been calculated yet. In order



6 The SNiMoWrapper: An FMI-Compatible Testbed for Numerical Algorithms… 105

to do so, we want to calculate the interpolation polynomial

uS(t) = π(t; yM ; Ti−q , . . . , Ti )

of the q + 1 master outputs yM(Ti ), . . . yM(Ti−q), that have been passed to the SNi-
MoWrapper at the end of all preceding communication steps. This interpolation
polynomial is then passed to the slave system in its Nordsieck form of degree r

(
(uS)(R)(Ti )

)r
R=0 = (

uS(Ti ), (uS)′(Ti ), . . . , (uS)(r)(Ti )
)
,

because the slave only accepts polynomial of order up to r . Now the integration
of the slave system from Ti → Ti + H = Ti+1 is triggered. After the integration is
finished, the master inputs at Ti+1 are the slave outputs uM(Ti+1) := yS(Ti+1), which
are retrieved and stored in the SNiMoWrapper.

As a variant, we can use linear interpolated extrapolation [5]

uS(t) = πie(t; yM ; Ti , Ti−1, Ti−2)

= 2yM(Ti−1) − yM(Ti−2) + t − Ti
H

(
2yM(Ti ) − 3yM(Ti−1) + yM(Ti−2)

)
,

that interpolates the results of two extrapolations at adjacent communication points.
This approach will result in a continuous input signal [4, 5], but will restrict the
order of the co-simulation algorithm to second order, since πie is a polynomial of
maximum degree one, see Sect. 6.5 below.

In Algorithm 1 we have used the symbol π̃ to denote either the classical interpo-
lation polynomial (π̃ = π) or the interpolated extrapolation polynomial (π̃ = πie).

Algorithm 1 Basic algorithm of the SNiMoWrapper

1: if t = Ti+1 then Save yM (Ti+1)

2: if t > Ti+1 then
3: i ← i + 1
4: Run slave from Ti to Ti + H with input data

(
(uS)(R)(Ti )

)r
R=0, where

uS(τ ) = π̃(τ ; yM ; Ti−q , . . . , Ti )

5: Retrieve slave output yS(Ti+1)

6: uM (Ti+1) := yS(Ti+1)

7: return uM (t) = π(t; uM ; Ti−(p−1), . . . , Ti , Ti+1)

The extended algorithm Our extended algorithm is focused on FMUs that do not
support higher order signal extrapolation, i.e. when r = 0 or very small, and on
FMUs with highly oscillating behaviour, where even high order polynomial signal
extrapolation can not be used to approximate the dynamics in a stable manner. The
main idea is to introduce substeps in each master communication step (Ti , Ti+1].
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Throughout this paper let n > 0 be the number of substeps permaster communication
step and HS = H/n the slave communication step size.

The calculation of master inputs is done in exactly the same way, as in the basic
algorithm. The main difference lies in the calculation of the slave outputs:

When the master simulation tool requests input uM(t) with t ∈ (Ti , Ti+1] for the
first time, as before, uM(Ti+1) has not been calculated yet. Again, we consider the
polynomial

uS(t) = π̃(t; yM ; Ti , . . . , Ti−q),

which is either the classical interpolation polynomial (π̃ = π) of maximum degree
q or the linear interpolated extrapolation polynomial (π̃ = πie). Now, for k =
0, . . . , n − 1, we will recursively let the slave system integrate from Ti + kHS →
Ti + (k + 1)HS and afterwards retrieve the output yS(Ti + (k + 1)HS). The input
data for each integration is the Nordsieck representation of order r of the polynomial
uS(t) at the point Ti + kHS:

(
(uS)(R)(Ti + kHS)

)r
R=0.

After the slave system has reached the time instance Ti + nHS = Ti + H = Ti+1,
we can either use

uM(Ti+1) := yS(Ti + nHS)

in order to continue the algorithm, or the retrieved slave outputs yS(Ti + kHS) can
be filtered. We have implemented the mean value filter

uM(Ti+1) := 1

n

n∑

k=1

yS(Ti + kHS)

in order to better support FMUs with highly oscillating outputs, where the high
frequency oscillations are not relevant to the master system. In Algorithm 2 and
Fig. 6.3 the filter function is denoted by the symbol Fi.

6.3.4 Initialization

The first call of the SNiMoWrapper should be at t = T0 and the master tool is
supposed to pass yM(T0) to the SNiMoWrapper, in order to use it in its co-simulation
algorithm. The SNiMoWrapper will then initialize the FMUand retrieve yS(T0) from
it. Since the algorithm needs yS and yM from previous communication points, we
introduce the ghost communication points and ghost quantities
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Algorithm 2 Extended algorithm of the SNiMoWrapper

1: if t = Ti+1 then Save yM (Ti+1)

2: if t > Ti+1 then
3: i ← i + 1
4: for k = 0, . . . , n − 1 do
5: Run slave from Ti + kHS to Ti + (k + 1)HS with input data

(
(uS)(R)(Ti + kHS)

)r
R=0,

where uS(τ ) = π̃(τ ; yM ; Ti−q , . . . , Ti )

6: Retrieve slave output yS(Ti + (k + 1)HS)

7: uM (Ti+1) := Fi
(
yS(Ti + HS), . . . , yS(Ti + nHS)

)

8: return uM (t) = π(t; uM ; Ti−(p−1), . . . , Ti , Ti+1)

T− j := T0 − j H, j = 1, . . . ,max{p − 1, q}
yS(T− j ) := yS(T0), j = 1, . . . , p − 1,

yM(T− j ) := yM(T0), j = 1, . . . , q.

Although these starting values are only approximations of first order, for problems
being dominated by time-dependent external excitations, the co-simulation algo-
rithm still reaches its higher order. This can be seen in the numerical experiments in
Sect. 6.6. For other problems the order of the algorithm will drop to first order if no
higher-order initialization is used.

6.4 Implementation

TheSNiMoWrapperwas implemented in plainCdue to the great portability ofC code
and the possibility to use the libraries listed below. The SNiMoWrapper library was
compiled using the GNU C compiler from the GNU compiler collection (https://
gcc.gnu.org/). We have tested the implementation on Windows as well as on Linux
systems.

The SNiMoWrapper can be compiled into either a shared library, which then can
be loaded by the master simulation tool, or can be compiled into a static library
that can be linked into the simulation tool. Of course, the simulation tool has to be
compatible with the compiler that was used to compile the SNiMoWrapper library.

For the incorporation of the FMI v2.0 routines, we used the open-source FMI
Library FMIL from Modelon AB (http://jmodelica.org/FMILibrary). The setting
of parameters for the SNiMoWrapper is handled by initialization files. In order to
load and interpret the ini files, we have used the open-source library inih by Brush
Technology (http://code.google.com/p/inih/).

The SNiMoWrapper is designed to support the handling of multiple FMUs, so
the master simulation tool only needs to load the SNiMoWrapper once. This is done

https://gcc.gnu.org/
https://gcc.gnu.org/
http://jmodelica.org/FMILibrary
http://code.google.com/p/inih/
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using an ID that refers to a specific FMU. The usage of multiple instances of the
same FMU is possible as well.

The APIs should be designed to give the SNiMoWrapper the time t at which the
master system needs input data as well as the output data yM(t) at this time. If the
master tool calls the SNiMoWrapper in a new communication step (Ti+1, Ti+2], the
SNiMoWrapper recognizes this and infers, that the last master output data must have
been yM(Ti+1).

We implemented a simple API forMATLAB, that usesMATLAB’s capabilities to
load external shared libraries. Based on this API, we implemented a custom Simulink
block that enables the usage of the SNiMoWrapper in Simulink and acts as an API.

Furthermore, we implemented an API for the industrial multi-body system tool
Simpack using the user-force-elements that are written in Fortran code. The SNi-
MoWrapper was compiled into a static library and linked to the compiled user-
force-element code.

6.5 Accuracy

The convergence of co-simulation algorithms for systems without algebraic loops
was studied in [1]. There it was assumed that the subsystems are solved with suf-
ficiently small tolerances, so the analytic solution in each time-integration step is
considered in order to concentrate on the co-simulation algorithm, following [2].

The result from [1] can be directly applied to the basic algorithm:The interpolation
of the slave outputs is done with a polynomial of maximum degree q. The extrapola-
tion of themaster outputs is donewith a polynomial ofmaximum degree p in the case
of classical polynomial extrapolation and in the case of interpolated extrapolation
the polynomial is at most linear. However, we can only give a polynomial of order r
to the slave system. From this it follows that the overall interpolation error must be
of order min{q, p, r} + 1 in the polynomial extrapolation case and min{q, 1, r} + 1
for interpolated extrapolation. From [1] it follows that the global error of the basic
algorithm is of size O(Hmin{q,p,r}+1) or O(Hmin{q,1,r}+1), respectively.

In the following, we will adapt the convergence analysis from [1] considering
filtered slave output data and the substeps of the extended algorithm. Throughout the
proof we will only use the inputs of the systems rather than the outputs, since they
can easily be obtained by the coupling conditions (6.3). Let xM , uM , x S and uS be
the analytic solutions of (6.1)–(6.3). The numerical solutions will be written with
capital letters XM ,UM , XS,US and are for t ∈ (Ti , Ti+1] the analytic solutions to

Ẋ M(t) = f M
(
t, XM(t), Ψ M(t)

)
, (6.4a)

Ψ M(t) = π(t;UM ; Ti+1−p, . . . , Ti+1), (6.4b)

US(Ti+1) = gM
(
XM(Ti+1),U

M(Ti+1)
)
, (6.4c)
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Ẋ S(t) = f S
(
t, XS(t), Ψ S(t)

)
, (6.4d)

Φ(t) = π(t;US; Ti−q , . . . , Ti ), (6.4e)

Ψ S(t) = Tr (t; Tk + kHS;Φ),

{
t ∈ (Ti + kHS, Ti + (k + 1)HS],

k = 0, . . . , n − 1,
(6.4f)

UM(Ti+1) = Fi
[(

gS
(
XS(Ti + kHS), Ψ

S(Ti + kHS)
)n
k=1

]
, (6.4g)

where Tr (τ ; τ ∗;ϕ) is the Taylor polynomial of order r around τ ∗ of function ϕ
evaluated at τ . This Taylor polynomial describes the truncation of the Nordsieck
representation to order r . Because the functions Ψ S and Ψ M are fundamentally
different, we will consider the components of the master and slave system separately.

First, we want to consider the error in the internal states for a step Ti → Ti + H ,
so let t ∈ (Ti , Ti+1]. A perturbation analysis of the ordinary differential equa-
tions (6.4a) and (6.4d) together with their dependence on the initial value [13] gives
for B ∈ {S, M}

‖XB(Ti+1) − x B(Ti+1)‖ ≤ eL1H‖XB(Ti ) − x B(Ti )‖
+ L2

eL1H − 1

L1
max

t∈[Ti ,Ti+1]
‖Ψ B(t) − uB(t)‖ (6.5)

with some constants L1, L2 > 0. For the master system the last difference can be
estimated by

Ψ M(t) − uM(t) = O(1)
p∑

j=0

(
UM(Ti+1− j ) − uM(Ti+1− j )

) + O(H p+1), (6.6)

because the interpolation polynomial is linear in its values of support. Furthermore,
we need a standard result on the error of polynomial interpolation. For the slave
system, we need to deal with the truncation to degree r :

Ψ S(t) − uS(t) = O(1)
q∑

j=0

(
UM(Ti− j ) − uM(Ti− j )

) + O(Hq+1 + Hr+1
S ). (6.7)

Here, we have the term Hr+1
S that results from the fact that the truncation to degree

r happens in an interval of length HS . Of course, asymptotically it is O(Hr+1
S ) =

O(Hr+1), but the more careful way of writing Hr+1
S explains the results for coarse

H and larger n and therefore smaller HS in Test 2 in Sect. 6.6.
We introduce the following notation for the errors in the states and inputs for

B ∈ {S, M}:
εBi := ‖XB(Ti ) − x B(Ti )‖,
ηB
i := ‖UB(Ti ) − uB(Ti )‖.
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From (6.4c) and (6.4g) it now follows

US(Ti+1) − uS(Ti+1) = O(1)εMi+1 + J M
i+1

(
UM

i+1 − uM(Ti+1)
)
, (6.8a)

UM(Ti+1) − uM(Ti+1) = O(1)εSi+1 + O(1)J S
i+1

q∑

j=0

(
US

i− j − uS(Ti− j )
)

+ O(
Hq+1 + Hr+1

S + F(H)
)
, (6.8b)

where J M
i+1 and J S

i+1 are Jacobians of gM = gM(xM , uM) and gS = gS(x S, uS) with
respect to uM and uS , respectively. The term F(H) represents the error of the filtering,
that is applied in (6.4g). If there is no filtering, then we have F(H) = 0 and in the
case of the mean value filter, we get F(H) = H , because the averaging is a first
order approximation to each element.

Since the system is supposed to be free of algebraic loops, we can then plug the
Eqs. (6.8a) and (6.8b) into each other repeatedly and end up with

ηM
i+1 + ηS

i+1 = O(1)
m(q+1)−1∑

j=0

(εSi− j + εMi− j ) + O(
Hq+1 + Hr+1

S + F(H)
)

(6.9)

for B ∈ {S, M} and an m > 0 by further estimation [1]. Now it follows

εMi+1 + εSi+1 = (
1 + O(H)

)
(εMi + εSi ) + O(H)

mmax{p,q+1}∑

j=1

(ηS
k+1− j + ηM

k+1− j )

+ O(
H p+2 + Hq+2 + H · Hr+1

S + H · F(H)
)
. (6.10)

The termO(H)(εMk+1 + εSk+1) that would appear on the right-hand side can be brought
to the left side. Dividing by 1 − O(H) = O(1) leads to (6.10). This analysis roughly
followed the convergence analysis for linear multistep methods in the DAE case [8].

Now, just like in [1], it follows

εMi+1 + εSi+1, η
M
i+1 + ηS

i+1 ∈ O(
H p+1 + Hq+1 + Hr+1

S + F(H)
)
.

This means that the extended algorithm is of order min{p, q, r} + 1. In the case of
interpolated extrapolation, the same argument holds and we get convergence of order
min{p, 1, r} + 1. If the filtering is applied, we get a convergence of first order.

The asymptotic analysis for H → 0 is not insightful in the case of a highly oscil-
lating slave system, where a filtering would be applied. Here, a convergence analysis
in the frequency range would be more appropriate.
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6.6 Applications

In the following, wewill present applications of the SNiMoWrapper. Firstly, we have
conducted numerical tests on an academic example in order to support the theoretical
results of Sect. 6.5. Then, as a proof of concept we discuss two real-world problems
in Sect. 6.6.2.

6.6.1 Academic Example

The test example is a quarter car model [12], see also [3] . The chassis and wheel
are represented by two point masses mM and mS and can only move in the vertical
direction. The chassis is connected to the wheel by a damper and a spring with
coefficients dM and kM , while the wheel is connected to the ground by a very stiff
spring with stiffness kS . The master subsystem only consists of the chassis, while the
slave subsystem consists of the wheel and the ground.We apply a force-displacement
coupling. This means that the master subsystem outputs the height of the chassis and
the slave subsystem outputs the force that is applied by the spring and damper that
connect wheel and chassis. The situation is depicted in Fig. 6.4. The input of the
master is, as above, the output of the slave and vice versa. In order to model a
moving quarter car, the height of the ground h(t) varies in time. For this, we have
used two options:

smooth profile: h(t) =
{
0.1m · exp

(
1

(t−2)2−1

)
, t ∈ (1 s, 3 s),

0m, else,

step profile: h(t) =
{
0.04m, t < 4 s,

0m, else,

see Fig. 6.5. The model parameters are given by [10]:

mM = 256 kg, kM = 2020N/m, dM = 1140Ns/m,

mS = 31 kg, kS = 128 kN/m.

Themaster subsystemwas implemented in Fortran. For the time integration of the
master subsystemweusedDASSL [11], a popular Fortran implementationof theBDF
multistep time integrationmethod. The slave subsystemwas implemented in an FMU
using plain C. Here, the time integration method is DOPRI5 [7], an implementation
of the Runge–Kutta time integration method of Dormand and Prince with fifth order.

In the following, we have conducted numerical experiments in order to verify
the theoretical analysis and to fvillustrate the effects of some of the co-simulation
options. All tests have been performed with tight absolute and relative tolerances of
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Fig. 6.4 Quarter car model
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Fig. 6.5 Plot of the smooth road profile (left) and of the step road profile (right)
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Fig. 6.6 Error plot for Test 1 (basic algorithm)

10−8 in the master system and 10−9 in the slave system. We have used a reference
solution thatwas obtainedby solving themonolithic systemwithMATLAB’sAdams-
Bashforth-Moulton PECE solver ode113 of order up to 13 with very tight absolute
and relative tolerances of 2.2 × 10−14.
Test 1 In this test, we compared the results of the basic algorithm with the smooth
road profile for equal inter- and extrapolation order p = q of differentmagnitude.We
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Fig. 6.7 Error plot for Test 2 (extended algorithm)

also assumed that the FMU is able to take inputs of sufficient order, thus p = q = r .
Furthermore, we have also compared this to the case of linear interpolated extrapo-
lation [5] and p = r = 2. The integration was done over t ∈ [0, 4]. The maximum
of the errors in the 2-norm are plotted over the communication step size in Fig. 6.6.
For polynomial extrapolation, we observe numerical convergence of order p + 1
for p = q = r . For interpolated extrapolation, we only get second order. This is
consistent with the theoretical investigations in Sect. 6.5.
Test 2 Here, we want to show the effect of the number of substeps on the accu-
racy in the extended algorithm. We used polynomial inter- and extrapolation of
second order p = q = 2 and assumed that the FMU only accepts piecewise con-
stant inputs r = 0. Using the smooth road profile and the same tolerances and inte-
gration time span as above, we compared the results for varying amounts of sub-
steps n = 1, 10, . . . , 10000. The resulting errors are, in the same fashion as before,
depicted in Fig. 6.7.

The theory only gives us convergence of order O(H 3) + O(HS) and we can
numerically observe the first order term in all cases for sufficiently small commu-
nication step sizes H . On the other hand we see, that an increase in the number of
substeps decreases the term O(HS) significantly. If the number of substeps is suffi-
ciently large in relation to the communication step size, the overall result behaves as
if the slave system would be able to take nonconstant inputs. What we see is that the
resulting error is, for coarser communication step sizes bounded from below by the
error we would get for r > 0, which is at most of third order, because p = q = 2.
Test 3 In this test, wewanted to check how the co-simulation algorithmbehaves, when
there are discontinuities in one of the models. Note that the theoretical investigations
act on the assumption that all occurring functions are sufficiently smooth. We have
used the same tolerances for solving the master and slave subsystems as above, but
now the discontinuous step road profile was chosen and the integration time span was
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Fig. 6.8 Error plot for test 3

t ∈ [0, 6]. As in Test 1, we compared the results for p = q = r for different values,
and included interpolated extrapolation as well. Furthermore, we used the extended
algorithm with n = 10 substeps for the test. The results are depicted in Fig. 6.8.
We can see that the best convergence behaviour that can be numerically observed
is quadratic. For p = q = r = 0, as before, only first order can be reached. Higher
order inter- and extrapolation allows only for a slightly smaller error constant. Here,
the interpolated extrapolation performs similarly as the polynomial extrapolation.
This is mainly due to the fact that both algorithms use polynomial interpolation of
second order to calculate the inputs for the master subsystem.
Verification with industrial toolWe have verified these results by implementing a 3D
version of the quarter car model with the industrial multi-body system tool Simpack.
In Simpack, we created a mass and used a “user-force-element” in order to apply
user-defined forces to the mass. The user force element is a Fortran code that can be
programmed by the Simpack user. We used it to implement a Simpack API for the
SNiMoWrapper and were able to simulate the system, where the SNiMoWrapper
conducted the co-simulation of the slave system inside the FMU.We obtained similar
results to the implementation above.

6.6.2 Industrial Application: Proof of Concept

The SNiMoWrapper was designed as testbed for numerical algorithms in academic
as well as industrial co-simulation scenarios. We have used it in a proof-of-concept
application as a way to include an FMU into a simulation tool.

During the SNiMoRed project we worked with a Simulink model of a front axle
from an industrial partner. The model did not include a proper tire model, however.
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Fig. 6.9 Screenshots of the visual representation of the front axle model in Simulink (left) and of
two of the commercial wheel models (right)

We wanted to combine a commercial tire model with the front axle model. In order
to accomplish this, we have programmed an FMU that includes the commercial tire
model by using its API. We have used the custom Simulink block which loads the
SNiMoWrapper as shared library, see Sect. 6.4.With this configuration, wewere able
to perform a steering capacity test, where real-life data for the steering maneuver was
used. The test consisted of fully steering to one side and then fully steering to the
other side. The tire model worked properly and we were able to obtain meaningful
data from this numerical experiment. Screenshots of the test are depicted in Fig. 6.9.
Note that here we used simultaneously two instances of the same tire model FMU.

6.7 Conclusions

Wehave implemented an FMI v2.0 compatible tool that allows for easy incorporation
of virtually any co-simulation FMU in standard simulation tools of nonlinear system
dynamics. The co-simulation algorithm is contained entirely inside the SNiMoWrap-
per and thus hides the details of the co-simulation from the master simulation tool,
essentially transforming the FMU into a function of time. For this to work, we only
require mild prerequisites, such as that the integrator of the master simulation tool
must step on each communication point before advancing to the next communication
step. The co-simulation algorithm is of higher order and has some parameters which
can easily be fine-tuned. The algorithm is of Gauss-Seidel type and incorporates the
idea of substepping in order to deal with FMUs, that do not allow higher order signal
extrapolation, and the idea of filtering the outputs of the slave system in order to deal
with slave systems that are highly oscillating. We have given a proof of convergence
that extends the proof given in [1].

Moreover, we have shown that the analytically predicted order of the algorithm
can be observed numerically as well. For this, we have used the academic example of
the quarter car model. Furthermore, we have shown an industrial proof-of-concept
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example that goes beyond the world of academic examples. This shows that the
SNiMoWrapper is applicable for real-life industrial problems as well.
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Chapter 7
A Coupled Finite Element Analysis
Approach Combining In-House
and General-Purpose Codes

Tomoyoshi Horie, Tomoya Niho and Daisuke Ishihara

Abstract Coupled finite element analysis is expected in several fields of research
and development, where necessity of coupled analysis of not only two phenomena
but also three or more phenomena is increasing. The demand for multiscale and
multiphysics analyses is also increasing. A coupled analysis approach that combines
an in-house code and a general-purpose commercial finite element analysis code
using a message passing interface is very promising for these analyses. To examine
the practical usefulness and effectiveness, this approach was applied to the triply
coupled and multiscale analyses of a resistance spot welding problem and to the
dynamic coupled analysis of an ultra sonic piezoelectric motor. The approach is
effective to perform various types of coupled finite element analyses of multiphysics
and multiscale problems.

7.1 Introduction

Coupled finite element analysis is expected to become widespread in several fields
of research and development, where there is a need to analyze several types of inter-
actions among structural, fluid, thermal, current, and electromagnetic phenomena.
Necessity of coupled analysis of not only two phenomena but also three or more phe-
nomena has been increasing. Necessity of multiscale analysis as well as multiphysics
analysis is also increasing.

There are several ways to analyze coupled problems. It is simple and straightfor-
ward to use a general-purpose finite element code having a capability for coupled
analysis, but coupled phenomena that can be solved using such codes are limited.
Another way is to develop a new analysis code containing specific coupled analysis
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functions. Although this method can be applied to various types of coupled problems
and coupled algorithms, the cost of development and verification will be a matter of
concern. Then, themost practical way is to develop a new coupled analysis code com-
bining two different existing analysis codes, but careful attention should be focussed
on the fact that each code has its own time step loop. There are several approaches
to combine different analysis codes, such as (i) merging the corresponding part of
the time loops to build a unified analysis code, (ii) using data files, (iii) using cou-
pling interface [1], and (iv) using message passing interface [2], for the purpose of
exchanging the coupling terms of both codes. The final approach is considered to
be quite simple and has a low development cost, in addition to being reliable and
practical. From the view point of reliability, a general-purpose finite element analy-
sis code is worth of utilization as one of the different analysis codes for the coupled
analysis. The problem, however, is that the source code is not available, while it is
also difficult to insert the time loop of an in-house code inside the time loop of a
general-purpose code as a user subroutine.

We have proposed a coupled analysis approach by combining the in-house and
general-purpose commercial FEM codes using message passing interface, and pre-
sented the specific procedures in this approach [3]. In this paper, the approach is
applied to the triply coupled analysis of a resistance spot welding problem, the mul-
tiscale analysis of the welding problem, and the dynamic coupled analysis of an ultra
sonic piezoelectric motor to examine the practical usefulness and effectiveness of
this approach.

7.2 Coupled Analysis Approach

7.2.1 System Requirements

The requirements of coupled analysis using the proposed approach are as follows:
(i) a user-developed in-house analysis code that contains special features or analysis
functions suitable for a specific problem, (ii) a general-purpose FEM code containing
a function of user subroutines, and (iii) a message passing interface that conforms
to MPI-2 [2]. The in-house code should contain an original or unique algorithm that
has not been realized in general-purpose FEM code, and the source code should
be available for further modification. The general-purpose FEM code is reliable in
general and consists of many functions, which is worth utilization as a structural
analysis code although its source code is not available.
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7.2.2 Concept of Approach

The analysis flow based on this approach is shown in Fig. 7.1. The in-house code is
started first, then the general-purpose FEM code is initiated from the in-house code.
Both codes run separately as different processes followed by the MPI initialization
and the creation of a communicator for coupled terms before performing the time
integration loop. Then, the coupling terms are exchanged using interprocess commu-
nication before the nonlinear iteration loop during each time step in the partitioned
coupling algorithm. In the general-purpose FEMcode, theMPI functions for coupled
analysis are called only in the user subroutines.

7.2.3 Remarks in Implementation

Special attentions should be paid to the selection of user subroutines, the starting
method of general-purpose code, coexistence with parallel processing, and compat-
ibility of the MPI software.

Selection of user subroutines Since the general-purpose FEM code supports many
types of user subroutines, it is critical to select the appropriate subroutines for the
coupled algorithm, corresponding to the specific problem. The selection should be
made according to the positionwhere the subroutines are called in the algorithms such
as the time and iteration loops. Further, attention should be paid to the arguments
for physical quantities in each subroutine, such as the displacement, temperature,
and reaction force. These are specified in general-purpose codes as nodal, element,
or integration point variables. These quantities are also specified as input or output
variables.

In-house code

MPI_COMM_SPAWN

MPI_RECV

MPI_SEND

Solve FEM equation

General-purpose code

MPI_INIT

Solve FEM equation

User subroutine (Time step = 1)  

MPI_RECV

User subroutine

MPI_SEND

MPI_INIT

Iteration loop

Time loop

User subroutine

Coupled term

Set coupled term
Iteration loop

Time loop

Set coupled term

Coupled term

(Time step = Last step)  

Fig. 7.1 Analysis flow using present approach
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Starting general-purpose codeMost of the general-purpose FEM codes are started
by shell scripts; however, in-house codes have to start the general-purpose FEM
code not by using shell script but by specifying the executable file with appropriate
command-line arguments. This is because MPI-2 does not assure the successful
execution of a shell script.

Coexistence with parallel processing Most of the general-purpose FEM codes
are capable of parallel processing with the algorithm of the domain decomposition
method using MPI. To realize the data communication between the in-house and
general-purpose codes, another communicator, which is different from that used in
parallel processing, should be used for the coupled analysis. Therefore, the in-house
code should communicate not only with Rank 0 of the parallel general-purpose code
that is corresponding to the spawned child but also with the remaining Ranks of
parallel processes, as required. Sufficient attention should be devoted to avoid the
double issue of MPI_Init in parallelized general-purpose FEM codes.

Compatibility of MPI software The product and version of MPI should be unified
in the MPI communication. Since most of the general-purpose FEM codes contain
a licensed version of MPI, the user should prepare the same MPI product to be used
with the in-house code.

7.3 Applications to Coupled Analysis

The coupled analysis approach was applied to develop a triply coupled code and
a multiscale analysis code for a resistance spot welding problem. This approach
was also applied to a dynamic coupled analysis code for an ultra sonic piezoelectric
motor.

7.3.1 Triply Coupled Analysis of Resistance Spot Welding

Resistance spot welding is an extensively used bonding technique in industries
because of its short welding time and minimal heat affect area near the weld zone.
Although the welding process itself is quite simple, the phenomena during spot weld-
ing are complicated due to the triply coupled effect among the mechanical contact,
current, and thermal conduction.

Coupled phenomena in resistance spotweldingAs illustrated in Fig. 7.2, the defor-
mation and contact of steel sheets or structures affect the current and heat that are
conducted in the structure. At the same time, the current and heat affect each other
due to the Joule heating and the temperature dependence of material properties. The
heat further affects the structures due to the temperature dependence ofmaterial prop-
erties. The contact resistance between the sheets depends strongly on both pressure
and temperature.
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Fig. 7.2 Triply coupled
phenomena in resistance spot
welding

Current Heat

Structure
current path
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material property

material property

Joule heating

deformation

Flow of triply coupled analysis The flow of triply coupled analysis is shown in
Fig. 7.3. In current analysis, the temperature dependent material properties, pres-
sure, and the temperature dependent contact resistance are taken into account. In
transient thermal analysis, thermal contact resistance and Joule heat generation are
also taken into account. Since these two analyses are strongly coupled, an in-house
partitioned coupled code was developed with iterations between current and tem-
perature [4]. With regard to structural analysis, a general-purpose structural analysis
code MSC.Marc [5] is used to take into account the elasto-plasticity, contact, large
displacement, finite strain, and temperature dependent material properties. Another
partitioned method is applied for exchanging the temperature and contact properties
between the in-house electric-thermal coupled analysis and general-purpose struc-
tural analysis codes using MPI.

Results of coupled Analysis The current and temperature distributions along with
the nugget areas are shown in Fig. 7.4. In the early stage (2.0 ms), contact resistance
heat generation appears at the center and edge of the sheet interface. In the middle
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Fig. 7.3 The flow of triply coupled analysis of resistance spot welding
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(a) t = 2.0 ms. (b) t = 48.0 ms. (c) t = 200.0 ms.

Fig. 7.4 Current and temperature distributions with the nugget area

0.0 1.0 2.0 3.0 4.0 5.0
0

10

20

30

40

50

0

1000

2000

0.0

2.0

4.0

6.0

0

500

1000

T
em

pe
ra

tu
re

 [°
C

]

Position Along Interface [mm]

Contact Resistance

Current Density

Joule Heat

C
on

ta
ct

 R
es

is
ta

nc
e 

[x
10

–9


m
2 ]

C
ur

re
nt

 D
en

si
ty

 [G
A

/m
2 ]

Melting Point

Temperature

Jo
ul

e 
H

ea
t [

M
J/

(m
2 s)

]

Region II Region IRegion III

(a) t = 2.0 ms.
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(b) t = 48.0 ms.
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(c) t = 200.0 ms.

Fig. 7.5 The distributions of contact resistance, current density, Joule heat, and temperature

stage (48.0 ms), melting appears on the interface, then contact and nugget areas grow
while the heat source is shifted from contact resistance heat generation to base metal
heat generation. In the final stage, the nugget area approaches the contact edge.

Movement of the peaks in current density, contact resistance, and contact resis-
tance heat generation along the sheet interface are shown in Fig. 7.5. The current
density peak appears at the central axis in the early stage. In the middle stage, the
current density and Joule heat peaks move outward. Then, the nugget is growing
with the migration of the current density peak, Joule heat peak, contact resistance
peak, and contact edge.

By combining the in-house and general-purpose FEM codes, the detailed exam-
ination of coupled phenomena that occur on the sheet interface in resistance spot
welding is realized.
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(a) Contact resistance produced by the
asperities of the sheet surface.

(b) 3D microphotograph of
the sheet surface.

Fig. 7.6 Electrical contact resistance produced by the asperities between the sheet surfaces

7.3.2 Multiscale Analysis of Resistance Spot Welding

Microscopic model of the contact surface containing asperities is introduced to
replace the contact resistance model based on both theory and experimental data.

Electrical contact resistance In resistance spotwelding, electrical contact resistance
exists on the interface of the sheets as seen in Fig. 7.6. It depends on the material
properties of the sheet, asperity properties of the sheet surface (see Fig. 7.6b), con-
tact pressure, and temperature. In the previous section, the contact resistance was
modeled by an equation, which is a function of the contact pressure and temperature
for each material, based on theory and experimental data [6]. The contact resistance,
however, is not well understood theoretically, and it is difficult to perform the exper-
iments at high temperatures. Therefore, a multiscale coupled analysis is proposed
for the analysis of resistance spot welding. Further, the irreversibility of asperity
deformation may be considered using multiscale analysis without conducting any
additional experiments.

Multiscale coupled analysis of resistance spot welding Two scales are considered
to perform resistance spot welding analysis as shown in Fig. 7.7. In macroscale anal-
ysis, a triply coupled mechanical contact, current, and thermal conduction analysis is
performed in a similar manner as described in the previous section except for using
the electrical contact resistance obtained by microscale analyses, where the contact
analyses of small surfaces with asperities are performed using a general-purpose
FEM code to obtain the electrical contact resistance. The contact pressure and tem-
perature of each element surface obtained using macroscale analysis are further used
in microscale analysis to obtain the electrical contact resistance of each macroscopic
interface.

The microscale FE model of a statically similar representative volume element is
shown in Fig. 7.8. The top surface configuration is modeled based on the data that
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Fig. 7.7 Multiscale coupled analysis in which macroscale resistance spot welding analysis and
microscale electrical resistance analyses are performed

(a) Microscale finite element
model.

(b) Configuration of the microscale model
surface is based on the data of 3D laser

microscope.

Fig. 7.8 Microscale analysis model of a statistically similar representative volume element

were obtained using a 3D laser microscope. The periodic boundary conditions are
applied to the side surfaces. The element size of top surface is 5.0µm in this model.

The flowofmultiscale analysis is shown in Fig. 7.9. The triply coupledmacroscale
analysis code is started first, then themicroscale code is initiated from themacroscale
code. Using the temperature and pressure transferred from the macroscale analysis,
the electrical contact resistance is obtained in the microscale analyses, then trans-
ferred to the macroscale analysis.

Results ofmultiscale coupled analysisThe execution status of themicroscale analy-
ses on the sheet interface is shown in Fig. 7.10.When a new contact surface occurred,
a new process to perform microscale analysis was created by MPI_Spawn. When
the contact surface melted, the process terminated. Therefore, the multiscale analysis
was realized using 40 microscale analyses, whose number is smaller than that of the
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Fig. 7.9 Flow of the multiscale coupled analysis of resistance spot welding

Fig. 7.10 Execution status
of microscale analyses
during multiscale analysis
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Fig. 7.11 Comparison of the
temperature distribution
along the interface for single
scale and multiscale analyses

total contacted elements on the interface. The temperature distributions along the
contacted surface are shown in Fig. 7.11. The results of the multiscale analysis are
slightly lower than those of single scale finite element analysis. The nugget and con-
tact surface growth curves are shown in Fig. 7.12. Although the nugget generation of
multiscale analysis is delayed, the final diameter is approximately identical. These
differences may arise from the resolution of asperity modeling.
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Fig. 7.12 Comparison of the
nugget and contact diameters
for single scale and
multiscale analyses

Fig. 7.13 Piezoelectric
resonance driving ultrasonic
motor

E cos tE sin t

Brass

PZT
Stator

Rotor

GND

7.3.3 Coupled Analysis of Piezoelectric Ultrasonic Motor

Piezoelectric ultrasonic motors are used in small electronic devices such as an auto
focus system of a camera because of their simple structure and quick response. The
proposed approach was applied to an electric field and structural coupled analysis of
the ultrasonic motor.

Driving mechanisms in piezoelectric ultrasonic motor As shown in Fig. 7.13, the
ultrasonic motor consists of a rotor, a stator, and a high frequency electric power
unit. The frequency of AC voltage is adjusted to generate traveling waves in the
stator, which are excited due to inverse piezoelectric effect by piezoelectric elements
aligned alternately in different polarization direction as shown in Fig. 7.14. Since the
rotor is driven by the traveling waves of the stator through contact friction force [7],
dynamic contact behavior is important for the analysis of ultrasonic motor. In the
piezoelectric elements, direct piezoelectric effect as well as the inverse piezoelectric
effect is induced as shown in Fig. 7.15. Therefore, the electric field and structural
coupled analysis is also needed.

Coupled analysis of piezoelectric ultrasonic motor The flow of the electric field
and structural coupled analysis using this approach is shown in Fig. 7.16. The electric
field analysiswith the direct piezoelectric effect for the stator is performedusing an in-
house code with the φ method, in which the equivalent nodal force due to the inverse
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Driving direction
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Contact deformation
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Fig. 7.14 Driving mechanism of the piezoelectric ultrasonic motor
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Fig. 7.15 Coupled effect in piezoelectric ultrasonic motor
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Fig. 7.16 The flow of coupled analysis of piezoelectric ultrasonic motor

piezoelectric effect is calculated at each time step. The dynamic structural analysis
considering the equivalent nodal force and contact behavior between the rotor and
stator is performed using a general-purpose structural analysis code MSC.Marc [5].
Results of coupled analysis of piezoelectric ultrasonic motor Conditions of the
analysis are as follows: outer and inner diameters are 60mm and 45mm respectively,
the thicknesses of the rotor and stator are both 2.5mm, and the thickness of the
piezoelectric elements is 0.5mm. The applied voltage to the piezoelectric elements
is 110V with 40kHz, while the rotor is pressed to the stator by 200N force.

The results of the stator deformation and electric potential are shown in Fig. 7.17.
Nine traveling waves that are similar to experiments are observed. Contact status
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(a) t = 8.0 10−6 sec (b) t = 8.5 10−6 sec (b) t = 9.0 10−6 sec

Fig. 7.17 Nine progressive waves appeared in the stator

Fig. 7.18 Contact surface between stator and rotor

between the rotor and the stator is shown in Fig. 7.18. It is observed that the rotor is
driven by the traveling waves of the stator.

The electric field and structural coupled analysis are realized by a general-purpose
structural analysis code and an in-house code combined with the proposed approach.
It is further confirmed that the proposed approach can be used for dynamic analysis.

7.4 Conclusions

A coupled analysis approach was proposed by combining an in-house code and a
general-purpose FEM code using a message passing interface. The practical use-
fulness of this approach was examined by performing triply coupled analyses of
resistance spot welding and ultra sonic piezoelectric motor, as well as by perform-
ing a multiscale analysis of resistance spot welding. The approach is effective for
various types of coupled finite element analyses of both multiphysics and multiscale
problems.
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Chapter 8
Reduction of the Computation Time
of Large Multibody Systems
with Co-simulation Methods

Jan Kraft, Tobias Meyer and Bernhard Schweizer

Abstract Co-simulationmethods can be used advantageously not only in the field of
multidisciplinary simulations, but also to parallelize large monodisciplinary dynam-
ical models. This paper focuses on the reduction of computation time that can be
achieved in the simulation of multibody systems by partitioning a monolithic model
into a variable number of coupled subsystems. The connection between the subsys-
tems can be described in various ways. In this work, different subsystems are coupled
by nonlinear constitutive equations (applied-force coupling approach). Exchange of
coupling information takes only place at distinct macro-time points. The essential
point is that the subsystems are integrated independently of each other between the
macro-time points. If a Jacobi-type co-simulation scheme is used, all subsystems can
be solved in parallel.

8.1 Introduction

Co-simulation or solver coupling methods are used in various fields of applications.
Examples can be found in [1, 2]. The basic idea of co-simulation is to decompose
an overall system into coupled subsystems. The formulation of the coupling con-
ditions between two (or several) subsystems depends on the considered problem.
In the case of mechanical systems, the decomposition of an overall model may
be achieved by cutting through joints or by cutting through elements represent-
ing a physical force (torque). This leads to a coupling by reaction forces /torques
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[3, 4] (constraint coupling) or to a connection by applied forces/torques (applied-
force coupling). Co-simulation methods may further be subdivided into force/force-,
force/displacement- and displacement/displacement-coupling approaches [5]. In this
contribution, a force/force-decomposition approach is used and the subsystems are
connected by nonlinear spring/damper-elements.

The methods presented here are weak coupling approaches, which implies that
each subsystem is solved independently from the other subsystems within a macro-
time step. Information (i.e. coupling variables) is only exchanged between the sub-
systems at certain communication-time points. The unknown coupling variables are
approximated (extrapolated/interpolated) in the subsystems within a macro-time
step. The independent integration of the subsystems within the macro-time steps
is the essential point for parallelizing the computation.

In this manuscript, two different numerical methods for solving the coupled prob-
lem are examined: an explicit co-simulation technique and a semi-implicit integration
scheme. The semi-implicitmethod is based on a predictor/corrector procedure,where
the corrector step is carried out only once.

8.2 Co-simulation Methods

To investigate the performance of the explicit and the semi-implicit co-simulation
approach with regard to the computation time, we use a nonlinear dynamical test
model, which is described in the following subsection.

8.2.1 Nonlinear Test Model

One requirement for the test model is that it is straightforward to scale with respect
to the number of degrees of freedom and with regard to the number of subsystems.
Therefore, a chain of nK masses connected by nonlinear spring/damper-elements is
used as test model (Fig. 8.1).

Denoting the displacements of the oscillator-masses by the displacement coordi-
nates xi and the corresponding velocities by vi, we obtain a system of 2nK ordinary
differential equations of the form

Fig. 8.1 Nonlinear test model: oscillator chain
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Fig. 8.2 Arbitrary subsystem L

ẋi = vi

v̇i = cli
mi

(xi−1 − xi) + d l
i

mi
(vi−1 − vi) + cli+1

mi
(xi+1 − xi) + d l

i+1

mi
(vi+1 − vi)

+ cnli
mi

(xi−1 − xi)
3 + dnl

i

mi
(vi−1 − vi)

3 + cnli+1

mi
(xi+1 − xi)

3 + dnl
i+1

mi
(vi+1 − vi)

3

with i = 1 . . . nK . We assume that the chain is fixed at both ends (x0 = v0 = xnK+1 =
vnK+1 = 0). The model parameters are the massesmi, the linear stiffness coefficients
cli , the linear damping coefficients d l

i , the nonlinear stiffness coefficients c
nl
i and the

nonlinear damping coefficients dnl
i .

8.2.2 Decomposition of the Test Model

As mentioned above, the overall system is split into coupled subsystems by a
force/force-decomposition approach [5] (Fig. 8.2). This is achieved by cutting
through certain nonlinear spring/damper-elements and by using the corresponding
forces as coupling variables (Fig. 8.3). The number of subsystems nsub is arbitrary,
but usually much smaller than the number nK of degrees of freedom of the overall
system.

The set of nS equations of motion for a subsystem L reads as

Fig. 8.3 Coupling of two adjacent subsystems L and R
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Lẋj = Lvj

Lv̇j =
Lclj
Lmj

(
Lxj−1 − Lxj
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Ld l

j

Lmj
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Lvj−1 − Lvj

) +
Lclj+1

Lmj
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)
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Ld l

j+1

Lmj
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) +
Lcnlj
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j

Lmj
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+
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Lmj
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)3 +
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Lmj

(
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)3 −
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Lmj
+
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with j = 1 . . . nS and Lcl1 = Ld l
1 = Lcnl1 = Ldnl

1 = LclnS+1 = Ld l
nS+1 = LcnlnS+1 =

Ldnl
nS+1 = 0. The coupling forces are denoted by Lλj and Lλj+1; they are only required

for the coupling bodies (j = 1 and j = nS ) and are set to zero for the remaining
bodies (Lλ2 = · · · = LλnS = 0).

The coupling condition for two adjacent subsystems L and R reads (assuming that
body nS of subsystem L is coupled with body 1 of subsystem R)

LRg := LRλ − LRclc
(
Rx1 − LxnS

) − LRd l
c

(
Rv1 − LvnS

)

− LRcnlc
(
Rx1 − LxnS

)3 − LRdnl
c

(
Rv1 − LvnS

)3 = 0 (8.1)

with the coupling force LRλ = LλnS+1 = Rλ1, the coupling parameters LRclc,
LRd l

c,
LR cnlc and LRdnl

c , and the state variables of the two coupling bodies.

8.2.3 Explicit Co-simulation Scheme

To solve the decomposed system as a coupled problem by using an explicit co-
simulation method, a macro-time grid is introduced. Within an arbitrary macro-step
from TN to TN+1 = TN + hmac, each subsystem is integrated using extrapolation
(interpolation) polynomials of degree npol to approximate the coupling forces. After
the integration of the subsystems, the resulting states of the coupling bodies are
substituted into the coupling condition (8.1) to obtain the coupling force at the new
macro-time point TN+1 (update of the coupling variables). The process of approxi-
mating and updating the coupling forces is presented schematically for an arbitrary
coupling force λ (= LRλ) in Fig. 8.4. Note that for the reason of a concise representa-
tion, the subsystem indices have been omitted. The approximation polynomial λ(o)(t)
(the upper index (o) stands for “original” approximation polynomial) is defined by

λ
(o)
N+1 = Pnpol

([
TN−npol , λN−npol

]
, . . . , [TN , λN ],TN+1

)

λ(o)(t) = Pnpol

([
TN−npol+1, λN−npol+1

]
, . . . ,

[
TN+1, λ

(o)
N+1

]
, t

)
. (8.2)
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Fig. 8.4 Explicit
co-simulation: (linear)
approximation polynomial
λ(o)(t) for an arbitrary
coupling force λ

Fig. 8.5 Approximation
polynomials (linear) of an
arbitrary coupling force λ,
green: original
approximation polynomial,
red: modified approximation
polynomial for the error
estimation

The abbreviation Pi represents inter-/extrapolation polynomials of order i defined
by the sampling points at the macro-time points. The explicit co-simulation method
has the advantage that a repetition of the macro-step is not necessarily required if a
constant macro-step size is used (i.e. for the case that a macro-step size controller
is not used). This may be an important point, if commercial subsystem solvers are
used, which often do not allow solver reinitialization.

Macro-Step Size Controller. The explicit co-simulation method may be improved
by using a macro-step size controller. To estimate the error of a macro-step, a second
subsystem integration process within each macro-step is required. For the second
integration, the sampling point λ

(o)
N+1 of the (original) approximation polynomial

λ(o)(t) of the coupling force at the new macro-point TN+1 is modified. The modified
value λ

(m)
N+1 of the approximated coupling force is obtained by increasing the extrap-

olation order by one
(
npol + 1

)
. It has to be noted that the extrapolation order is only

increased to obtain the modified value for the sampling point λ(m)
N+1, the polynomial

order of the modified approximation polynomial λ(m)(t) remains npol . This process
is illustrated for an arbitrary coupling force λ in Fig. 8.5. To clarify the procedure of
generating the approximation polynomial λ(m)(t) for the error estimator, the equa-
tions to obtain the sampling point and the corresponding approximation polynomial
are presented in (8.3).

λ
(m)
N+1 = Pnpol+1

([
TN−npol−1, λN−npol−1

]
, . . . , [TN , λN ],TN+1

)

λ(m)(t) = Pnpol

([
TN−npol+1, λN−npol+1

]
, . . . ,

[
TN+1, λ

(m)
N+1

]
, t

)
(8.3)



136 J. Kraft et al.

The resulting states of the two subsystem integration processes (with the original and
the modified approximation polynomial of the coupling force) are used to estimate
the error ε of the macro-step according to the following equation

ε =

√√
√√√√√
√√

∑

coupling
bodies

⎛

⎜
⎝

⎛

⎝
Cε ·

(
x(o)
N+1,i − x(m)

N+1,i

)

atoli + rtol · x(o)
N+1,i

⎞

⎠

2⎞

⎟
⎠. (8.4)

The error constant Cε depends on the extrapolation order and the step sizes of the
previous macro-steps. The position variables x(o)

N+1,i and x
(m)
N+1,i are the displacements

of body i at TN+1 obtained by the subsystem integration with the original and with
the modified approximation polynomial of the coupling force. The error ε is the
estimated local error on position level. An error estimator on velocity level can be
constructed in the same way. The absolute and relative error tolerances atoli and rtol
are user defined values. The new macro-step size is determined according to

hnewmac = 0.9 · ε
− 1

npol+3 · holdmac, (8.5)

where npol + 3 is the convergence order of the co-simulation method on position
level. A detailed description of this macro-step size controller can be found in [6].

8.2.4 Semi-implicit Co-simulation Scheme

A detailed description of the implemented semi-implicit co-simulation procedure
can be found in [5]. The basics of the approach are only briefly explained next.

Themacro-time grid is assumed to be equidistant (macro-step size hmac = const.).
As mentioned above, the presented semi-implicit co-simulation method is based on
a predictor/corrector approach with only one corrector step. An arbitrary macro-time
step from TN to TN+1 is explained next for a co-simulation with two subsystems L
and R (assuming that body nS of subsystem L is coupled with body 1 of subsystem
R).

Predictor Step. Within the predictor step, each subsystem is integrated twice from
TN to TN+1: firstly with the predicted (extrapolated) coupling force λp(t) (= LRλp =L

λ
p
nS+1 = Rλ

p
1) and secondly with the perturbed predicted coupling force λ�(t) (=

LRλ� = Lλ�
nS+1 = Rλ�

1 ). Note that for the reason of a concise representation, the
subsystem indices have been omitted. The sampling point λ�

N+1 of the perturbed
coupling force at TN+1 is obtained by adding a small, user-defined perturbation �λ

to the sampling point λp
N+1 of the predicted coupling force as given in (8.6).

λ
p
N+1 = Pnpol

([
TN−npol , λN−npol

]
, . . . , [TN , λN ],TN+1

)
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λ�
N+1 = λ

p
N+1 + �λ (8.6)

λp(t) = Pnpol

([
TN−npol+1, λN−npol+1

]
, . . . ,

[
TN+1, λ

p
N+1

]
, t

)

λ�(t) = Pnpol

([
TN−npol+1, λN−npol+1

]
, . . . ,

[
TN+1, λ

�
N+1

]
, t

)
(8.7)

With the predicted state variables zp and the perturbed predicted states z� at TN+1,
the partial derivatives of the states with respect to the coupling variables can be
approximated by finite differences

∂zc
∂λ

∣∣
∣∣
λp

= lim
�λ→0

zc(λp + �λ) − zc(λp)

�λ
≈ z�c − zpc

�λ
. (8.8)

Note that partial derivatives only have to be calculated for the coupling bodies.

Corrector Step. The approximated partial derivatives obtained in the predictor step
are utilized to compute the improved (corrected) coupling force. Therefore, the cou-
pling condition (8.1) is considered as a function of the coupling force λ at TN+1

and expanded in a Taylor series. Choosing λ
p
N+1 as expansion point and neglecting

higher-order terms O(
λ2

)
, one obtains the linearized coupling condition

glin(λ) := g
(
λp

) + ∂g

∂λ

∣
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λp

(
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)

= λp − clc
(
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) − d l
c

(
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) − cnlc
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)3
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∣
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)](
λ − λp

) = 0. (8.9)

Solving Eq. (8.9) for the coupling force λ yields the corrected coupling force λc
N+1. In

general, the predicted state variables and the predicted coupling force will not fulfill
the coupling condition. The corrected coupling force (together with the corrected
state variables), however, fulfills at least the linearized coupling condition (8.8). The
subsystem integration within the corrector step is carried out by making use of the
corrected coupling force λc(t) = Pnpol

([
TN−npol+1, λN−npol+1

]
, . . . ,

[
TN+1, λ

c
N+1

]
, t

)
.

The corrected state variables together with the corrected coupling forces will in
general not fulfill the nonlinear coupling conditions. To achieve consistent coupling
forces, an update of the coupling forces at TN+1 is useful. Therefore, the corrected
state variables of the coupling bodies are substituted into the coupling condition (8.1)
in order to calculate updated coupling forces.
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8.2.5 Subsystem Solver

The subsystems are solved with the IDA solver from the SUNDIALS (Suite of
Nonlinear and Differential/Algebraic Equation Solvers) package [7]. This implicit
DAE solver is based on a variable-order variable-coefficient BDF implementation
combinedwith either direct (sparse) or iterativemethods for solving the linear system
within the Newton iteration. For the present studies, the direct sparse linear solver
(KLU [8]) is used.

8.3 Remarks on the Computation Time

8.3.1 Parallelized Computation

Within a macro-step, each subsystem is integrated independently. Exchange of infor-
mation takes only place before or after the subsystem integration processes. There-
fore, all subsystems can be solved in parallel. The parallelized implementation is
realized with a hybrid MPI-openMP code: each subsystem is executed by a MPI
rank. The different integration processes of each subsystem within a macro-time
step—these are the additional integrations for the error estimation in case that a
macro-step size controller is used and the subsystem integrations with the perturbed
coupling variables for the semi-implicit approach—are carried out in openMP threads
that are spawned within eachMPI rank (Fig. 8.6). The simulations for this work have
been carried out on a high performance computer (Lichtenberg High Performance
Computer of the TU Darmstadt) so that all subsystem integrations could be fully
parallelized.

sub 1

sub 2

integration

error estimat.

error estimat.

integration

macro-step

error estimat.

integration
sub 

sub 1

sub 2

predictor

perturbation

perturbation

predictor

corrector

corrector

macro-step

perturbation

predictor
correctorsub 

(a) (b)

Fig. 8.6 Parallelization scheme: a explicit co-simulation (with macro-step size controller) and
b semi-implicit co-simulation
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Applying a parallel implementation, the simulation time is usually strongly
reduced. The computation time for the co-simulation can be estimated by

T (expl)
cos ≈ Tmon

nPsub
+ C(expl) or T (semi)

cos ≈ 2
Tmon
nPsub

+ C(semi), (8.10)

where Tmon denotes the computation time of the monolithic model and nsub the
number of subsystems. P represents the scaling factor of the computation time of the
multibody implementation with respect to the number of degrees of freedom. For
typical multibody systems, the value of P is between one and three, depending on the
formulation of the equations of motion and the solving strategy. The overhead caused
by the synchronization of parallel threads and additional calculations due to the co-
simulation approach (e.g. solving Eqs. (8.8) and (8.9) for the semi-implicit method)
is summarized in the parameter C. The formula for Tcos implies the assumption that
the overall system is split into equal-sized subsystems, so that the integration times
for the different subsystems are similar.

8.3.2 Micro-step Size Limitation

Depending on the subsystem solver, there are different options to control the micro-
step size (subsystem solver step size). The most obvious possibility is to enforce
the subsystem solver to stop exactly at the end of each macro-step (“exact stop”,
t(sub)N+1 = TN+1). The problem with this option is that the step-size controller of the
subsystem solver will be interrupted. This may lead to a significant increase of the
number of micro-steps. A completely unrestricted micro-step size on the other hand
is also undesirable, because then it can happen that themicro-step size of a subsystem
is larger than the macro-step size. As a result, the subsystem will not be evaluated in
each macro-step.

Another possibility is to restrict the subsystem solver step size by the macro-step
size (hmic ≤ hmac) and to stop the solver when it steps beyond a macro-time point
(t(sub)N+1 ≥ TN+1). The states of the coupling bodies are interpolated at the macro-time
point TN+1. Within the next macro-step, the subsystem solver starts at the point tsub
at which it has stopped before. In this case, the subsystem solver step size controller
does not get affected by the co-simulation. However, the interval between the end of
a macro-step TN+1 and the point t

(sub)
N+1 at which the solver stops is integrated with the

coupling force from the previous macro-step. This leads to an additional numerical
error and an increased discontinuity in the coupling force. In our simulations, we
observed that the restriction hmic ≤ hmac yields good results.

Figure 8.7 shows themicro-step size of an arbitrary subsystem solver of an explicit
co-simulation carried out with the two different micro-step size limitations. As can
be seen, the micro-step size of the co-simulation in which the subsystem solver is
stopped exactly at each macro-time point (Fig. 8.7b) shows large fluctuations. The
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(a) (b)

Fig. 8.7 Micro-step size limitation: a hmic ≤ hmac and b integration is stopped at each macro-time
point exactly

average micro-step size is therefore smaller than for the co-simulation in which the
micro-step size is restricted by hmic ≤ hmac.

8.3.3 Macro-step Size

Considering classical time integration methods, the numerical error decreases and
the computation time increases when the time step size is reduced. For co-simulation
methods, the numerical error also decreases with the macro-step size, of course, but
the relation of the computation time and the macro-step size is not necessarily as
straightforward as for classical time integration methods.

Assuming that the co-simulation is carried out in parallel, the overall computation
time is the sum of the subsystem integration time (i.e. of the slowest subsystem
integration process) and the time required for synchronization and data exchange
between the subsystems. The macro-step size can affect both parts of the overall
computation time. On the one hand, a larger macro-step size decreases the number
of synchronization points and the data transfer between the subsystems; therefore, it
reduces the computation time. On the other hand, a larger macro-step size increases
the discontinuities in the coupling variables at the macro-time points. Because of
these discontinuities, the subsystem solver has to reduce the micro-step size at the
beginning of eachmacro-step. As a result the overall computation timemay increase.
A small macro-step size will limit the micro-step size and therefore also increase the
number of micro-steps and the overall computation time.

For the determination of an appropriate macro-step size, it is necessary to know
what the dominating part of the overall computation time is. If the bottleneck is
the data transfer—this may be the case when there is a large number of subsys-
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Fig. 8.8 Explicit
co-simulation: continuous
(linear) approximation
polynomial (blue curve)

tems or coupling variables—then the macro-step size should be chosen as large as
possible. If the dominating factor of the computation time are the subsystem inte-
gration processes (which is mostly the case when multibody systems are coupled)
then an appropriate macro-step size is a compromise between small discontinuities
and minimal limitation of the micro-step size.

The discontinuities in the coupling variables at the end of each macro-time step,
that are induced by the explicit co-simulation approach, can be eliminated or at
least reduced by a modification of the approximation polynomials. An approach to
obtain C1-continuity in the coupling variables by using cubic spline interpolation
(“extripol”) is described in [9]. However, the additional discontinuities that occur, if
the subsystem solver does not stop at each macro-time point exactly, will remain.

A similar modification of the approximation polynomials (“modip”), that com-
pletely removes the discontinuities, is illustrated in Fig. 8.8 (for linear approxima-
tion). The adjusted approximation polynomial λ(sub)(t) for the macro-step from TN
to TN+1, is obtained by substituting the sampling point

[
TN , λN

]
with

[
t(sub)N , λ

(sub)
N

]

as represented in (8.12). t(sub)N is the time at which the subsystem solver stopped the
integration within the previous macro-time step and λ

(sub)
N is the corresponding value

of the coupling variable. It should bementioned that t(sub)N (and λ
(sub)
N ) can be different

for each subsystem.

λ
(o)
N+1 = Pnpol

([
TN−npol , λN−npol

]
, . . . , [TN , λN ],TN+1

)
(8.11)

λ(sub)(t) = P1

([
t(sub)N , λ

(sub)
N

]
,
[
TN+1, λ

(o)
N+1

]
, t

) (
npol = 1

)

λ(sub)(t) = Pnpol

([
TN−npol+1, λN−npol+1

]
, . . . ,

[
t(sub)N , λ

(sub)
N

]
,
[
TN+1, λ

(o)
N+1

]
, t

)

(8.12)
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Fig. 8.9 Subsystem computation times for different macro-step sizes: a ~20–30 micro-steps per
macro-step, b ~1–4 micro-steps per macro-step, c 1 micro-step per macro-step

8.3.4 Differences in Subsystem Computation Times

The computation time of each subsystem solver within each macro-step varies
between the subsystems. Even if all subsystems have approximately the same compu-
tation time for the overall simulation, as in our test case, there are different computa-
tion times for each subsystem in each macro-step as shown in Fig. 8.9b. The effect of
these “local” computation time fluctuations on the overall computation time depends
strongly on the macro-step size.
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Figure 8.9 shows a detailed view of the computation time of an explicit co-
simulation with a constant macro-step size. The subsystems are physically identical.
The green bars show the computation time of each subsystem in each macro-step.
The macro-steps are indicated by the black lines. The red bars mark the slowest
subsystem integration process in each macro-step.

In Fig. 8.9a the macro-step size is chosen relatively large so that each subsystem
solver makes many micro-steps (~20–30) within each macro-step. The computation
times of the subsystems within each macro-step are similar.

Figure 8.9b shows results obtained with a reduced macro-step size. Here, the
subsystem solver makes only a small number of micro-steps (~1–4) within each
macro-step. This results in relatively large differences of the subsystem computa-
tion times. Considering that each subsystem is assigned to one core, the hardware
utilization is low, because the cores are idling a large proportion of the time.

The macro-step size in Fig. 8.9c is assumed to be smaller than the micro-step size
that is chosen by the step size controller of the subsystem solver. Due to the restriction
hmic ≤ hmac, the micro-step size is limited by the macro-step size. Each subsystem
solver takes only one micro-step per macro-step. As a result the computation time
for all subsystems is almost equal. The price for the good hardware utilization is the
increased number of micro-steps.

8.4 Simulation Results

To investigate the co-simulation methods the following parameter sets for the test
model are defined in Table 8.1:

The external force FSi is defined by the force law

Table 8.1 Test model
parameters

Parameter set 1 (“model 1”) Parameter set 2 (“model 2”)

nK = 7750 nK = 7750

nsub = 47 nsub = 47

mi = 1.0e0 mi = 1.0e0

cli = clci = 1.0e7 cli = clci = 1.0e7

dl
i = dl

ci = 1.0e0 dl
i = dl

ci = 1.0e0

cnli = cnlci = 1.0e9 cnli = cnlci = 1.0e9

dnl
i = dnl

ci = 1.0e−2 dnl
i = dnl

ci = 1.0e−2

No external forces External forces FSi acting on
5% of all bodies
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Fig. 8.10 Convergence analysis, explicit co-simulation (subsystem error tolerance 1.0e−12)

FSi = 1

2
�FSi

[
tanh

(
t − ti

δ

)
− tanh

(
t − (ti + δ)

δ

)]
.

This may be considered as an approximation of an impact force acting on body
i over a short time interval �t with an amplitude �FSi at ti. The initial positions
and velocities of the bodies are chosen randomly in the interval [−0.1,+0.1] and
[−100,+100].

8.4.1 Convergence Analysis

Explicit Co-Simulation Method. The convergence behavior of the explicit co-
simulation method is investigated by varying the (constant) macro-step size and
by evaluating the global and the local error of the state variables.

Figure 8.10 shows the results for the convergence analysis of model 1. Co-
simulations are carried out with linear (blue curve) and quadratic (red curve) approx-
imation polynomials for the coupling variables. The subsystem solver tolerance is
set to 1.0e−12 to minimize the numerical errors that are introduced by the subsystem
solvers. As can be seen, the local error converges with order npol +3 on position level
and with order npol + 2 on velocity level. The global error converges with npol + 1.
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Fig. 8.11 Convergence analysis, explicit co-simulation (subsystem error tolerance 1.0e−6)

When the subsystem solver tolerance is increased to 1.0e−6, the overall accuracy
of the co-simulation is limited by the subsystem errors. This can be clearly observed
for a co-simulation of model 2 with quadratic approximation polynomials for the
coupling variables (Fig. 8.11 right hand side, red curve), where the error remains
almost constant when the macro-step size is decreased below 1.0e−5. Due to the
micro-step size restriction, the subsystem accuracy of model 1 is implicitly increased
for small macro-step sizes; therefore, this effect cannot be observed very clearly for
model 1.

Thedashed curves inFig. 8.11 show the error of a co-simulationwith the restriction
that the subsystem solver stops exactly at each macro-time point. As expected, a co-
simulation with this restriction produces slightly lower errors than a co-simulation
with the limitation hmic ≤ hmac. The black dashed lines in Fig. 8.11 show the errors
of monolithic simulations of both models for comparison.

Semi-Implicit Co-SimulationMethod. The convergence order of the semi-implicit
co-simulation method is the same as for the explicit method. The advantages of the
semi-implicit approach are the smaller errors and the increased numerical stability.

Figure 8.12 shows a comparison of the numerical errors of the explicit (dashed
curves) and the semi-implicit co-simulation method. As can be seen, the error of the
semi-implicit method is for both models significantly smaller, especially for large
macro-step sizes. In addition, the macro-step size can be increased to hmac = 7.5e−5
for the semi-implicit method, while the explicit method needs a macro-step size of
hmac ≤ 5.0e−5 with linear approximation polynomials or hmac ≤ 2.5e−5 with
quadratic polynomials in order to achieve a stable co-simulation. The black dashed
lines in Fig. 8.12 show the error of monolithic simulations of the two models for
comparison. The monolithic simulations are carried out with an error tolerance of
1.0e−6, the same error tolerance is used for the subsystem.
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Fig. 8.12 Convergence analysis, semi-implicit co-simulation (subsystem error tolerance 1.0e−6)

8.4.2 Computation Time Analysis

ComputationTimeof theMonolithic Simulation. Asmentioned before, the scaling
factor of the computation time of a multibody system with respect to the number of
degrees of freedom is typically between 1 and 3. There exist, for instance, recursive
O(n) algorithms [10] that scale linear. Generally, when the equations of motion are
formulated in absolute coordinates and the system is integrated numerically with a
BDF method, the dominating factor in the computation time is the linear system that
has to be solved within the Newton iterations. The system matrices in our test cases
are sparse, because of the simple structure of the test model. This sparsity is exploited
by the KLU linear solver resulting in an almost linear scaling of the computation time
for model 1. Model 2 is—because of the excitation by the impact forces—stronger
affected by the nonlinearities. Therefore, more Newton iterations are needed in each
solver step.

Since the scaling factor of the computation time with respect to the degrees of
freedom is higher for model 2—at least within the considered range of degrees of
freedom—we expect also a greater benefit of a parallel co-simulation for model 2.
Figure 8.13 shows the computation time of monolithic simulations of the two test
models. The parameters are given in Table 8.1, only the number of masses nK is
varied.

Influence of the Number of Subsystems on the Computation Time. The choice
of the number of subsystems, in which a model should be subdivided for achieving
the minimal computation time, depends on several aspects. It can be restricted by the
topology of the model or limited by the available computer architecture. When there
are no restrictions, it is a tradeoff between the reduction of the computation time of
each subsystem due to the reduced subsystem size and the cost of the synchronization
and data transfer between the subsystems.
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Fig. 8.13 Scaling of the computation time with the number of degrees of freedom

Fig. 8.14 Explicit co-simulation: computation time depending on the number of subsystems

Figure 8.14 shows the computation time of explicit co-simulations (npol =
2, hmac = 1.0e−5, hmic ≤ hmac)with a various number of subsystems. The blue bars
show the computation time of the subsystem solver and the red bars the overhead.
As expected, the solver time per subsystem decreases as the number of subsystems
increases.
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Fig. 8.15 Explicit co-simulation: computation time as a function of the macro-step size

The overhead that appears in co-simulations of model 2 with a small number of
subsystems results from different subsystem integration times within each macro-
step (cf. Fig. 8.9b). For model 1, the subsystem solver usually makes one micro-step
per macro-step (cf. Fig. 8.9c). Therefore, the integration times of all subsystems are
almost equal in each macro-step. The number of micro-steps for model 1 is—mainly
because of the micro-step size limitation—almost doubled compared to the mono-
lithic simulation. Hence, a co-simulation with three subsystems takes about 60% of
the computation time of the monolithic simulation instead of the 33% that would be
expected.

When the number of subsystems is increased over a certain level, the overhead
caused by network traffic and synchronization becomes the dominating factor of the
overall computation time.

Influence of theMacro-Step Size on theComputationTime. The following results
are obtained by co-simulations with 47 subsystems. Figure 8.15 shows the computa-
tion time as a function of the macro-step size of explicit co-simulations of both test
models with quadratic approximation polynomials for the coupling variables. The
qualitative observation is the same for both models. When the limitation hmic ≤ hmac
is applied, the computation time decreases as the macro-step size is decreased until it
reaches a minimum. This is the optimal macro-step size, at which the discontinuities
in the coupling variables are small and the macro-step size is large enough to not
interfere with the micro-step size. When the macro-step size is decreased further,
the micro-step size will be restricted by the macro-step size resulting in an increased
computation time.

The computation time (Fig. 8.15 dashed curves) of co-simulationswith the restric-
tion that the subsystem integration stops at each macro-time point exactly behaves
different. In this case, the key point is that the step size controller of the subsys-
tems solver is interrupted at each macro-time point. Therefore, the computation time
increases as the macro-step size is decreased. The optimal macro-step size is when
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Fig. 8.16 Effect of the discontinuities in the coupling variables on the number of Newton iterations
of the subsystem solver

the subsystem solver takes one micro-step per macro-step. When the macro-step size
is reduced beyond this point, the computation time increases again.

To clarify the influence of the discontinuities in the coupling variables that result
from a large macro-step size, Fig. 8.16 shows the average number of Newton itera-
tions of the subsystem solvers for the co-simulation of model 1. If linear approxima-
tion polynomials for the coupling variables are used, the effect of the discontinuities
on the computation time is stronger. The average number of Newton iterations for an
explicit co-simulation with a macro-step size of 2.5e−5 is more than 3 times larger
than for a co-simulation with a macro-step size of 7.5e−6.

As mentioned above, the discontinuities in the coupling variables can be reduced
or even removed by modifying the approximation polynomials. Figure 8.17 shows
the computation time of model 1 (explicit co-simulation, quadratic approximation
order) as a function of the macro-step size. Both smoothing approaches, namely the
extrapolated interpolation (“extripol”) [9] and the modified interpolation described
in Sect. 8.3.3 (“modip”), reduce the computation time for large macro-step sizes
significantly.

Macro-Step Size Controller. Figure 8.18 shows the number of macro-steps of an
explicit co-simulationwith quadratic approximation polynomials. The co-simulation
with a constant macro-step size is carried out with hmac = 1.0e−5. The error tol-
erances of the macro-step size controller are chosen in such a way that the global
numerical error of both simulations is of the same order of magnitude. The usage of
the macro-step size controller reduces the number of macro-steps for both models
significantly. For model 2 the number of macro-steps is reduced by about 25% and
for model 1 it is reduced by more than 50%. Especially for co-simulations where the
dominating factor of the computation time is the data transfer between the subsys-
tems, the macro-step size controller may reduce the computation time significantly.
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Fig. 8.17 Explicit co-simulation with smoothed interpolation

Fig. 8.18 Explicit co-simulation with macro-step size controller: number of macro-steps

8.5 Conclusions

The analysis and the reduction of the computation time using a parallel implemen-
tation of a Jacobi-type co-simulation is a challenging task because it is influenced
by many factors. Besides the computational aspects like data transfer and thread
synchronization in parallel computing, also the effect of the particular co-simulation
method on the subsystem solvers plays an important role.

In this manuscript, two co-simulation methods, namely an explicit and a semi-
implicit method have been utilized to parallelize the computation of a multibody
system. The convergence behavior has been analyzed in detail. Although both meth-
ods have the same convergence order, the errors of the semi-implicit co-simulation
approach are significantly smaller than for the explicit approach, especially for larger
macro-step sizes. The semi-implicit method shows also a better numerical stability.
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The main drawback of the semi-implicit co-simulation method is that each macro-
step has to be repeated and in addition, partial derivatives with respect to the coupling
variables have to be computed. For the explicit co-simulation method, a macro-step
size controller based on an error estimator has been implemented. It has been shown
that the number of macro-steps can be reduced significantly without increasing the
numerical error with the help of a macro-step size controller.

In addition, a detailed computation time analysis of the co-simulation methods
has been carried out. The effect of different parameters on the overall computation
time has been studied. It was pointed out, that the choice of an appropriate macro-
step size is a delicate matter because it affects all parts of the overall computation
time. Depending on the particular model, the macro-step size may be chosen rather
large tominimize the computational effort for data traffic and thread synchronization.
For other models, for example our test model, it may be advantageous to choose a
smaller macro-step size in order to reduce the discontinuities in the coupling vari-
ables and therefore reduce the subsystem computation time. Also, the macro-step
size should be chosen large enough so that it does not restrict the micro-step size.
It has been shown, that the computation time can be reduced by using modified
approximation polynomials to reduce the effect of discontinuities. Assuming that
each subsystem is attached to a fixed number of cores, the hardware utilization is
affected by the macro-step size, too. A suitable restriction for the micro-step size is
hmic ≤ hmac. The alternative, namely to stop the subsystem solver at each macro-time
point exactly, is not practicable because of its negative effect on the subsystem com-
putation time. Another important point is the choice of the number of subsystems.
A proper number of subsystems is always a compromise between reducing the sub-
system integration time on the one hand, and increasing overhead due to data traffic
and thread synchronization on the other hand.

It has been shown, that the computation time of nonlinear multibody systems can
be reduced significantly without increasing the numerical error by applying a parallel
co-simulation.
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Chapter 9
Explicit Co-simulation Approach
with Improved Numerical Stability

Pu Li, Daixing Lu, Robert Schmoll and Bernhard Schweizer

Abstract For coupling different solvers, explicit co-simulation approaches are fre-
quently applied, especially when proprietary software tools have to be coupled with-
out full solver access. Explicit solver coupling approaches are usually much sim-
pler to implement than implicit methods. A major drawback of explicit coupling
approaches is their reduced numerical stability behavior. Applying classical explicit
co-simulation techniques, the coupling variables are approximated by extrapola-
tion/interpolation polynomials in order to carry out the subsystem integration. Typi-
cally, Lagrange polynomials are applied for generating the approximation polynomi-
als, using the coupling variables at the macro-time points as sampling points. In this
manuscript, an explicit coupling approach is presented, which shows an improved
numerical stability behavior. The key idea of the proposed method is to apply poly-
nomial approximation to predict the acceleration variables of the coupling bodies.
By integrating the predicted accelerations, one obtains predicted state variables for
the coupling bodies, which are used to predict the coupling variables by making use
of the constitutive equations of the coupling element. Compared to classical coupling
techniques,where the coupling variables are directly approximated, the approach pre-
sented here based on approximated accelerations exhibits a significantly improved
numerical stability behavior. Moreover, the numerical error is markedly reduced.
The co-simulation method is introduced for flexible multibody systems. However,
the proposed approach can generally be applied to couple arbitrary mechanical sys-
tems. Also, the coupling technique may be used to couple non-mechanical systems,
e.g. electrical or hydraulic systems.
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9.1 Introduction

Improving the numerical analysis of dynamical systems with respect to accuracy
and efficiency is an ongoing topic of research. Different possibilities exist in order to
enhance transient simulations. In the field of flexiblemultibody dynamics, frequently
BDF discretization schemes or implicit Runge-Kutta methods are used for integrat-
ing the governing system of differential-algebraic equations (DAE system). Using
alternative numerical time integration schemesmay be one option to improve the effi-
ciency of the numerical simulation. Recently, integration schemes well-established
in the field of finite-element analysis—e.g. Newmarkmethods and related algorithms
[17–20, 23, 24, 59]—have been extended and applied for solving the governingDAEs
for flexible multibody systems. Furthermore, time integration schemes with special
features—like energy and momentum preserving algorithms [11–16, 48–50]—have
been developed. To improve the efficiency of the dynamic analyses of large-scaled
multibody systems, parallelization may be considered as the most important way
to significantly reduce the computation time. Special algorithms have been devel-
oped for the parallel implementation of multibody systems. These algorithms pose,
however, often special requirements on the structure of the multibody system (e.g.
tree-structured system), see for instance Refs. [5, 6, 35].

Co-simulation can be considered as a general approach to couple two (or more)
subsystems in time domain.On the one hand, co-simulation techniques are frequently
applied to couple two (or several) different software tools in order to simulate multi-
physical or multidisciplinary systems. On the other hand, co-simulation approaches
can also be used to parallelize (monodisciplinary) dynamical models. Using co-
simulation techniques for parallelizing dynamic systems, there are in general no
special requirements with respect to the structure of the multibody system [25, 46,
54, 60, 62, 63, 76].

In practical applications, explicit co-simulation methods are frequently used to
couple different subsystem solvers. Although implicit coupling methods exhibit a
significantly better numerical stability behavior, application of implicit coupling
approaches may be problematic, especially if commercial solvers have to be coupled.
Implicit methods have the general drawback that themacro-steps have to be repeated.
Therefore, the subsystem solvers have to be reinitialized at the previous macro-time
point. Depending on the coupling technique, implicit methods often require Jacobian
information, which may not easily be obtained if commercial simulation tools are
involved. For that reason, explicit methods are often favored and there is a great
interest and a need for explicit co-simulation methods with improved stability and
convergence properties.

To extrapolate/interpolate the coupling variables, frequently Lagrange polynomi-
als are applied. In this case, the coupling variables at the macro-time points are used
to generate extrapolation/interpolation polynomials. In the paper at hand, a differ-
ent approach is used for approximating the coupling variables. The basic idea is to
omit a direct approximating of the coupling variables. Instead of this the acceleration
variables of the two coupling bodies are approximated by Lagrange polynomials. An
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analytical integration of the approximated accelerations yields approximated veloc-
ity and position variables. With the approximated velocity and position variables
and with the help of the constitutive equations for the coupling forces/torques—i.e.
by means of the physical laws describing the relationship between the coupling
forces/torques and the position/velocity variables of the two coupling bodies—ap-
proximated coupling variables can be calculated. Using the approximated coupling
variables, the subsystems are integrated over the macro-step.Making use of the mod-
ified approximation technique, the numerical stability and the convergence behav-
ior of explicit co-simulation approaches may be enhanced considerably. As will be
shown in the manuscript, the usage of constant polynomials for approximating the
accelerations yields already good results with respect to the numerical stability and
with regard to the numerical error.

In order to couple two subsystem solvers, two basic approaches can be applied.
Firstly, the subsystem can be coupled by applied forces/torques [1, 4, 28, 37, 44,
52, 61, 69]. In this case, constitutive equations for the coupling forces/torques are
used to describe the connection between the subsystems (e.g. spring/damper laws for
the coupling forces/torques). Secondly, two subsystems may be coupled by reaction
forces/torques [40, 45, 68, 73, 75, 81, 83]. Then, algebraic equations are used to define
the coupling between the subsystems (e.g. constraint equations for rigid joints).
While explicit methods may be advantageously used in connection with applied-
force/torque coupling, for stability reasons usually implicit methods are applied in
connection with constraint coupling. Stability and convergence of co-simulation
methods based on applied forces/torques have, for instance, been examined in Refs.
[34, 37, 51, 57, 71, 74, 80]; coupling techniques on the basis of algebraic constraint
equations have been investigated in Refs. [8, 53, 70, 72, 77] with respect to stability
and convergence. In this manuscript, only solver coupling based on constitutive
equations is considered.

The basic idea behind a co-simulation approach is to decompose an overall dynam-
ical system into different subsystems. Here, only decomposition into two subsystems
is considered for the reason of a clear representation. Decomposition into multiple
subsystems can be accomplished in a similar manner. It should be mentioned that
basically three different decomposition techniques can be distinguished: force/force-,
force/displacement- and displacement/displacement-decomposition. The connection
between the decomposed subsystems is described by appropriate coupling variables
(subsystem input/output variables). In the framework of a co-simulation approach
(weak coupling approach) [36], the coupling variables are only interchanged at the
macro-time points T0,T1, . . . ,TN and the subsystem solvers integrate independently
between the macro-time points. In this paper, the macro-step sizeH = TN+1 −TN is
assumed to be constant. Non-equidistant communication-time grids are, for instance,
discussed in Refs. [9, 22, 82]. For carrying out the subsystem integration, the cou-
pling variables have to be approximated between the macro-time points. Using a
parallel subsystem integration (Jacobi type), both subsystems are integrated with
extrapolated coupling variables. Applying a serial integration scheme (Gauss-Seidel
type), the first subsystem is integrated with extrapolated coupling variables, while
interpolated coupling variables are used for the integration of the second subsystem.
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The efficient and robust simulation of complex multiphysical systems makes high
demands on the software tools and the numerical methods. Instead of simulating
complex systems with only one simulation tool and a single solver, it is often more
convenient to couple different specialized software tools in order to carry out multi-
physical and multidisciplinary simulations. Therefore, accurate and efficient solver
coupling techniques have to be used. Solver coupling is frequently applied to ana-
lyze fluid/structure interaction problems, see for instance Refs. [1, 29, 55, 57, 65,
67]. Co-simulation techniques are also often used to couple multibody models with
finite-element or boundary-element models, see Refs. [2–4, 21, 85, 86]. The coupled
simulation of particle models with multibody models is treated in Refs. [31, 47, 79],
for instance. Co-simulation in context with non-smooth dynamics is discussed in
Refs. [32, 33]. Solver coupling of multibody systems with block diagram simula-
tors is analyzed in Ref. [38]. Solver coupling in connection with electromechanical
problems has, for instance, been investigated in Refs. [43, 84]. Application of co-
simulation methods in the field of vehicle dynamics is treated in [27, 28, 30, 52, 61].
Besides the coupled simulation of multiphysical systems, co-simulation techniques
may also be applied for parallelizing monodisciplinary dynamical models, as men-
tioned above. It should be pointed out that explicit co-simulation approaches show
a certain similarity to subcycling methods, which are frequently used to speed up
the simulation of finite-element models by splitting the system into different parts,
which are integrated with different time-step sizes [10, 26, 56, 58]. In the frame-
work of a co-simulation approach, the subsystems are usually regarded as black
box systems. It is desired that a co-simulation method can be applied to arbitrary
subsystems, independent from the subsystem solvers. Classical subcycling methods
are, however, typically used in connection with explicit integration schemes (central
difference method) and the subcycling algorithm is embedded into the integration
scheme of the subsystems.

The main contributions of this manuscript are:

• Developing an alternative explicit co-simulation approach. Considering the well-
established co-simulation methods known from literature, where position and
velocity variables are approximated usually by Lagrange polynomials, the cou-
pling technique applied in the paper at hand is based on approximated accelera-
tion variables. One advantage of the presented approach is that the method may
be implemented as a self-starting algorithm yielding quadratic convergence order.
Compared to the established approaches, the presented method has the drawback
that an update step for the acceleration variables is required after each macro-time
step.

• Providing a stability analysis which shows the improved stability behavior of the
proposed approach with respect to classical explicit co-simulation methods.

• Comparing the convergence behavior of the new coupling approach with classical
explicit co-simulation methods.

• Demonstrating the practical applicability of the proposed approach with nonlinear
test models and large-scaled industrial models.
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This manuscript is structured as follows: An explicit co-simulation method
based on approximated accelerations is introduced in Sect. 9.2 with the help of
a co-simulation test model. The numerical stability and the convergence behav-
ior of the integrated acceleration co-simulation approach is in detail investigated
for the three possible decomposition techniques (force/force-, force/displacement-
and displacement/displacement-decomposition) considering both parallel (Jacobi
type) and sequential (Gauss-Seidel type) integration. The integrated acceleration
approach is compared with the classical explicit co-simulation approach based on
extrapolated coupling variables. The generalization of the integrated acceleration
co-simulation approach for coupling two arbitrary mechanical systems is treated
in Sect. 9.3. Numerical examples are collected in Sect. 9.4. The results are sum-
marized in Sect. 9.5. Detailed stability and convergence plots for the case that the
accelerations are approximated by linear polynomials are collected in Appendix 1.
Some additional considerations on the sequential force/displacement-decomposition
approach can be found in Appendix 2.

9.2 An Explicit Co-simulation Method

For analyzing the numerical stability of time integration schemes (Runge-Kuttameth-
ods, BDFmethods, etc.), Dahlquist’s test equation is used [41, 42], which can—from
the mechanical point of view—be interpreted as the complex representation of the
homogenous linear single-mass oscillator. To analyze the stability of co-simulation
methods, an appropriate testmodel has to be defined. Themost appropriate testmodel
for co-simulationmethods basedon applied-force/torque coupling is the homogenous
linear two-mass oscillator, see Fig. 9.1. The two-mass oscillator can be interpreted
as two single mass-oscillators (masses m1/m2, springs c1/c2 and dampers d1/d2),
which are coupled by the coupling spring cc and the coupling damper dc. From the
mathematical point of view, the co-simulation test model can be considered as two
Dahlquist equations, coupled by a linear constitutive equation.

x1, x2 and v1, v2 denote position and velocity of the twomasses. For the subsequent
stability analysis, it is useful to introduce dimensionless variables. We assume that

Fig. 9.1 Homogenous linear
two-mass oscillator: test
model for analyzing the
stability of co-simulation
methods



158 P. Li et al.

x̄1, x̄2 are properly chosen dimensionless position coordinates. The variables v̄1 =
H · dx̄1

dt and v̄2 = H · dx̄2
dt denote dimensionless velocities, where H characterizes

the communication-step size of the coupling approach. The dimensionless time is
defined by t̄ = t

H . Furthermore, the following 7 parameters are introduced

c̄1 = c1 · H 2

m1
, d̄1 = d1 · H

m1
, αm21 = m2

m1
, αc21 = c2

c1
, αd21 = d2

d1
,

αcc1 = cc
c1

, αdc1 = dc
d1

. (9.1)

Then, the equations of motion for the two-mass oscillator can in dimensionless form
be written by

x̄′
1 = v̄1

v̄′
1 = −c̄1 · x̄1 − d̄1 · v̄1 + αcc1 · c̄1 · (x̄2 − x̄1) + αdc1 · d̄1 · (v̄2 − v̄1)

x̄′
2 = v̄2

v̄′
2 = − αc21

αm21
· c̄1 · x̄2 − αd21

αm21
· d̄1 · v̄2 − αcc1

αm21
· c̄1 · (x̄2 − x̄1)

− αdc1

αm21
· d̄1 · (v̄2 − v̄1). (9.2)

Note that (·)′ = d(·)
d t̄ represents the derivative with respect to the dimensionless

time t̄.
Obviously, the two-mass oscillator is a mechanically stable system, if

m1,m2, c1, c2, cc, d1, d2, dc > 0. Decomposing the two-mass oscillator into two
subsystems and discretizing Eq. (9.2) by a linear co-simulation approach, a homoge-
nous linear system of recurrence equations is obtained, see Sects. 9.2.1–9.2.3. The
stability of the recurrence system defines the numerical stability of the underlying co-
simulation approach. If the spectral radius ρ of the recurrence system is smaller than
1, the co-simulation approach is called numerically stable. The spectral radius ρ is a
nonlinear function of the 7 independent test model parameters defined in Eq. (9.1).
For a graphical illustration of the numerical stability of co-simulation methods, 2D
stability plots are most appropriate. Therefore, it is useful to fix 5 of the entire 7 test
model parameters and to plot the spectral radius ρ as a function of the remaining two
parameters.

The decomposition of the two-mass oscillator into two subsystems can be accom-
plished by three different techniques, namely by a force/force-, a force/displacement-
or a displacement/displacement-decomposition approach. Concerning the subsystem
integration, two basic integration typesmay be distinguished, namely parallel (Jacobi
type) and sequential (Gauss-Seidel type) integration. In the next subsections, the inte-
grated acceleration co-simulation approach is derived and analyzed with respect to
numerical stability and convergence behavior for all three decomposition types and
for both integration types.
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Fig. 9.2 Co-simulation test model: force/force-decomposition approach

9.2.1 Force/Force-Coupling

Parallel Integration (Jacobi Type). Making use of a force/force-decomposition
approach, the co-simulation test model is split into two subsystems so that both
subsystems are force-driven single-mass oscillators, see Fig. 9.2. The coupling force
λc is given by λc = cc · (x2 − x1) + dc · (v2 − v1).

With the dimensionless position and velocity variables, with the dimensionless
coupling force λ̄c = λc·H 2

m1
and with the parameters of Eq. (9.1), the decomposed

system is described by the following system of equations

Subsystem 1:
x̄′
1 = v̄1

v̄′
1 = −c̄1 · x̄1 − d̄1 · v̄1 + λ̄c

(a)

Subsystem 2:
x̄′
2 = v̄2

v̄′
2 = − αc21

αm21
· c̄1 · x̄2 − αd21

αm21
· d̄1 · v̄2 − 1

αm21
λ̄c

(b)

Coupling condition:
λ̄c − αcc1 · c̄1 · (x̄2 − x̄1) − αdc1 · d̄1 · (v̄2 − v̄1) = 0. (c)

(9.3)

To explain the co-simulation approach, we consider the generalmacro-time step from
T̄N to T̄N+1 (T̄N = TN

H denotes the dimensionless macro-time point). At the beginning
of themacro-time step, the state variables, the accelerations and the coupling variable
are assumed to be known

x̄1
(
t̄ = T̄N

) = x̄1,N , v̄1
(
t̄ = T̄N

) = v̄1,N , v̄′
1

(
t̄ = T̄N

) = v̄′
1,N ,

x̄2
(
t̄ = T̄N

) = x̄2,N , v̄2
(
t̄ = T̄N

) = v̄2,N , v̄′
2

(
t̄ = T̄N

) = v̄′
2,N ,

(a)

λ̄c
(
t̄ = T̄N

) = λc,N . (b)
(9.4)
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Step 1: Integration of Extrapolated Accelerations

• For the subsystem integration from T̄N to T̄N+1, the coupling variable λ̄c(t̄) has
to be approximated in the time interval [T̄N , T̄N+1]. With the acceleration v̄′

1,N

at the current macro-time point T̄N and the accelerations v̄′
1,N−1, v̄′

1,N−2, etc. at
the previous macro-time points T̄N−1, T̄N−2, etc., an extrapolation polynomial
(Lagrange polynomial) v̄′ex

1 (t̄) of degree k can be generated based on the sampling
points

(
T̄N , v̄′

1,N

)
,
(
T̄N−1, v̄

′
1,N−1

)
, . . . ,

(
T̄N−k , v̄

′
1,N−k

)
. Accordingly, an extrapo-

lation polynomial v̄′ex
2 (t̄) of degree k can be constructed for the acceleration of

mass 2 using the sampling points
(
T̄N , v̄′

2,N

)
,
(
T̄N−1, v̄

′
2,N−1

)
, . . . ,

(
T̄N−k , v̄

′
2,N−k

)
.

• An analytical forward integration of the polynomials v̄′ex
1 (t̄) and v̄′ex

2 (t̄) from T̄N
to t̄ (t̄ ∈ [T̄N , T̄N+1]) yields the extrapolation polynomials

v̄ex
1 (t̄) =

∫ t̄

T̄N

v̄′ex
1 (s)ds, v̄ex

2 (t̄) =
∫ t̄

T̄N

v̄′ex
2 (s)ds (9.5)

of degree k + 1 for the velocity variables and the approximation polynomials

x̄ex1 (t̄) =
∫ t̄

T̄N

v̄ex
1 (s)ds, x̄ex2 (t̄) =

∫ t̄

T̄N

v̄ex
2 (s)ds (9.6)

of degree k +2 for the position variables in the time interval [T̄N , T̄N+1]. As initial
conditions for the forward integration, the state variables at the macro-time point
T̄N according to Eq. (9.4) are used, i.e. v̄ex

1

(
t̄ = T̄N

) = v̄1,N and x̄ex1
(
t̄ = T̄N

) = x̄1,N
as well as v̄ex

2

(
t̄ = T̄N

) = v̄2,N and x̄ex2
(
t̄ = T̄N

) = x̄2,N .
• Note that for the special case of constant approximation (k = 0), i.e. assuming

v̄′ex
1 (t̄) = v̄′

1,N = const. and v̄′ex
2 (t̄) = v̄′

2,N = const., the following extrapolated
state variables are obtained

v̄ex
1 (t̄) = v̄′

1,N · (
t̄ − T̄N

) + v̄1,N ,

x̄ex1 (t̄) = 1

2
v̄′
1,N · (

t̄ − T̄N
)2 + v̄1,N · (

t̄ − T̄N
) + x̄1,N ,

v̄ex
2 (t̄) = v̄′

2,N · (
t̄ − T̄N

) + v̄2,N ,

x̄ex2 (t̄) = 1

2
v̄′
2,N · (

t̄ − T̄N
)2 + v̄2,N · (

t̄ − T̄N
) + x̄2,N . (9.7)

Step 2: Calculation of Extrapolated Coupling Variable

• With the extrapolated state variables, an extrapolation polynomial λ̄ex
c (t̄) of degree

k + 2 for the coupling force in the time interval [T̄N , T̄N+1] can be calculated by

λ̄ex
c (t̄) = αcc1 · c̄1 · (

x̄ex2 (t̄) − x̄ex1 (t̄)
) + αdc1 · d̄1 · (

v̄ex
2 (t̄) − v̄ex

1 (t̄)
)
. (9.8)
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Step 3: Integration of Subsystems

• An analytical integration of subsystem 1 and subsystem 2 from T̄N to T̄N+1 with
initial conditions (9.4) and with the extrapolated coupling force λ̄ex

c (t̄) according
to Eq. (9.8) yields the new state variables at the macro-time point T̄N+1

x̄1,N+1 = x̄1,N+1(z̄N , . . . , z̄N−k), v̄1,N+1 = v̄1,N+1(z̄N , . . . , z̄N−k),

x̄2,N+1 = x̄2,N+1(z̄N , . . . , z̄N−k), v̄2,N+1 = v̄2,N+1(z̄N , . . . , z̄N−k).
(9.9)

Note that the auxiliary vectors z̄N = (
x̄1,N , v̄1,N , x̄2,N , v̄2,N

)T
, z̄N−1 =

(
x̄1,N−1, v̄1,N−1, x̄2,N−1, v̄2,N−1

)T
, etc. collect the state variables at the macro-time

points.
• Update the accelerations of subsystem 1 and 2 by means of Eq. (9.3)a, b

v̄′
1,N+1 = −c̄1 · x̄1,N+1 − d̄1 · v̄1,n+1 + λ̄c,N+1(z̄N+1),

v̄′
2,N+1 = − αc21

αm21
· c̄1 · x̄2,N+1 − αd21

αm21
· d̄1 · v̄2,N+1 − 1

αm21
λ̄c,N+1(z̄N+1).

(9.10)

Equation (9.9) represents a system of 4 coupled homogenous linear recurrence
equations of order k + 1, which can symbolically be written as

z̄N+1 + AN · z̄N + · · · + AN−k · z̄N−k = 0. (9.11)

The real-valued matrices AN , …, AN−k ∈ R
4×4 are constant; they depend only on

the 7 parameters of the co-simulation test model. Due to the fact that the subsystems
are integrated analytically, which is possible due to the fact that the co-simulation
test model is linear, the stability of the recurrence system (9.11) directly reflects
the numerical stability of the underlying co-simulation approach. The stability of
Eq. (9.11) is determined by the spectral radius ρ of the recurrence system. For ρ ≤ 1,
the co-simulation is called numerically stable. Note that ρ is only a function of the
7 test model parameters.

Sequential Integration (Gauss-Seidel Type).

Step 1: Integration of Extrapolated Accelerations

• Identical with step 1 of Jacobi type.

Step 2: Calculation of Extrapolated Coupling Variable

• Identical with step 2 of Jacobi type.

Step 3: Integration of Subsystem 1

• Using a sequential co-simulation approach, subsystem 1 is firstly integrated ana-
lytically from T̄N to T̄N+1 with the extrapolated coupling force λ̄ex

c (t̄) of Eq. (9.8),
which gives the new state variables for subsystem 1 at the macro-time point T̄N+1

x̄1,N+1 = x̄1,N+1(z̄N , . . . , z̄N−k), v̄1,N+1 = v̄1,N+1(z̄N , . . . , z̄N−k). (9.12)
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• Update accelerations of subsystem 1 with the help of Eq. (9.3), that is

v̄′
1,N+1 = −c̄1 · x̄1,N+1 − d̄1 · v̄1,N+1

+ λ̄c,N+1
(
x̄1,N+1, v̄1,N+1, x̄

ex
2

(
T̄N+1

)
, v̄ex

2

(
T̄N+1

))
. (9.13)

Step 4: Integration of Interpolated Accelerations

• Making use of the sampling points
(
T̄N+1, v̄

′
1,N+1

)
,
(
T̄N , v̄′

1,N

)
, . . . ,

(
T̄N−k+1,

v̄′
1,N−k+1

)
, an interpolation polynomial v̄′in

1 (t̄) of degree k for the acceleration
of mass 1 can be generated for the time interval [T̄N , T̄N+1]. An analytical back-
ward integration of v̄′in

1 (t̄) from T̄N+1 to t̄ (t̄ ∈ [T̄N , T̄N+1]) yields the interpolation
polynomial

v̄in
1 (t̄) =

∫ t̄

T̄N+1

v̄′in
1 (s)ds (9.14)

of degree k + 1 on velocity level and the interpolation polynomial

x̄in1 (t̄) =
∫ t̄

T̄N+1

v̄in
1 (s)ds (9.15)

of degree k+2 on position level. As initial conditions for the backward integration,
the state variables of Eq. (9.12) have to be used, i.e. v̄in

1

(
t̄ = T̄N+1

) = v̄1,N+1 and
x̄in1

(
t̄ = T̄N+1

) = x̄1,N+1.
• For the simple case of constant approximation, the subsequent interpolated state
variables are obtained

v̄in
1 (t̄) = v̄′

1,N+1 · (
t̄ − T̄N+1

) + v̄1,N+1,

x̄in1 (t̄) = 1

2
v̄′
1,N+1 · (

t̄ − T̄N+1
)2 + v̄1,N+1 · (

t̄ − T̄N+1
) + x̄1,N+1. (9.16)

Step 5: Calculation of Approximated Coupling Variable

• With the interpolated state variables v̄in
1 (t̄), x̄in1 (t̄) of Eqs. (9.14) and (9.15), and

with the extrapolated state variables v̄ex
2 (t̄), x̄ex2 (t̄) of Eqs. (9.5) and (9.6), the

approximation polynomial

λ̄in
c (t̄) = αcc1 · c̄1 · (

x̄ex2 (t̄) − x̄in1 (t̄)
) − αdc1 · d̄1 · (

v̄ex
2 (t̄) − v̄in

1 (t̄)
)

(9.17)

of degree k + 2 for the coupling force can be constructed for the time interval
[T̄ ,N , T̄N+1].
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Fig. 9.3 Co-simulation test model: force/displacement-decomposition approach

Step 6: Integration of Subsystem 2

• Finally, subsystem 2 is integrated analytically from T̄N to T̄N+1 with the coupling
force λ̄in

c (t̄) of Eq. (9.17), which yields

x̄2,N+1 = x̄2,N+1(z̄N+1, . . . , z̄N−k), v̄2,N+1 = v̄2,N+1(z̄N+1, . . . , z̄N−k). (9.18)

• Update of the acceleration variables of subsystem 1 and 2 with the help of
Eq. (9.3)a, b gives

v̄′
1,N+1 = −c̄1 · x̄1,N+1 − d̄1 · v̄1,N+1 + λ̄c,N+1(z̄N+1)

v̄′
2,N+1 = − αc21

αm21
· c̄1 · x̄2,N+1 − αd21

αm21
· d̄ · v̄2,N+1 − 1

αm21
λ̄c,N+1(z̄N+1). (9.19)

Equation (9.12) together with Eq. (9.18) represent a system of 4 coupled homoge-
nous linear recurrence equations of order k + 1 of the form

AN+1 · z̄N+1 + AN · z̄N + · · · + AN−k · z̄N−k = 0. (9.20)

9.2.2 Force/Displacement-Coupling

Parallel Integration (Jacobi Type). If a force/displacement-decomposition
approach is applied, the two-mass oscillator is split into two subsystems so that sub-
system 1 will be a force-driven single-mass oscillator and subsystem 2 a base-point
excited single-mass oscillator, see Fig. 9.3. In the framework of a force/displacement-
approach, the coupling force λc has to be replaced in subsystem 2 with the help of
the constitutive equation λc = cc · (x2 − x1)+dc · (v2 − v1). Since the state variables
x1 and v1 are not available in subsystem 2, they are substituted by the additional cou-
pling variables x̃1 and ṽ1. As a consequence, the two additional coupling conditions
x̃1 − x1 = 0 and ṽ1 − v1 = 0 have to be introduced.
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In dimensionless form, the equations of motion for the decomposed system read

Subsystem 1:
x̄′
1 = v̄1

v̄′
1 = −c̄1 · x̄1 − d̄1 · v̄1 + λ̄c

(a)

Subsystem 2:
x̄′
2 = v̄2

v̄′
2 = − αc21

αm21
· c̄1 · x̄2 − αd21

αm21
· d̄1 · v̄2

− αcc1
αm21

· c̄1 · (x̄2 − x̄1) − αdc1
αm21

· d̄1 ·
(
v̄2 − ˜̄v1

) (b)

Coupling conditions:
λ̄c − αcc1 · c̄1 · (x̄2 − x̄1) − αdc1 · d̄1 · (v̄2 − v̄1) = 0
˜̄x1 − x̄1 = 0
˜̄v1 − v̄1 = 0.

(c)

(9.21)

Again, the general macro-time step from T̄N to T̄N+1 is considered in order to explain
the coupling approach. Both subsystems are integrated in parallel. Subsystem 1 is
integrated with the extrapolated coupling force λ̄c = λ̄ex

c (t̄) according to Eq. (9.18).
Subsystem 2 is integrated with the extrapolation polynomials ˜̄x1(t̄) = x̄ex1 (t̄) and
˜̄v1(t̄) = v̄ex

1 (t̄) according to Eqs. (9.5) and (9.6). Integration of the two subsystems
yields the state variables at the new macro-time point T̄N+1 similar to Eq. (9.9).

Sequential Integration (Gauss-Seidel Type). As in Sect. 9.2.2 (Jacobi type), Sub-
system 1 is integrated with the extrapolated coupling force λ̄c = λ̄ex

c (t̄) according
to Eq. (9.8). Then, Subsystem 2 is integrated using the interpolation polynomials
˜̄x1(t̄) = x̄in1 (t̄) and ˜̄v1(t̄) = v̄in

1 (t̄) according to Eqs. (9.14) and (9.15). As a result,
we obtain state variables at the new macro-time point T̄N+1 analogous to Eqs. (9.12)
and (9.18).

It should be mentioned that the sequential force/displacement co-simulation
approach bears—for the case that constant approximation polynomials are used
for approximating the accelerations—some similarity to the constant acceleration
subcycling algorithm introduced in Ref. [10].

9.2.3 Displacement/Displacement-Coupling

Parallel Integration (Jacobi Type). In the framework of a
displacement/displacement-coupling approach, the coupling spring/damper ele-
ment is duplicated so that both subsystems are represented by base-point excited
single-mass oscillators, see Fig. 9.4. This is mathematically realized by substituting
the coupling force λc in both subsystems with the help of the constitutive equation
λc = cc · (x2 − x1) + dc · (v2 − v1). Since the state variables of subsystem 2 are not
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Fig. 9.4 Co-simulation test model: displacement/displacement-decomposition approach

accessible in subsystem 1 (and vice versa), four additional coupling variables and
corresponding coupling conditions have to be introduced.

The decomposed system is characterized by the subsequent set of equations

Subsystem 1:
x̄′
1 = v̄1

v̄′
1 = −c̄1 · x̄1 − d̄1 · v̄1 + αcc1 · c̄1 ·

( ˜̄x2 − x̄1
)

+ αdc1 · d̄1 ·
( ˜̄v2 − v̄1

)
(a)

Subsystem 2:
x̄

′
2 = v̄2

v̄
′
2 = − αc21

αm21
· c̄1 · x̄2 − αd21

αm21
· d̄1 · v̄2

− αcc1

αm21
· c̄1 ·

(
x̄2 − ˜̄x1

)
− αdc1

αm21
· d̄1 ·

(
v̄2 − ˜̄v1

) (b)

Coupling conditions:
˜̄x1 − x̄1 = 0
˜̄v1 − v̄1 = 0
˜̄x2 − x̄2 = 0
˜̄v2 − v̄2 = 0.

(c)

(9.22)

Both subsystems are integrated in parallel from T̄N to T̄N+1. For the integration of
subsystem 1, the extrapolation polynomials ˜̄x2(t̄) = x̄ex2 (t̄) and ˜̄v2(t̄) = v̄ex

2 (t̄) are
used; subsystem 2 is integrated with the extrapolation polynomials ˜̄x1(t̄) = x̄ex1 (t̄)
and ˜̄v1(t̄) = v̄ex

1 (t̄), see Eqs. (9.5) and (9.6). After the subsystem integration, we have
new state variables at the macro-time point T̄N+1 similar to Eq. (9.9).

Sequential Integration (Gauss-Seidel Type). Firstly, subsystem 1 is integrated
using the extrapolation polynomials ˜̄x2(t̄) = x̄ex2 (t̄) and ˜̄v2(t̄) = v̄ex

2 (t̄), see Eqs. (9.5)
and (9.6). Secondly, subsystem 2 is integrated from T̄N to T̄N+1 by making use of
the interpolation polynomials ˜̄x1(t̄) = x̄in1 (t̄) and ˜̄v2(t̄) = v̄in

2 (t̄), see Eqs. (9.14) and
(9.15). The state variables at the new macro-time point T̄N+1 have the same structure
as Eqs. (9.12) and (9.18).
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9.2.4 Stability and Convergence Plots

Stability Plots. The spectral radius ρ of the system of recurrence equations, which
defines the numerical stability of the underlying co-simulationmethod, is a nonlinear
function of the 7 independent test model parameters of Eq. (9.1). To illustrate the
stability behavior of co-simulation approaches in 2D-stability plots, 5 parameters are
fixed and the spectral radius ρ is plotted as a function of the remaining 2 parameters.
Instead of using the parameters of Eq. (9.1), it is more convenient to use the following
7 independent parameters

�̄r1 = − d̄1
2

, �̄i1 = 1

2

√
4 · c̄1 − d̄2

1 ,

αm21 = m2

m1
, α�r21 = �̄r2

�̄r1
= αd21

αm21
,

α�i21 = �̄i2

�̄i1
= 1

αm21

√
4 · αm21 · αc21 · c̄1 − α2

d21 · d̄2
1

√
4 · c̄1 − d̄2

1

,

α�rc1 = αdc1

α∗
m

, α�ic1 = 1

α∗
m

√
4 · α∗

m · αcc1 · c̄1 − α2
dc1 · d̄2

1
√
4 · c̄1 − d̄2

1

with α∗
m = 2

αm21

1 + αm21
. (9.23)

The physical interpretation of these parameters is straightforward. �̄r1 and �̄i1 rep-
resent the (modified/dimensionless) real and imaginary part of the eigenvalue of
subsystem 1. The three parameters αm21, α�r21 and α�i21 characterize subsystem 2
in relation to subsystem 1. The coefficient αm21 describes the ratio of the subsystem
masses. α�r21 and α�i21 characterize the ratio of the real and the imaginary part of the
eigenvalue of subsystem 2 with respect to �̄r1 and �̄i1, i.e. the ratio of the subsystem
damping and the ratio of the subsystem frequencies. To characterize the coupling
of the subsystems, the two parameters α�rc1 and α�ic1 are introduced. They may be
interpreted as follows. For c1 = c2 = d1 = d2 = 0, the oscillation of the two masses

is characterized by the eigenvalue − αdc1·d̄1
α∗
m

+ i ·
√

2·α∗
m·αcc1·c̄1−α2

dc1·d̄2
1

α∗
m

. The two parame-
ters α�rc1 and α�ic1 are closely related with the ratio of the real and imaginary part of
this eigenvalue with respect to �̄r1 and �̄i1. However, a factor 2 has artificially been
introduced so that for the symmetric case (m1 = m2, c1 = c2 = cc and d1 = d2 = dc)
the parameters αm21, α�r21, α�i21, α�rc1 and α�ic1 become 1. In other words, α�rc1

and α�ic1 characterize the ratio of the real and imaginary part of the Eigenvalue of
the unfixed oscillator (c1 = d1 = c2 = d2 = 0) with respect to subsystem 1.

Considering time-integration schemes, only two parameters are required to fully
describe the numerical stability behaviour, namelyRe{hλ} and Im{hλ} (λ is theEigen-
value of Dahlquist’s test equation and h the integration step size). For co-simulation
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methods, 7 parameters are required to define the test model and to characterize the
numerical stability, since the co-simulation test model is represented by two coupled
Dahlquist equations. Consequently, a complete illustration of the numerical stability
with 2D-plots is not possible for co-simulation methods, since 7-dimensional graphs
would be necessary for a complete representation of the numerical stability. It seems
therefore to be reasonable to use the two parameters �̄r1 and �̄i1, which fully define
subsystem 1, as basis parameters to be varied in 2D-stability plots. The remaining
5 parameters describe subsystem 2 (αm21, α�r21, α�i21) and the coupling element
(α�rc1, α�ic1) in relation to subsystem 1. It should be stressed that the choice of the
two parameters to be varied in 2D-stability plots is arbitrary. Instead of �̄r1 and �̄i1,
two other of the altogether 7 parameters might be chosen as axes for 2D-stability
plots, which—as a matter of course—would yield different stability plots.

In the following subsections, 2D-stability plots are presented for the symmetric
test model. Therefore, the parameters �̄r1 and �̄i1 are varied in the range [−1, 0]
and [0, 2]. It should be stressed that the spectral radius ρ can only be computed
numerically. To reduce floating point errors, computation ofρ has been accomplished
very precisely by using 128 digit points. Note that every dot/circle indicates a stable
point, that is a point for which the spectral radius ρ of the governing system of
recurrence equations is less or equal to 1 (i.e. a point for which ρ ≤ (

1 + 10−10
)

holds). The color of the dots just reflects the magnitude of the spectral radius. Since
the spectral radius can only be calculated numerically, one has to fix all 7 parameters
in order to calculate ρ. That implies that the region of stability (instability) can only
be determined by checking discrete points. Strictly speaking, it could theoretically
be possible that there exist unstable points “between” two stable points (i.e. between
two dots), since the discretization of the grid is finite. In our numerical tests with a
finer discretization, we did, however, not observe such a behavior.

Stability plots for the integrated acceleration co-simulation approaches are com-
pared with corresponding plots for the classical co-simulation approaches [71] in
order to show the improved stability behavior of the new coupling techniques. It
should be mentioned that the notion “classical” is used to denote the well-established
co-simulation approaches, where the position and velocity variables are extrapolated
by Lagrange polynomials of arbitrary order. The integrated acceleration approach
shows a quadratic convergence behavior for the global error already for the case
of constant approximation polynomials (k = 0), see Fig. 9.11. To obtain quadratic
convergence, linear polynomials have to be used in case of the classical approach,
see Ref. [71]. Hence, in order to compare the integrated acceleration approach with
the classical approach, linear Lagrange polynomials have to be used for the classical
method.

Remark: In this paper, a stability analysis is presented for explicit co-simulation
methods on the basis of two coupled Dahlquist equations. According to the stability
analysis for time integration schemes, we ride on the assumption that the macro-step
size is constant. Due to the fact that the test model is linear, the subsystem integration
can be carried out analytically. Hence, stabilizing or destabilizing effects due to a
numerical subsystem integration are not present in our analysis and a multirate factor
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Fig. 9.5 Stability plots (Jacobi type, force/force-decomposition): classical approach (k = 1) and
integrated acceleration approach (k = 0)

Fig. 9.6 Stability plots (Gauss-Seidel type, force/force-decomposition): classical approach (k = 1)
and integrated acceleration approach (k = 0)

has not to be taken into account [36, 39, 45]. The results only reflect numerical
instabilities introduced by the co-simulation, i.e. by the weak coupling approach.

Force/Force-Coupling. Stability plots for the force/force-decomposition approach in
connection with the Jacobi integration type are shown in Fig. 9.5. The left plot repre-
sents the stability behavior of the classical explicit co-simulation approach based on
linear Lagrange polynomials (k = 1), whereas the right plot characterizes the numer-
ical stability of the integrated acceleration approach based on constant approximation
(k = 0). Corresponding plots for the sequential Gauss-Seidel integration type are
collected in Fig. 9.6.

From the plots, we can firstly observe that the region of stability is markedly
larger for the integrated acceleration co-simulation approach. Of special interest is
the highly improved stability behavior for undamped systems, represented by the
stable points on the �̄i1-axes. Note that �̄r1 = − d̄1

2 = 0 implicates that d̄1 =
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Fig. 9.7 Stability plots (Jacobi type, force/displacement-decomposition): classical approach (k =
1) and integrated acceleration approach (k = 0)

Fig. 9.8 Stability plots (Gauss-Seidel type, force/displacement-decomposition): classical approach
(k = 1) and integrated acceleration approach (k = 0)

d1·H
m1

= 0 and therefore that d1 = 0. With α�r21 = �̄r2

�̄r1
= αd21

αm21
and αd21 = d2

d1
,

we get d2 = α�r21 · αm21 · d1 = 0, which is zero for d1 = 0. The stable points
on the �̄i1-axes are important from the practical point of view, since the integrated
acceleration approach offers the opportunity to couple undamped systems by an
explicit co-simulation technique with comparatively large macro-step sizes.

Force/Displacement-Coupling. Stability plots for the force/displacement-
decomposition approach are collected in Figs. 9.7 and 9.8. As for the force/force-
coupling approach, we observe a significantly improved stability behavior for the
integrated acceleration approach.
Displacement/Displacement-Coupling. The numerical stability of the classical and
of the integrated acceleration co-simulation approach is illustrated in Figs. 9.9 and
9.10 for the case of displacement/displacement-decomposition. Again, we detect that
the region of stability is larger for the integrated acceleration approach.
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Fig. 9.9 Stability plots (Jacobi type, displacement/displacement-decomposition): classical
approach (k = 1) and integrated acceleration approach (k = 0)

Fig. 9.10 Stability plots (Gauss-Seidel type, displacement/displacement-decomposition): classical
approach (k = 1) and integrated acceleration approach (k = 0)

Convergence Plots. Next, the convergence behavior of the integrated acceleration
co-simulation approach is analyzed. Therefore, simulations have been carried out
with the symmetrical co-simulation test model using the following parameters:m1 =
m2 = 1, c1 = c2 = cc = 1000, d1 = d2 = dc = 10. The relative global error of
the position variables x1, x2 is computed with the help of the normalized root mean
square error (NRMSE) according to

εpos,glo =
√√
√√

∑
N

(
x1,glo(TN ) − x1,N

)2

∑
N

(
x1,glo(TN ) − x1,mean

)2 +
∑

N

(
x2,glo(TN ) − x2,N

)2

∑
N

(
x2,glo(TN ) − x2,mean

)2

with x1,glo(TN ) =
∫ TN

T0

v1(t)dt + x1(T0)
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and x2,glo(TN ) =
∫ TN

T0

v2(t)dt + x2(T0),

and x1,mean =
∑

N

x1,glo(TN )

Ntotal
and x2,mean =

∑

N

x2,glo(TN )

Ntotal
. (9.24)

In the above equation, the values x1,N , x2,N denote the co-simulation results
at the macro-time point TN (solution of the governing recurrence system) and
x1(TN ), x2(TN ) the values of the analytical solution, which are integrated analyti-
cally from T0 to TN . Ntotal represents the total number of macro-steps. The global
error εvel,glo of the velocity variables v1, v2 and the related local errors εpos,loc and
εvel,loc of the position and velocity variables are computed in a similar manner. For
instance, the local error εpos,loc is computed by

εpos,loc =
√√√
√

∑
N

(
x1,loc(TN ) − x1,N

)2

∑
N

(
x1,loc(TN ) − x1,mean

)2 +
∑

N

(
x2,loc(TN ) − x2,N

)2

∑
N

(
x2,loc(TN ) − x2,mean

)2

with x1,loc(TN ) =
∫ TN

TN−1

v1(t)dt + x1,N−1

with x1,loc(TN ) =
∫ TN

TN−1

v1(t)dt + x1,N−1

and x1,mean =
∑

N

x1,loc(TN )

Ntotal
and x2,mean =

∑

N

x2,loc(TN )

Ntotal
. (9.25)

The only difference to the global error definition is that the values of the analytical
solutions x1,loc(TN ), x2,loc(TN ) are integrated analytically from TN−1 to TN using as
initial conditions the co-simulation results x1,N−1, x2,N−1 from the previous macro-
step TN−1.

Figure 9.11 shows the errors εpos,glo, εvel,glo, εpos,loc and εvel,loc of the integrated
acceleration co-simulation approach (k = 0) for both the parallel Jacobi-type and the
sequential Gauss-Seidel type and for all three decomposition techniques. Regarding
the convergence plots for the classical approach, see Fig. 12 in Ref. [71], we observe
that the integrated acceleration approach for k = 0 exhibits the same convergence
behavior as the classical approach for k = 1. The error magnitudes are, however, not-
edly smaller for the integrated acceleration approach.As can be seen, the global errors
εpos,glo and εvel,glo converge withO

(
H 2

)
; the local errors εpos,loc and εvel,loc converge

with O(
H 4

)
and O(

H 3
)
, respectively. It should be stressed that the convergence

plots of Fig. 9.11 have been generated with the linear test model. Due to the linearity
of the two-mass oscillator, the subsystem integration can be carried out analytically.
Consequently, the plots are not influenced by any numerical errors introduced by
a numerical time integration of the subsystems and therefore accurately reflect the
convergence behavior of the coupling scheme. In general, the convergence behavior
of a co-simulation may also be influenced by the numerical subsystem integration,
especially for the case that the micro-step size for the subsystem integration is simi-
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Fig. 9.11 Convergence plots for the integrated acceleration co-simulation approach (k = 0): global
and local error of the position and velocity variables over the macro-step size H

lar to the macro-step size of the co-simulation. If the macro-step size is significantly
larger than the micro-step size, the numerical error introduced by the co-simulation
usually dominates the overall error [7].

Convergenceplots for the integrated acceleration approachbasedon linear approx-
imation (k = 1) can be found in Appendix 1.

9.3 Generalizing for Coupling Arbitrary Mechanical
Systems

Next, the integrated acceleration co-simulation approach introduced in Sect. 9.2 is
generalized for the case that twomultibody systems are coupledby arbitrary nonlinear
constitutive equations.
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Fig. 9.12 Body i of subsystem 1 coupled with body j of subsystem 2 by constitutive equations
(coupling points Ci and Cj)

9.3.1 Definition of the Two Mechanical Subsystems

We consider two mechanical subsystems, which are both assumed to be general
multibody systems. In this manuscript, absolute coordinates are used in order to
formulate the equations of motion [64, 66, 78]. It should be mentioned that finite-
element systems may be treated in a very similar manner. Subsystem 1 consists of
n1 rigid bodies, while subsystem 2 contains n2 rigid bodies. It is assumed that body
i of subsystem 1 is coupled with body j of subsystem 2 by an arbitrary nonlinear
bushing element, which is in general described by 12 nonlinear constitutive equations
(coupling conditions). The bushing element is connected to body i at the coupling
point Ci and to body j at the coupling point Cj, see Fig. 9.12. The center of mass
Si of coupling body i (mass mi, inertia tensor iJi with respect to the body fixed
principal axes system KSi ) is defined by the position vector rSi . The coupling point
Ci is specified by the body fixed vector rCi . For subsystem 2, an equivalent notation
is used. The inertial reference frame is denoted by K0.

Let nmT denote the transformation matrix, which transforms the coordinates of
an arbitrary vector a from system Km to system Kn by means of the relationship
na = nmTma. It should be noted that the left upper index specifies the coordinate
system to be used for decomposing the vector. Position and velocity of an arbitrary
rigid body q (center of mass Sq) are described by the vector coordinates 0rSq and
0vSq = 0ṙSq . To describe the rotation of the rigid body q, three rotation parameters
are used to be collected in the vector γ q ∈ R

3. The angular velocity of body q,
decomposed with respect to the body fixed system KSq , is denoted by

qωq. The time
derivative of the rotation parameters are related to the angular velocity by means of
the kinematical differential equation γ̇ q = B

(
γ q

)
qωq, where B represents a (3 × 3)-

matrix. For instance, using Bryant angles γ q = (
αq βq γq

)T
as rotation parameters,

the matrix B
(
γ q

) ∈ R
3×3 is given by
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B = 1

cosβq

⎛

⎝
cos γq − sin γq 0

cosβq sin γq cosβq cos γq 0
− sin βq cos γq sin βq sin γq cosβq

⎞

⎠. (9.26)

For the following analysis, it is useful to introduce some auxiliary vectors. The

two vectors zi = (
zi1 zi2 . . . zi12

)T = (
0rSi γ i

0vSi
iωi

)T ∈ R
12 and zj =

(
zj1 zj2 . . . zj12

)T =
(
0rSj γ j

0vSj
jωj

)T ∈ R
12 collect the position and veloc-

ity coordinates of the coupling bodies i and j. They are combined in the vector
zc = (

zizj
)T ∈ R

24. The position and velocity coordinates of all bodies of subsystem
1 are collected in the vector ẑ1 ∈ R

12·n1 . Accordingly, ẑ2 ∈ R
12·n2 contains all state

variables of subsystem 2.
The equations of motion for the coupling bodies i and j, i.e. the Newton-Euler

equations, read as
Coupling body i(subsystem 1):

0ṙSi = 0vSi (a)
mi

0v̇Si = 0Fai

(
ẑ1, t

) + 0Fri + 0Fci (b)
γ̇ i = B

(
γ i

)
iωi (c)

iJi iω̇i + iωi × iJi iωi = iMai

(
ẑ1, t

) + iMri + irCi × iFci + iMci (d)

(9.27)

Coupling body j(subsystem 2):

0ṙSj = 0vSj (a)
mj

0v̇Sj = 0Faj

(
ẑ2, t

) + 0Frj + 0Fcj (b)
γ̇ j = B

(
γ j

)
jωj (c)

jJj jω̇j + jωj × jJj jωj = jMaj

(
ẑ2, t

) + jMrj + irCj × iFcj + jMcj (d)

(9.28)

In the above equations, the vectors 0Fai and
iMai denote applied forces and torques

acting on coupling body i. The reaction forces and torques, originating from algebraic
constraint equations in subsystem 1, are indicated by 0Fri and

iMri . The coupling
forces and torques, resulting from the bushing element between body i and body j,
are represented by 0Fci and

iMci . For subsystem 2, an equivalent notation is used.

9.3.2 Coupling Equations Between the Subsystems

The two subsystems are assumed to be coupled by an arbitrary nonlinear bushing
element, which is mathematically defined by a set of 12 nonlinear scalar constitutive
equations. The constitutive equations represent a nonlinear relationship between
the coupling forces/torques and the position/velocity variables of the two coupling
bodies, i.e. equations of the form
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0Fci = 0Fci

(
z̃i, z̃j

)
, iMci = iMci

(
z̃i, z̃j

)
,

0Fcj = 0Fcj

(
z̃i, z̃j

)
, jMcj = jMcj

(
z̃i, z̃j

) (9.29)

with z̃i = (
0rSi γ i

0vSi γ̇ i

)T ∈ R
12 and z̃j =

(
0rSj γ j

0vSj γ̇ j

)T ∈ R
12.

In the general 3D case, the coupling forces fulfill Fci = −Fcj (action = reaction).
For the torques, however, we usually have Mci �= −Mcj .

Example Let exi , eyi , ezi and exj , eyj , ezj denote the unit-vectors of the body fixed
systems KCi and KCj at the coupling points Ci and Cj, see Fig. 9.12. Assuming
small relative rotations (i.e. stiff rotational coupling), the relative rotation angles
(projection angles) of systemKCi with respect to systemKCj—collected in the vector

	α = (
	αx 	αy 	αz

)T
—can be calculated by means of

	αx = atan2
(−ezi · eyj , ezi · ezj

)
,

	αy = atan2
(
ezi · exj , ezi · ezj

)
,

	αz = atan2
(
exi · eyj , exi · exj

)
. (9.30)

Note that the relative rotation angles can be expressed as functions of the Bryant
angles of the two coupling bodies, i.e. 	αx = 	αx

(
γ i, γ j

)
, 	αy = 	αy

(
γ i, γ j

)
,

	αz = 	αz
(
γ i, γ j

)
. Connecting the coupling points Ci and Cj by a 3D linear

spring/damper system (3D linear bushing element), the constitutive equations read
as

0Fcj = −0Fci = CT · [(
0rSi + 0iT

(
γ i

)
irCi

) − (
0rSj + 0jT

(
γ j

)
jrCj

)]

+ DT · [(
0vSi + 0iT

(
γ i

)
iωi × 0iT

(
γ i

)
irCi

)

− (
0vSj + 0jT

(
γ j

)
jωj × 0jT

(
γ j

)
jrCj

)]
,

jMcj = CR · 	α + DR · (
jiT

(
γ i, γ j

)
iωi − jωj

)
,

iMci = −ijT
(
γ i, γ j

)
jMcj

− i0T
(
γ j

){[(
0rSj + 0jT

(
γ j

)
jrCj

) − (
0rSi + 0iT

(
γ i

)
irCi

)] × 0Fcj

}
, (9.31)

where the diagonal matricesCT = diag
(
ccx, ccy, ccz

)
andCR = diag

(
ccαx , ccαy , ccαz

)

contain the three translational and rotational spring constants and the diagonal matri-
cesDT = diag

(
dx, dy, dz

)
andDR = diag

(
dcαx , dcαy , dcαz

)
the three translational and

rotational damping coefficients (non-diagonal elements are neglected for the reason
of a clear representation).
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9.3.3 Co-simulation Algorithm

For the reason of a concise representation, only the case force/force-decomposition is
discussed next. Force/displacement- and displacement/displacement-decomposition
can be treated in a very similar manner and will therefore not be presented in detail
here.
Force/Force-Coupling Approach Using Parallel Integration (Jacobi Type).
At the beginning of the macro-step, the state variables of the two subsystems are
assumed to be known, namely

ẑ1(t = TN ) = ẑ1,N , ẑ2(t = TN ) = ẑ2,N . (9.32)

Step 1: Integration of Extrapolated Accelerations

• With the state variables ẑ1,N and ẑ2,N and with the help of the equations
of motion, the accelerations 0v̇Si,N , γ̈ i,N ,

0v̇Sj,N , γ̈ j,N of the two coupling
bodies can be calculated.Using the accelerations at themacro-time points
TN , TN−1, …, TN−k , extrapolation polynomials 0v̇ex

Si (t), γ̈ ex
i (t),0v̇ex

Sj (t),
γ̈ ex
j (t) of degree k can be generated for the time interval [TN ,TN+1].

• An analytical forward integration of the polynomials 0v̇ex
Si (t),

γ̈ ex
i (t),0v̇ex

Sj (t), γ̈
ex
j (t) from TN to TN+1 with the initial conditions 0vSi,N ,

γ̇ i,N ,
0rSi,N , γ i,N and 0vSj,N , γ̇ j,N ,

0rSj,N , γ j,N yields extrapolated state
variables for the time interval [TN ,TN+1]

0vex
Si

(t), γ̇ ex
i (t), 0rexSi (t), γ

ex
i (t),

0vex
Sj

(t), γ̇ ex
j (t), 0rexSj (t), γ

ex
j (t).

(9.33)

• Note that for the special case of constant approximation (k = 0), the
subsequent variables are obtained

0vex
Si (t) = 0v̇Si,N · (t − TN ) + 0vSi,N , γ̇ ex

i (t) = γ̈ i,N · (t − TN ) + γ̇ i,N ,

0rexSi (t) = 1

2
0v̇Si,N · (t − TN )2 γ ex

i (t) = 1

2
γ̈ i,N · (t − TN )2

+ 0vSi,N · (t − TN ) + 0rSi,N , +γ̇ i,N · (t − TN ) + γ i,N

0vex
Sj (t) = 0v̇Sj,N · (t − TN ) + 0vSj,N , γ̇ ex

j (t) = γ̈ j,N · (t − TN ) + γ̇ j,N ,

0rexSj (t) = 1

2
0v̇Sj,N · (t − TN )2 γ ex

j (t) = 1

2
γ̈ j,N · (t − TN )2

+ 0vSj,N · (t − TN ) + 0rSj,N + γ̇ j,N · (t − TN ) + γ j,N

(9.34)
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Step 2: Calculation of Extrapolated Coupling Forces/Torques

• Inserting the extrapolated state variables of Eq. (9.33) into the constitutive
Eqs. (9.29), extrapolation polynomials of degree k + 2 for the coupling
forces/torques for the time interval [TN ,TN+1] can be calculated, namely

0Fex
ci (t) = 0Fex

ci

(
z̃exi (t), z̃exj (t)

)
, iMex

ci (t) = iMex
ci

(
z̃exi (t), z̃exj (t)

)
,

0Fex
cj (t) = 0Fex

cj

(
z̃exi (t), z̃exj (t)

)
, jMex

cj (t) = jMex
cj

(
z̃exi (t), z̃exj (t)

)
(9.35)

with z̃exi (t) =
(
0rexSi (t) γ ex

i (t) 0vex
Si

(t) γ̇ ex
i (t)

)T ∈ R
12 and

z̃exj (t) =
(
0rexSj (t) γ ex

j (t) 0vex
Sj

(t) γ̇ ex
j (t)

)T ∈ R
12.

Step 3: Integration of Subsystems

• Integrating subsystem 1 and 2 from TN to TN+1 with the initial conditions
(9.32) and with the extrapolated coupling forces/torques of Eq. (9.35),
we obtain the new state variables at the macro-time point TN+1, that is

ẑ1,N+1, ẑ2,N+1.

• Finally, the accelerations 0v̇Si,N+1, γ̈ i,N+1,
0v̇Sj,N+1, γ̈ j,N+1 of subsys-

tem 1 and subsystem 2 are updated with the help of the equations
of motion by using the coupling forces/torques 0Fci

(
z̃i,N+1, z̃j,N+1

)
,

iMci

(
z̃i,N+1, z̃j,N+1

)
, 0Fcj

(
z̃i,N+1, z̃j,N+1

)
, jMcj

(
z̃i,N+1, z̃j,N+1

)
.

Force/Force-Coupling Approach Using Sequential Integration (Gauss-Seidel
Type).

Step 1: Integration of Extrapolated Accelerations

• Identical to Step 1 in Sect. 9.3.3. (Jacobi-Type)

Step 2: Calculation of Extrapolated Coupling Variables

• Identical to Step 2 in Sect. 9.3.3. (Jacobi-Type), however 0Fex
cj (t) and

jMex
cj (t) need not to be calculated.

Step 3: Integration of Subsystem 1

• Integrating subsystem1 fromTN toTN+1 with the initial conditions (9.32)
and with the extrapolated coupling forces/torques 0Fex

ci (t) and
iMex

ci (t) of
Eq. (9.35), we get the new state variables for subsystem 1 at the macro-
time point TN+1, namely

ẑ1,N+1.
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• Update accelerations 0v̇Si,N+1, γ̈ i,N+1 of coupling body i with
the equations of motion by using the coupling forces/torques
0Fci

(
z̃i,N+1, z̃

ex
j (TN+1)

)
, iMci

(
z̃i,N+1, z̃

ex
j (TN+1)

)
.

Step 4: Calculation of Interpolated Coupling Variables

• Using the accelerations 0v̇Si,N+1, γ̈ i,N+1,
0v̇Si,N , γ̈ i,N , …,0v̇Si,N−k+1,

γ̈ i,N−k+1 at the macro-time points TN+1, TN , …, TN−k+1, interpolation
polynomials 0v̇in

Si (t), γ̈ in
i (t) of degree k can be generated for the time

interval [TN ,TN+1].
• An analytical backward integrating of the polynomials 0v̇in

Si (t), γ̈ in
i (t)

from TN+1 to TN with the initial conditions 0vSi,N+1, γ̇ i,N+1,
0rSi,N+1,

γ i,N+1 yields interpolated state variables for the time interval [TN ,TN+1],
namely

0vin
Si
(t), γ̇ in

i (t), 0rinSi (t), γ in
i (t). (9.36)

• For the simple case of constant approximation (k = 0), the interpolated
state variables read as

0vin
Si (t) = 0v̇Si,N+1 · (t − TN+1) + 0vSi,N+1,

γ̇ in
i (t) = γ̈ i,N+1 · (t − TN+1) + γ̇ i,N+1

0rinSi (t) = 1

2
0v̇Si,N+1 · (t − TN+1)

2 + 0vSi,N+1 · (t − TN+1) + 0rSi,N+1,

γ in
i (t) = 1

2
γ̈ i,N+1 · (t − TN+1)

2 + γ̇ i,N+1 · (t − TN+1) + γ i,N+1.

(9.37)

Step 5: Calculation of Approximated Coupling Forces/Torques

• Inserting the interpolated state variables z̃ini (t) =
(
0rinSi (t) γ in

i (t) 0vin
Si
(t) γ̇ in

i (t)
)T ∈ R

12 of Eq. (9.37) and the corre-

sponding extrapolated state variables z̃exj (t) of Eq. (9.33) into the
constitutive equations (9.29), approximation polynomials of degree
k + 2 for the time interval [TN ,TN+1] can be calculated for the coupling
forces/torques, that is

0Fin
cj (t) = 0Fin

cj

(
z̃ini (t), z̃exj (t)

)
, jMin

cj (t) = jM in
cj

(
z̃ini (t), z̃exj (t)

)
. (9.38)

Step 6: Integration of Subsystem 2

• Integrating subsystem2 fromTN toTN+1 with the initial conditions (9.32)
and with the approximated coupling forces/torques 0Fin

cj (t) and
jMin

cj (t)
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according to Eq. (9.38) yields the new state variables for subsystem 2 at
the macro-time point TN+1, namely

ẑ2,N+1.

• Finally, an update of the accelerations 0v̇Si,N+1, γ̈ i,N+1,
0v̇Sj,N+1, γ̈ j,N+1 of

subsystem1and2 is carried out bymeans of the equations ofmotionusing
the coupling forces/torques 0Fci

(
z̃i,N+1, z̃j,N+1

)
, iMci

(
z̃i,N+1, z̃j,N+1

)
,

0Fcj

(
z̃i,N+1, z̃j,N+1

)
and jMcj

(
z̃i,N+1, z̃j,N+1

)
.

9.4 Numerical Examples

In this section, the integrated acceleration co-simulation approach is examined with
three nonlinear models.

9.4.1 Nonlinear Two-Mass Oscillator

We consider again the two-mass oscillator depicted in Fig. 9.1. The linear
springs/dampers are, however, exchanged by nonlinear springs/dampers with cubic
nonlinearities resulting in the following equations of motion

ẋ1 = v1

m1v̇1 = −c1 · x1 − c13 · x31 − d1 · v1 − d13 · v3
1 + cc · (x2 − x1)

+ cc3 · (x2 − x1)
3 + dc · (v2 − v1) + dc3 · (v2 − v1)

3

ẋ2 = v2

m2v̇2 = −c2 · x2 − c23 · x32 − d2 · v2 − d23 · v3
2 − cc · (x2 − x1)

− cc3 · (x2 − x1)
3 − dc · (v2 − v1) − dc3 · (v2 − v1)

3. (9.39)

In the subsequent investigations, three different cases are considered.

Case 9.1 (Undamped Oscillator) One main advantage of the integrated accelera-
tion co-simulation approach is the significantly improved numerical stability for
undamped systems. To demonstrate the applicability of the integrated acceleration
approach for conservative systems, the nonlinear two-mass oscillator is considered
with the following parameters: m1 = 0.1 kg, m2 = 2 kg, c1 = c2 = 1E3N/m,
cc = 1E4N/m, d1 = d2 = dc = 0Ns/m, c13 = c23 = 1E3N/m3, cc3 = 1E4N/m3,
d13 = d23 = dc3 = 0Ns3/m3. As initial conditions, x1,0 = x2,0 = 0m,
v1,0 = 100m/s and v2,0 = −50m/s are chosen. It should be mentioned that the
subsystems are integrated numerically with an implicit Runge-Kutta solver. Numer-
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Fig. 9.13 Co-simulation results for the nonlinear two-mass oscillator (force/force-decomposition,
Jacobi type, k = 0, different macro-step sizesH): displacement x1(t), velocity v1(t), coupling force
λc(t) and total energy Etotal(t)

ical results generated with the integrated acceleration co-simulation approach based
on force/force-decomposition (Jacobi type, k = 0) are collected in Fig. 9.13. The plot
depicts the displacement x1(t) and the velocity v1(t) of mass 1, the coupling force
λc(t) = cc · (x2 − x1) + cc3 · (x2 − x1)

3 and the total energy Etotal(t) of the system
(sumof kinetic and potential energy) for differentmacro-step sizesH. As can be seen,
the force/force-coupling approach yields stable results for the undamped oscillator.
Numerical dissipation is small and can be reduced by decreasing the macro-step size.
Corresponding simulations for the case k = 1 are collected in Fig. 9.14. Convergence
plots for the undamped nonlinear two-mass oscillator are depicted in Fig. 9.15.

Case 9.2 (Slightly Damped Oscillator) Next, the nonlinear oscillator is considered
with small damping. Simulations are carried out with the parameters m1 = 0.1 kg,
m2 = 2 kg, c1 = c2 = 1E3N

m , cc = 1E4N
m , d1 = d2 = dc = 0.1Ns

m , c13 =
c23 = cc3 = 1E3 N

m3 , d13 = d23 = dc3 = 1E − 5Ns3

m3 and the initial conditions
x1,0 = 0m, x2,0 = 1m, v1,0 = v2,0 = 0m/s. Numerical results calculated with the
integrated acceleration co-simulation approach are arranged in Fig. 9.16 for all three
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Fig. 9.14 Co-simulation results for the nonlinear two-mass oscillator (force/force-decomposition,
Jacobi type, k = 1, different macro-step sizesH): displacement x1(t), velocity v1(t), coupling force
λc(t) and total energy Etotal(t)

decomposition techniques (Jacobi and Gauss-Seidel type, k = 0, macro-step size
H = 1E − 4s). The plots depict the displacement x1(t), the velocity v1(t) and the
coupling force λc(t). As can be seen, all coupling methods yield stable results. The
results of the co-simulation are close to the reference solution. The corresponding
convergence plots for the slightly damped oscillator are arranged in Fig. 9.17.

Case 9.3 (Highly Damped Oscillator) Explicit coupling schemes usually fail or
require rather small macro-step sizes for very stiff systems (characterized by large
values of �̄i1) and for highly-damped systems (characterized by large values of
�̄r1). The stability plots of Sect. 9.2.4 (displacement/displacement-coupling), how-
ever, indicate that highly-damped systems may be integrated stable and with moder-
ate macro-sizes if a sequential displacement/displacement-decomposition approach
is applied. To show the improved stability of this coupling technique, we regard
the nonlinear two-mass oscillator with the subsequent parameters: m1 = 0.1 kg,
m2 = 2 kg, c1 = c13 = c2 = c23 = cc = cc3 = 1E3, d1 = d13 = dc =
dc3 = 1E3, d2 = d23 = 1E6. As initial conditions, x1,0 = 1m, x2,0 = −0.5m,
v1,0 = v2,0 = 0m/s are chosen. In Fig. 9.18, x1(t), v1(t) and λc(t) are shown, which
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Fig. 9.15 Convergence plots for the undamped nonlinear two-mass oscillator (force/force-
decomposition, Jacobi type, k = 0 and k = 1): global error of the position variables, the velocity
variables and the coupling force over the macro-step size H

were calculated with the integrated acceleration co-simulation approach based on
a displacement/displacement-decomposition approach (Gauss-Seidel type, k = 0,
H = 1E− 3s). As can be seen, the co-simulation method is numerically stable. Cor-
responding simulations with the parallel displacement/displacement-decomposition
approach and with the force/force—and force/displacement-coupling approaches
(Jacobi and Gauss-Seidel type) are unstable for H = 1E − 3s. In Fig. 9.19, conver-
gence plots for the highly damped oscillator are shown.

9.4.2 Spherical 4-Bar Mechanism

In a second example, the spherical 4-barmechanism depicted in Fig. 9.20 is analyzed.
The system can be regarded as two spherical double pendulums, which are connected
by a compliant joint. The flexible joint is modeled by a 3D linear spring/damper
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Fig. 9.16 Co-simulation results for the nonlinear two-mass oscillator (all three decomposition
approaches, Jacobi and Gauss-Seidel type, k = 0, macro-step size H = 1E − 4): displacement
x1(t), velocity v1(t) and coupling force λc(t)

system. The bars are assumed to be thin links (circular cross section, radius r) with
the moments of inertia J1 = J2 = 1/12m l2 and J3 = 1/2m r2 with respect to the
body fixed principal axes system at the center of mass. Bar 1 is connected to ground
by a revolute joint; bar 2 and bar 1 are coupled by a spherical joint. Bar 3 and bar
4 are connected by an universal joint; bar 4 is attached to ground by means of a
revolute joint. Subsystem 1 consists of bar 1 and bar 2; subsystem 2 is constituted
by bar 3 and bar 4. The joints are assumed to be ideal rigid joints so that each
subsystem is described by a nonlinear system of differential-algebraic equations.
The two subsystems are coupled by a linear 6-DOF bushing element, represented by
the three translational stiffnesses ccx = ccy = ccz = 1E3 N/m and the corresponding
damping coefficients dcx = dcy = dcz = 5 Ns/m. The rotational stiffnesses are
assumed to be ccαx = ccαy = ccαz = 1E2Nm/rad and the related damping coefficients
dcαx = dcαy = dcαz = 0 Nms/rad. A linear viscous damping force is applied at the
center of mass of all four bars (damping coefficients dx = dy = dz = 0.1 Ns/m). The
system is driven by the externally applied torque 1Mz1(t) = 1 · t Nm acting at the
center of mass of body 1 in body-fixed z1-direction. For the numerical calculations,
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Fig. 9.17 Convergence plots for the slightly damped nonlinear two-mass oscillator (all three
decomposition approaches, Jacobi and Gauss-Seidel type, k = 0): global error of the position
variables, the velocity variables and the coupling force over the macro-step size H

the parameters m1 = 1/2 kg, m2 = √
2 kg, m3 = 3/2 kg, l1 = 1/2m, l2 = √

2m,
l3 = 3/2m, r = 0.1m were used. The co-simulations were carried out with the
integrated acceleration approaches described in Sects. 9.2 and 9.3. The macro-step
size is assumed to be constant, namely H = 1E − 3s. Results are presented for
all three decomposition techniques (Jacobi and Gauss-Seidel type) using constant
(k = 0) and linear (k = 1) approximation polynomials. At the beginning of the
simulation, the system is assumed to be at rest in the sketched upright position.

Simulation results for constant approximation polynomials (k = 0) are collected
in Fig. 9.21, which shows the displacement xS2(t) in x-direction and the correspond-
ing velocity vS2(t) = ẋS2(t) of the center of mass S2 of bar 2. Moreover, the first
Bryant angle α2(t) and the angular velocity 2ω2x(t) of bar 2 are plotted. The figure
also depicts the coupling force 0Fcx(t) acting in space-fixed x-direction and the cou-
pling torque 2Mcx2(t) acting in the body-fixed x2-direction. Corresponding results
for the case of linear approximation polynomials (k = 1) are collected in Fig. 9.22.
Convergence plots are shown in Fig. 9.23.Within the considered time range of 5 s, all
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Fig. 9.18 Co-simulation results for the nonlinear two-mass oscillator (displacement/displacement-
decomposition approach, Gauss-Seidel type, k = 0, macro-step size H = 1E − 3): displacement
x1(t), velocity v1(t) and coupling force λc(t)

coupling approaches yield accurate results. Numerical instabilities, i.e. blowing-up
phenomena, are not observed. Simulations with a longer simulation time, which are
not shown here for the reason of a concise representation, also exhibit only stable
results for the considered system, i.e. no system blow-up until the final simulation
time. It should, however, be pointed out that an analytical proof for stability is not
possible for this example, since the model is highly non-linear. Strictly speaking, the
stability analysis of Sect. 9.2 can only be applied for linear problems. Linearizing,
however, the non-linear model about an equilibrium point, for instance, and using the
stability plots of Sect. 9.2 may give an “impression” on the macro-step size required
for getting stable results. As a matter of fact, one is faced with the same problem in
connection with time integrators, since Dahlquist’s stability theory is also only valid
for the linear case.
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Fig. 9.19 Convergence plots for the slightly damped nonlinear two-mass oscillator
(displacement/displacement-decomposition approach, Gauss-Seidel type, k = 0): global error of
the position variables, the velocity variables and the coupling force over the macro-step size H

9.4.3 Front Wheel Suspension: Coupled
MBS/FEM-Simulation

In a final example, a coupled multibody/finite-element system is investigated. We
consider the double-wishbone front wheel suspension depicted in Fig. 9.24. The
suspension—except for the lower arm and the suspension strut—is modeled as a 3D
multibody system. The lower arm is represented by a 3D nonlinear finite element
body (discretizationwith approx. 10,000 hexahedral elements). At the coupling point
C, the lower arm is connected to themultibody systemby a bushing element (coupling
stiffnesses ccx = ccy = ccz = 1E5N/m, coupling damping coefficients dcx = dcy =
dcz = 1E2Ns/m). The wheel is base-point excited by the step-shaped displacement
uex(t) = 0.05

π
·{atan[100 · (t − 0.5)] − atan[100 · (t − 1.5)]}m illustrated inFig. 9.24,

which models the driving over an obstacle. The multibody system (subsystem 1) is
integratedwith an index-2BDF-integrator (error tolerance 1E−6). The geometrically
nonlinear finite element system (subsystem 2) is integrated with the explicit central
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Fig. 9.20 Spherical 4-bar mechanism: interpretation as two spherical double pendulums coupled
by a bushing element

difference method (fixed integration step-size h ≈ 1.9E − 7s). The co-simulation is
carried out with the integrated acceleration approach (force/force-coupling, Jacobi-
type, k = 0) using the constant macro-step sizes H = 5E − 6s, H = 1E − 6s,
H = 5E − 7s and H = 1E − 7s.

Simulation results are collected in Fig. 9.25. The figure shows the displacements
uCx(t), uCy(t), uCz(t) of the coupling point C in global x-, y-, z-direction as well as the
coupling forces 0Fcx(t), 0Fcy(t) and 0Fcz(t). As can be seen, the coupling approach
yields stable results; the curves for the four macro-step sizes are very close together,
indicating the good convergence of the coupling approach.

9.5 Conclusions

A novel explicit co-simulation approach with an improved stability and convergence
behavior has been presented in this manuscript. In the framework of this manuscript,
we have assumed that the coupling between the subsystems is described by con-
stitutive equations so that the subsystems are coupled by applied forces/torques.
In classical co-simulation approaches, the coupling variables are directly approx-
imated using Lagrange polynomials, for instance. Here, the acceleration variables
(acceleration coordinates of the center of mass; second derivative of the rotation
parameters) of the coupling bodies are approximated with Lagrange polynomials.
To get extrapolation/interpolation polynomials for the coupling variables (e.g., cou-
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Fig. 9.21 Simulation results for the 4-bar mechanism (all three decomposition approaches, Jacobi
and Gauss-Seidel type, k = 0, macro-step size H = 1E − 4): displacement xS2 (t) and velocity
vS2 (t), Bryant angle α2(t) and angular velocity 2ω2x(t), coupling force 0Fcx(t) and coupling torque
2Mcx2 (t)
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Fig. 9.22 Simulation results for the 4-bar mechanism (all three decomposition approaches, Jacobi
and Gauss-Seidel type, k = 1, macro-step size H = 1E − 4): displacement xS2 (t) and velocity
vS2 (t), Bryant angle α2(t) and angular velocity 2ω2x(t), coupling force 0Fcx(t) and coupling torque
2Mcx2 (t)
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Fig. 9.23 Convergence plots for the spherical 4-bar mechanism (all three decomposition
approaches, Jacobi and Gauss-Seidel type, k = 0 and k = 1): global error of the position variables,
the velocity variables and the coupling force over the macro-step size H
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Fig. 9.24 Front wheel suspension: coupled multibody/finite-element system

pling forces/torques in case of a force/force-coupling approach), the approximated
accelerations are analytically integrated in order to get approximation polynomials
for the state variables of the two coupling bodies. Inserting the approximated state
variables into the constitutive equations yields approximation polynomials for the
coupling variables.

Good results with respect to the numerical stability and convergence behavior are
already achieved, if constant polynomials (k = 0) are used for approximating the
accelerations. For k = 0, the global errors of the position and velocity variables con-
verge withO(H 2) and the related local errors withO(H 4) andO(H 3), respectively.
Using a classical explicit co-simulation approach with linear approximation polyno-
mials, the same convergence orders are achieved, however with significantly larger
error magnitudes. The main advantage of the presented approach is, however, the
increased numerical stability compared to the classical explicit approach. One draw-
back of classical coupling techniques is the small—or even non existing—region
of stability for undamped (slightly damped) systems. For systems without damping,
the new approach in connection with force/force-decomposition may, however, be
applied very advantageously, since the region of stability is significantly increased
especially for undamped systems. A further advantage of the integrated acceleration
approach for k = 0 compared to the classical approach for k = 1 is the fact that the
integrated acceleration algorithm is self-starting, i.e. there is no initialization process
necessary at the beginning of the co-simulation.

Comparing the integrated acceleration approach with linear approximation poly-
nomials (k = 1) for the acceleration variables and its classical counterpart with
quadratic approximation polynomials (k = 2) for the coupling variables, the
improvedperformanceof the newapproach is evenmore significant (seeAppendix 1).
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Fig. 9.25 Co-simulation results for the frontwheel suspension: displacementsuCx(t),uCy(t),uCz(t)
of coupling point C and coupling forces 0Fcx(t), 0Fcy(t) and 0Fcz(t)
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While the integrated acceleration approaches for k = 0 and k = 1 exhibit a similar
stability behavior (at least for the symmetrical test model with αm21 = α�r21 =
α�i21 = α�rc1 = α�ic1 = 1), the convergence order and in consequence the accuracy
of the co-simulation method is markedly improved if the accelerations are approxi-
mated linearly.

It should finally also be mentioned that the new approaches have some drawbacks
compared with the classical approaches. Firstly, an update step for calculating the
accelerations is necessary at each macro-time point, which entails an additional
implementation effort. Secondly, the integrated acceleration approach can only be
applied, if constitutive laws describing the coupling between the subsystems are
known. This is not required for the classical approaches.

Appendix 1: Stability and Convergence Plots for Linear
Approximation Polynomials

In this appendix, stability and convergence plots are collected for the case that linear
approximation polynomials (k = 1) are used for approximating the acceleration
variables. The stability plots for the case k = 1, see Fig. 9.26, resemble the cor-
responding plots for k = 0 in Sect. 9.2.4. Compared with its classical counterpart
based on quadratic approximation polynomials for the coupling variables, see Fig. 8
in Ref. [71], the integrated acceleration approach for k = 1 shows a significantly
better numerical stability behavior.

A convergence analysis exhibits the improved convergence behavior for the case
that linear approximation polynomials are used, see Fig. 9.27. For k = 1, the global
errors εpos,glo and εvel,glo converge withO(H 3); the local errors εpos,loc converge with
O(H 5) and εvel,loc with O(H 4). Note that the same convergence behavior—how-
ever with larger error magnitudes—is achieved with the classical approaches using
quadratic approximation polynomials for the coupling variables, see Fig. 12 in Ref.
[71].

Appendix 2: Stability Plots for Displacement/Force-Coupling
(Gauss-Seidel Type)

While force/force- and displacement/displacement-coupling represent symmetrical
decomposition techniques, force/displacement-coupling is an unsymmetrical decom-
position approach. Considering the co-simulation testmodel, one has therefore to dis-
tinguish,whether subsystem1or subsystem2 is the force-excited single-mass oscilla-
tor (“force/displacement-coupling (F/D)” or “displacement/force-coupling (D/F)”),
see Figs. 9.3 and 9.28. Using a parallel integration scheme (Jacobi type), the D/F co-
simulation test model can be represented by the F/D co-simulation test model simply
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Fig. 9.26 Stability plots for the integrated acceleration co-simulation approach based on lin-
ear approximation polynomials (k = 1): Jacobi and Gauss-Seidel type using force/force-,
force/displacement- and displacement/displacement-decomposition
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Fig. 9.27 Convergence plots for the integrated acceleration co-simulation approach (k = 1): global
and local error of the position and velocity variables over the macro-step size H

Fig. 9.28 Co-simulation test model: displacement/force-decomposition approach
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Fig. 9.29 Stability plots for the integrated acceleration co-simulation approach based on
force/displacement- and displacement/force-decomposition (Gauss-Seidel type, k = 0) for two
different test model parameters

by changing the parameters m1, c1, d1 and m2, c2, d2. For instance, F/D-coupling
with m1 = 2 · m2 = m, c1 = 2 · c2 = c, d1 = 2 · d2 = d , cc, dc is equivalent with
D/F-coupling using 2 · m1 = m2 = m, 2 · c1 = c2 = c, 2 · d1 = d2 = d , cc, dc
provided that the subsystems are integrated in parallel.

For the sequential Gauss-Seidel scheme, however, the D/F test model cannot
be represented by the F/D test model by simply changing the model parameters.
Using the same test model parameters, D/F-coupling and F/D-coupling may show
a different numerical stability behavior. Figure 9.29 shows stability plots for the
integrated acceleration approach using F/D- and D/F-decomposition (Gauss-Seidel
type, k = 0). Two different parameter sets for the test model are investigated. It
is interesting to notice that the F/D-coupling approach shows an improved stability
behavior for both parameter sets, especially for the case that subsystem 2 is much
stiffer than subsystem 1 (α�i21 = 5).
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Chapter 10
The Influence of Secondary Flow
on the Dynamics of Vibrating Tubes

J. P. Meijaard

Abstract The secondary flow inside a round tube undergoing motion perpendicular
to its longitudinal axis is considered. The motion of the fluid is modelled by a dis-
cretization of the secondary flow and is simulated separately from the motion of the
tube, which is modelled as a flexible multibody system. The interaction between the
two problems is taken into account by means of co-simulation. The Navier–Stokes
equations are simplified and linearized, and then discretized with a spectral expan-
sion in the circumferential direction and with finite elements in the radial direction.
A tube rotating with a constant angular velocity and a tube undergoing a harmonic
vibration are considered as examples. The main objective of this study is to show
that the proposed co-simulation is actually feasible for this problem.

10.1 Introduction

This contribution considers the simulation of the motion of a rigid or flexible tube
conveying a fluid. The cross-section of the enclosed volume has a circular shape. For
a stationary straight tube, the flow, if it is laminar below a critical Reynolds number,
can be described by a Poiseuille–Hagen flow with a parallel flow in the direction of
the centre line of the tube having a parabolic velocity profile. For a fully developed
turbulent flow, the average velocity profile is almost a constant with a small boundary
layer near the tube wall.

If the tube is subjected to a motion, linear accelerations of the tube can be trans-
ferred to the fluid by a hydrostatic pressure. On the other hand, if the tube rotates, the
non-uniform velocity profile causes a non-uniform Coriolis term, which results in
secondary flow in the tube, that is, a perturbation on the parabolic velocity distribu-
tion of the flow along the axis of the tube and additional flow in the lateral directions.
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For low Reynolds numbers, the viscosity of the fluid suppresses the secondary flow,
whereas for high Reynolds numbers, the flow is turbulent and the average flow veloc-
ity is almost uniform over the cross-section of the tube, so the Coriolis term is nearly
constant on average and has little influence on the average flow. In an interval of
Reynolds numbers just below the transition to turbulent flow, the secondary flow
may become noticeable in the dynamics of the tube.

Although the secondary flow remains small inmost cases, it can become important
in high-precision instruments, in particular in Coriolis mass flow meters. Indeed,
experiments have shown a deviation from the theoretical results based on the primary
flow only for the sensitivity just before the transition to turbulent flow [1].

The main interest is the linear response of the tube, so the fluid flow equations can
be linearized around the primary flow. The discretization is performed by a spectral
expansion around the circumferential direction and a one-dimensional discretization
along the radial direction. The changes along the length of the tube are assumed to
be an order of magnitude smaller than those along the radial and circumferential
directions and may therefore be neglected, so for each considered section along the
length of the tube, the flow may be assumed to be independent of the coordinate
along the length of the tube, but it may differ from section to section.

The model and the calculations for the fluid flow are coupled to a program for
simulating flexible multibody dynamics systems [2]. The difficulty of the coupling is
in the unknown accelerations and forces that have to be communicated between the
two models. The fluid flow depends on the angular acceleration of the tube, besides
the angular velocity, whereas the acceleration of the tube depends on the forces
generated by the fluid flow. The contribution of the primary flow can be treated
separately from the contributions of the secondary flow and be directly included in
the multibody system model [3], so only the secondary flow needs to be considered
in the co-simulation. The unknown accelerations are obtained from the numerical
differentiation of the velocities based on their values over some previous time-steps,
whereas the resulting forces can be directly returned to the multibody system model.
The numerical integration is done with a standard third-order Runge–Kutta method
for the multibody system and a second-order Runge–Kutta method (Heun’s method)
with a smaller step size for the fluid flow.

Two examples are considered. Firstly, the fluidmotion in a rigid tube with a steady
rotation is considered. Secondly, a sinusoidal variation of the rotation is added.

10.2 Fluid Flow

In this section, the equations for the fluid flow, the Navier–Stokes equations, are
simplified, an analytic solution for the primary flow and the linearized secondary
flow if the angular velocity of the tube is constant are derived and a discretization
scheme is proposed.
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10.2.1 Simplified Equations for the Fluid Flow and an
Analytical Solution for Constant Angular Velocity

The fluid flow is described by the Navier–Stokes equations for incompressible flow
[4],

∂u
∂t

+ (u · ∇)u = −1

ρ
∇p + ν�u + g , ∇ · u = 0 . (10.1)

Here, u is the velocity vector relative to the moving coordinate system, p is the
pressure, positive for compression, ρ is the fluid density, ν is the kinematic viscosity,
∇ is the gradient operator, � = ∇ · ∇ is the Laplacian operator and g represents the
forcing due to gravity and the moving coordinate system, including the Coriolis and
centripetal terms. In cylindrical coordinates with longitudinal coordinate x along the
length of the tube, the radius r measured from the centre line of the tube and the
circumferential angle ϕ, and written out in components, where ux , ur and uϕ denote
the physical components of the relative velocity, these equations become

∂ux

∂t
+ ux

∂ux

∂x
+ ur

∂ux

∂r
+ uϕ

r

∂ux

∂ϕ

= −1

ρ

∂ p

∂x
+ ν

[
∂2ux

∂x2
+ ∂2ux

∂r2
+ 1

r2
∂2ux

∂ϕ2
+ 1

r

∂ux

∂r

]
+ gx ,

(10.2)

∂ur
∂t

+ ux
∂ur
∂x

+ ur
∂ur
∂r

+ uϕ

r

(∂ur
∂ϕ

− uϕ

)

= −1

ρ

∂ p

∂r
+ ν

[
∂2ur
∂x2

+ ∂2ur
∂r2

+ 1

r2
∂2ur
∂ϕ2

+ 1

r

∂ur
∂r

− 2

r2
∂uϕ

∂ϕ
− ur

r2

]
+ gr ,

(10.3)

∂uϕ

∂t
+ ux

∂uϕ

∂x
+ ur

∂uϕ

∂r
+ uϕ

r

(∂uϕ

∂ϕ
+ ur

)

= − 1

ρr

∂ p

∂ϕ
+ ν

[
∂2uϕ

∂x2
+ ∂2uϕ

∂r2
+ 1

r2
∂2uϕ

∂ϕ2
+ 1

r

∂uϕ

∂r
+ 2

r2
∂ur
∂ϕ

− uϕ

r2

]
+ gϕ ,

(10.4)

∂ux

∂x
+ ∂ur

∂r
+ ur

r
+ 1

r

∂uϕ

∂ϕ
= 0 . (10.5)

For the case of a stationary tube of infinite length with no forcing, gx = gr = gϕ = 0,
these equations admit an exact solution, the Poiseuille–Hagen flow,

ux = −∂ p

∂x
· 1

4ρν
· (r2i − r2) = u0(1 − r2/r2i ), ur = 0, uϕ = 0 , (10.6)
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where ri is the inner radius of the tube, ∂ p/∂x is a constant, p = (x − x0)(∂ p/∂x)
and u0 = −(∂ p/∂x)r2i /(4ρν).

For a more general case, we assume that the tube undergoes a motion in the local
xz-plane, that is, along directions with ϕ = π/2 or ϕ = 3π/2. This means that the
acceleration is determined by linear accelerations in the local x- and z-directions, ax
and az , and the angular velocity and angular acceleration about a line parallel to the
y-direction, ωy and ω̇y . The resulting acceleration forcing in Cartesian components
is

⎡
⎣ gx
gy
gz

⎤
⎦ =

⎡
⎣−ax − zω̇y + xω2

y − 2ωyuz

0
−az + xω̇y + zω2

y + 2ωyux

⎤
⎦ . (10.7)

A part of these forcing terms can be taken up by a hydrostatic pressure distribution,

p0 = ρ

[
1

2
ω2
y(x

2 + z2) − ax x − azz + ω̇yxz

]
. (10.8)

The forcing that is not compensated by this hydrostatic pressure is given by
⎡
⎣ gx
gr
gϕ

⎤
⎦ =

⎡
⎣−2ω̇yr sinϕ − 2ωy(ur sinϕ + uϕ cosϕ)

2ωyux sinϕ
2ωyux cosϕ

⎤
⎦ . (10.9)

It is further assumed that the dependence of the flow on the longitudinal coordinate x
is weak, so derivatives with respect to this coordinate can be neglected; furthermore,
the flow is linearized around the Poiseuille–Hagen solution. These simplifications
result in the equations

∂ux

∂t
− uru0
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r2i
= ν

[
∂2ux

∂r2
+ 1

r2
∂2ux

∂ϕ2
+ 1

r

∂ux

∂r

]
− 2ω̇yr sinϕ , (10.10)

∂ur
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∂r
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(10.11)
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∂ p
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+ 1

r2
∂2uϕ
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∂uϕ

∂r
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r2
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+ 2ωyu0

(
1 − r2
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)
cosϕ ,

(10.12)

∂ur
∂r

+ ur
r

+ 1

r

∂uϕ

∂ϕ
= 0 . (10.13)
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Note that ux and p now have the meaning of perturbations of the longitudinal com-
ponent of the velocity and of the pressure with respect to the Poiseuille–Hagen flow.

These linearized equations can still be further simplified by noting that the forcing
depends on the angle ϕ only in the first harmonic, so solutions can be found in the
form

ux = ux1(r, t) sinϕ ,

ur = ur1(r, t) sinϕ ,

uϕ = uϕ1(r, t) cosϕ ,

p = p1(r, t) sinϕ .

(10.14)

Substituting these expressions into (10.10)–(10.13) yields

∂ux1

∂t
− ur1u0

2r

r2i
= ν

[
∂2ux1

∂r2
+ 1

r

∂ux1

∂r
− ux1

r2

]
− 2ω̇yr , (10.15)
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∂t

= −1

ρ

∂ p1
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+ ν

[
∂2ur1
∂r2

+ 1

r

∂ur1
∂r

− 2ur1
r2

+ 2uϕ1

r2

]
+ 2ωyu0

(
1 − r2

r2i

)
,

(10.16)
∂uϕ1

∂t
= − p1

ρr
+ ν

[
∂2uϕ1

∂r2
+ 1

r

∂uϕ1

∂r
− 2uϕ1

r2
+ 2ur1

r2

]
+ 2ωyu0

(
1 − r2

r2i

)
,

(10.17)

uϕ1 = r
∂ur1
∂r

+ ur1 . (10.18)

These equations have the property that (10.16)–(10.18) can be solved first, as these
equations do not depend on ux1, and then the solution can be used to solve (10.15).

For the case of a constant angular velocity ωy , an exact stationary solution of the
linearized equations can be found as [5]

ur1 = ωyu0
48νr2i

(
r2i − r2

)2
, uϕ1 = ωyu0

48νr2i

(
r2i − r2

) (
r2i − 5r2

)
(10.19)

and

ux1 = ωyu20
1152ν2r4i

(
3r6i r − 6r4i r

3 + 4r2i r
5 − r7

)
, p1 = ρωyu0

6r2i

(
10r2i r − 3r3

)
.

(10.20)
The forces of the fluid on the wall of the tube consist of a pressure p normal to

the tube wall and two components of the shearing force,

τxr = ρν
∂ux

∂r
, τrϕ = ρν

∂uϕ

∂r
. (10.21)
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For the case thatωy is constant, the pressure and the shear stresses due to the secondary
flow are

p = 7

6
ρωyu0ri sinϕ , τxr = − ρωyu20r

2
i

576ν
sinϕ , τrϕ = 1

6
ρωyu0ri cosϕ .

(10.22)
There is no resulting additional longitudinal force and a resultant lateral force per
unit of length equal to

fz = πρωyu0r
2
i , (10.23)

which is equal to the Coriolis force on the fluid. There is a resulting moment about
the y-axis per unit of length,

my = πρωyu20r
4
i

576ν
. (10.24)

Note that the hydrostatic pressure distribution in (10.8) yields no nett force on the
tube in this case.

10.2.2 Discretization Scheme

For the more general case with variable rate of rotation, or if non-linear terms are
included, no general analytic solutions can be found. Therefore, a numerical analysis
is performed. The radial flow field ur1 is discretized by a C1 continuous approxima-
tion by piecewise cubic Hermite polynomials. On an interval rp ≤ r ≤ rq of length
l = rq − rp, the interpolation is

ur1(r, t) = ur1p(t)
(
1 − 3ξ2 + 2ξ3

) + lu′
r1p(t)

(
ξ − 2ξ2 + ξ3

)
+ ur1q(t)

(
3ξ2 − 2ξ3

) + lu′
r1q(t)

(−ξ2 + ξ3
)

.
(10.25)

Here, ur1p, ur1q , u′
r1p andu

′
r1q are time-dependent coefficients representing the veloc-

ities and their radial derivatives at the end-points of the interval and ξ = (r − rp)/ l,
0 ≤ ξ ≤ 1 is the dimensionless coordinate. The circumferential velocity distribution
follows from the incompressibility condition (10.18). The axial flow is discretized
in the same way as the radial flow,

ux1(r, t) = ux1p(t)
(
1 − 3ξ2 + 2ξ3

) + lu′
x1p(t)

(
ξ − 2ξ2 + ξ3

)
+ ux1q(t)

(
3ξ2 − 2ξ3

) + lu′
x1q(t)

(−ξ2 + ξ3
)

.
(10.26)

The dissipation rate per unit of volume is given by

ρν
(
2ε̇2x + 2ε̇2r + 2ε̇2ϕ + γ̇2

xr + γ̇2
xϕ + γ̇2

rϕ

)
, (10.27)
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where the strain rates are given by

ε̇x = ∂ux

∂x
, ε̇r = ∂ur

∂r
, ε̇ϕ = 1

r

∂uϕ

∂ϕ
+ ur

r
(10.28)

and the shear strain rates by

γ̇xr = ∂ux

∂r
+ ∂ur

∂x
, γ̇xϕ = 1

r

∂ux

∂ϕ
+ ∂uϕ

∂x
, γ̇rϕ = 1

r

∂ur
∂ϕ

+ ∂uϕ

∂r
− uϕ

r
.

(10.29)
With the expansion (10.14), where all derivatives with respect to x are zero and the
incompressibility condition (10.18), integrating the dissipation over the surface of
the tube yields the dissipation per unit of length of the tube as

πρν

∫ ri

0

[
4

(
∂ur1
∂r

)2

+
(

∂ux1

∂r

)2

+ u2x1
r2

+
(
r
∂2ur1
∂r2

+ ∂ur1
∂r

)2
]
rdr . (10.30)

The element damping matrix for the nodal variables [ur1p, u′
r1p, ur1q , u

′
r1q ] leav-

ing out the common factor πρ, is

Dr = νr3p
l3

⎡
⎢⎢⎣

12 6 −12 6
6 4 −6 2

−12 −6 12 −6
6 2 −6 4

⎤
⎥⎥⎦ + νr2p

l2

⎡
⎢⎢⎣

18 6 −18 12
6 2 −6 3

−18 −6 18 −12
12 3 −12 10

⎤
⎥⎥⎦

+νrp
l

⎡
⎢⎢⎣

18 9/2 −18 21/2
9/2 2 −9/2 5/2
−18 −9/2 18 −21/2
21/2 5/2 −21/2 10

⎤
⎥⎥⎦ + ν

⎡
⎢⎢⎣

6 3/2 −6 3
3/2 1/2 −3/2 3/4
−6 −3/2 6 −3
3 3/4 −3 7/2

⎤
⎥⎥⎦ .

(10.31)
The mass matrix is found from the expression for the kinetic energy per unit of
length,

πρ

∫ ri

0

(
u̇2x1 + u̇2r1 + u̇2ϕ1

)
rdr

= πρ

∫ ri

0

[
u̇2x1 + 2u̇2r1 + 2r u̇r1

∂u̇r1
∂r

+ r2
(

∂u̇r1
∂r

)2
]
rdr .

(10.32)

For the in-plane flow, this leads to the mass matrix, where again the common factor
πρ has been left out,
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Mr = r3p
l

⎡
⎢⎢⎣

6/5 1/10 −6/5 1/10
1/10 2/15 −1/10 −1/30
−6/5 −1/10 6/5 −1/10
1/10 −1/30 −1/10 2/15

⎤
⎥⎥⎦ + r2p

⎡
⎢⎢⎣

4/5 3/10 −9/5 0
3/10 1/10 −3/10 −1/20
−9/5 −3/10 14/5 0
0 −1/20 0 3/10

⎤
⎥⎥⎦

+ rpl

⎡
⎢⎢⎣

36/35 3/14 −36/35 −3/35
3/14 2/35 −3/14 −3/70

−36/35 −3/14 106/35 3/35
−3/35 −3/70 3/35 9/35

⎤
⎥⎥⎦+ l2

⎡
⎢⎢⎣

3/14 1/20 −3/14 −1/28
1/20 11/840 −1/20 −11/840

−3/14 −1/20 17/14 1/28
−1/28 −11/840 1/28 13/168

⎤
⎥⎥⎦ .

(10.33)
The force vector is found from the power of the forcing per unit of length,

2πρωyu0

∫ ri

0

[
2ur1

(
1 − r2

r2i

)
+ r

∂ur1
∂r

(
1 − r2

r2i

)]
rdr (10.34)

This gives the element force vector, again scaled with πρ,

Fr

ωyu0
= r4p

r2i

⎡
⎢⎢⎣

2
0

−2
0

⎤
⎥⎥⎦ + r3pl

r2i

⎡
⎢⎢⎣

2
1/3
−6

−1/3

⎤
⎥⎥⎦ + r2pl

2

r2i

⎡
⎢⎢⎣

9/5
2/5

−39/5
−3/5

⎤
⎥⎥⎦ + rpl3

r2i

⎡
⎢⎢⎣

4/5
1/5

−24/5
−2/5

⎤
⎥⎥⎦

+ l4

r2i

⎡
⎢⎢⎣

1/7
4/105
−8/7
−2/21

⎤
⎥⎥⎦ + r2p

⎡
⎢⎢⎣

−2
0
2
0

⎤
⎥⎥⎦ + rpl

⎡
⎢⎢⎣
0
0
4
0

⎤
⎥⎥⎦ + l2

⎡
⎢⎢⎣
0
0
2
0

⎤
⎥⎥⎦ .

(10.35)
The system equations can be obtained with the familiar finite-element assembly

process as
Mf u̇f + Dfuf = Ff + Ff0 , (10.36)

where Mf is the system mass matrix, Df is the system damping matrix, uf is the
vector of system flow variables, Ff is the system forcing vector and Ff0 is the system
reaction force vector due to the boundary conditions at r = ri. The resulting force
on the tube per unit of length is given by −πρFf0, where Ff0 is the component of the
reaction force vector corresponding to ur1 at r = ri.

The perturbations of the axial flow can be modelled in the same way, but in this
preliminary study, these and the resulting moment are neglected.

10.3 Coupling of the Fluid Model and the Multibody
Dynamic Model

The mechanical system is modelled as a flexible multibody dynamics system with
tube elements, which are flexible beams through which a fluid may flow [3]. The
effects of the primary flow due to the hydrostatic pressure distribution (10.8) are
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already included in this model, so the co-simulation only has to be applied for the
secondary flow.

The equations of motion of the multibody system can be written as

Mm(um)üm + hm(um, u̇m, t) = Fm , (10.37)

where Mm is the mass matrix of the multibody system, hm contains all forces, and
Fm are the fluid forces on the multibody system. Together with the fluid dynamics
equations (10.36), these form the differential equations which determine the dynamic
behaviour. The two subsystems are coupled: the fluid dynamics equations need the
angular velocity of the tube and the multibodymodel needs the fluid dynamics forces
on the tube. The numerical integration is done as follows. The multibody dynamics
equations are rewritten as a system of first-order equations with the state variables
y = (uT

m, u̇T
m)T, and are integrated with a third-order explicit Runge–Kutta method,

defined as

k1 = f(y, t) ,

k2 = f(y + hk1/3, t + h/3) ,

k3 = f(y + 2hk2/3, t + 2h/3) ,

y(t + h) = y(t) + hk1/4 + 3hk3/4 ,

(10.38)

where h is the step size and

f(y, t) =
[

u̇m
M−1

m (Fm − hm)

]
. (10.39)

At the function evaluations of f , the solver for the fluid dynamics equations is called.
As the evaluations are at equidistant time points one-third of the step size apart, the
fluid dynamics equations can be solved with this smaller time step; a second-order
explicit Runge–Kutta method, Heun’s method, is used for this, which is defined as

l1 = g(uf , t) ,

l2 = g(uf + hl1/3, t + h/3) ,

uf(t + h/3) = uf(t) + h(l1 + l2)/6 ,

(10.40)

where
g(uf , t) = M−1

f

(
Ff − Dfuf

)
, (10.41)

and the forces on the tube at specific sections are returned to the function f . The
coupling to the multibody system does not reduce the order of the second-order inte-
grator, but the order of the third-order integrator is reduced to second order because
of the coupling. This choice of the two different numerical integration methods is
motivated by the fact the multibody system is mostly lightly damped, so the stability
region of the integration method should include a part of the imaginary axis, as the
third-order method does, but the fluid dynamics equations are of the first order and
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mostly have eigenvalues with negative real parts, and they tend to be rather stiff if
a small mesh size is chosen, so a smaller time step and a sufficiently large stability
region along the negative real axis is needed, whereas the accuracy is less important.
More details about integration methods can be found in [6, 7].

10.4 Test Results

A simple test system is proposed, viz a straight tube hinged at one side at which the
fluid enters the tube and a free end at the other side from which the fluid exits the
tube, see Fig. 10.1. Two test cases are considered: a spin-up motion and a harmonic
vibration. The data for the system are listed in Table10.1. The tube is modelled with
two equal finite beam elements and the flow is discretized at the three nodal points
with ten elements in the radial direction. Also cases in which the tube is rigid and
the secondary flow is suppressed are considered as references.

As a first test, the spin-up of the tube from rest with a constant moment of
π × 105 Nm is considered. If the secondary flow would be absent, the angular veloc-

v
v

M

Fig. 10.1 A fluid-conveying tube

Table 10.1 Data for the test system

Description Symbol Value Unit

Inner tube radius ri 0.0010 m

Outer tube radius ro 0.0015 m

Length of the tube L 0.100 m

Mass density of the
fluid

ρ 1000 kg/m3

Kinematic viscosity of
the fluid

ν 1.0 × 10−6 m2/s

Mass density of the
tube

ρt 8000 kg/m3

Young’s modulus of
the tube

Et 2.0 × 1011 N/m2

Poisson’s ratio of the
tube

νt 0.3 —

Maximum axial fluid
velocity

u0 2.0 m/s

Reynolds number Re 2000 —
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time (in s)
0 0.5 1.0 1.5 2.0

angular velocity (in rad/s)
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Fig. 10.2 Angular velocity at the base for the spin-up motion

radius (in mm)
0 0.2 0.4 0.6 0.8 1.0

flow velocity (in m/s)

-0.05

0

0.05

Fig. 10.3 Radial (full line) and circumferential (dashed line) fluid velocity distribution

ity would approach 1 rad/s. The increase in angular velocity at the base is shown
in Fig. 10.2. There is almost no difference with the case in which the deflection of
the tube and the secondary flow are neglected. The distributions of the radial flow
velocity along the z-axis and the circumferential flow along the y-axis is shown in
Fig. 10.3. The area under the curve of the circumferential flow is zero because of
the incompressibility of the fluid. These curves agree very well with the theoretical
solution (10.19).
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Fig. 10.4 Tip deflection in the z-direction of the tip of the tube when the base is subject to a
harmonic prescribed motion

In a second test, the base of the tube is rotated harmonically with a frequency of
100Hz and an amplitude of 0.1 rad. As the first natural frequency of the system is
about 240Hz, a considerable elastic deformation of the tube can be seen. Figure10.4
shows the deflection of the tip for ten periods of the excitation from t = 0.9s to
t = 1.0 s. It can be seen that not all transients have faded away after hundred periods,
which is partly due to the absence of material damping in the model for the tube
vibrations. Neglecting the secondary flow now leads to differences of the order of
magnitude of 0.1%.

10.5 Conclusions and Outlook

This initial study has shown that the co-simulation of the flexible multibody system
with a fluid dynamics system of the flow inside a tube is feasible. The use of a
third-order Runge–Kutta method for integrating the multibody dynamics equations
in combination with a second-order method with a three times smaller step size for
integrating the fluid dynamics equations proved to be convenient. The influence of the
secondary flow on the total motion of the tube is quite small, but it can be significant
for high-precision instruments, where it can lead to measurable differences and limit
the accuracy if it is not compensated for.

The model can easily be extended to include axial flow; in that case, an extrapo-
lation for the angular acceleration has to be made, because the forcing of the axial
flow depends on this mechanical variable. Also non-linear terms can be included in
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the analysis, for which the flow has also terms with higher harmonics in the circum-
ferential direction.

Secondary flow can also be induced by the curvature of the tube, either because
of its initial shape or because of the deformation of the tube. This leads to a quite
similar analysis, which can be combined with the effect of the motion of the tube.
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Chapter 11
Error Estimation Approach for
Controlling the Communication
Step-Size for Explicit Co-simulation
Methods

Tobias Meyer, Jan Kraft, Daixing Lu and Bernhard Schweizer

Abstract In this paper, an approach for controlling the communication-step size in
connection with explicit co-simulationmethods is suggested. In the framework of the
proposed communication-step size controller, each subsystem integration is carried
out with two different explicit co-simulation methods. By comparing the variables
for both integrations, an error estimator for the local error can be constructed.Making
use of the estimated local error, a step-size controller for the communication step-
size can be implemented. Examples are presented demonstrating the applicability
and accuracy of the proposed communication-step size controller.

11.1 Introduction

The general idea of co-simulation is to separate a system of differential-algebraic
equations into several subsystems. Since the numerical effort for time integration
increases—often disproportionately high—with the number of state variables, inte-
grating the subsystems in parallel is often more efficient than computing the overall
monolytical system. Further, the subsystems may be computed with tailored sub-
system solvers improving the efficiency. Co-simulation methods are classified with
respect to the coupling technique. Applying a constraint coupling approach [5], the
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subsystems are coupled by algebraic constraint equations. Using an applied force-
coupling approach, the subsystems are coupled by constitutive laws [2]. This paper
concentrates on applied-force coupling techniques.

The paper is organized as follows. In Sect. 11.2, coupling variables are introduced.
With the help of a co-simulation test model, three different techniques for decompos-
ing an overall system into subsystems are illustrated in Sect. 11.3. Next, two different
explicit co-simulation approaches are explained. In Sect. 11.5, an error analysis for
both methods is carried out. Then, the equations of motion of multibody subsystems,
which are coupled by constitutive laws, are described in more detail. In Sect. 11.7,
a co-simulation approach for controlling the communication-step size for coupled
multibody systems is introduced. Finally, numerical examples are presented. In the
appendix, another explicit co-simulation approach is proposed.

11.2 Definition of Coupling Variables

To keep the representation concise, the following notation will be used for trans-
posed vectors. With x1 = [

x11 , . . . , x
1
d1

]T
, . . . , xn = [

xn1 , . . . , x
n
dn

]T
, the vector x =

[
x1, . . . , xn

]T
represents x = [

x11 , . . . , x
1
d1

, . . . , xn1 , . . . , x
n
dn

]T
.

A multibody system is described by the equations of motion

B(t, z) ż = F(t, z) , (11.1)

where the vector z contains the position variables q (displacement coordinates
and rotation parameters), the velocity variables v, and the reaction forces and
torques λ. The overall system (11.1) is partitioned into several subsystems. Mak-
ing use of an applied-force coupling approach, the vector z is decomposed into
the vectors

[
z1, . . . , zr

]T
, where the subsystem vector zs = [

qs, vs,λs]T contains
the variables of subsystem s = 1, . . . , r . The matrix B(t, z) is assumed to be
block diagonal. More precisely, there is one block for each subsystem, which is
independent of the variables of the other subsystems, i.e. is to write B(t, z) =
blockdiag

(
B1

(
t, z1

)
, . . . ,Br (t, zr )

)
. Decomposing the right hand side of Eq. (11.1)

accordingly yieldsF(t, z) = [
F1(t, z) , . . . , Fr (t, z)

]T
. Thus the equations ofmotion

of subsystem s read as
Bs

(
t, zs

)
żs = Fs(t, z) (11.2)

for s = 1, . . . , r . Next, a vector Fco,s(t, zs,u) and a vector of coupling functions
u(t, z) are introduced, which are defined in such a way that the subsystem equations
depend only implicitly on the state variables of the other subsystems. That means that
the right hand side of subsystem s can be expressed as Fs(t, z) = Fco,s(t, zs,u(t, z)).
The coupling functions u(t, z) are replaced by coupling variables p, which are neces-
sary to decompose the overall system into subsystems. Then, the equations of motion
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of subsystem s are expressed as

Bs
(
t, zs

)
żs = Fco,s

(
t, zs,p

)
(11.3)

for s = 1, . . . , r . Arranging the right hand sides of all subsystems into the vector
Fco(t, z,p) = [

Fco,1
(
t, z1,p

)
, . . . , Fco,r (t, zr ,p)

]T
yields the decomposed system

B(t, z) ż = Fco(t, z,p) , (11.4)

0 = gco(t, z,p) , (11.5)

where the right hand side of the coupling condition is defined by gco(t, z,p) :=
p − u(t, z).

Applying a co-simulation approach, a communication-time grid denoted by
T0, . . . , TN , . . . , Tend is introduced. The coupling conditions are only considered
at the communication-time points, i.e. gco(TN , zN ,p (TN )) = 0 with zN = z (TN ).
Approximating the coupling variables between two consecutive communication-
time points TN and TN+1 by a vector of polynomials, the subsystems can be inte-
grated independently with individual subsystem solvers and individual subsystem
step sizes. At the communication-time points, information is interchanged between
the subsystems for updating the coupling variables.

11.3 Co-simulation Test Model

To illustrate the decomposition of an overall model into subsystems, the linear 2-
DOF oscillator is considered, which is a well-established co-simulation test model.
Figure11.1 depicts a linear 2-mass oscillator (massesm1,m2; spring constants c1, c2;
damping coefficients d1, d2; coupling-spring constant cc; coupling-damping coeffi-
cient dc). The variables x1 and x2 denote the displacements of both masses; v1 and
v2 describe the corresponding velocities. The springs are assumed to be stress-free
for x1 = x2 = 0. The equations of motion of the overall system read as

Fig. 11.1 Linear 2-DOF
oscillator: interpretation as
two coupled single-mass
oscillators
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ẋ1 = v1 ,

m1v̇1 = −c1x1 − d1v1 + cc(x2 − x1) + dc(v2 − v1) ,

ẋ2 = v2 ,

m2v̇2 = −c2x2 − d2v2 − cc(x2 − x1) − dc(v2 − v1) .

(11.6)

In Ref. [7], three different approaches for decomposing the overall system into two
subsystems are described:

• Displacement/displacement-decomposition: Both subsystems are base-point
excited single-mass oscillators. With the coupling function u = [

x1 v1 x2 v2
]T

and the coupling vector p = [
x̃1 ṽ1 x̃2 ṽ2

]T
the decomposed system is given by

Subsystem 1:

ẋ1 = v1 ,

m1v̇1 = −c1x1 − d1v1 + cc(x̃2 − x1) + dc(ṽ2 − v1) ,
(11.7)

Subsystem 2:

ẋ2 = v2 ,

m2v̇2 = −c2x2 − d2v2 − cc(x2 − x̃1) − dc(v2 − ṽ1) ,
(11.8)

Coupling Conditions:

gcox1 := x̃1 − x1 = 0 ,

gcov1 := ṽ1 − v1 = 0 ,

gcox2 := x̃2 − x2 = 0 ,

gcov2 := ṽ2 − v2 = 0 .

(11.9)

• Force/force-decomposition: An alternative approach is obtained by using the
coupling force as coupling variable. Then, both subsystems are force-driven
single-mass oscillators. With the one-dimensional coupling function u =[
cc(x2 − x1) + dc(v2 − v1)

]
and the one-dimensional coupling vector p = [

λc
]

the decomposed system is defined by

Subsystem 1:

ẋ1 = v1 ,

m1v̇1 = −c1x1 − d1v1 + λc ,
(11.10)
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Subsystem 2:

ẋ2 = v2 ,

m2v̇2 = −c2x2 − d2v2 − λc ,
(11.11)

Coupling Condition:

gcoλ := λc − cc(x2 − x1) − dc(v2 − v1) = 0 . (11.12)

• Force/displacement-decomposition: The third approach is a mixture of the two
other approaches. The first subsystem is a force-driven single-mass oscillator and
the second subsystem is a base-point excited single-mass oscillator. With the cou-
pling function u = [

x1 v1 cc(x2 − x1) + dc(v2 − v1)
]T

and the coupling vector

p = [
x̃1 ṽ1 λc

]T
the decomposed system is given by

Subsystem 1:

ẋ1 = v1 ,

m1v̇1 = −c1x1 − d1v1 + λc ,
(11.13)

Subsystem 2:

ẋ2 = v2 ,

m2v̇2 = −c2x2 − d2v2 − cc(x2 − x̃1) − dc(v2 − ṽ1) ,
(11.14)

Coupling Conditions:

gcox1 := x̃1 − x1 = 0 ,

gcov1 := ṽ1 − v1 = 0 ,

gcoλ := λc − cc(x2 − x1) − dc(v2 − v1) = 0 .

(11.15)

11.4 Two Explicit Co-simulation Approaches

In this section, two different methods for approximating the coupling variables are
explained. Both methods are illustrated in Fig. 11.2, where the value of the coupling
function at the communication-time points are denoted by uN = u(TN , zN ). The
degree of the approximation polynomials is denoted by k. The approximation poly-
nomials for the integration from TN to TN+1 are indicated by the subscript N + 1. To
distinguish between the approximation polynomials of the two different methods, the
approximation polynomials are extended by appropriate superscripts (·)ext or (·)int.
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Fig. 11.2 Approximation
polynomials for method 1
and method 2

11.4.1 Method 1

The first approach makes use of a classical extrapolation technique, see Ref. [7].
The approximation polynomials are denoted by pextN+1(t). Carrying out the co-
simulation with polynomials of degree k, the vector pextN+1(t) extrapolates u(t, z(t))
in the interval from TN to TN+1 by the k + 1 supporting points pextN+1(TN−k) =
uN−k, . . . ,pextN+1(TN ) = uN .

11.4.2 Method 2

Using the second method, the approximation polynomials are termed by pintN+1(t).
At first, a predictor vector upre

N+1 is calculated, which extrapolates u (TN+1, zN+1)

by the k + 2 (or more) sampling points uN−k−1, . . . ,uN with the help of the
Neville-Aitken scheme. Then, the vector pintN+1(t) is constructed, which interpo-
lates u(t, z(t)) from TN to TN+1 by the k + 1 supporting points pintN+1(TN−k+1) =
uN−k+1, . . . ,pintN+1(TN ) = uN ,pintN+1(TN+1) = upre

N+1.

11.4.3 Error Estimation Approach

The idea is to execute each subsystem integration twice: once with the polynomials
pextN+1(t) and secondly with the polynomials pintN+1(t). The results of the first sim-
ulation, are used as initial values for the next integration from TN+1 to TN+2. The
results of the second simulation only serve as reference for an error estimation. In
each communication-time step, the initial conditions the reference are reinitialized
with the corresponding values of the first integration. Thus, both integrations have
the same initial conditions at the communication-time points. Since the integrations
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are executed in parallel, there is only little extra computation time necessary. It can
be shown that both methods have the same convergence order. Computing the error
constants for both methods, the local error of the co-simulation is estimated with the
help of the Milne-device approach [6].

11.5 Error Analysis of Co-simulation

For the error analysis of the co-simulation, it is assumed that the subsystems are
solved exactly between two consecutive communication-time points TN and TN+1.
Hence, the error analysis only deals with the error generated by the co-simulation,
i.e. by the approximation of the coupling variables.

Since we make use of an applied-force coupling approach, all constraints of the
overall system are inner constraints of the subsystems. For the following error anal-
ysis, it is necessary to transfer the subsystem DAEs into corresponding underlying
ODEs. Since the subsystem integrations are assumed to be exact in our analysis,
the error of the co-simulation is analyzed for ODE-subsystems, supposing that the
equations of motion of the subsystems are independent of derivatives of the coupling
variables.

Example 11.1 The equations ofmotion of amechanical subsystemwith scleronomic
constraints are given by

q̇s = Ks
(
qs

)
vs, (11.16a)

Ms
(
t,qs

)
v̇s = fe,s

(
t,qs, vs,p(t)

) − �s
(
qs

)T
λs, (11.16b)

0 = φs
(
qs

)
. (11.16c)

with �s(qs) := φs
qs (q

s)Ks(qs). Differentiating Eq. (11.16c) twice, we get together
with Eq. (11.16b) the index-1 system

[
Ms(t,qs) �s(qs)T

�s(qs) 0

] [
v̇s

λs

]
=

[
fe,s(t,qs, vs,p(t))
− (�s(qs) vs)qs q̇

s

]
. (11.17)

If the matrix on the left hand side of Eq. (11.17) is non-singular, Eqs. (11.16a),
(11.16b), and (11.16c) can be transformed into an ODE-subsystem of the form

ẏs = Fco,s
(
t, ys,p(t)

)
, (11.18)

where ys contains the position variables qs and the velocity variables vs of subsystem
s. The Lagrange multipliers are eliminated.
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11.5.1 Consistency and Zero Stability of the Co-simulation

The consistency order describes the perturbation of the analytical solution by the
numerical procedure. Neglecting the errors of the subsystem solvers, the consistency
error is generated by the approximation of the coupling variables. For a consistency
analysis, the integration from TN to TN+1 is carried out riding on the assumption that
the analytical solutions of the state variables are known. The coupling variables are
substituted by approximation polynomials as described in Sect. 11.4.

Theorem 11.1 (Consistency) We consider the initial value problem with the equa-
tions of motion

ẏ = Fco(t, y,p) ,

0 = gco(t, y,p) ,
(11.19)

where gco(t, y,p) = p − u(t, y) defines the right-hand side of the coupling con-
ditions and y(t0) = y0 the initial conditions. It is assumed that Fco(t, y,u(t, y))
is smooth enough and globally Lipschitz-continuous with respect to y. Let T0 =
t0, . . . , TN = t0 + H · N , . . . be the equidistant communication-time grid with
communication-step size H and let the values of the coupling function uN−k−1 =
u(TN−k−1, yN−k−1) , . . . ,uN+1 = u(TN+1, yN+1) be computed by exact values
yN−k−1 = y (TN−k−1) , . . . , yN+1 = y (TN+1). Then, both approaches explained in
Sect.11.4 are consistent with order k + 1.

Proof The polynomials pextN+1(t) (method 1) approximate the coupling variables with
an error

∥
∥pextN+1(t) − p(t)

∥
∥ = O (

Hk+1
)
. (11.20)

The predictor value upre
N+1 (method 2) is an approximation of the coupling variables

at the communication-time point TN+1 with an error

∥∥upre
N+1 − uN+1

∥∥ = O (
Hk+2

)
. (11.21)

Consequently, the approximation of the coupling variables with the polynomials
pintN+1(t) yields

∥
∥pintN+1(t) − p(t)

∥
∥ = O (

Hk+1
)
. (11.22)

Equations (11.20) and (11.22) imply

∥∥Fco
(
t, y(t) ,p∗

N+1(t)
) − ẏ(t)

∥∥ = O (
Hk+1

)
, (11.23)

where (·)∗ represents one of the superscripts (·)ext or (·)int. Generally, we have
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yN+1 = yN +
TN+1∫

TN

ẏ(t) dt .

Accordingly, we define

y∗
N+1 := yN +

TN+1∫

TN

Fco
(
t, y(t) ,p∗

N+1(t)
)
dt .

Therefore, from Eq. (11.23) we can deduce that

1

H

∥∥y∗
N+1 − yN+1

∥∥ = 1

H

∥
∥∥∥∥∥

TN+1∫

TN

Fco
(
t, y(t) ,p∗

N+1(t)
) − ẏ(t) dt

∥
∥∥∥∥∥

≤ 1

H

TN+1∫

TN

∥∥Fco
(
t, y(t) ,p∗

N+1(t)
) − ẏ(t)

∥∥ dt

= O (
Hk+1

)
. (11.24)

Hence, we obtain

1

H

∥
∥u

(
TN+1, y∗

N+1

) − uN+1

∥
∥ = 1

H

∥
∥u

(
TN+1, y∗

N+1

) − u
(
TN+1, yN+1

)∥∥

= O (
Hk+1

)
. (11.25)

Finally, Eqs. (11.24) and (11.25) imply that both methods are consistent with order
k + 1. �
Zero stability follows from the fact that the state variables at the previous
communication-time points (TN−1, TN−2, . . .) will only effect the coupling vari-
ables, but not the state variables [4]. The subsystem integrations are independent
of the coupling variables for vanishing communication-step size H , since

y(TN+1) = y(TN ) + HFco
(
TN , y(TN ) ,p∗

N+1(TN )
) + O (

H 2
)
. (11.26)

Therefore, the error of both methods converges with order k + 1.
Figure11.3 shows convergence plots for the 2-DOFoscillator of Fig. 11.1 based on

a force/force-decomposition technique. The plots verify that both methods converge
with order k + 1. The convergence plots in the first row, show the global error of
the position variables for various communication-step sizes. The global error of
the velocity variables is depicted in the lower convergence plots. The left column
refers to method 1, the right column corresponds to method 2. The simulations have
been carried out with an error tolerance of 10−13 for the subsystem integrations,
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Fig. 11.3 Convergence of the global error for the two co-simulationmethods presented in Sect. 11.4
(position and velocity level)

which causes a kink in the convergence plot of method 2 carried out with cubic
approximation polynomials (k = 3). The subsystems are solved with a third-fourth
order Rosenbrock–Wanner method.

11.5.2 Local Error of the Co-simulation

Now, the local error of the state variables between the communication-time points TN

and TN+1 is investigated. Let y∗(t) denote the solution carried outwith the polynomial
p∗
N+1(t) and y(t) the exact solution of the trajectory with y(TN ) = yN . Since both

methods presented in Sect. 11.4 are consistent with order k + 1 and zero-stable,
the numerical solutions yN−k−1, . . . , yN−1 agree with the exact solution with order
O(

Hk+2
)
at the communication-time points TN−k−1, . . . , TN−1, where H = TN+1 −

TN denotes the current communication-step size supposing that TN+1 − TN−k−1 =
O(H). Hence, the polynomials p∗

N+1(t) approximate the coupling variables, as well
as the corresponding derivatives, with an error
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∥∥
∥p∗( j)

N+1(t) − p( j)(t)
∥∥
∥ = O (

Hk+1− j
)

(11.27)

for j = 0, . . . , k, where (·)( j) denotes the j th time derivative. According to
Eq. (11.19.1) ẏ depends on p, but ẏ is independent of ṗ and higher order deriva-
tives. By induction, we can show that y( j) depends on p( j−1), but y( j) is independent
of p( j) and higher order derivatives. The base case ( j = 1) is given by Eq. (11.19).
By induction hypothesis, y( j) can be written as a function according to

y( j) = F j
(
t, y;p, . . . ,p( j−1)

)
. (11.28)

Differentiating Eq. (11.28) yields

y( j+1) = F j
t

(
t, y;p, . . . ,p( j−1)

) + F j
y

(
t, y;p, . . . ,p( j−1)

)
ẏ

+
j−1∑

i=0

F j
p(i)

(
t, y;p, . . . ,p( j−1)

)
p(i+1), (11.29)

which implies that the statement is true. Together with Eq. (11.27), we have

∥∥y∗( j+1)(TN ) − y( j+1)(TN )
∥∥ = O (

Hk+1− j
)
. (11.30)

Finally, a Taylor-series expansion provides

‖y∗(t) − y(t)‖ ≤
k∑

j=0

|t−TN | j
j !

∥∥y∗( j)(TN ) − y( j)(TN )
∥∥ + O (

Hk+2
)

= O (
Hk+2

) (11.31)

for t ∈ (TN , TN+1).
Figure11.4 illustrates the convergence of the local errors. It can be seen that the

local errors of the velocity variables converge with order k + 2 for both methods.
The local errors of the position variables even converge with order k + 3. Note that a
higher convergence order of the local error is achieved, since ẋ1 and ẋ2 in Eqs. (11.10)
and (11.11) are independent of the coupling variables.

11.6 Coupling of Different Multibody Systems with an
Applied-Force Coupling Approach

Assuming that each subsystem is described by a constrained mechanical system, the
equations of motion of subsystem s = 1, . . . , r read as
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Fig. 11.4 Convergence of the local error of the two co-simulation methods presented in Sect. 11.4

q̇s = Ks
(
t,qs

)
vs,

Ms
(
t,qs

)
v̇s = fco,s

(
t,qs, vs,λs,p(t)

)
,

0 = φs
(
t,qs, vs,λs) ,

(11.32)

where p(t) denotes a vector of polynomials approximating u(t,q(t) , v(t)) between
two consecutive communication-time points. Since an applied-force coupling
approach is considered, the coupling variables are assumed to be independent of
the Lagrange multipliers λs for s = 1, . . . , r . At the communication-time point TN ,
the subsystems are coupled by the coupling condition

gco(TN ,qN , vN ,pN ) := pN − u (TN ,qN , vN ) = 0 (11.33)

with qN = q (TN ), vN = v (TN ), and pN = p (TN ). The matrix Ks(t,qs) describes
the relationship between the velocity variables and the derivatives of the position
variables. The matrix Ms(t,qs) denotes the mass matrix of subsystem s. The inner
(not necessarily holonomic) constraints of subsystem s are denoted by the vector
φs

(
t,qs, vs,λs). The vector f s

(
t,qs, vs,λs,p(t)

)
contains the forces and torques

in subsystem s. According to Eq. (11.18), we assume that the accelerations and the
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Lagrange multipliers can be interpreted as functions, which depend amongst others
on the coupling variables, but are independent of derivatives of the coupling variables,
that is

q̈s = as
(
t,qs, vs,p(t)

)
,

v̇s = bs
(
t,qs, vs,p(t)

)
,

λs = �s
(
t,qs, vs,p(t)

)
.

(11.34)

The equations of motion of the decomposed overall system read as

q̇ = K(t,q) v,

M(t,q) v̇ = fco(t,q, v,λ,p(t)) ,

0 = φ(t,q, v,λ)

(11.35)

with the coupling condition (11.33) at the communication-time points. The acceler-
ations and the Lagrange multipliers of all subsystems are collected in the vectors

q̈ = a(t,q, v,p(t)) ,

v̇ = b(t,q, v,p(t)) ,

λ = �(t,q, v,p(t)) .

(11.36)

Then, the underlying ODE reads as

[
q̇
v̇

]
=

[
K(t,q) v

b(t,q, v,p(t))

]
. (11.37)

Under the assumption that the subsystem integrations are exact, approximating the
coupling variables in the DAE-system (11.35), and in the ODE-system (11.37), inte-
grations in the interval (TN , TN+1) will yield the same solutions. Hence, the error
analysis in Sect. 11.5 is valid for the DAE-system (11.35), if assumption (11.34)
holds in each subsystem.

11.7 Co-simulation Approach with Variable
Communication-Step Size

In this section, error constants of the two methods presented in Sect. 11.4 are derived
in order to construct an error estimator with the help of the Milne-device approach.
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11.7.1 Local Truncation Error

The numerical solutions at the communication-time point TN for all subsystems are
collected in the vectors qN , vN , �N . We consider the integration from TN to TN+1.
Let q∗(t), v∗(t), �∗(t) describe the solution carried out with the approximation
polynomial p∗

N+1(t) and let q(t), v(t), �(t), p(t) denote the exact solutions with
respect to the initial conditions q(TN ) = qN and v(TN ) = vN . Note that p(t) =
u(t,q(t) , v(t)) is not necessarily polynomial. Using a Taylor-series expansion and
Eq. (11.31), we obtain

q∗
N+1 := q∗(TN+1) = qN + H · K (TN ,qN ) vN

+
TN+1∫

TN

τ∫

TN

a
(
t,q∗(t) , v∗(t) ,p∗

N+1(t)
)
dtdτ

= qN + H · K (TN ,qN ) vN (11.38)

+
TN+1∫

TN

τ∫

TN

a
(
t,q(t) , v(t) ,p∗

N+1(t)
)
dtdτ + O (

Hk+4
)
.

Equation (11.27) with j = 0 yields

q∗
N+1 − q (TN+1)

=
TN+1∫

TN

τ∫

TN

ap(t,q(t) , v(t) ,p(t))
(
p∗
N+1(t) − p(t)

)
dtdτ + O (

Hk+4
)

= ap(TN ,qN , vN ,uN )

TN+1∫

TN

τ∫

TN

p∗
N+1(t) − p(t) dtdτ + O (

Hk+4
)

= ap,N

TN+1∫

TN

τ∫

TN

p∗
N+1(t) − p(t) dtdτ + O (

Hk+4
)
, (11.39)

where ap,N := ap(TN ,qN , vN ,uN ) denotes the Jacobian-matrix of the accelerations
with respect to the coupling variables at the communication-time point TN . For
computing the error constants, polynomials p̂N+1(t) of degree k + 1 are introduced,
extrapolating the coupling variables by the k + 2 supporting points p̂N+1(TN−k−1) =
uN−k−1, . . . , p̂N+1(TN ) = uN . Further, Li

N+1(t) denote the Lagrange-basis polyno-
mials

Li
N+1(t) =

i−1∏

j=0

t − TN− j

TN+1 − TN− j
(i ∈ {k, k + 1}) . (11.40)
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Note that p̂N+1(TN+1) equal the predictor valuesu
pre
N+1 = pintN+1(TN+1). Since p̂N+1(t)

and pextN+1(t) intersect at the communication-time points TN−k, . . . , TN and since
pintN+1(t) and pextN+1(t) intersect at TN−k+1, . . . , TN , we have

pextN+1(t) − p̂N+1(t) = �pN+1L
k+1
N+1(t) , (11.41)

pextN+1(t) − pintN+1(t) = �pN+1L
k
N+1(t) (11.42)

for �pN+1 = pextN+1(TN+1) − pintN+1(TN+1). Since both methods presented in
Sect. 11.4 are consistent with order k + 1 and zero-stable, the numerical solutions
qN−k−1, . . . ,qN−1 and vN−k−1, . . . , vN−1 agree with the exact solution with order
O(

Hk+2
)
at the communication-time points TN−k−1, . . . , TN−1. Hence, the polyno-

mials p̂N+1(t) approximate the coupling variables with an error

∥
∥p̂N+1(t) − p(t)

∥
∥ = O (

Hk+2
)
. (11.43)

Therefore, Eq. (11.39) can be rewritten as

q∗
N+1 − q (TN+1) = ap,N

TN+1∫

TN

τ∫

TN

p∗
N+1(t) − p̂N+1(t) dtdτ + O (

Hk+4
)
.

(11.44)

Using Eqs. (11.41) and (11.42), the local errors are given by

qext
N+1 − q(TN+1) = Ck+1

N+1ap,N�pN+1 + O(
Hk+4

)
, (11.45)

qint
N+1 − q(TN+1) = (

Ck+1
N+1 − Ck

N+1

)
ap,N�pN+1 + O(

Hk+4
)

(11.46)

with the constants

Ci
N+1 :=

∫ TN+1

TN

∫ τ

TN

Li
N+1(t) dtdτ (i ∈ {k, k + 1}) (11.47)

obtained by integrating the Lagrange-basis polynomials (11.40) twice. Note that the
error constants depend on the previous communication-step size ratios.

11.7.2 Error Estimation for the Co-simulation

With the help of the Milne-device approach, an error estimator is constructed. Sub-
tracting Eq. (11.46) from Eq. (11.45) yields

qext
N+1 − qint

N+1 = Ck
N+1ap,N�pN+1 + O(

Hk+4
)
. (11.48)
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The local error of the co-simulation approach presented in Sect. 11.4.1 can therefore
be estimated by

ε̂extN+1 := Ck+1
N+1

Ck
N+1

∥∥qext
N+1 − qint

N+1

∥∥ . (11.49)

Remark 11.1 (ErrorEstimation onVelocity Level)An error estimator for the velocity
variables can be constructed in a simultaneous way. The error constants on velocity
level (corresponding to Eq. (11.47)) are obtained by one single integration of the
Lagrange basis polynomials (11.40).

Remark 11.2 (Error Estimation with Role Reversal) In an alternative approach, the
results of method 2 are used to continue the integration and the results of method 1
serve as reference for the error estimation. At the communication-time points, the
integration of method 1 is reinitialized with the results of method 2 to get the same
initial conditions for both methods. This yields the error estimator

ε̂intN+1 :=
(

1 − Ck+1
N+1

Ck
N+1

)
∥∥qext

N+1 − qint
N+1

∥∥ . (11.50)

In our numerical tests, the error estimator of method 2 based on Eq. (11.50) works
well for constant approximation polynomials (k = 0). For k ≥ 1, error estimation of
method 1 based on Eq. (11.49) showed better results than the estimation of method
2 based on Eq. (11.50). The error estimator is improved, if the extrapolation order
for calculating upre

N+1 is increased. If linear approximation polynomials (k = 1) are
used for instance, the predicted values upre

N+1 are approximated by at least three
sampling points according to the description in Sect. 11.4.2. If the error estimator
bases on Eq. (11.50) is used, it is recommended to approximate upre

N+1 with at least
four supporting points as illustrated in Fig. 11.5.

Remark 11.3 (Universal Error Constant) For reducing computation time, the user
may calculate (inexact) universal constants for the case of an equidistant
communication-step size, i.e.

Fig. 11.5 Approximation
polynomials for method 1
and method 2 with higher
extrapolation order for the
predicted values of the
coupling function
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Ci := 1

i !
∫ 1

0

∫ τ

0

i−1∏

j=0

(t + j) dtdτ (i ∈ {k, k + 1}) . (11.51)

Then,

ε̂extN+1 := Ck+1

Ck

∥
∥qext

N+1 − qint
N+1

∥
∥ (11.52)

is used for error estimation in each communication-time step.

11.7.3 Using a Higher-Order Reference (Local
Extrapolation)

Alternatively, an error estimator based on local extrapolation can be used [1]. In
contrast to the algorithm described in Sect. 11.4, the reference may be carried out
with the higher order polynomials p̂N+1(t). Hence, the reference solution is generated
with approximation polynomials of degree k + 1, which is extrapolated by k + 2
sampling points. Then, the local truncation error is estimated by

ε̂extN+1 := ∥∥qext
N+1 − q̂N+1

∥∥ , (11.53)

where q̂N+1 denotes the numerical solution, based on the approximation polynomials
p̂N+1(t).

11.8 Numerical Examples

The error estimator is tested with the help of a 2-DOF oscillator (see Fig. 11.1). The
simulations have been carried outwith quadratic approximation polynomials (k = 2).
For the error estimation the error constants of Eq. (11.47) are used together with
Eq. (11.49). Also, the universal error constants according to Eq. (11.51) are applied
together with Eq. (11.52). Further, the error estimation based on the Milne-device
approach (Sect. 11.7.2) is compared to the local extrapolation method described in
Sect. 11.7.3. For controlling the communication-step size, a classical PI-step size
controller is used [3].

11.8.1 Linear 2-DOF Oscillator

The first numerical example is the co-simulation test model presented in Sect. 11.3
based on a force/force-decomposition technique. The coupling variables are approxi-
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Fig. 11.6 Displacement and velocity of mass 1 and mass 2 of the linear two-mass oscillator
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Fig. 11.7 Comparison of the estimated local error to the exact local error
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Fig. 11.8 Communication-step size of co-simulation of the linear 2-mass oscillator
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Fig. 11.9 Comparison of the estimated local error to the real local error (universial error constant)

Fig. 11.10 Communication-
step size of co-simulation of
the linear 2-mass oscillator
using the universal error
constant
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mated byquadratic polynomials (k = 2). Since the 2-mass oscillator is a linearmodel,
the local error can be computed analytically. Figure11.6 illustrates the motions of
both masses. The left column refers to mass 1, the right column corresponds to mass
2. The upper row shows the displacements of both masses. The lower plots depict
the velocities. In Fig. 11.7, the estimated local error (blue line) is compared to the
real local error (green line). It can be seen that the error estimator works well. The
two lines are close together. Figure11.8 illustrates the communication-step sizes of
the simulation.

As mentioned in Remark11.3 in Sect. 11.7.2, a universal error constant can be
computed with the help of Eq. (11.51) in combination with Eq. (11.52). This simpli-
fied version is investigated in Figs. 11.9 and 11.10. In Fig. 11.9, the estimated local
error (blue line) is compared to the real local error (green line). It can be seen that
the error estimator with a universal error constant works almost as well as the error
estimator with the real error constant according to Eq. (11.47) in combination with
Eq. (11.49). Figure11.10 illustrates the communication-step sizes of the simulation.

Now, the error estimator according to Eq. (11.53) is investigated. Therefore, the
reference solution is generated with third-order polynomials. Figure11.11 shows the
estimated local error and the real local error for this approach. The error estima-
tor works also quite well. Figure11.12 depicts the communication-step size of the
simulation.
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Fig. 11.11 Comparison of the estimated local error to the real local error of the co-simulation
carried out with quadratic approximation polynomials; reference solution is carried out with cubic
polynomials (see Sect. 11.7.3)
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Fig. 11.12 Communication-step size of co-simulation carried out with quadratic approximation
polynomials (reference carried out with cubic polynomials)

11.8.2 Non-linear 2-DOF Oscillator

To investigate the error estimation for a non-linear model, the motion of mass 1 is
influenced by a contact at x1 = −0.1. The contact is modeled by a penalty approach
approximating the contact force with

Fext = exp
(−106 · (x1 (t) + 0.1)

)
. (11.54)

The error tolerances of the subsystem integrations are increased to 10−9. Figure11.13
illustrates the motions of both masses. Figure11.14 illustrates the communication-
step sizes of the simulation. As expected, the communication-step size is decreased
at the contact points.
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Fig. 11.13 Displacement and velocity of mass 1 and mass 2 for the non-linear two-mass oscillator

Fig. 11.14 Communication-
step size of the co-simulation
for the non-linear 2-mass
oscillator
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11.9 Conclusions

To generate an error estimator for explicit co-simulation approaches, each subsystem
integration is carried out with two different methods of the same convergence order.
Computing the error constants, an error estimator for controlling the communication-
step size is constructed with the help of the Milne-device approach.

Alternatively, the subsystem integrations can be carried out with approximation
polynomials of different order. Then, the error is estimated by local extrapolation.

With an error estimator based on Milne-device or local extrapolation, the
communication-step size can easily be controlled by using well-known step-size
controllers, for instance, a PI-step size controller.
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Appendix: Alternative Co-simulation Approach with
Improved Convergence Order

In Sect. 11.5.2, we have seen, that the local error of the position variables converges
with order k + 3. However, the velocity variables converge only with order k + 2,
which causes that the global error converges only with order k + 1. Combining the
two methods described in Sect. 11.4 yields an alternative method (method 3), which
may increase the convergence order of the local error of the velocity variables. Thus,
the local error may converge with order k + 3 and consequently the global error may
converge with order k + 2. We define the new polynomial

pα
N+1(t) = αpintN+1(t) + (1 − α)pextN+1(t) , (11.55)

where α is an arbitrary real number. For analyzing the consistency, we define

yα
N+1 := y(TN ) +

TN+1∫

TN

Fco
(
t, y(t) ,pα

N+1(t)
)
dt .

We have

yα
N+1 − y(TN+1) =

TN+1∫

TN

Fco
(
t, y(t) ,pα

N+1(t)
) − Fco(t, y(t) ,p(t)) dt

=
TN+1∫

TN

Fco
p (t, y(t) ,p(t))

(
pα
N+1(t) − p(t)

)
dt + O(

Hk+3
)

= Fco
p (TN , yN ,uN )

TN+1∫

TN

pα
N+1(t) − p(t) dt + O(

Hk+3
)

= Fco
p (TN , yN ,uN )

TN+1∫

TN

pα
N+1(t) − p̂(t) dt + O(

Hk+3
)
.

(11.56)

With the constants

Di
N+1 :=

∫ TN+1

TN

Li
N+1(t) dt (i ∈ {k, k + 1}) (11.57)

and with Eqs. (11.41) and (11.42), we obtain

TN+1∫

TN

pα
N+1(t) − p̂(t) dt = Dk+1

N+1 − αDk
N+1 , (11.58)

which vanishes for α = Dk+1
N+1

Dk
N+1

. Together with Eq. (11.56), we get
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Fig. 11.15 Convergence of the local error of method 3 on position and velocity level

10−4 10−3 10−2
10−1410−1310−1210−1110−1010 −910−810−710−610−510−410−310−210−1

Communication−Step Size H

G
lo

ba
l E

rr
or

ε g
lo
,p
os

 Explicit Co−Simulation: Method 3 

O H1

O H2

O H3

O H4

O H5

k = 0
k = 1
k = 2
k = 3

10−4 10−3 10−2
10−1410−1310−1210−1110−1010−910−810−710−610−510−410−310−210−1

Communication−Step Size H

G
lo

ba
l E

rr
or

ε g
lo
,v
el

 Explicit Co−Simulation: Method 3 

O H1

O H2

O H3

O H4

O H5

k = 0
k = 1
k = 2
k = 3

Fig. 11.16 Convergence of the global error of method 3 on position and velocity level

1

H

∥∥yα
N+1 − y(TN+1)

∥∥ = O(
Hk+2) . (11.59)

Figure11.15 shows the convergence of the local error on position and velocity level
for method 3. The convergence plots confirm that the local error converges with order
k + 3 on position and on velocity level. As expected, the global error converges with
order k + 2, which can be seen in Fig. 11.16. To derive an error estimator, it seems
straightforward to use method 1 as reference. Then, the error is estimated by
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Fig. 11.17 Comparison of the estimated local error to the real local error of method 3 carried out
with quadratic approximation polynomials (k = 2) and predicted values upreN+1 calculated with 4
sampling points; reference solution is carried out with method 1
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Fig. 11.18 Comparison of the estimated local error to the real local error of method 3 carried out
with quadratic approximation polynomials (k = 2) and predicted values upreN+1 calculated with 5
sampling points; reference solution is carried out with method 1

ε̂α
N+1 := 1

α

(

1 − Ck+1
N+1

Ck
N+1

)
∥∥qα

N+1 − qext
N+1

∥∥ , (11.60)

where qα
N+1 is the numerical solution of the position variables of the simulations

carried out with the polynomials pα
N+1(t). Unfortunately, the local error is too badly

estimated, if the predicted values upre
N+1 (see Sect. 11.4.2) are computed with only

k + 2 sampling points. A similar problem was already mentioned in Remark11.2
(Sect. 11.7.2). Figure11.17 shows the local error and the estimated local error. The
simulations have been carried outwith quadratic approximation polynomials (k = 2).
The predicted coupling values are extrapolated with four supporting points.

To improve the error estimator, method 3 is modified by increasing the extrapola-
tion order for calculating the predicted coupling values. As can be seen in Fig. 11.18,
the error estimator is improved, if the predicted values are extrapolated by five sam-
pling point.
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Chapter 12
Stability and Error Analysis
of Applied-Force Co-simulation
Methods Using Mixed One-Step
Integration Schemes

Bryan Olivier, Olivier Verlinden and Georges Kouroussis

Abstract Co-simulation schemes are designed to couple subsystems during the inte-
gration process. Therefore, any complex or multi-physics system can be split into
subsystems in its mathematical representation, and re-coupled using a co-simulation
scheme. Dealing separately with each subsystem, its own characteristics and specifi-
cally its own solver is the purpose of this decoupling/re-coupling mechanism. Before
making a choice between all the existing solver-coupling schemes for a complex
mechanical system, it is interesting to know which one is the most efficient. There-
fore, this paper studies the performance of the Jacobi and Gauß–Seidel methods
using one-step integration schemes applied on a double harmonic oscillator. How-
ever, since most of the mechanical joints generate elastic forces, the study concerns
applied-force schemes only.

12.1 Introduction

To couple two (or more) dynamic models, it is often better to consider each model
in the appropriate approach, to avoid a single and rigorous analysis and to prefer
a decoupled approach. For example, in order to predict ground vibrations induced
by railway vehicles, it is common to develop decoupled vehicle/track/soil models
[1–3]. The model proposed by Kouroussis et al. [4] is a sequential two-step model
that uses a multibody modeling approach for the vehicle/track subsystem (including
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Fig. 12.1 Double Harmonic
Oscillator with masses mi ,
stiffnesses ki and damping
coefficient dc

Subsystem 1 Subsystem 2

Coupling

k1
m1

kc

dc

m2

k2

also a reduced model of the soil) for the first step and, for the second step, a finite
element model for the soil to simulate ground vibration propagation. This two-step
simulation process using different solvers could be transformed into a co-simulation
process. Therefore, it is important to determine where the global model (vehicle-
rails-sleepers-ballast-soil) must be split and which co-simulation scheme provides
the best results. Since each section where the system could be split generates elastic
constraints, only applied-forces co-simulation schemes will be considered.

This study presents an error analysis and also investigates the numerical stability
of two co-simulation schemes: the Jacobi and Gauß–Seidel schemes [5] applied
to a double harmonic oscillator with different stiffness ratios (Fig. 12.1). Research
in this field was already performed by Busch [5], however, this paper proposes an
alternative way to build the amplification matrices [6] of co-simulated mechanical
subsystems with their respective integration scheme. Furthermore, the impact of the
solver used for each subsystem and the coupling effect of two different solvers are
also investigated.

Figure 12.1 represents the system studied in this paper. Separated, the subsystems
i (composed of a mass mi and connected to the reference body with a spring of
stiffness ki where i = 1, 2) are supposed to be undamped in order to distinguish
the numerical damping caused by both numerical integration and coupling schemes.
The coupling joint (represented by kc and dc), however, presents damping to limit
instabilities. Since the link between subsystem 1 and subsystem 2 is flexible, both
systems are re-coupled by forces. The choice of applied-force coupling schemes has
two main interests:

– Any native elastic joint (even with damping) can be used to split an entire system.
– Rigid joints can be approximated by increasing the stiffness of the link (kc) in
the model (when kc → ∞, a situation close to the gluing is created but since the
value of the stiffness has to be defined, the method does not include algebraic
constraints).

Furthermore, different stiffness ratios are studied to illustrate the performance of
Jacobi and Gauß–Seidel co-simulation schemes in different situations representing
different physical phenomena.
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12.2 Amplification Matrix Construction

The amplification matrix that defines the modification of the state variables over
a time step has interesting properties that qualify the numerical schemes used to
integrate a given system. Before analyzing its properties, the following lines describe
how to construct that matrix. The method described here is comparable with the
method proposed by Busch [5].

Considered separately, each subsystem i consists of a harmonic oscillator with its

own eigenfrequency ω0i =
√

ki
mi
. Therefore, the equation of motion of this system is

ÿi + ω2
0i yi = 0 (12.1)

which is equivalent, for first integration schemes, to

[
1 0
0 1

]
ẋi +

[
0 −1

ω2
0i 0

]
xi = 0 if xi =

{
yi
ẏi

}
. (12.2)

Considering a one-step and first-order numerical integration formula Λ, the dis-
cretized system becomes

[
1 0
0 1

]
ẋt+h
i +

[
0 −1

ω2
0i 0

]
xt+h
i = 0 (12.3a)

Λ(xti , ẋ
t
i , x

t+h
i , ẋt+h

i ) = 0 (12.3b)

and can be re-written in the form

Pizt+h
i + Qizti = 0 (12.4)

where zt+h
i = {

xt+h
i ẋt+h

i

}T
and zti = {

xti ẋ
t
i

}T
.

It can be noticed that Eq.12.4 can be written for any mechanical system with
ncp configuration parameters and leads to 4ncp equations (for mechanical systems
described by a first order formulation). Furthermore, it yields the discretized state
space representation

zt+h
i = −P−1

i Qizti = A0
i z

t
i (12.5)

where A0
i is the amplification matrix of the uncoupled subsystem i .

12.2.1 Amplification Matrix of Co-simulation Schemes

As for classical integration schemes, the evolutionof the state variables (configuration
parameters and their first time derivative for mechanical systems) over a time step
can be expressed, for a given co-simulation scheme, as:
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zt+h = ACSzt (12.6)

representing the relationship between the state variables at time t and t + h due
to the integration scheme. The coupling amplification matrix ACS is a function of
the time step, both subsystems, the integration schemes used and, furthermore, the
coupling schemeused. For both subsystems, the discretized state space representation
becomes, to take the coupling into account,

Pizt+h
i + Qizti + Riui = 0 (12.7)

in which:

– Ri matrix has a size of 4ncp × ncv and defines how the subsystems are interacting
(with ncv , the number of coupling variables). This matrix could also be used in the
monolithic system (in opposition to the co-simulated system) in order to define
the interaction between both equations of the entire system.

– ui vector has a length of ncv × 1 and defines the coupling variables chosen, for
each subsystem, with respect to the state variables of the others. This vector defines
the coupling scheme used to perform the integration.

In general, for both subsystems, the inputs are developed in,

ui = Ut
iz

t
j �=i + Ut+h

i zt+h
j �=i (12.8)

where Ut
i and Ut+h

i defines the connexion scheme between both subsystems and,
among other things, the order in which both subsystems are integrated and how
the coupling variables are predicted for the second integration when the scheme is
sequential. In particular, in our system without any link damping (dc = 0 → ncv =
1), taking into account that zt1 = {

yt1 ẏ
t
1 ẏ

t
1 ÿ

t
1

}T
and zt2 = {

yt2 ẏ
t
2 ẏ

t
2 ÿ

t
2

}T
(ẏt1 and ẏt2

are taken twice into account due to the first order transformation of the second order
equations of motion), the following cases can happen:

– Ut
1 = [ 1 0 0 0 ], Ut+h

1 = [ 0 0 0 0 ], Ut
2 = [ 1 0 0 0 ] and Ut+h

2 = [ 0 0 0 0 ] corre-
spond to the Jacobi scheme (illustrated in Fig. 12.2b) in which each integration
does not influence each other over the same macro-time step.

– Ut
1 = [ 1 0 0 0 ], Ut+h

1 = [ 0 0 0 0 ], Ut
2 = [ 0 0 0 0 ] and Ut+h

2 = [ 1 0 0 0 ] corre-
spond to the Gauß–Seidel scheme (illustrated in Fig. 12.2a) where the first sub-
system is integrated without any interaction with subsystem 2 (such as in Jacobi
scheme) but the second subsystem is integrated using the output of the first inte-
gration. This scheme is completely sequential.

– Ut
1 = [ 0 0 0 0 ], Ut+h

1 = [ 1 0 0 0 ], Ut
2 = [ 1 0 0 0 ] and Ut+h

2 = [ 0 0 0 0 ] lead to
the same as the previous scheme but in which subsystem 2 is integrated before
subsystem 1.

– Ut
1 = [ 0 0 0 0 ], Ut+h

1 = [ 1 0 0 0 ], Ut
2 = [ 0 0 0 0 ] and Ut+h

2 = [ 1 0 0 0 ] corre-
spond to a scheme where each subsystem is integrated before the other one which
is practically impossible. Using Eqs. 12.7 and 12.8 with that schemes yields the
amplification matrix of the monolithic system. However, even if it is possible with
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(a) (b)

Fig. 12.2 Gauß–Seidel (2a) and Jacobi (2b) co-simulation schemes: step procedure with initial
conditions z0, subsystem i state variables zi and subsystem i inputs ui

that simple example, iteration becomes necessary when working with dedicated
software packages for each subsystem.

To obtain those matrices for the system with a link damping (dc �= 0 → ncv = 2),
a second line must be added with a 1 in the third column (or second due to the
transformation of second order mechanical equations in first order equations) to
select the speed as a second coupling variable.

For two subsystems, Eqs. 12.7 and 12.8 become

zt+h
1 + P−1

1 Q1zt1 + P−1
1 R1

(
Ut

1z
t
2 + Ut+h

1 zt+h
2

) = 0 (12.9a)

zt+h
2 + P−1

2 Q2zt2 + P−1
2 R2

(
Ut

2z
t
1 + Ut+h

2 zt+h
1

) = 0 (12.9b)

in which P−1
2 Q2 and P−1

2 Q2 are, using Eq.12.5, the opposite of the amplification
matrices −A0

1 and −A0
2 of each uncoupled subsystem. This system yields the matrix

form

[
I P−1

1 R1Ut+h
1

P−1
2 R2Ut+h

2 I

] {
zt+h
1
zt+h
2

}
+

[ −A0
1 P−1

1 R1Ut
1

P−1
2 R2Ut

2 −A0
2

]{
zt1
zt2

}
= 0 (12.10)

that could be shortened in the generic form

PCSzt+h + QCSzt = 0 (12.11)

if zt,t+h =
{
zt,t+h
1 zt,t+h

2

}T
. Finally, such as for classical monolithic systems, the

amplification matrix of co-simulation methods is expressed by

ACS = − (
PCS

)−1
QCS (12.12)
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wherePCS andQCS are defined by Eqs. 12.10 and 12.11where I is the identitymatrix
with a size tuned to the number of variables zi of subsystem i scheme.

A few remarks can be made on Eq.12.10:

– The coupling between both subsystems clearly appears through the non-diagonal
terms. Indeed, if both Ri are matrices filled with zeros, both systems appear to
be fully decoupled and the amplification matrix contains only both uncoupled
amplification matrices A0

1 and A0
2.

– When Ut+h
i is filled with zeros, the corresponding subsystem is not explicitly

dependent upon the second subsystem integrated states variables.
– When bothUt

i are filled with zeros, the amplification matrix obtained corresponds
to the monolithic system matrix. As specified earlier, this scheme is practically
unreachable with a co-simulation scheme without infinite iterations.

12.2.2 Amplification Matrix of Iterated Schemes

When the accuracy of the solution is more important than the computation time, the
co-simulation scheme can be iterated in order to improve accuracy and numerical
stability. Indeed, in Eq.12.7, the closer ui and zt+h

j �= j , the closer the co-simulation
and the monolithic schemes should be. Hence, for a given coupling scheme, a first
integration of both subsystems could be performed to have a better estimation of ui
values in a second full integration.

Taking into account iterations in the co-simulation scheme, the state space repre-
sentation of a subsystem scheme, Eq.12.7 becomes, for the kth iteration of a given
scheme:

Piz
t+h,k
i + Qizti + Riuk

i = 0 (12.13)

where zt+h,k
i is the kth iteration of the state variables and uk

i is the kth iteration of the
inputs of subsystem i . These inputs are obtained by modifying adequately Eq.12.8:

uk
i = Us,k

i zt+h,k
j �=i + Us−1,k

i zt+h,k−1
j �=i (12.14)

where, such as for non-iterated systems, the matrices Us,k
i and Us−1,k

i define the pro-
cedure followed to integrate both subsystems during the iteration process. Indeed, if
k represents the number of iterations,Us,k

i defines whether the integration of subsys-
tem i is takes into account an estimation of the state variables zt+h,k

j �=i resulting from

an integration of the other subsystem during the same kth iteration. However, Us,k
i

defines whether the integration of subsystem i takes into account the estimation of
the state variables zt+h,k−1

j �=i resulting from the previous iteration k − 1th. It must be
remarked that an extrapolation of the state variables obtained in N previous itera-
tions could lead to a faster convergence to the monolithic scheme. In this study, the
iteration matrices are defined as follows (for the undamped coupling scheme):

– Us,k
1 = [ 0 0 0 0 ], Us,k−1

1 = [ 1 0 0 0 ], Us,k
2 = [ 0 0 0 0 ] and Us,k−1

2 = [ 1 0 0 0 ]
which leads to a iterated-Jacobi scheme or
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– Us,k
1 = [ 0 0 0 0 ], Us,k−1

1 = [ 1 0 0 0 ], Us,k
2 = [ 1 0 0 0 ] and Us,k−1

2 = [ 0 0 0 0 ]
which leads to a iterated-Gauß-Seidel scheme;

– these matrices could vary between two successive iterations.

Considering Eqs. 12.13 and 12.14, for two subsystems solved by an iterated co-
simulation scheme, it can be written

P1z
t+h,k
1 + Q1zt1 + R1

(
Us,k

1 zt+h,k
2 + Us−1,k

1 zt+h,k−1
2

)
= 0 (12.15a)

P2z
t+h,k
2 + Q2zt2 + R2

(
Us,k

2 zt+h,k
1 + Us−1,k

2 zt+h,k−1
1

)
= 0 (12.15b)

which can be expressed in the following matrix form

[
P1 R1U

s,k
1

R2U
s,k
2 P2

] {
zt+h,k
1

zt+h,k
2

}
+

[
Q1 0
0 Q2

]{
zt1
zt2

}
+

[
0 R1U

s,k−1
1

R2U
s,k−1
2 0

] {
zt+h,k−1
1

zt+h,k−1
2

}
= 0

(12.16)
or in a shorter form

Pi tzt+h,k + Qi tzt + RUi tzt+h,k−1 = 0 (12.17)

Since every estimation is based only on the initial conditions of the step zt , the
state variables estimation for the kth iteration are be expressed as:

zt+h,k = ACS,kzt (12.18)

which yields, with Eq.12.17,

ACS,k = − (
Pi t

)−1 (
Qi t + RUi tACS,k−1

)
(12.19)

with ACS,0 computed using Eq.12.12.

12.3 Results

The definition of the amplification matrix of co-simulation schemes provides crucial
information about the efficiency of the scheme. Indeed, the spectral radius ρ(A) [7],
an indicator of the stability of the scheme, can be deduced from the amplification
matrix A. The stability criterion of a numerical scheme is

ρ(A) = max (|λ(A)|) < 1 (12.20)

with λ the function computing the eigenvalues of a matrix. However, a stable scheme
does notmean that the scheme is accurate. Indeed,more than the stability, the spectral
radius ρ provides a global idea on the transformation that the scheme applied on the
real results:
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– if ρ = 1, the numerical scheme is strictly stable which means that there is at least
one mode that conserves its energy;

– if ρ < 1, the numerical scheme dissipates energy. That characteristic is a synonym
of stability;

– if ρ > 1 the numerical scheme introduces energy into the integrated system. This
causes instability and the higher the spectral radius, the faster the integrated system
will diverge from the analytical solution.

In Fig. 12.3, the spectral radii of 5 different schemes are studied, for Gauß-Seidel
and Jacobi coupling schemes applied with forward and backward Euler methods.
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Fig. 12.3 Spectral radii of Gauß-Seidel with the order subsystem 1 before subsystem 2 (GS12)
and Jacobi (J) schemes with forward Euler (ee) and backward Euler (ei) integration schemes. (3a)
and (3b) are computed for kc

k1
= 1, (3c) and (3d) are computed for kc

k1
= 10 while k2

k1
= 1, m2

m1
= 1

and dc = 0
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The latter were chosen for their lack of efficiency in order to illustrate clearly the
characteristics of the schemes. In each graph, the reference is assumed to be the
monolithic corresponding scheme. A few remarks can be deduced:

– For forward Euler, Figs. 12.3a, c show that the Jacobi scheme is slightly more
unstable than the Gauß-Seidel one. Indeed, since Gauß-Seidel is sequential, the
second integration input parameters are already a better estimation than in the
Jacobi scheme. However, the monolithic scheme provides better results than both
coupling schemes.

– For backward Euler, Figs. 12.3b, d show that the Jacobi scheme is slightly more
damped than the Gauß-Seidel one which is also more damped than the monolithic
scheme. The reason is identical as above.

– Between Figs12.3a–d, the coupling stiffness ratio kc
k1
was multiplied by 10. It can

be noticed that the stiffer the coupling, the less accurate the results are.
– In each graph, a 1-iteration version of both schemes is studied using Eq.12.19.
Generally, the results are better than each non-iterated corresponding scheme. It
can also be proven that, for explicit Euler schemes, it converges to the corre-
sponding monolithic scheme in a single iteration for both Jacobi and Gauß-Seidel
coupling methods.

More than the spectral radius, the frequency error and the damping ratios can be
computed using the amplification matrix of a scheme. Those parameters are defined
using the continuous equivalent λc

i of the discretized form of the eigenvalues λi of
the amplification matrix A given in Eq.12.21:

λc
i = ln λi

h
= σi ± jωi (12.21)

with h the timestep. From this definition, the damping ratio ξωi and the frequency
error εωi of mode i can be computed using Eqs. 12.22a and 12.22b:

ξωi = −σi√
σ2
i + ω2

i

(12.22a)

εωi =
√

σ2
i + ω2

i − ω0i

ω0i
(12.22b)

withω0i the analytical eigenfrequency of mode i . Figure 12.4 illustrates these param-
eters for mixed forward/backward Euler schemes taking into account that backward
Euler is always applied on the second subsystem. Since Gauß-Seidel seemed to pro-
vide the best performance, the situations in which both subsystems are integrated
using forward and backward Euler methods, with Gauß-Seidel coupling, are taken
as references to compare the mixed schemes with. It can be observed that:
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Fig. 12.4 Relative frequency error (εωi ) and damping ratio (ξωi ) of Gauß-Seidel with the order
subsystem 1 before subsystem 2 (GS12) and Jacobi (J) schemes with mixed forward Euler (ee) and
backward Euler (ei) integration schemes. (4a) and (4c) concern the first eigenfrequency ω1 and (4b)
and (4d) concern the second eigenfrequency ω2 with ω1 < ω2 while

kc
k1

= 10, k2
k1

= 1, m2
m1

= 1 and
dc = 0.2

– for small time steps, the frequency error of the second eigenfrequency is smaller in
mixed schemes than in fully explicit/implicit schemes. However, the fully explicit
scheme seems to provide a smaller frequency error for the first eigenfrequency;

– both mixed schemes provide a damping closer to 0 for the second eigenfrequency.
However, for the first eigenfrequency, the fully explicit scheme provides, once
again, a smaller damping;

– both frequency errors converge to 0 with the time step;
– both damping coefficients converge to the physical damping coefficient which
means that the numerical damping converges to 0.
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Fig. 12.5 Gauß-Seidel (a, b) and Jacobi (c, d) schemes applied with different integration schemes
with m2

m1
= 1, k2

k1
= 1 and kc

k1
= 10. a and c represents forward Euler (ee) for both subsystems and

b and d represents forward Euler (ee) for subsystem 1 and backward Euler (ei) for subsystem 2.
The stability and instability regions are separated by a line at which the spectral radius is 1

Figure 12.5 shows the impact of the link damping dc on the stability of mixed
Jacobi and Gauß-Seidel schemes through their spectral radii. It turns out that:

– both mixed schemes provide spectral radii closer to 1 than the corresponding fully
explicit scheme;

– once again, the Gauß-Seidel scheme appears to be better than the Jacobi scheme;
– both mixed scheme offer a larger stability region that grows with the link damping
dc. However, the price for this larger stability region is a larger damping of the
solution for a same time step.
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12.4 Conclusions

Such as for classic monolithic mathematical representation of mechanical system,
the amplification matrix of co-simulated schemes can be written and interesting
properties (such as the spectral radius, the frequency error and the damping ratio)
can be deduced:

– each coupling scheme used exhibits a zero-stable behavior;
– co-simulation schemes are less accurate than the correspondingmonolithicmethod;
– the Jacobi scheme usually provides a reduced accuracy in comparison with the
Gauß-Seidel scheme. This phenomenon is explained by their respective parallel
and sequential behavior [5];

– the results provided by iterated schemes are usually better than the corresponding
non-iterated schemes. Once again, the sequential Gauß-Seidel scheme appears to
give the best results;

– mixed integration schemes produce larger stability regions for the time step choice.
However, in return, the damping induced by those methods is larger for a same
time step.
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Chapter 13
A Strategy to Conduct Numerical
Simulation of Wind Turbine Considering
the Soil-Structure-Interaction by Using a
Coupled FEM-SBFEM Approach in
Time Domain

Marco Schauer, Francesca Taddei and Sissy Morawietz

Abstract In order to simulate wind turbines under different load scenarios, the
computational model should take into account the aerodynamics of the rotor, the
flexibility of tower, foundation and soil, transient operational phases and, first and
foremost, the interaction of all these aspects.Whenever vibrations are emitted to soil,
they induce waves traveling through the ground. Here, the main focus lies on the
Soil-Structure-Interaction (SSI) effects on the dynamic behavior of operating wind
turbines. The wind turbine with its foundation and the surrounding soil is modeled by
a coupledFiniteElementMethod/ScaledBoundaryFiniteElementMethod approach.

13.1 Introduction

The simulation of the Soil-Structure-Interaction (SSI) for operating wind turbines
involves two different mechanical problems: on the one hand, the vibrations due to
aerodynamic loads excite the structure of the wind turbine and its foundation and,
on the other hand, the vibrations are transferred into the surrounding infinite half-
space, which is governed by the Lamé’s equations. For such complex problems no
analytical or semi-analytical solution is available, so that numerical models are used.
The wind turbine can be discretized by using standard methods such as the finite
element method. In contrast, the infinite half-space cannot be represented by means
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Fig. 13.1 Problem
definition [13]

of discrete models, as they are neither able to discretize the infinite domains nor to
satisfy the radiation condition to infinity.

To model SSI a sub-structuring method is used and the problem is subdivided into
two sub-structures (cf. Fig. 13.1). The structure and its foundation as well as parts of
the soil (the near field) are modeled by Finite Element Method (FEM). The infinite
half-space (the far field) is discretized by Scaled Boundary Finite Element Method
(SBFEM). Both methods are coupled at the common Interface Γ [16].

13.1.1 FEM-SBFEM Coupling

The FEM-SBFEM coupling is described briefly, more information about the theo-
retical background and its efficient implementation can be found here [12, 14]. The
displacement-based FEM in time domain can be derived by the energy theorem

−δW = −
∫

Ω

δεTσdΩ −
∫

Ω

δuT

(
κ
du
dt

+ ρ
d2u
dt2

)
dΩ (13.1)

+
∫

Ω

δuT f dΩ +
∫

Γ

δuT tdΓ = 0 (13.2)

here the vectors u, du
dt = u̇ and d2u

dt2 = ü represent displacement, velocity and accel-
eration, respectively. κ and ρ denote damping ratio and density. Applied tractions and
forces are given by t and f . After inserting the strain displacement relation ε = Du
and the stress strain relation σ = Eε in Eq. (13.1) and introducing shape functions
the given energy theorem can be rewritten in the matrix-vector form:

[
MΩΩ MΩΓ

MΓ Ω MΓ Γ

]
ü +

[
CΩΩ CΩΓ

CΓ Ω CΓ Γ

]
u̇ +

[
KΩΩ KΩΓ

KΓ Ω KΓ Γ

]
u =

[
pΩΩ

pΓ Γ

]
(13.3)

where M, C and K denotes mass, damping and stiffness matrix, respectively. pΩΩ

and pΓ Γ are forces, which are applied either to the structure and its foundation or
to the soil, like aerodynamic and earthquake loads. To create the damping matrix,
a Rayleigh damping is considered, so that the damping matrix is a combination of
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weighted mass matrix and stiffness matrix

C = cMM + cK K . (13.4)

The influence of the infinite half-space is described by SBFEM. The interacting
forces at the interface Γ are given by the vector

pb(tn) = γΔtM∞
0 ün +

n−1∑
j=1

M∞
n− j

(
u̇ j − u̇ j−1

)
, (13.5)

here γ is a parameter introduced by the time integration scheme. The unit acceleration
impulse matrices M∞ are assumed to be constant within one time step Δt they are
computed in a pre-process.

The vector of Eq. (13.5) can be added to the right hand side of Eq. (13.3) in order
to get a direct and bidirectional coupled FEM-SBFEM formulation

[
MΩΩ MΩΓ

MΓ Ω MΓ Γ

]
ü +

[
CΩΩ CΩΓ

CΓ Ω CΓ Γ

]
u̇ +

[
KΩΩ KΩΓ

KΓ Ω KΓ Γ

]
u =

[
pΩΩ

pΓ Γ

]
−

[
0
pb

]
.

(13.6)
The computation in time domain is conducted by executing the generalized-α time
stepping algorithm [4].

13.2 Implementation

To analyze the behavior of wind turbines different third-party software packages
as well as different in-house computer codes are combined. The general work flow
is shown in in Fig. 13.2. Finite element meshes and scaled boundary finite element
meshes are generated byusing the geometry andmeshgeneration toolkitCUBIT [11].
Here the geometry is created as well as the final meshes. This information is written
into xml-style input files for later usage. To conduct the analysis of the full model of
wind turbine its foundation and surrounding soil preliminary steps are required. At
first the eigenvalue problem is solved usingGNUOctave [6] to compute the eigenval-
ues and eigenvectors of the wind turbine and its foundation. From the eigenvalues of
the system thedamping coefficients for the coupledproblemare derived. Secondly the
response of the infinite half-space is computed, the M∞ matrices are stored in com-
pressed binary format. Aerodynamic loads are generated by using FAST [10] from
National Renewable Energy Laboratory and written into ASCII files. The process,
which solved the coupled FEM-SBFEM computation, has accesses to all previously
generated files. The FE-model is build up and the information of the SBFE-model is
used to determine the coupling nodes in order to apply the influence of the infinite
half-space to the boundary of the FE-mesh. The aerodynamic loads acting on the
rotor and nacelle are applied to the tower top. Additional earthquake loads can be
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Fig. 13.2 Flow diagram of virtual wind turbine analysis. Boxes filled in gray are commercial or
open source software packages

applied if desired. The computation is conducted in time domain, results are writ-
ten into result files. ParaView [9] is utilized for visualization of the results of the
three dimensional model. Time displacement records of chosen nodes can option-
ally transferred into frequency domain by applying FFT for model assessment and
evaluation.

The in-house codes have been implemented carefully to meet the needed require-
ments. Solving convolution integral is memory and time consuming. In order to
handle the high memory consumption and the computational effort to simulate wind
turbine and the surrounding soil three dimensionally model reduction techniques
and parallel computing techniques are used [12]. Different third party libraries are
used to achieve reasonable performance. The program which computes the infinite
half-spaces response has to handle dense and sparse matrices as well, that is why
ScaLAPACK [3] builds the main core of it. Since the finite element matrices are
sparse PETSc [1] builds the main core of the FEM-SBFEM part. The work flow of
the FEM-SBFEM coupling looks like

parse input file of FEM and SBFEM
build finite element equation system (Eq. (13.3))
initialize interface Γ

assemble system matrices
while t<T, t=t+Δt

evaluate far field response (Eq. (13.5))
solve equation of motion (Eq. (13.6))
store interface velocity
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in a pseudo program commands. At first all input files are parsed to set up the virtual
model. This includes in case of the FEM: nodes, elements, material parameters,
damping coefficients, boundary conditions, nodal load and nodal accelerations as
well as initial conditions. With this information the description of the FEM part is
complete. In case of the SBFEMnodes and elements are processed and M∞ matrices
are read. Afterwards, the interface is initialized and coupling nodes are defined. Then,
the systemmatricesM, K , and D are assembled. Thesematrices stay constant during
the simulation, since linear elastic material behavior and only small displacements
of the structure are assumed. The simulation is conducted with a time step length
Δt until the total time T is reached. Within this time loop, three major steps are
processed. At first the response of the infinite half space is computed. The resulting
forces are added to the force vector. After solving the equation of motion, by using a
generalized-α time stepping scheme (cf. [4]) the velocities at the interface are stored
to uses them to evaluate the future time steps.

13.3 Wind Turbine

The design of the numerically investigated wind turbine is given by a reference wind
turbine, which has been analyzed by the National Renewable Energy Laboratory
(NREL) [8]. This model is chosen for the purpose of validation of the numerical
model, since stiffness proprieties and mass distribution as well as eigen frequencies
of the tower, load conditions etc. are known. The wind turbine is a 5-MW plant, with
an upwind rotor of 126m in diameter. The hub height is 90m. Rotor and Nacelle
have a wight of 110 000kg, 240 000kg respectively. Both are mounted on a 87.6m-
height steel tower, which has a diameter of 3.87m on top and 6m at the bottom.
The towers wall thickness changes linearly with increasing height from 0.0351 to
0.0247m.The tower has amass of 347 460kg, so that entirewind turbine has amass of
697 460kg, which is founded on a cylindrical foundation. The most important model
parameters are summarized in Table13.1. Rotor and nacelle are considered as a point
mass on top of the tower. The cylindrical foundation is made of reinforced concrete
with 12% of steel. To model this, it is assumed that the steel is equally distributed
within the volume of concrete, so that material properties of reinforcing steel and
material properties of the concrete are considered to be smeared. The foundation has
a diameter of 16m, is 2m thick and it is embedded into the surrounding soil.

13.3.1 Finite Element Model

In order to create a virtual model of the wind tower finite elements are utilized. The
numerical model of the tower is developed step by step, to assure correctness of the
virtual model. Therefore the finite element model is build up in two steps, starting
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Table 13.1 Model parameter
of chosen wind tower related
to NREL 5-MW [8]

NREL 5-MW

Rating 5MW

Rotor orientation Upwind

Rotor diameter 126m

Hub diameter 4m

Hub height 90m

Tower height 87.6m

Tower diameter on
top/bottom

3.87/6m

Wall thickness on top/bottom 0.0247/0.0351m

Rotor mass 110 000kg

Nacelle mass 240 000kg

Tower mass 347 460kg

with the tower. In the second step the foundations and the surrounding soil and the
infinite half-space is added. Each model is analyzed by itself to assure accuracy.

13.3.1.1 Tower Modeled as Cantilever

The tower is discretized as a cantilever by using Euler-Bernoulli beam elements, with
bending and axial flexibility as well as torsion, so that each nodes provides six degree
of freedom (DOF). Masses of rotor and nacelle are introduced by simple lumped-
mass elements, which add the additional mass directly to the main diagonal of the
mass matrix at corresponding nodes. The tower is discretized by 40 beam elements
and therefore 246 DOF. Here the mass is added to the top node of the tower. All six
DOF of the bottom node are fixed to satisfy bearing of the cantilever. The side-side
and fore-aft direction are analyzed separately without considering coupling effects.

Additionally a more complex model, where coupling effects of side-side and
fore-aft direction is considered, is build by using 3312 continuum elements with
6768 nodes, that leads to 20304 DOF. The mass of rotor and nacelle is taken into
account by 144 mass elements, which are distributed at the towers very top. In both
cases the tower is made of steel using the following material parameters: Young’s
modulus E = 2.1 · 1011 N/m2, Poisson’s ratio ν = 0.3 and density ρ = 8500kg/m3.
The density of steel is increased by 7.65% to take the technical equipment within
the tower into account [8].

To assure that the implemented virtual model describes the behavior of the real
wind turbine correctly, mass and stiffness properties must be distributed correctly
inside the numerical model. Therefore the natural frequencies of the created model
are compared with the natural frequencies of a reference model [8]. Table 13.2
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Table 13.2 Natural frequencies f [Hz] of the towers model, fixed at its base

Mode

Euler-bernoulli 1, 2 3, 4 5 6, 7

Angular frequency ω [rad s−1] 2.1123 19.3073 49.8095 57.6957

Frequency f [Hz] 0.3362 3.0729 7.9274 9.1823

Reference solution [8]

FAST f [Hz] 0.3240 2.9361

ADAMS f [Hz] 0.3164 2.9108

3-D continuum 1, 2 5, 6 10 13, 14

Angular frequency ω [rad s−1] 2.1163 18.8214 49.7607 53.1648

Frequency f [Hz] 0.3368 2.9955 7.9197 8.4614

summarizes the natural frequencies of the virtual wind turbine discretized by Euler-
Bernoulli beam elements and three dimensional continuum elements.

The towers first three bending modes are represented by mode (1, 2) (3, 4) and
(6, 7), since the system is symmetric they all appear twice one in x- and one in
y-direction. Mode 5 is a stretch mode. The more complex continuum model lead to
very similar natural frequencies, whereby the number of the modes differ.

13.3.1.2 Tower with Foundation and Soil

Foundation and soil aremodeled by three dimensional continuumelements. Thefinite
element mesh is fine in the center and becomes more coarse to the outside. So that the
complete model consists of 14052 finite elements with 18140 nodes and 54420 DOF.
The cylindrical reinforced concrete foundation has the material parameters: Young’s
modulus E = 4.896 · 1010 N/m2, Poison’s ratioν = 0.2 anddensityρ = 3054kg/m3.
Material parameters of concrete and steel are smeared, as discussed before. The
surrounding soil is modeled as a homogeneous isotropic half-sphere with a radius
of 102m. It consists of close sand with the material parameters: Young’s modulus
E = 1.5 · 108 N/m2, Poison’s ratio ν = 0.25 and density ρ = 2200kg/m3. The wind
turbine’s tower is mounted to the foundation directly. Here no fixed-base boundary
conditions are applied.

Solving the eigenvalue problem leads to the bending modes of the tower, but also
includes eigenmodes of the foundation and the soil (cf. Table13.3) as well as their
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Table 13.3 Natural frequencies f [Hz] of the towers model including foundation and surrounding
soil

combinations. The first and second bending mode of the tower are shifted slightly,
due to the influence of the soil flexibility.

13.3.2 Scaled Boundary Finite Element Model

The infinite half-space is discretized by scaled boundary finite elements. The nodes
and elements are located at the common interface for the finite element model and
the scaled boundary finite element model. Since only the surface is discretized 132
elements with 145 nodes, with 3 DOF each, are needed. The scaling center is located
in the domains center directly beyond the towers bottom with the global coordinates
SC = {0, 0, 0}.

13.3.3 Load

The estimation of the loading functions pΩΩ and pΓ Γ is a crucial aspect of the
analysis strategy, as the frequency content and the length of the excitation signals
influence the performance of the method. Moreover, if a seismic base excitation need
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Fig. 13.3 Aerodynamic loads

to be accounted for, it is necessary to perform a pre-step for the estimation of the free
field loads at the interaction nodes. The estimation of the aerodynamic and seismic
loading functions is carried out according to [15]. It is assumed that the aerodynamic
loads are not noticeably influenced by the SSI and can be computed for a fixed base
tower.

The aerodynamic loads are computed by utilizing FAST [7], they can be applied
to the beam model directly. For the computation of the turbulent aerodynamic loads,
a reference speed of 12 m/s was used. The turbulent wind field model used corre-
sponds to the spectral and exponential coherence model of Kaimal, which also meets
the requirements of the standards [5]. It is assumed the aerodynamic loads are not
noticeably influenced by the SSI and can be computed for a fixed base tower. The
loads Fx and Fy act in fore-aft direction and side-side direction, respectively. Fz acts
in axial direction. The moments Mx , My , and Mz are roll, pitch and yaw moments,
respectively. In case of the continuum model the loads have to be distributed to the
top nodes of the system, which comprises a higher effort in modeling especially for
the aerodynamic moments (Fig. 13.3).

A seismic event accelerates the structure and lead to additional excitations.
Here a strong earthquake event has been chosen to conduct the numerical analy-
sis. Figure13.4 shows the acceleration-time-plot of the Kobe, Japan earthquake in
1995. It has a moment magnitude scale of Mw = 7.2.

Since accelerations can not be applied directly to the equation of motion (cf.
Eq. (13.6)), accept of initial condition, equivalent earthquake loads are needed. They
can be computed with
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Fig. 13.5 Response of the undamped system

peq(t) = M1a(t) , (13.7)

where peq(t) denotes the time-dependent earthquake load. M is the mass matrix, as
defined before. 1 is a vector that contains ’1’ at the degrees of freedom the earthquake
load is addressed to. a(t) contains the scalar information of acceleration.

13.3.4 Damping

In order to simulate a realistic behavior of the wind turbine damping is introduced.
Since the damping parameters of the real structure are unknown and difficult to
determine the load is applied to the undamped system to figure out which eigenmodes
are addressed, see Fig. 13.5.

The presented model considers Rayleigh damping so that the coefficients cM
and cK are needed to build the damping matrix (cf. Eq. (13.4)). The damping ratio
is assumed to be ≈2% in case of the steel tower and the geometrical damping of
the soil leads to a ≈5% damping ratio at higher frequencies, in particular at those
higher than the towers second eigenfrequency. It is possible to compute cM and cK
by evaluating the damping coefficient
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δi = cM
4π fi

+ cKπ fi . (13.8)

The terms cM
4π fi

and cKπ fi prescribe mass proportional damping and stiffness pro-
portional damping, respectively. An eigenvalue analysis yields to the eigenfrequen-
cies fi each eigenfrequency corresponds to one damping coefficient δi . Choosing
two eigenfrequencies and two corresponding damping coefficients cM and cK are
defined, as well as all other damping coefficients for all other eigenfrequencies. Here
f7 = 0.3362 Hz, δ7 = 2% and f26 = 3.4659 Hz, δ26 = 5% are chosen, they repre-
sent the first towers bending mode and an arbitrary eigenmode of the soil, which
is bigger than the towers second mode (cf. Table13.3), respectively. This yield to
Rayleigh damping coefficients cM = 0.06183 and cK = 0.00507 so that damping
matrix D can be assembled.

13.4 Case Study

The case study is conducted for both models with a time step length ofΔt = 0.01 [s]
for a total period of T = 360 [s]. As mentioned the time stepping is done by utilizing
the generalized-α scheme with a parameter ρ∞ = 0.8. The aerodynamic loads (cf.
Fig. 13.3) are applied as described at the towers top.

13.4.1 Tower Under Aerodynamic Load

Figure13.6 depicts the results of the towers top and the base displacement of the two
numerical models. For each case, the displacements in the x-, y- and z-direction were
shown. When looking at the results, it becomes clear that the calculation, taking into
account soil and foundations, leads to different results, then the simple cantilever. At
the tower top there are different amplitudes observed and additionally phase shifts
is present, due to the change of eigenfrequencies (cf. Table13.2). In case of the full
model considering tower, foundation and half space displacements of the towers base
can be observed. Since this base displacements are very small, compared to the top,
the results of the top displacements of the two models are very similar. In case of a
smaller foundations or softer surrounding soil the base displacements will increase
and so the top displacement.

13.4.2 Tower Under Aerodynamic and Seismic Load

The setup is the same as before, but at t = 120[s] seismic load is applied to the
structure. This results as expected into an increase of the towers top displacement.
After the seismic event is subsided, the towers motion is comparable to the previous
simulation without seismic event (Fig. 13.7).
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Fig. 13.6 Top and base displacement of the two models under aerodynamic load. Solid line repre-
sents the tower with foundation and infinite half-space and the dashed line represents the tower as
a cantilever
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Fig. 13.7 Top and base displacement of the tower with foundation and infinite half-space under
aerodynamic and seismic load
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13.5 Conclusion and Outlook

In this article we presented a strategy to simulate operating wind turbine, considering
the soil-structure-interaction, with the aid of a coupled FEM-SBFEM approach in
time domain. The proposed method is able to represent the salient aspects of the SSI
interaction and allows arbitrary transient loading conditions, such as aerodynamic
loads, seismic loads and the combinations of them.

In future works, nonlinear effects shall be taken into account, thanks to the suit-
ability of this strategy for transient time-domain analysis. The nonlinearities can be
accounted for in the structure, in the near filed and at the soil-structure interface. Con-
cerning the soil (near filed) nonlinearity, most of the models used in practice consider
a simple one-dimensional behavior. The proposed method is able to investigate the
3D nonlinear response of the near field, as the nonlinearity can be assigned to any
element of the model. However, a linear behavior of the far-field soil is assumed.

Moreover, the seismic input can be expressed as a 3D seismic wave field and
transformed into boundary tractions, which are then applied at the interface between
the near and far fields [2]. This would improved the description of the scattered
incoming seismic wave field and lead to more realistic simulations.

Finally, more sophisticated tower models, with openings or non-axial-sym- met-
rical shapes, can be straightforwardly investigated.
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Chapter 14
Constraint Coupling for Flexible
Multibody Systems: Stabilization
by Modified Spatial Discretization

Fabio Schneider and Michael Burger

Abstract We consider a differential-algebraic co-simulation approach to couple
flexible structures to a rigid multibody system. That is, the coupling is realized
using an algebraic constraint equation. The spatial discretization of flexible structures
introduces an algebraic loop in the data exchange of subsystems. We investigate how
this influences the stability and howmodifying the discretization can help to stabilize
the co-simulation.

14.1 Introduction

In mechanical or mechatronical system modeling, many different subsystems and
their interaction have to be considered. Consequently, hybridmodels which combine,
e.g., electrical circuits, fluid dynamics, flexible components and rigid multibody
models (see e.g. [2, 3, 15]) have to be coupled and simulated.

In general, the mathematical models of these systems strongly differ, for instance
in the formulation, the complexity or the time constants. Thus, simulation of the
complete system is a challenging task. However, co-simulation allows to solve all
subsystems with specially suited methods, while the interaction is handled via data
exchange at discrete communication points in time, the so-called macro time points
(cf. [4–7]).

Recently,we developed a force-displacement co-simulation strategy for kinematic
coupling of mechanical systems and in particular flexible multibody systems [12],
[13]. It is based on constraint coupling, i.e. algebraic constraints describe the kine-
matic coupling. The stability analysis shows, that subsystem masses are decisive for
stable co-simulation. Now, we consider how modified spatial discretization can be
used to influence and to improve the stability of our co-simulation approach.
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In particular, the paper at hand is organized as follows. First, we briefly present
our differential-algebraic coupling approach and the corresponding stability anal-
ysis. A linear 2-mass spring-damper test model is used to illustrate the method.
After that, we consider the stability of the co-simulation, depending on the spatial
discretization. To this end, we regard both equidistant and non-equidistant spatial
discretization. Finally, the coupling approach is also applied on a complex nonlinear
application example.

14.2 Co-simulation Using a Kinematic Coupling Constraint

The formulation of a kinematic coupling in flexible multibody systems is very
problem-specific. Often, it is designed especially for the current application and
assumed simplifications are not valid in general. Moreover, a common strategy is
the introduction of a coupling stiffness, which is mostly unknown and, thus, it is an
artificial parameter. Naturally, this additional parameter can lead to stiff systems.

In contrast, we have developed a general coupling strategy from a differential-
algebraic approach [12, 13]. It does not introduce additional parameters and does
not assume a priori simplifications. Moreover, it allows to easily describe complex
coupling joints via the formulation of algebraic constraints.

14.2.1 The Differential-Algebraic Coupling Approach

Let the rigid multibody system and the flexible structure with absolute coordinates
qR ∈ R

nR , qF ∈ R
nF and corresponding velocities vR ∈ R

nR , vF ∈ R
nF be given as

ordinary differential equations of motion

MRv̇R = f R(qR, vR) and MF v̇F = f F(qF , vF), (14.1)

where the mass matrices MR and MF may depend on the states qR, resp. qF .
To keep the notation simple, we assume q̇R = vR and q̇F = vF for the kinematic

differential equations.
To derive the coupling equations, we formulate the corresponding kinematic cou-

pling constraints of the subsystems

0 = gco(q
co
R , qcoF ) ∈ R

nco , (14.2)

where the nco constraints are assumed to be independent and only a part of all the
states in qR and qF are involved in the coupling. We define them as qcoR ∈ R

nR,co and
qcoF ∈ R

nF,co . The remaining inner states qinR ∈ R
nR,in and qinF ∈ R

nF,in do not appear
in the coupling constraints (cf. Fig. 14.1). With this partitioning, the coupling con-
straint (14.2) and Lagrange multipliers Λ ∈ R

nco , the subsystem Eq. (14.1) lead to
the differential-algebraic system
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Fig. 14.1 Coupling of a multibody system and a flexible structure (e.g. a cable) with coupling
states qcoR and qcoF

(
Mco

R Mic
R

Mci
R Min

R

)[
v̇co
R

v̇in
R

]
=
[
f coR (qR, vR)

f inR (qR, vR)

]
−
(

∂gco
∂qcoR

T

0

)
Λ, (14.3a)

(
Mco

F Mic
F

Mci
F Min

F

)[
v̇co
F

v̇in
F

]
=
[
f coF (qF , vF)

f inF (qF , vF)

]
−
(

∂gco
∂qcoF

T

0

)
Λ, (14.3b)

0 = gco(q
co
R , qcoF ). (14.3c)

From that, we want to derive a force-displacement coupling, where prescribed cou-
pling states are given to the flexible structure and the multibody system receives
coupling forces as feedback. Consequently, the flexible structure can be interpreted
as a force element. For more details on multibody dynamics we refer to [11, 17].

Assuming ∂gco
∂qcoF

is quadratic (i.e. qcoF ∈ R
nco and thus ∂gco

∂qcoF
∈ R

nco×nco ) and non-
singular, we can apply the implicit function theorem to the constraint Eq. (14.2) and
its derivatives w.r.t. time. For the hidden constraints, i.e. the constraint equations
on velocity and acceleration level, the linearity allows an explicit solution for the
coupling states of the flexible structure

0 = ∂gco
∂qRco

vco
R + ∂gco

∂qcoF
vco
F =⇒ vco

F = −
(

∂gco
∂qcoF

)−1
∂gco
∂qRco

vco
R ,

0 = ∂gco
∂qRco

v̇co
R + ∂gco

∂qcoF
v̇co
F + gII

co =⇒ v̇co
F = −

(
∂gco
∂qcoF

)−1 (
∂gco
∂qRco

v̇co
R + gII

co

)
.

(14.4)

On position level, in general only an implicit expression for qcoF exists and would
require an iterative solution. In practice, however, often also qcoF can be computed
explicitly.

In total, this allows to solve for the coupling states of the flexible structure qcoF ,
vco
F and v̇co

F , which then serve as displacement inputs.
Consequently, in (14.3b) we can skip the corresponding equations of motion of

the coupling state qcoF and only proceed with the lower block line

Min
F v̇in

F = f inF (qcoF , qinF , vco
F , vin

F ) − Mci
F v̇co

F , (14.5)

such that the constraint forces acting on the flexible structure are eliminated.
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For themultibody systemwe have to compute constraint forces, ormore precisely,
the Lagrange multiplier Λ. It can be computed from the above skipped upper block
line of (14.3b) to get (as already proposed in [16])

Λ =
(

∂gco

∂qcoF

)−1 (
f coF
(
qcoF , qinF , vco

F , vin
F

)− Mco
F v̇co

F − Mic
F v̇in

F

)
. (14.6)

Summarizing, we end up with a force-displacement coupling, where displacements
and constraint forces are exchanged in a co-simulation.

14.2.2 Co-Simulation

The co-simulation proceeds in discrete macro time steps tk → tk+1 = tk + h with
macro time step size h, where inside of each macro time step the subsystems in-
tegrate independently of each other. Only at the macro time points data is ex-
changed. As described above, inputs of the flexible structure are defined as uF =
[qcoF T , vco

F
T , v̇co

F
T ]T , whereas for the multibody system we have uR = Λ. Corre-

sponding outputs yR and yF are defined such that it holds uF = yR and uR = yF .
To integrate up to the next macro time point tk+1, also inputs at intermediate points

in time, i.e. in [tk , tk+1], are necessary and must be approximated.
Figure 14.2 shows the scheme for a parallel co-simulation (Jacobi type), where

both subsystems integrate up to the next macro time point in parallel. Thus, input
data must be predicted from previous macro time points. To this end, extrapolation
of order r is used, i.e. input data from previous macro time points uk = u(tk), ...,
uk−r = u(tk−r) is extrapolated to the interval [tk , tk+1]. This is done by evaluating
the interpolation polynomial

T r
m(t, tk , . . . , tk−r)

⎡
⎢⎣

uk
...

uk−r

⎤
⎥⎦ (14.7)

Fig. 14.2 Parallel co-simulation (Jacobi type) with extrapolated inputs



14 Constraint Coupling for Flexible Multibody Systems … 273

at time t = tk + τhwith 0 ≤ τ ≤ 1. The lower indexm inT r
m indicates the dimension

of the extrapolated quantity, i.e. here uk ∈ R
m.

For a fixed macro time step size h and extrapolation of order r at t = tk + τh,
we simply write T r

m(τ ) for the extrapolation operator. With constant (r = 0), linear
(r = 1) and quadratic (r = 2) extrapolation, it is given as

T 0
m(τ ) = Im, T 1

m(τ ) = ((1 + τ )Im (−τ )Im
)
,

T 2
m(τ ) =

((
1 + 3τ

2 + τ 2

2

)
Im (−2τ − τ 2)Im

(
τ
2 + τ 2

2

)
Im

)
.

(14.8)

14.3 Stability of the Coupling Approach

In this section, we investigate the stability of the presented coupling approach. To
this end, we start with theoretical considerations and then apply the stability analysis
on a test problem.

14.3.1 Stability Analysis

We formulate the iterative behavior of subsequent macro time steps tk → tk+1 =
tk + h with macro time step size h. For this purpose, we consider two first order
linear subsystems in state space form

ẋR = ARxR + BRuR
yR = CRxR + DRuR

and
ẋF = AFxF + BFuF
yF = CFxF + DFuF

(14.9)

which can be understood as the linearization around equilibriumpoints of subsystems
(14.3a) and (14.5), together with linearized output equations. Moreover, it holds
uR = yF and uF = yR.

With compact notations for the system states, outputs and inputs

x :=
[
xR
xF

]
, y :=

[
yR
yF

]
, u :=

[
uR
uF

]
,

the matrices of the state space systems

A :=
(
AR

AF

)
,B :=

(
BR

BF

)
,C :=

(
CR

CF

)
,D :=

(
DR

DF

)
,

the data exchange u = Ly with L =
(
0 I

I 0

)
and the extrapolation
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u(tk + τh) ≈ T r
nu(τ )

⎡
⎢⎣

uk
...

uk−r

⎤
⎥⎦ (14.10)

of order r, we perform an exact time integration on [tk , tk+1], which results in the
propagation from tk to tk+1

⎡
⎢⎢⎢⎢⎢⎢⎣

xk+1
.
.
.

xk+1−r
yk+1

.

.

.

yk+1−r

⎤
⎥⎥⎥⎥⎥⎥⎦

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Sxx(h) Sxy(h)
Inx 0

. . .
.
.
.

Inx 0
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.
.
.

.

.

.

0 · · · 0

Syx(h) Syy(h)
0 · · · 0
.
.
.

.

.

.

0 · · · 0

Iny 0

. . .
.
.
.

Iny 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

︸ ︷︷ ︸
=:S(h)

⎡
⎢⎢⎢⎢⎢⎢⎣

xk
.
.
.

xk−r
yk
.
.
.

yk−r

⎤
⎥⎥⎥⎥⎥⎥⎦

(14.11)

with matrices

Sxx(h) = (eAh 0 · · · 0)+ h
∫ 1

0
eA(h−τh)BLCT r

nx (τ )dτ , (14.12a)

Sxy(h) = h
∫ 1

0
eA(h−τh)BLDLT r

ny (τ )dτ , (14.12b)

Syx(h) = (CeAh 0 · · · 0)+ Ch
∫ 1

0
eA(h−τh)BLCT r

nx (τ )dτ

= CSxx(h), (14.12c)

Syy(h) = Ch
∫ 1

0
eA(h−τh)BLDLT r

ny (τ )dτ + DLT r
ny (1)

= CSxy(h) + DLT r
ny (1). (14.12d)

In long-term simulation, a stable co-simulation can only be guaranteed, if the spectral
radius of S(h) fulfills

ρ(S(h)) < 1. (14.13)

Besides the stability for finite time step sizes h, zero-stability (i.e. the stability for
h → 0) often is considered. In this case, Eq. (14.11) simplifies to xk+1 = xk , i.e. x is
constant, and

⎡
⎣

yk+1
.
.
.

yk+1−r

⎤
⎦ =

⎡
⎢⎣
Cxk
0
.
.
.

0

⎤
⎥⎦+

⎛
⎜⎜⎝
DLT r

ny (1)
Iny 0

. . .
.
.
.

Iny 0

⎞
⎟⎟⎠

︸ ︷︷ ︸
=:S0

⎡
⎣

yk
.
.
.

yk−r

⎤
⎦ . (14.14)
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For zero-stability, the spectral radius of S0 must fulfill ρ(S0) < 1. The matrix S0

only depends on DL and the order of extrapolation, since in T r
ny (1), i.e. for τ = 1,

only the constant coefficients remain.
If either DR or DF vanishes, i.e. yR does not explicitly depend on uR = yF or vice

versa (see the state space Eq. (14.9)), no algebraic loop exists and it holds ρ(S0) = 0.
In this case, zero-stability is given. In [9] this is investigated for constant extrapolation
(r = 0).

Moreover, looking at the characteristic polynomial of S0 in more detail, one can
find a contractivity condition on subsystem mass ratios, which we will illustrate in
the next section. A similar result can be found in [1] for two coupled multibody
systems.

14.3.2 Stability of the Test Problem: 2-Mass Spring-Damper
Model

To test the presented co-simulation method, we set up a simple model for numerical
experiments, similar to the one used in [5]. Themultibody systemonly has one degree
of freedom qR, while the flexible structure consists of two degrees of freedom qcoF
and qinF . The system parameters are given in Table 14.1, where the total mass of the
flexible structure mco

F + min
F will be varied for the stability analysis.

The kinematic coupling is formulated with the algebraic constraint 0 = qR − qcoF
and results in a 2-mass spring-damper model, as shown in Fig. 14.3.

Applying the presented force-displacement coupling approach, this leads to

mRv̇R = −cRqR − dRvR − uR (14.15a)

yR = [qcoF , vco
F , v̇co

F

]T = [qR, vR, v̇R
]T

(14.15b)

Table 14.1 System parameters for the basic 2-mass spring-damper test problem. The mass mco
F +

min
F will be varied for the stability analysis

Parameter mR mco
F min

F cR dR cF dF
Value 5kg 0.5kg 0.5kg 100N/m 1Ns/m 50N/m 0.1Ns/m

Fig. 14.3 Test model: 2-mass spring-damper model with kinematic coupling
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Fig. 14.4 Stability regions depending on themass ratio and themacro time step size hwith constant
(r = 0), linear (r = 1) and quadratic (r = 2) extrapolation

for the multibody system and

min
F v̇in

F = −2cFqinF − 2dFvin
F + cFu

(1)
F + dFu

(2)
F (14.16a)

yF = Λ = −cFqinF − dFvin
F + cFu

(1)
F + dFu

(2)
F + mco

F u
(3)
F (14.16b)

for the flexible structure. In both output equations, the explicit dependence on inputs
is obvious, such that an algebraic loop exists. As before, for the inputs it holds
uF = yR and uR = yF .

If we apply the stability analysis on the test problem and plot ρ(S(h)) depending
on h and the mass ratio mR

mco
F
, we get the results shown in Fig. 14.4. Here, the stable

areas with ρ(S(h)) < 1 are plotted in white and the unstable regions are plotted in
red.
We want to emphasize two observations. First, the macro time step size h must
be sufficiently small in order to enable stable co-simulation. Second, for stable co-
simulation, the mass ratio mR

mco
F
must be greater than a certain threshold, independent

of the macro time step size h. Moreover, the threshold becomes more restrictive with
increasing order of extrapolation.

The characteristic polynomial of S0 in the test problem is given as

0 = μ4r+3

⎛
⎝μ + 1

μ

(
r∑

i=0

αi

μi

)2
mco

F

mR

⎞
⎠ , (14.17)

where αi are the constant coefficients of the extrapolation operator T r
ny (1).

With constant extrapolation (r = 0) this leads to ρ(S0) =
√

mco
F

mR
, such that mR

mco
F

> 1
must hold for zero-stable simulation. Further, for linear extrapolation ρ(S0) < 1 is
fulfilled for mR

mco
F

> 6.464 and quadratic extrapolation requires mR
mco

F
> 31.606 for zero-

stable simulation. This is in perfect accordance with the plots in Fig. 14.4.
Additional investigations have shown, that other system parameters (stiffness and

damping coefficients) have onlyminor influence on the stability of the co-simulation.
Higher stiffnesses and less damping require slightly smaller macro time step sizes h,
but the mass ratio threshold is unchanged.
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In [5], similar stability considerations are performed, but for coupling of subsys-
tems by a coupling stiffness and damping parameter, which significantly influence
the stability. In contrast, coupling by constraints was investigated in [14], where the
algebraic variables have been exchanged.

14.4 Influence of the Spatial Discretization on the Stability

The previous observations have shown, that the mass ratio of the coupled subsystems
is decisive for a stable co-simulation. If, for the test problem, mR

mco
F
is smaller than

a certain threshold, we are faced with unstable co-simulation, independent of the
remaining system parameters and the macro time step size h.

One way to circumvent this problem without changing the physical properties
of the system, is to refine the discretization of the flexible structure, such that mco

F
gets smaller and, consequently, mR

mco
F
becomes greater than the required mass ratio

threshold.
In the following, we will analyze this refinement procedure, again using the test

problem from before. To keep the notation simple, we consider no dissipative terms
in the flexible structure.

14.4.1 Continuous Flexible Structure

Initially, a flexible structure is formulated continuously with states qF(s, t) and s ∈
[0, l], as sketched in Fig. 14.5. We define the length l, cross section area a, density �
and Young’s modulus E. Beyond the flexible structure, i.e. for s /∈ [0, l], we assume
that qF(s, t) vanishes.

The kinetic energy of this continuum is given as

Wkin =
∫ l

0

�a

2
q̇F(s, t)2ds (14.18)

Fig. 14.5 Test model: kinematic coupling with continuous flexible structure
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and for the potential energy we have

Wpot =
∫ l

0

Ea

2
q′
F(s, t)2ds, (14.19)

where q′
F := ∂qF

∂s denotes the spatial derivative w.r.t. s.
The corresponding energy densities are

T = �a

2
q̇F(s, t)2 and V = Ea

2
q′
F(s, t)2 (14.20)

and we use the Euler–Lagrange equations

∂

∂t

(
∂L
∂q̇F

)
= ∂L

∂qF
− ∂

∂s

(
∂L
∂q′

F

)
, L = T − V, (14.21)

which lead to the partial differential equation

�aq̈F(s, t) − Eaq′′
F(s, t) = 0. (14.22)

This is the well-known one-dimensional wave equation with propagation velocity

c =
√

E
�
. In every macro time step, we have to solve this partial differential equation

with corresponding initial and boundary conditions. Figure 14.6 indicates how we
can successively compute the analytical solution qF(s, t), as shown e.g. in [8].

At the beginning of every macro time step tk → tk+1 of the co-simulation, we
update the initial valuesqivF (s) = qF(s, tk), q̇ivF (s) = q̇F(s, tk), s ∈ [0, l].Additionally,
we have to construct boundary conditions qbc,0F (t), qbc,lF (t), t ∈ [tk , tk+1], i.e. the input
uF for the flexible structure, by extrapolation of the multibody system coupling state
qR(t).

Due to the force-displacement coupling, the coupling constraint 0 = qR(t) −
qF(0, t) is fulfilled at previous macro time points tk , . . . , tk−r . Thus, for the interpo-
lation polynomial qbc,0F (t) of order r, it holds qbc,0F (tk) = qR(tk) = qF(0, tk). Conse-
quently, initial values and boundary conditions are consistent, as can be seen from

Fig. 14.6 Computation
scheme for successively
evaluated solution qF (s, t)
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qivF (0) = qF(0, tk) and qbc,0F (tk) = qF(0, tk). (14.23)

Similarly, consistent initial values andboundary conditions are given for the boundary
at s = l, which is fixed at the wall in this particular example.

In region I (cf. Fig. 14.6) the solution is determined by initial values as

qF(s, tk + h) = 1

2

(
qivF (s + ch) + qivF (s − ch)

)+ 1

2c

∫ s+ch

s−ch
q̇ivF (ξ)dξ. (14.24)

Moreover, for parallelograms ABCD the solution of the wave equation fulfills
qF(A) = −qF(C) + qF(B) + qF(D). Thus, with the solution from region I and
boundary data qF(0, t) = qbc,0F (t) and qF(l, t) = qbc,lF (t), this allows to compute the
solution successively in all points in region II , III and so on.

Also, the constraint forces must be computed, or more precisely, the Lagrange
multiplier Λ, as input for the multibody system. Hence, we additionally regard the
energy which corresponds to the coupling constraint

Wcon =
∫ l

0

(
qR(t) − qF(s, t)

)
δ(s)Λ ds, (14.25)

where δ(s) is the Dirac delta function. If we include this energy term in the La-
grangian density L = T − V − (qR(t) − qF(s, t)

)
δ(s)Λ, we arrive at the previous

Euler–Lagrange equation, but with non-zero right-hand side

�aq̈F(s, t) − Eaq′′
F(s, t) = δ(s)Λ. (14.26)

For ε > 0, we can write

∫ ε

−ε

(
�aq̈F(s, t) − Eaq′′

F(s, t)
)
ds =

∫ ε

−ε

δ(s)Λds = Λ (14.27)

and thus it holds (since Eaq′(−ε, t) = 0 because qF(s, t) = 0 for s /∈ [0, l])

Λ = �a
∫ ε

−ε

q̈F(s, t)ds − Eaq′
F(ε, t)

ε→0−−→ −Eaq′
F(0, t). (14.28)

In the output

yF = Λ = −Eaq′
F(0, t) (14.29)

no explicit dependence on the input uF is given, i.e. no algebraic loop exists in the
input-output relation of the coupled subsystems. The next section will show, that the
algebraic loop appears due to the spatial discretization of the flexible structure and
leads to unstable co-simulation.
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14.4.2 Equidistant Discretization of the Flexible Structure

Now, as depicted in Fig. 14.7, the flexible structure is discretized equidistantly and
consists of the coupling state qcoF and N inner states qin,1F , ..., qin,NF . The multibody
system (14.15a) and its output (14.15b) is unchanged.

For the flexible structure, the discrete energy terms for N + 1 states and a corre-
sponding grid step size Δs = l

N+1 are

Wkin =�a

2
Δs (q̇coF )2 +

N∑
n=1

�a

2
Δs (q̇in,nF )2, (14.30a)

Wpot =Ea

2
Δs

(
qin,1F − qcoF

Δs

)2

+ Ea

2
Δs

(
−qin,NF

Δs

)2

+
N−1∑
n=1

Ea

2
Δs

(
qin,n+1
F − qin,nF

Δs

)2

, (14.30b)

Wcon = (qR − qcoF
)
Λ. (14.30c)

Consequently, with L = Wkin − Wpot − Wcon the Euler–Lagrange equations

0 = ∂

∂t

(
∂L
∂α̇

)
− ∂L

∂α
, with α ∈ {qcoF , qin,1F , ..., qin,NF } (14.31)

result (using uF = [qcoF , vco
F , v̇co

F

]T
) in the equations of motion

�aΔs u(3)
F = Ea

Δs

(
qin,1F − u(1)

F

)
+ Λ, (14.32a)

�aΔs v̇
in,n
F = Ea

Δs

(
qin,n+1
F − qin,nF

)
− Ea

Δs

(
qin,nF − qin,n−1

F

)
(14.32b)

for n = 1, ...,N . (It holds qin,0F = qcoF = u(1)
F and qin,N+1

F = 0.)

Fig. 14.7 Test model: refined (N + 1)-mass spring-damper with kinematic coupling
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As before, due to the coupling, Eq. (14.32a) can be skipped and is only used to
compute the Lagrange multiplier

Λ = � a l

N + 1
u(3)
F − E a (N + 1)

l

(
qin,1F − u(1)

F

)
. (14.33)

Thus, the output yF = Λ of the discretized flexible structure explicitly depends on
its input uF and causes an algebraic loop. For N → ∞, (14.33) converges to the
computation of Λ from the continuous case

Λ
N→∞−−−→ −Ea lim

Δs→0

qin,1F − u(1)
F

Δs
. (14.34)

For constant total mass, we vary the spatial discretization, i.e. N , and check ρ(S(h)).
The results are shown in Fig. 14.8. Independent of themacro time step size h, unstable
simulation has to be expected for coarse spatial discretization. A finer resolution,
together with sufficiently small macro time step size h, leads to stable simulation,
which can also be seen from the zero-stability analysis (h → 0), e.g., for constant
extrapolation

ρ(DL) =
√

�aΔs

mR
=
√

� a l

(N + 1)mR

N→∞−−−→ 0. (14.35)

At the same time, the stiffness coefficients

cF = E a

Δs
= E a (N + 1)

l
(14.36)

increase for N → ∞ and slightly smaller macro time steps are required for stable
simulations. This can also be observed from the stability regions in Fig. 14.8.
To confirm the stability thresholds, we perform some numerical experiments. If
linear extrapolation is used, we deduce a critical number of discrete flexible inner
states N ≈ 25 from Fig. 14.8. Further, the macro time step size h = 10−2s should be
sufficient and is used in the following.
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Fig. 14.8 Stability regions depending on the spatial discretization (number of inner states N ) and
the macro time step size h with constant, linear and quadratic extrapolation
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Fig. 14.9 Snapshots at discrete points in time of co-simulation with varying spatial discretization
(number of inner states N ) of the flexible structure

Fig. 14.10 Motion of the
rigid body state qR for
varying spatial discretization
(number of inner states N ) of
the flexible structure
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Figure 14.9 visualizes the simulations with varying spatial discretization. They
are performed for N = 10, 23, 25, 40 and the continuous case. At time t = 1.2 s,
the simulation withN = 10 already failed. The simulation withN = 23 shows small
deviations at time t = 4.8s, while for N = 25 and N = 40 no unstable behavior is
observable, as expected from the stability plots.

Additionally, Fig. 14.10 shows the motion of the rigid body state qR. As long as
stability is given (for N = 25 and N = 40), the motion is almost equal for different
discretizations. For N = 23, the simulation starts to oscillate approximately at time
t = 4.0s.

14.4.3 Non-equidistant Discretization of the Flexible
Structure

If a very fine discretization is necessary to achieve stable co-simulation, this also
leads to a strongly increasing number of degrees of freedom and may result in long
computation time. However, it is sufficient to refine the discretization of the flex-
ible structure only at the coupling interface, i.e. we use a non-equidistant spatial
discretization. Especially, only one additional inner state can be used as depicted in
Fig. 14.11. A small part of the original coupling mass is used for the coupling, while
the remaining part becomes the corresponding mass of the additional inner state.
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Fig. 14.11 Test model: 2-mass spring-damper with fractional coupling state

For simplicity, we start from the original 2-mass spring-damper model (i.e. it
holds N = 1, but also arbitrary N is possible), where Δs is the original discrete grid
step size in space from the equidistant case.

At the grid next to the coupling interface, we take a fraction θ ∈ (0, 1
2 ] from Δs

to build a refined discretization with step sizes θΔs and (1 − θ)Δs. Moreover, if we
concentrate the mass in the grid points, this leads to

mco
F = �a

θΔs

2
, min,1

F = �a
Δs

2
and min,2

F = �a
(2 − θ)Δs

2
. (14.37)

With input uF = [qcoF , vco
F , v̇co

F

]T
the equations of motion are

mco
F u

(3)
F = Ea

θΔs

(
qin,1F − u(1)

F

)
+ Λ, (14.38a)

min,1
F v̇

in,1
F = − Ea

θΔs

(
qin,1F − u(1)

F

)
+ Ea

(1 − θ)Δs

(
qin,2F − qin,1F

)
, (14.38b)

min,2
F v̇

in,2
F = − Ea

(1 − θ)Δs

(
qin,2F − qin,1F

)
+ Ea

Δs

(
0 − qin,2F

)
. (14.38c)

From (14.38a), the output yF = Λ is computed

Λ = θ�aΔs

2
u(3)
F − Ea

θΔs

(
qin,1F − u(1)

F

)
(14.39)

and explicitly depends on the input uF , again causing an algebraic loop. For θ → 0,
this also converges to the computation of Λ from the continuous case

Λ
θ→0−−→ −Ea lim

θ→0

qin,1F − u(1)
F

θΔs
. (14.40)

Similar to the case of equidistant discretization and N → ∞, the non-equidistant
discretization behaves for θ → 0, since the coupling mass mco

F = �a θΔs
2 tends to

zero and the leftmost stiffness Ea
Δsθ increases for θ → 0.
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Fig. 14.12 Stability regions depending on the spatial discretization (N = 10 and varying fraction
θ) and the macro time step size h with constant, linear and quadratic extrapolation

Fig. 14.13 Motion of the
rigid body state qR for
varying spatial discretization
(N = 10 and varying fraction
θ) of the flexible structure
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Fig. 14.14 Error of the
flexible structure for
equidistant and
non-equidistant
discretization depending
on N

10-2 10-1 100

1/N

10-4

10-3

10-2

10-1

er
ro

r

equidistant
3 = 1/2
3 = 1/10
3 = 1/20

Stability regions forN = 10 and varying θ are shown in Fig. 14.12. If the fraction θ
is sufficiently small, the simulations are zero-stable. At the same time, small fractions
θ require small macro time step sizes. We want to remark, that due to the logarithmic
vertical scale in Fig. 14.12, the results seem worse than for the equidistant case.
However, the fraction θ does not need to be unnecessarily small, such that quite large
macro time step sizes h can still be chosen.

Also here, numerical experiments with linear extrapolation and h = 10−2 s con-
firm the theoretical stability analysis (see Fig. 14.13).With θ = 0.5 the co-simulation
is still unstable, while with θ = 0.4 we get stable results. A very small fraction
θ = 0.02 would require a smaller macro time step size h.

Nevertheless, compared with the equidistant case, we lose accuracy. In particular,
only accuracy of order one is achieved locally (close to the coupling interface) instead
of order two. This can be seen from a straightforward Taylor expansion.
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Figure 14.14 confirms the theoretical considerations. As expected, the error for
equidistant discretization is approximately of order two. The non-equidistant dis-
cretization with θ = 1

2 shows almost the same behavior. For smaller fractions θ,
leading to large deviations in the grid step size, and coarse discretization, i.e. small
N , a lower slope can be observed. However, accuracy of order two is achieved asymp-
totically for N → ∞. Since only locally (at two grid points close to the coupling
interface) the discretization error is larger, its influence vanishes for fine discretiza-
tion.

14.5 Application Problem

We transfer the stability analysis to a more realistic application example. In order to
do that, we couple a small nonlinear multibody system and a cable model. The latter
is a geometrically exact Cosserat rod as described in [10].

The multibody system is simulated using local joint coordinates η1 and η2, as
depicted in Fig. 14.15. System parameters are given in Table 14.2.

At the lowermassm2, one endof the cable is coupled and all degrees of freedomare
constrained. The other end is fixed at the wall. A staggered grid is used to discretize
the Cosserat rod (see Fig. 14.16). The cable material is modeled as rubber, with
corresponding properties: density � = 1100 kg

m3 , Young’s modulus E = 5 · 106 N
m2 ,

Fig. 14.15 Sketch of small multibody system and coupled cable model

Table 14.2 System parameters for the small multibody system

Param. m1 m2 cR dR a1 b1 a2
Value 0.5kg 0.1kg 5N/m 0.1Ns/m 0.2m 0.4m 0.2m



286 F. Schneider and M. Burger

Fig. 14.16 Discrete Cosserat rod, discretized with a staggered grid: translatory degrees of freedom
in the nodes, rotatory degrees of freedom on the edges

constant extrapolation

stable region, ρ(S)<1

macro step size h

m
as

s 
ra

tio

10−5 10−4 10−3 10−2

20
40
60
80

100
120

linear extrapolation

stable region, ρ(S)<1

macro step size h

m
as

s 
ra

tio

10−5 10−4 10−3 10−2

20
40
60
80

100
120

quadratic extrapolation

stable region, ρ(S)<1

macro step size h
m

as
s 

ra
tio

10−5 10−4 10−3 10−2

20
40
60
80

100
120

Fig. 14.17 Stability regions depending on the mass ratio “ mR
mF

” and the macro time step size hwith
constant, linear and quadratic extrapolation

Poisson’s ratio ν = 0.5, lengthL = 1mand radius r = 0.005m. The density is varied
in the following analysis to modify the mass ratio “mR

mF
”.

After linearizing the subsystem equations in an equilibrium point of the coupled
system, the spectral radius of S(h) can be computed.

Figure 14.17 shows the corresponding stability regions depending on the mass
ratio and the macro time step size h for constant, linear and quadratic extrapolation.
In all cases, a macro time step size h = 10−3s seems sufficient. However, for stable
co-simulation also themass ratiomust be greater than a certain threshold. An increas-
ing order of extrapolation requires a larger mass ratio (the mass ratio for constant
extrapolation is small and hard to see here).

The observations are similar to the ones from the stability analysis of the test
problem. Nevertheless, one should point out that since we consider the linearized
systems here, the thresholds probably are less reliable than before.

Next, we vary the number of elements, i.e. we modify the spatial discretization
of the cable. For the above analysis, the flexible structure was discretized with 12
elements.

In the following we set the density to � = 2200 kg/m3 and consider S(h) for
cables with 4, 6, 8, 10 and 12 elements. The stability plots are shown in Fig. 14.18.

With constant extrapolation, even 4 elements are sufficient for zero-stable co-
simulation, while more than 12 elements are required using quadratic extrapolation.
Thus, no thresholds for the number of elements are visible in the plots for constant
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Fig. 14.18 Stability regions depending on the number of elements and the macro time step size h
with constant, linear and quadratic extrapolation
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Fig. 14.19 Coupling forces for co-simulation with h = 10−3 s and linear extrapolation. The cable
is discretized with 6 elements and 4 elements

and quadratic extrapolation. Only the plot for linear extrapolation shows a threshold
for the required number of elements. In particular, a coarse discretization with only
4 elements should lead to unstable co-simulation, but for 6 or more elements in
combination with sufficiently small macro time step sizes h we expect stable co-
simulation.

To check these conclusions, numerical experiments are performed. Figure 14.19
shows the coupling forces, i.e. the output of the flexible structure. From that, we
deduce that with 6 elements the coupling forces show some oscillations but then
quickly stabilize, while with 4 elements strong oscillations are present until the end
of the simulation.

Hence, also for complex nonlinear subsystems, the results of the stability analysis
are in good accordance with numerical experiments and can be used to design a
stable co-simulation.

14.6 Conclusion

We investigated a general approach for the kinematic coupling ofmechanical subsys-
tems. In particular, a force-displacement co-simulation is derived from a constraint
coupling. This allows to formulate very general coupling joints without problem-
specific simplifications. The assumption that ∂gco

∂qcoF
is quadratic and non-singular holds
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for most practically relevant couplings (e.g. full clamping or fixed point but free ro-
tation).

For this co-simulation approach, the stability was analyzed and a certain mass
ratio of the coupled subsystem masses turns out to be decisive. If this mass ratio
violates a required threshold, an algebraic loop in the formulation causes unstable
behavior, independent of the chosen macro time step size.

However, this mass ratio can be adjusted by modifying the spatial discretization
of the flexible structure. A finer resolution improves the mass ratio and enables stable
co-simulation. In fact, it becomes clear that the algebraic loop is introduced by the
spatial discretization of the flexible structure.

Finally, we considered locally refined spatial discretization. Indeed, only one
additional degree of freedom close to the couping interface is sufficient. Thus, stable
co-simulation can be achieved without much additional effort.
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