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Preface

ACIIDS 2019 was the 11th event in a series of international scientific conferences on
research and applications in the field of intelligent information and database systems.
The aim of ACIIDS 2019 was to provide an international forum of research workers with
scientific background on the technology of intelligent information and database systems
and its various applications. The ACIIDS 2019 conference was co-organized by BINUS
University (Indonesia) and Wrocław University of Science and Technology (Poland) in
co-operation with the IEEE SMC Technical Committee on Computational Collective
Intelligence, European Research Center for Information Systems (ERCIS), University of
Newcastle (Australia), Yeungnam University (South Korea), Leiden University (The
Netherlands), Universiti Teknologi Malaysia (Malaysia), Quang Binh University
(Vietnam), Ton Duc Thang University (Vietnam), and Vietnam National University,
Hanoi (Vietnam). It took place in Yogyakarta in Indonesia during April 8–11, 2019.

The ACIIDS conference series is already well established. The first two events,
ACIIDS 2009 and ACIIDS 2010, took place in Dong Hoi City and Hue City in
Vietnam, respectively. The third event, ACIIDS 2011, took place in Daegu
(South Korea), followed by the fourth event, ACIIDS 2012, in Kaohsiung (Taiwan).
The fifth event, ACIIDS 2013, was held in Kuala Lumpur in Malaysia while the sixth
event, ACIIDS 2014, was held in Bangkok in Thailand. The seventh event, ACIIDS
2015, took place in Bali (Indonesia), followed by the eighth event, ACIIDS 2016, in
Da Nang (Vietnam). The ninth event, ACIIDS 2017, was organized in Kanazawa
(Japan). The 10th jubilee conference, ACIIDS 2018, was held in Dong Hoi City
(Vietnam).

For this edition of the conference, we received more than 300 papers from 38
countries all over the world. Each paper was peer-reviewed by at least two members
of the international Program Committee and the international reviewer board. Only 124
papers with the highest quality were selected for an oral presentation and publication in
these two volumes of the ACIIDS 2019 proceedings.

Papers included in the proceedings cover the following topics: knowledge engi-
neering and Semantic Web; text processing and information retrieval; machine learning
and data mining; decision support and control systems; computer vision techniques;
databases and intelligent information systems, collective intelligence for service
innovation, technology management, e-learning and fuzzy intelligent systems, data
structures modelling for knowledge representation, advanced data mining techniques
and applications; intelligent information systems; intelligent methods and artificial
intelligence for biomedical decision support systems, intelligent and contextual sys-
tems, intelligent systems and algorithms in information sciences, intelligent supply
chains and e-commerce, sensor networks and internet of things, analysis of image,
video, movements and brain intelligence in life sciences, computer vision and intelli-
gent systems.



The accepted and presented papers focus on new trends and challenges facing the
intelligent information and database systems community. The presenters showed in
what way research work could stimulate novel and innovative applications. We hope
you will find these results useful and inspiring for your future research work.

We would like to extend our heartfelt thanks to Jarosław Gowin, Deputy Prime
Minister of the Republic of Poland and Minister of Science and Higher Education, for
his support and honorary patronage of the conference.

We would like to express our sincere thanks to the CEO of Bina Nusantara Group,
Ir Bernard Gunawan, honorary chairs, Prof. Harjanto Prabowo (Rector of BINUS
University, Indonesia), and Prof. Cezary Madryas (Rector of Wrocław University of
Science and Technology, Poland), for their support.

Our special thanks go to the program chairs, special session chairs, organizing
chairs, publicity chairs, liaison chairs, and local Organizing Committee for their work
for the conference. We sincerely thank all the members of the international Program
Committee for their valuable efforts in the review process, which helped us to guar-
antee the highest quality of the selected papers for the conference. We cordially thank
the organizers and chairs of special sessions, who contributed to the success of the
conference.

We would like to express our thanks to the keynote speakers: Prof. Stephan Chalup
from the University of Newcastle, Australia, Prof. Hamido Fujita from Iwate
Prefectural University, Japan, Prof. Tokuro Matsuo from Advanced Institute of
Industrial Technology, Japan, Prof. Michał Woźniak from Wrocław University of
Science and Technology, Poland, and Dr. Alfred Budiman, CEO of Samsung R&D
Indonesia (SRIN), for their world-class plenary speeches.

We cordially thank our main sponsors, BINUS University (Indonesia), Wrocław
University of Science and Technology (Poland), IEEE SMC Technical Committee on
Computational Collective Intelligence, European Research Center for Information
Systems (ERCIS), University of Newcastle (Australia), Yeungnam University
(South Korea), Leiden University (The Netherlands), Universiti Teknologi Malaysia
(Malaysia), Quang Binh University (Vietnam), Ton Duc Thang University (Vietnam),
and Vietnam National University, Hanoi (Vietnam). Our special thanks are due also to
Springer for publishing the proceedings and sponsoring awards, and to all the other
sponsors for their kind support.

We wish to thank the members of the Organizing Committee for their excellent
work and the members of the local Organizing Committee for their considerable effort.
We cordially thank all the authors, for their valuable contributions, and the other
participants of this conference. The conference would not have been possible without
their support. Thanks are also due to many experts who contributed to making the event
a success.

April 2019 Ngoc Thanh Nguyen
Ford Lumban Gaol

Tzung-Pei Hong
Bogdan Trawiński
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Abstract. Determining the consensus of a collective is becoming a popular
problem-solving method in our society. However, given that determining the
consensus of large collectives is time-consuming, a multi-step consensus
approach is necessary. Thus, one important problem is to determine the number
of steps required to obtain a reliable consensus in an acceptable time. Execution
time depends on the number of steps; determining the number of steps relies on
the quality of the consensus in each step. The overall consensus quality depends
on the problem of determining consensus in each step. Therefore, it is important
to improve the consensus quality and investigate the quality according to the
number of smaller collectives in each step. Herein, we improve the basic
algorithm used for the multi-step consensus approach. The experiment result
shows that the approach based on the improved algorithm is more efficient than
that of the basic algorithm in terms of consensus quality (4.9%). Furthermore,
the consensus quality was investigated according to the number of smaller
collectives in each step.

Keywords: Consensus � Multi-step consensus � Collective intelligence

1 Introduction

The problem of gathering knowledge from different sources is gaining popularity [1].
For example, to solve a problem, people tend to seek expert opinions or information on
the internet and often discover a proper solution. However, it is very common that
knowledge from different sources on the same subject is inconsistent [2].

In this work, a set of opinions, comments, and solutions to one problem from a
group is considered a set of knowledge states in a collective. Determining consensus
depends on the knowledge states of collective members and is very important in many
fields, such as computer science, medicine, and economics [3, 4]. However, incon-
sistency in the knowledge states of the collective make determining the consensus a
complex task [2]. Today, collective sizes are continuously increasing due to a rapidly
growing number of knowledge sources. Determining the consensus of large collectives
is becoming general in many fields, such as bioinformatics and medicine [3], where
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consensus problems, such as protein structure prediction, gene prediction, and disease
marker prediction [5] are enormous. Furthermore, determining the consensus of a large
collective is very time-consuming. To address this, one feasible method - the multi-step
consensus approach - was developed [6].

The multi-step consensus approach is based on dividing the primary collective into
smaller ones and determining their consensuses. Consequently, a new collective is
created from the consensus of these smaller collectives. This new collective is con-
sidered the primary collective, which is the subject of a new step. It is essential to
determine the number of steps in order to obtain a reliable consensus in an acceptable
amount of time. However, this problem has not been investigated in the literature.

In order to simplify the notation, we assume that the knowledge state of each
member is represented as a binary vector. In this case, the complexity of the algorithm
to determine the consensus satisfying the postulate 1-Optimality is OðnÞ. The problem
of determining the consensus satisfying the postulate 2-Optimality is an NP-hard [7].
The postulate 2-Optimality will be used to determine the knowledge of a collective.

In the multi-step consensus approach, consensus quality depends on the problem of
determining consensus in each step. Therefore, in this work, we improve the basic
algorithm used for the approach in order to increase the consensus quality in each
step. For this, we first determined the consensus satisfying the postulate 1-Optimality of
the primary collective [7]. This is used to determine the consensus satisfying the
postulate 2-Optimality of all smaller collectives in each step, instead of randomly
choosing a binary vector.

In each step, the consensus quality depends on the number of smaller collectives
[8]. A study of the consensus quality according to the number of smaller collectives in
each step is crucial, because it will allow us to determine the most reasonable number
of smaller collectives necessary to obtain a high-quality consensus. Particularly, we are
able to estimate the number of steps to obtain a reliable consensus for an input primary
collective in an acceptable amount of time. However, this problem has not been
studied. In the present work, the primary collective is divided into a number of smaller
collectives. The limit to the number of smaller collectives is from 1 to the primary
collective size. For each of the smaller collective, there is a consensus. We will
investigate the quality of these obtained consensuses according to the number of
smaller collectives.

According to the experimental results, the quality of the consensus determined by
the multi-step consensus approach based on the improved algorithm is 4.9% higher
than that based on the basic algorithm. Investigation on consensus quality according to
the number of smaller collectives in each step is currently limited to experiments. To
better understand its application, the results will need to be further analyzed by future
work.

The study is constructed as follows: A short overview of previous researches is
provided in Sect. 2; basic concepts are described in Sect. 3; the proposed method is
presented in Sect. 4; experimental results and their evaluation are explained in Sect. 5;
conclusions and future work are discussed in Sect. 6.
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2 Related Work

Consensus problems have been solved using three approaches [9]. First, in the axiomatic
approach, seven conditions have been defined for consensus choice functions [10]. The
consensus choice function known as the Kemeny median is the most widely used in
determining the consensus of a collective. In [9], Nguyen presented ten conditions of
which, 1-Optimality (Kemeny median) and 2-Optimality are the most important criteria.
Second, the constructive approach resolves consensus problems including element
structure and the relationship between elements [9, 11]. Finally, in the optimization
approach, optimality rules, for instance, Condorcet’s optimality, global optimality, etc.
are the conditions for defining the consensus choice functions [9].

Postulates 1-Optimality and 2-Optimality play an important role in determining the
consensus of a collective. Determining a consensus that satisfies these postulates is
very important in many fields [4]. In most cases, determining such consensuses are NP-
hard problems [4, 9, 12]. To deal with this issue, some heuristic algorithms have been
proposed [4, 9].

Determining the consensus of a large collective requires more execution time.
Consequently, equilibration between execution time and consensus quality must be
regarded. To balance execution time and quality, the multi-step consensus approach is
used for determining the consensus of a large collective [6]. However, this approach
has not been widely examined [13]. In [7], the authors examined problems of one- and
two-step approaches to determining consensus. Experimental analysis demonstrated
that the two-step approach results and one-step approach results were 5% and 1%
lower, respectively than that of the optimal solution.

In [8, 15], the authors investigated a two-step consensus approach. In [8], the k-
means algorithm is applied for clustering a large collective into smaller collectives. The
consensuses of the smaller collectives are then determined. Each consensus is assigned
a weight value depending on the number of members in the corresponding smaller
collective. The second step in the approach creates a consensus of the larger collective
from the consensuses of these smaller collectives. The experimental results showed
that, compared to a non-weighted approach, the weighted approach is helpful in
reducing the difference between the two-stage and one-stage consensus choice in
determining the knowledge of a large collective. In [14], the authors improved the two-
step consensus approach by taking into account the problem of susceptibility to con-
sensus. Through experiment analysis, the proposed approach proved useful.

A three-step consensus approach was proposed in [15]. In the first step, the
sequence partitioning method is applied to divide a large collective into smaller, equal-
sized groups. Subsequently, the k-means algorithm is applied to divide each group into
smaller clusters. The consensus of each group is determined based on the consensus of
these clusters. Finally, the consensus of the large collective is determined based on the
consensus of the groups. Simulation results revealed the effectiveness of the three-step
method in terms of running time, as well as final knowledge quality of the large
collective. In [13], the authors cover a topic concerning the initial classification of data
into subgroups in the context of the multi-level approach. The experimental results
show that to achieve a higher quality of consensus, the grouping approach should be
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based on the lowest value of Fleiss’ kappa measure. The experiments considered a two-
level approach; consensus problems of more than two steps were not investigated.

In [16], the authors examined one-, two-, three-, four-, and five-step approaches.
Execution time analysis demonstrated that adding additional steps accelerates the
algorithm. The multi-step approach was also used for ontology integration [17]. The
experimental results pointed out that the multi-level integration process is shorter by
even 20% in comparison to the standard one-level approach.

3 Basic Notions [2, 6, 9]

Let U denote a finite set of objects representing all potential knowledge states for the
same subject. The elements of U can represent, for example, tuples, logic expressions
etc. Symbol 2U denotes the powerset of U that is the set of all subsets of U. Let Pk Uð Þ
be a set of all k-element subsets of U for k 2 @ (@ is the set of natural numbers), and let

P Uð Þ ¼ [ k2@PkðUÞ:

Thus, P Uð Þ is the set of all non-empty finite subsets with repetitions of set U. A set
X 2 PðUÞ is called a collective.

Elements of U have two structures: macrostructure and microstructure. The
microstructure is understood as the structure of elements of the set U, such as linear
orders, n-tree, time interval, etc. The macrostructure is understood as the relationship
between elements in a collective. In general, the macrostructure is often defined by
distance functions for measuring the difference between elements in a collective.

Definition 1. The macrostructure of set U is a distance function

d : U � U ! ½0; 1�

which is:

• Nonnegative: 8x; y 2 U:dðx; yÞ� 0,
• Reflexive: 8x; y 2 U:d x; yð Þ ¼ 0 , x ¼ y,
• Symmetrical: 8x; y 2 U:d x; yð Þ ¼ d y; xð Þ.
where [0, 1] is the closed interval of real numbers between 0 and 1. Pair ðU; dÞ is called
a distance space. The definition of a distance function is independent of the structure of
elements of U.

Definition 2. By a consensus choice function in space ðU; dÞ, we mean function:

C : PðUÞ ! 2U

By C Xð Þ, we denote the representation of collective X 2 PðUÞ. The element c 2
C Xð Þ is the consensus of collective X, where C Xð Þ is a normal set (i.e., without
repetitions).
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There are many postulates for consensus determination, such as reliability, una-
nimity, simplification, quasi-unanimity, consistency, Condorcet consistency, general
consistency, proportion, 1-Optimality, and 2-Optimality. Postulates 1-Optimality and
2-Optimality are the most popular criteria in consensus determination because satis-
fying one of these two postulates inherently satisfies many other postulates.

Definition 3. For a given collective, X 2 PðUÞ, the consensus choice function C
satisfies the postulate of:
• 1-Optimality iff x 2 C Xð Þ ) d x; Xð Þ ¼ miny2Ud y;Xð Þ� �

• 2-Optimality iff x 2 C Xð Þ ) d x; Xð Þ ¼ miny2Ud2 y;Xð Þ� �

Postulate 1-Optimality requires the consensus to be as near as possible to members
of the collective and can be recognized as the best representative of the collective.
Postulate 2-Optimality states that the sum of the squared distances between a consensus
and a collective member should be minimal.

4 Proposed Approach

4.1 Multi-step Consensus Approach

Determining the consensus of a large collective is very time-consuming. As such, the
multi-step consensus approach can be used to divide the large collective into smaller
collectives in a random way. The difference between the number of members of any
two smaller collectives is not greater than 1. A consensus-based algorithm is utilized
for determining the consensuses of these smaller collectives. Next, these consensuses
are treated as elements of a new collective. These tasks are complete when a chosen
number of steps is attained. Finally, the consensus CðX�Þ of the collective X� is
determined. CðX�Þ is also the consensus of collective X1 - called the multi-step con-
sensus of X1. The procedure of the multi-step consensus approach is shown in Fig. 1.

While X1 is a large collective containing n members, the k-step for determining the
consensus of X1 is defined as follows:

Step 1:
• Divide collective X1 into n1 smaller collectives that satisfy the following:

X1 ¼ X11 [ X12 [ . . . [ X1n1

• Determine the consensuses of smaller collectives X11;X12; . . .;X1n1 that are
x�11; x

�
12; . . .; x

�
1n1 , respectively.

• Create a new collective, X2 ¼ fx�11; x�12; . . .; x�1n1g
Step 2:
• Divide collective X2 into n2 smaller collectives that satisfy the following:

X2 ¼ X21 [ X21 [ . . . [ X2n2
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• Determine the consensuses of smaller collectives X21;X22; . . .;X2n2 that are
x�21; x

�
22; . . .; x

�
2n2 , respectively.

• Create a new collective, X3 ¼ fx�21; x�22; . . .; x�2n2g
� � �
. . .

Step k:
• Divide collective Xk into nk smaller collectives that satisfy the following:

Xk ¼ Xk1 [ Xk2 [ . . . [ Xknk

• Determine the consensuses of Xk1;Xk2; . . .;Xknk that are x�k1; x
�
k2; . . .; x

�
knk ,

respectively.
• Create a new collective, X� ¼ fx�k1; x�k2; . . .; x�knkg

Fig. 1. Multi-step consensus approach

8 D. T. Dang et al.



Finally, the consensus CðX�Þ of collective X� is determined.

In this work, the collective X1 contains n expert opinions. Each opinion is repre-
sented by a binary vector with length m.

Set U is defined as: U ¼ fu1; u2; . . .g, where its elements are binary vectors.

For y; z 2 U, d y; zð Þ ¼ Pm

i¼1
jyi � zij:

where y ¼ ðy1; y2; . . .; ymÞ, z ¼ ðz1; z2; . . .; zmÞ; yi; zi 2 f0; 1g, i ¼ 1;m.
For each collective X1 2 PðU), X1 ¼ fx1; x2; . . .; xng, and xi ¼ xi1; xi2; . . .ð

ximÞ; i ¼ 1;m.

4.2 Improving the Algorithm

Determining the consensus that satisfies the postulate 2-Optimality is an NP-hard
problem. The heuristic algorithm for this problem is presented below [7]:

In Algorithm 1, the first step randomly chooses binary vector c. Because of the time
complexity of algorithm [13] for determining the consensus satisfying the postulate
1-Optimality is linear, we determine the consensus satisfies this postulate. After that,
this consensus is used to determine the consensus satisfying the postulate 2-Optimality.
We improve Algorithm 1 as follows:
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4.3 Quality of Multi-step Consensus

In previous studies [7, 8, 16, 17], the quality of a collective’s consensus is based on the
distance from the consensus to the knowledge states of its members. In this work, the
consensus quality is based on the distance from the consensus determined by the multi-
step consensus approach to the optimal consensus determined by the brute-force
algorithm.

CðX�
optÞ: set of the optimal consensus determined by Brute-force algorithm.

CðX�Þ: set of the multi-step consensus determined by the multi-step consensus
approach.

We define the quality of the multi-step consensus as follows:

Q ¼ 1�min d x; yð Þ
m

where m is the length of vector, x 2 CðX�
optÞ, y 2 CðX�Þ.

5 Experiments and Evaluation

For the multi-step consensus approach, the collective is divided into smaller collectives
at each step. Investigating the consensus quality at each step is the same. In this work,
we considered step 1 as a representative.

For a collective, the sufficient requirement for determining a reliable consensus is
an odd number of members [18]. Thus, we considered cases wherein collective X1 is
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divided into an odd number of smaller collectives. The limit to the odd number of
smaller collectives is from 1 to the collective size. For example, if the collective X1

contains 99 elements, it is divided into 3, 5, …, 97 small collectives. Note that the
difference in the number of members between any two smaller collectives is not greater
than 1. For each number of smaller collectives, there is a consensus. Therefore, we
determined the consensus according to the numbers of smaller collectives.

In this work, the collective X1 includes its members’ opinions represented as binary
vectors of length 20. The test sizes of collective X1 are 115, 120, and 125 members.

• If collective X1 contains 115 members, it is divided into 3, 5, …, 113 smaller
collectives;

• If collective X1 contains 120 members, it is divided into 3, 5, …, 119 smaller
collectives;

• If collective X1 contains 125 members, it is divided into 3, 5, …, 123 smaller
collectives.

Another aim of this work is to examine the efficiency of the improved algorithm in
term of consensus quality for the multi-step consensus approach. The above experi-
ments were performed for the multi-step consensus approach using the basic algorithm
and the same using the improved algorithm. Notice that in the multi-step consensus
approach using the improved algorithm, the consensus of collective X1 satisfying the
postulate 1-Optimality is used to determine the consensuses of smaller collectives in all
steps. We analyzed the test results to evaluate the efficiency of the improved algorithm.

Figures 2, 3, and 4 present the results of conducted experiments. The dotted line
represents the quality of the consensus determined by the multi-step consensus based
on the improved algorithm, the solid line represents the same based on the basic
algorithm.

We compared the quality of the consensus determined by the multi-step consensus
approach using the basic algorithm and the same using the improved algorithm. Before
selecting proper tests, sample distributions were analyzed using the Shapiro-Wilk test.

Fig. 2. Consensus quality according to the number of smaller collectives from a collective of
115 members.
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The resulting p-value of the test was smaller than the significance value (a = 0.05);
indicating that the samples did not come from a normal distribution.

Using the Kruskal-Wallis test for samples, p-values were also smaller than the
significance value. Accordingly, the consensus quality determined by the multi-step
consensus approach based on the basic algorithm and that based on the improved
algorithm was different.

The mean of consensus quality determined by the multi-step consensus approach
based on the improved algorithm was found to be 0.798, while the mean of that based
on the basic algorithm was 0.749. The mean of consensus quality determined by the
multi-step consensus approach using the basic algorithm is inferior to the same using
the improved algorithm by 0.049 (equivalent to 4.9%). It means that the improved
algorithm is more efficient than the basic algorithm in terms of consensus quality for
the multi-step consensus approach.

Consensus quality depends on the number of smaller collectives. For each col-
lective, we divide the qualities of consensuses determined by the multi-step consensus
approach using the improved algorithm into quarters. In the quartile range, the per-
centile scale is divide into four equal parts [19], or quartiles.

Fig. 3. Consensus quality according to the number of smaller collectives from a collective of
120 members.

Fig. 4. Consensus quality according to the number of smaller collectives from a collective of
125 members.
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• The first quartile extends from zero to the 25th percentile (Q1).
• The second quartile ranges from Q1 the 50th percentile (Q2).
• The third quartile extend from Q2 to the 75th percentile (Q3).
• The fourth, or highest, quartile reaches from Q3 to the 100th percentile (Q4).

The results show that the consensus quality has a dependence on the number of
smaller collectives. Q1 and Q2 belong to the second one-third of the number of smaller
collectives. Further investigations will be discussed in the future.

6 Conclusions and Future Work

In this paper, we improved the basic algorithm used for the multi-step consensus
approach. The consensus quality determined by the multi-step consensus approach
based on the improved algorithm is 4.9% higher than which is based on the basic
algorithm. Furthermore, the issue related to the quality of the consensus according to
the number of smaller collectives is experimentally examined.

Future work is focused on studying consensus quality according to the number of
smaller collectives. Additionally, future study will examine other knowledge structures,
such as relational structures and interval numbers.
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Abstract. According to current research, a crowd can outperform experts.
Surowiecki in his work, has distinguished decentralization, independence, and
diversity as key factors of good crowd performance. Due to lack of mathe-
matical models for modelling these aspects, it is still impossible to prove that
they have a big impact on the crowd performance. For solving this problem one
of the very important crowd metrics called independence measure should be
defined and this is the objective of our paper. Proposed measure allows calcu-
lating independence values based on data from social media profiles. The big-
gest advantage of the measure is the possibility of calculating an independence
value for a group of people before it could become a collective for realizing
concrete objectives. Currently, known solutions largely simplify the problem by
describing independence with a single value. The solution presented in the
article assumes that the value of the independence is calculated for a specific
topic (the calculated value is part of a vector describing the independence
between two experts).

Keywords: Wisdom of crowds � Independence � Collective intelligence �
Independence measure

1 Introduction

Today’s world is developing at incredible speed. It is becoming much harder to keep up
with the developments than it was several years ago. Many companies are aware of this
situation and in order to predict the dynamical aspect of markets they have to use new
methods. Collective Intelligence delivers methods for this aim. Collective Intelligence
is defined [11] as “the capacity of human collectives to engage in intellectual coop-
eration in order to create, innovate and invent” or “groups of individuals acting col-
lectively in ways that seem intelligent” [18]. In our work, we will call a crowd “wise”
when its prediction as a whole is close to the true value. The Collective Intelligence
works if estimation errors of individuals are large but unbiased, such that they cancel
each other out. Thus, the heterogeneity of numerous decision-makers generates a more
accurate aggregate estimates, than estimates of single lay or expert decision-makers. As
in [7] authors point out the wisdom of crowd effect as a statistical phenomenon and not
a social psychological effect, because it is based on a mathematical aggregation of
individual estimates.
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As research shows, characteristics of a crowd have a huge influence on the results
of Collective Intelligence methods [18]. Surowiecki in his work [4] defined rules for
wise crowds: diversity, independence, decentralization, and aggregation. Collective
Intelligence achieves the best efficiency when all four rules are satisfied. To achieve
this, it is required to measure each factor. This paper tries to respond to this problem by
proposing independence measure. Independence is an important factor for collective
intelligence. As authors of work [7] stated: Social influence plays a role in an indi-
vidual’s decision-making process and estimations. Therefore, social influence can also
have an impact on a statistical aggregate and result in a collective wisdom of a
respective crowd. As social influence among human groups may trigger individuals to
revise their estimates, it can have a substantial impact on the statistical wisdom of
crowd effects in societies. We try to calculate independence based on social media
profiles. Proposed independence measure allows calculating independence in a crowd
before it becomes collective (a group of individuals in the literature usually is called a
collective if they have a common task). In this article, we will call such crowd “group
of people.” Solutions known in literature do take into account the fact that people can
be less influenced in some topics than in others. Known solutions in literature usually
calculate independence based on collective prediction results - often in this moment
information about independence is useless. Our research tries to respond to this
problem by allowing to calculate independence for a crowd before it will become
collective, without knowing the collective predictions results. Proposed measure allows
calculating independence for different topics.

In this article, the new independence measure was presented. Measure calculate
independence value for each person in collective. Values of independence are calcu-
lated based on data gathered from ResearchGate or LinkedIn. The measure has been
subjected to in-depth analysis, it has been shown that the obtained results confirm
expectations. In this article, some of the properties of the proposed measure have been
proven.

The remaining part of this paper is organized as follows: the next section describes
the literature review in this field. In Sect. 3, an overview of our method to create
intelligence crowd is presented. Section 4 includes the experiment plan and results. The
last section is the conclusion.

2 Related Works

Research confirms that a group of normal people could forecast events with more
accuracy than one expert [3]. Current results show that crowds can also outperform
professional analysts in financial predictions. Investors will earn more based on a
recommendation of a crowd than the financial analyst [10]. Collective decision-making
is seen as a perfect tool to solve complex problems [5].

To distinguish one crowd from another in literature some measures were proposed.
In [16] the author proposes to measure Collective Intelligence similarly as individual
IQ. The author proposes IQ tests based on probability functions which extend the
present approach to measure individual IQ where only scalar or simple data are used.
A similar approach was taken in [1]. Authors proposed measures for group IQ based on
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a simple average. This approach has one big drawback: such a complex structure as
collective described by one scalar loses much of the information. It was noticed by
authors in [6] that divided a value of Collective Intelligence into explicit and implicit
values. Group cognition, group collaboration, and group cooperation are considered
explicit values. Authors point out that there is still a lot of hidden ignored values.
Therefore, a value of group wisdom is difficult to accurately estimate. More popular
measures were created based on [4] where Surowiecki establishes the rules for a wise
crowd:

• The diversity of opinion - each person should have some private information, even
if it is just an eccentric interpretation of the known facts [4]

• Independence - people’s opinions are not determined by the opinions of those
around them [4]

• Decentralization of opinion - people can specialize and draw on local knowledge [4]
• Aggregation - some mechanism exists for turning private judgments into a col-

lective decision [4]

Current studies confirm a huge impact of the above rules in-crowd performance
[10, 12, 14, 17]. In our work, we focus only on independence. Independence, as was
shown in the introduction, has a huge role in collective intelligence. Despite a great
importance in literature, there is not a lot of work that tries to measure independence in
collective. Existing work usually does not fulfil the requirements. The lack of math-
ematical model in Surowiecki’s work, causes a situation in which many researchers try
to prove their thesis without using any measure.

In [7] authors conduct two experiments first where participants had no information
about other participants responses and second where participants had information about
other participants responses. Comparison of these two groups shows that social
influence is important for collective wisdom. In this work, authors have not used any
measure to calculate social influence among collective members. The lack of mathe-
matical model does not allow for an analysis of the results. In [13] authors define a
formal model of investors and one of them knew the decisions of the others. The model
uses probability to describe the outcomes of situations. Authors define economy which
have only two firms A and B, run by managers A and B respectively. Manager A make
a decision first in day 1, then on day 2 manager B decide on his or her own knowing the
decision of manager A, then on day 3 manager A made his own decision and so on.
Authors in their model take into consideration influence managers on each other, but
this work is lack of equation that will allow measuring influence directly. Whole work
authors define probability base on the fact that manager X is dumb or smart. Dividing
people into dumb and smart people is difficult. This simplifies the presented model and
it makes it impossible to use in real word applications. In [2] authors calculate par-
ticipant dependence as the difference between a number of followed people and a
number of followers. When a person has more followers, it means that people tend to
follow decisions of such person, on other hand when someone follows more people it
means that person tends to follow decisions of others. The biggest problem of that
approach is the fact that people tend to follow people in some topic and totally ignore
others - that was ignored completely in this work. This measure also assumes if a
person follows more people than they have followers this situation will always remain
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true. It is obvious that is a much too simplified situation. In [10] authors calculate
independence base on daily return of a recommended stock. This requires collective
prediction to make it possible to calculate independence value. Authors used that
measure to prove that a more independent crowd tends to make better decisions (crowd
has a higher daily return on investments in stocks).

As it was shown, current literature has a different approach to measure indepen-
dence of a collective. Known measures are too simple to describe such a complex
process as an influence. Measures take into account only fraction of the information,
therefore do not fully describe influence between people. Above approaches do not
recognize the fact that in some topics influence between two people may by higher than
in others. A common problem is that often influence is treated as binary: one person
can influence others or be influenced, it is not possible to do both. Above approaches
also do not allow to have different influence for different topics. These problems are
common in literature. Therefore, in this paper, we want to respond to this by presenting
our measure. We believe that information about an influence of the collective will be
helpful in further research to make more complex analysis of crowds.

3 Proposed Independence Measure

In this work, we propose an independence measure for expert collections. The pro-
posed measure returns a single number that shows how independent one person is from
another on a chosen topic. Value of independence could be calculated for a group of
people before it becomes collective. The measure will only use information publicly
available on social networks. The presented measure will be confronted with current
knowledge about interpersonal influence and intuition behind it. We will mathemati-
cally prove properties of the proposed measure.

Independence is defined as the capacity to have freedom on the decision-making
process regardless of others decisions. It is a number between 0 and 1 (higher means
person X more likely affect the decision-making process of another person Y. There-
fore, person Y more often makes the same decision as person X). Independence as a
number shows in how many situations one person knowing a response of another is
willing to accept this response as his or her own. Defined measure uses data gathered
from social networks, that data is a vital part of our equation. Most of social networks
are not suitable for this task for example: Facebook, Snapchat, Twitter, because they
share only a fraction of information about a person. In our case, best social networks
suitable for this task are: ResearchGate and LinkedIn.

We analyze all of the available information from the social networks profiles. As a
result, we could define the expert profile based on ResearchGate (less obvious elements
were explained):

For an expert e the structure of his profile is presented as follows:

e ¼ ðx1; x2; x3; x4; x5; x6; x7; x8; x9; x10Þ
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where:

• x1 - full name of the profile owner,
• x2 - academic title, e.g. Professor, MSc,
• x3 - set of skills (the only name of skill is available),
• x4 - publications list - the structure of publication is below,
• x5 - affiliation name,
• x6 - list of followed people with links to their profile,
• x7 - list of followers with links to their profile,
• x8 - list of the most common co-authors,
• x9 - research topics,
• x10 - the value of h-index (with self-citations and without),

Representation of a publication p has the following structure:

p ¼ ða1; a2; a3; a4; a5; a6; a7; a8; a9; a10Þ

• a1 - title,
• a2 - the type of publication,
• a3 - publication date,
• a4 - publisher,
• a5 - authors name with a link to the author profile,
• a6 - the number of reads,
• a7 - link to full text (optional),
• a8 - project,
• a9 - citations,
• a10 - references.

The LinkedIn profile of expert e has the following structure:

e ¼ ðx1; x5; x11; x12; x13; x14; x15Þ

• x11 - contact list - list of contacts with a link to their profile
• x12 - current Employer
• x13 - list of education, each element is described by:

– University Name
– Title
– Field of study
– Length of study - information about when studies were started and ended
– Activities and societies

• x14 - list of skills and endorsements, each element is described by:
– Skill name
– Number of Endorsements
– People who endorse the skill

• x15 - publication list, the structure of publication was defined below.
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Publications in LinkedIn have the following structure:

p ¼ ða1; a3; a4; a5; a7Þ

Sets of publications from LinkedIn and ResearchGate are the same (f(x15Þ ¼ f ðx4Þ,
where function f extract only title and authors from publications), but in both lists
publications have different properties.

As was shown above, social media profiles are the repository of knowledge about
people. Profiles rich in information describes people in an accurate way. We use it to
define how person x is independent of decisions of person y. In our work, we use only
information about publications and followed people (or list of contacts in the case on
LinkedIn). This is a new approach to the problem. It is important to emphasize that
independence is calculated for a given topic. Therefore, for each topic independence
value should be calculated independently, for example: when collective has to solve an
economic problem, we take into consideration only economic publications but on other
hand when collective has to solve biological problem we take into consideration only
biological publications. Known solutions in the literature use an only single value to
describe independence (topic was not relevant to the independence). On the rest of the
publication, we will call the topic of the collective problem “given topic.”

Let C be a collection of experts with data in the social media. By independence
measure for C we understand the following function:

W : C � C ! ½0; 1�:

A value Wðx; yÞ represents a degree of independence of expert x from expert y.
Below we present some intuitive axioms for this function.

A1. For each x; y 2 C there should be:
Wðx; yÞ[ 0 for x 6¼ y and Wðx; yÞ ¼ 0 iff x ¼ y (this means two experts are totally
dependent, that is their independence is equal 0 if and only if they are the same).

A2. For each x; y 2 C there should be:
Wðx; yÞ ¼ 1 iff experts x and y do not have the same affiliation (x5 6¼ y5Þ, common
publication (x4 \ y4 ¼ £) and contacts (x27 \ y27 ¼ £ and x7 \ y7 ¼ £Þ.
A3. For each x; y 2 C there should be:
W x; yð Þ\Wðy; xÞ iff experts x; y do not have the same affiliation (x5 6¼ y5Þ, contacts
(x27 \ y27 ¼ £ and x7 \ y7 ¼ £Þ and set of publications of expert y: Py and set of
publications of expert x: x4, are: y4j j[ x4j j and x4 \ y4 6¼ £

Or
experts x; y do not have common publications (x4 \ y4 ¼ £) and set of contacts expert
y: Fy ¼ y27 [ y7 and set of contacts of expert x: Fx ¼ x27 [ x7 are: Fy

�� ��[ Fxj j and
Fx \ Fy 6¼ £
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A4. For each x; y 2 C there should be:
W x; yð Þ ¼ Wðy; xÞ and W x; yð Þ\1 and W y; xð Þ\1 iff set of publications of expert y: y4
and set of publications of expert x: x4, are: y4j j ¼ x4j j and set of contacts expert y:
Fy ¼ y27 [ y7 and set of contacts of expert x: Fx ¼ x27 [ x7 are: Fy

�� �� ¼ Fxj j
A5. For each x; y; z 2 C there should be:
W x; yð Þ\Wðx; zÞ iff experts x; z do not have common publications and set of contacts
expert y: Fy ¼ y27 [ y7 and set of contacts of expert x: Fx ¼ x27 [ x7 and set of
contacts of expert z: Fz ¼ z27 [ z7 are: Fx \ Fy

�� ��[ Fx \ Fzj j
or
experts x; z do not have the same affiliation, contacts and set of publications of expert y:
y4 and set of publications of expert x: x4 and set of publications of expert z: z4, are:
x4 \ y4j j[ x4 \ z4j j

To calculate independence, we use the following function:

w x; yð Þ ¼ 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
min

Pr2
i¼r1

1
r2�iþ 1 � Xi \ Yij j

maxð Xij j;1Þ
� �� �2

; 1
� �

þ Fx \ Fyj j
maxð Fxj j;1Þ

� �2

2

vuuut
ð1Þ

where:

w x; yð Þ is the number between 0 and 1 that show how person x is independent of
person y on a given topic, in other words: how often person x knowing the answer
of person y will take this answer as his/her own,
r1 is the year of the first joint publication of agents x and y on a given topic,
r2 is the year of last publication of agent x on a given topic,
Xi, Yi are the sets of publications in the i-th year on a given topic
(Xi � x4 and Yi � y4)
Fx, Fy set of contacts agents x and y (Fx ¼ x27 [ x7 and Fy ¼ y27 [ y7).

Independence is calculated based on two factors: the number of joint publications on a
given topic and the number of mutual contacts. The first factor focuses on cooperation
degree. In this case, we distinguish by several types of cooperation:

• master - student - one person is a more experienced researcher as another person
(x2 � y2Þ, in this case, a more experienced researcher (x) has a much higher
influence on a less experienced (y) researcher than a less experienced researcher (y)
on the more experienced researcher (xÞ, in our work we assume a more experienced
researcher will have more publications than a less experienced researcher
x4j j � y4j j, therefore the influence calculated by our equation will be higher,

• unequal cooperation - one researcher is more experienced than the other (x4 [ y4Þ,
this type is similar to master -student relation, one researcher (x) has a higher
influence on the other (y), but in this case, differences between influences are
smaller, our equation should calculate the influence correctly for the same reasons
as for master - student relation,
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• mutual cooperation - both sides are equal, we assume they share the same opinions
on a given topic in which they have worked together, neither researcher has a higher
influence on another researcher (w x; yð Þ ffi wðy; xÞ), in this case, both researchers
should have a similar number of publications x4j j ffi y4j j. Therefore, an influence
value for both should be similar.

The above types show most popular relationships between researchers (other
relations are possible, but due to lower popularity it was skipped in this analysis). The
equation cannot tell which type of relation two researchers share, but distinguished
types of relation is required to show that the equation confirms expectations.

Equation (1) has the following properties:

Property 1: Non-negativity - w x; yð Þ	 0 and w x; yð Þ
 1.

Proof: The proof is trivial therefore will be skipped.

Property 2: Identity of indiscernibles x ¼ yð Þ � w x; yð Þ ¼ 0.

Proof: The proof is trivial therefore will be skipped.

Property 3: non-symmetry - w x; yð Þ! ¼ wðy; xÞ.
Proof: Define agents x; y, define set of publications X 00, Y 00 for agent x and y respec-
tively and set of followers X

0
; Y 0 for agent x and y respectively, where:

X
00 \ Y

00�� �� ¼ 0 and X
00�� ��[ 0, Y

00�� ��[ 0

X
0�� �� ¼ 1, Y

0�� �� ¼ 4, X
0 \ Y

0�� �� ¼ 1

w x; yð Þ ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffi
0þ 1

1
2

2

s
¼ 1�

ffiffiffi
1
2

r

w y; xð Þ ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffi
0þ 1

4
2

2

s
¼ 1�

ffiffiffiffiffiffiffiffiffiffiffiffi
0þ 1

16

2

s
¼ 1�

ffiffiffiffiffi
1
32

r

1�
ffiffiffi
1
2

r
6¼ 1�

ffiffiffiffiffi
1
32

r

Property 4: triangle inequality is not satisfied

Proof: Define agents X; Y , Z define set of publications X 00, Y 00, Z 00 for agent X, Y, Z
respectively and set of followers X 0; Y 0; Z 0 for agent X, Y, Z respectively, where:

X 00 \ Z 00j j ¼ 0, X 00 \ Y 00j j ¼ 0, Y
00 \ Z

00�� �� ¼ 0 and X 00j j[ 0, Y 00j j[ 0, Z 00j j[ 0
X 0j j ¼ 10, Y 0j j ¼ 20, Z 0j j ¼ 30, X 0 \ Z 0j j ¼ 0, X 0 \ Y 0j j ¼ 10, Y 0 \ Z 0j j ¼ 10

w x; zð Þ ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0þ 0

10
2

2

s
¼ 1�

ffiffiffi
0
2

r
¼ 1
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w x; yð Þ ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0þ 10

10
2

2

s
¼ 1�

ffiffiffi
1
2

r
� 0:3

w y; zð Þ ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0þ 10

20
2

2

s
¼ 1�

ffiffiffi
1
8

r
¼ 0:65

therefore equation:

w x; zð Þ
w x; yð Þþw y; zð Þ

1[ 0:3þ 0:65

cannot be satisfied.
The second-factor of the equation focuses on how many mutual friends, colleges,

observed persons are shared by two researchers. In our equation, we use a “followed
people” from ResearchGate profile or connections from LinkedIn. This factor describes
a social group of each collective member. This is the result of intuition: two people that
share the same job will have more common friends than people that work in other
places, which will result in the influence of one person on another will be higher. This
factor is needed to detect not obvious connections: the same workplace or the same
university. For example, two people working in the same laboratory but working on
two different researches and do not have joint publications know each other very well,
and one person could depend more on the decision of another person. People that know
each other well tend to have more mutual connections than people that don’t know each
other. Based on this assumption, this part of the equation was created.

4 A Preliminary Analysis

One of the biggest advantages of the proposed Eq. (1) is the fact that it is not required
to gather a collective to calculate independence value. This advantage allows building
collective with independence value exactly as expected. This approach also makes
possible to better understand the phenomena of collective intelligence.

It is vital to show how this mathematical approach could describe a psychological
situation. To make this work we made some assumptions:

• A person with more experience in a field will have more publications in this field,
• More experienced researchers tend to work with more people than less experienced

researches,
• More experienced experts more likely influence others in their decisions,
• Others influence us more when we belong to the same social group.

Intuition stands behind the above assumptions. It is common knowledge that the
most respected researchers have a huge number of publications. Many younger
researchers use experience and knowledge of a more experienced researches and based
on their expertise follow their research. As an expert researcher can be part of far more
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projects than other less experienced researchers. More projects in science usually
means there are more publications. Therefore, more experienced authors have more
publications with different people. More experienced authors become real authorities
for less experienced authors, and as many studies show people follow authorities [8, 9].
It is especially true for researchers that begin theirs adventure with research, for
example: Ph.D. candidates or young Ph.D. researchers. In their cases, an independence
value to more experienced researchers should be significantly smaller than an inde-
pendence value to less experienced researchers. This is true in the case of our equa-
tions, because young unexperienced researchers usually don’t have publications or
have a small number of them. The second part of equation focuses on social con-
nections, people which we work with, people we have contact with have a huge impact
on our personality and our choices. We tend to use our friends’ recommendation rather
than that of an unknown person [15]. This property is wildly used in recommendation
systems.

The equation also has some problems that have to be solved in the future. The
biggest problem is that the presented equation considers only researchers that have
social network accounts with information about publications. This can be considered as
the drawback, but social media sites have become so popular that most people with
internet access have at least one social network account.

5 Conclusions

In this paper, an independence measure was presented. We have mathematically proven
its properties and shown that return values confirm expectations. Proposed equation
present different approach than known approaches, because it approaches the problem
in a more complex way. The measure allows for us to calculate independence for a
different topic - this was not possible in known measures in literature, besides that it is
possible to calculate a value of independence for a group of people before it becomes
collective - solutions in a literature often calculate independence based on results of
collective prediction. The presented measure allows the following situation: some
people influence decisions of others and is influenced by others in his or her own
decisions. This situation was omitted in known independence measures. The biggest
problem of the equation is the fact that it considers only researchers that have social
network accounts with information about publications as potential candidates. It
eliminates a large part of the population as possible members of the collective.

Future work focuses on extending measure for other people (not only researchers).
We plan to create experiments that prove the usability of the presented measure in real
life applicability.
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Abstract. Failure Mode and Effects Analysis (FMEA) can be used as a
structured method to prioritize all possible vulnerable areas (failure modes) for
design review of safety-critical supervisory control and data acquisition
(SCADA) Systems. However, the traditional RPN based FMEA has some
inherent limitations. Thus the main purpose of this study was to propose a new
pattern recognition based FMEA to evaluate, prioritize and correct a SCADA
system’s failure modes. In the new FMEA method, a vague set based Risk
Priority Number (RPN) is proposed to measure safety risk status of failure
modes and a rule based pattern recognition method is also proposed to prioritize
action priorities of failure modes. Finally, a case study was conducted to
demonstrate that the proposed new FMEA method is not only capable of
addressing its inherent problems but also is effective and efficient to be used as
the basis for continuous improvement of a safety-critical SCADA system.

Keywords: FMEA � Pattern recognition � SCADA system � Vague set theory

1 Introduction

An industrial control system (ICS) is a generic term applied to hardware, firmware,
communications, and software used to perform vital monitoring and controlling
functions of sensitive processes and enable automation of physical systems. The
industrial control systems, which include supervisory control and data acquisition
(SCADA) systems, distributed control systems (DCS), and other smaller control sys-
tem configurations such as skid-mounted Programmable Logic Controllers (PLC), are
often found in the industrial control sectors (NIST 2015). SCADA systems stand out
among other ICSs as systems that monitor and control assets distributed over large
geographical areas. SCADA systems are widely used by industries to monitor and
control different processes such as telecommunications, power transmission and elec-
trical power grids, oil and gas pipelines, water distribution, chemistry and manufac-
turing facilities, etc. A SCADA system typically includes monitor and control
components such as Master Terminal Units (MTUs), Remote Terminal Units (RTUs),
Human Machine Interface (HMI), Programmable Logic Controllers (PLCs), Intelligent
Electronic Devices (IEDs), sensors, and actuators [Cherdantseva et al. 2016].

Design review and improvement of a safety-critical SCADA system aims at
improving the overall safety risk of a SCADA system. Failure mode and effect analysis
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(FMEA) is a proactive risk management technique commonly used to identify and
eradicate potential failures, problems and errors from a system, design, process or
service before they reach customers (Stamatis 2003). The overall risk of a failure mode
is determined by calculating the Risk Priority Number (RPN) which is the multipli-
cation of the three risk factors: Severity, Occurrence, Detectability (i.e., RPN = S �
O � D). A reduction of any of the above three risk factors will result in a reduction of
the RPN. Accordingly, recommended actions can be taken to reduce the number of one
or more of the three factors.

However, traditional RPN based FMEA method has some inherent limitations as
criticized by many researchers (Bowles and Peláez 1995; Chang et al. 2010; Sankar and
Prabhu 2001; Chin et al. 2009). Some of the important disadvantages are restated as
follows: (1) The RPN method assumes that the ratings of failure modes are crisp
numerical values, but in many real world circumstances much information in the FMEA
is vague and difficult to be precisely evaluated; (2) Different combinations of O, S and
D may yield exactly the same RPN value, but their hidden risk implications may be
totally different. For example, two different events with the (O, S, D) values of values of
(2, 3, 2) and (4, 1, 3) respectively, have the same RPN value of 12. Yet, the hidden risks
of these combinations are not necessarily identical. This may lead to a waste of resources
and time. Additionally, in some cases a high-risk event may remain unnoticed; (3) The
risk factors O, S, and D are assessed by discrete ordinal scales of measure, but the
operation of multiplication is pointless on ordinal scales according to the measurement
theory; (4) In the conventional FMEA, three risk factors O, S, D are considered with
equal importance. Nonetheless, in the practical risk analysis the relative weightings of
FMEA risk factors may be unequal. Thus the main purpose of this study was to propose
a new pattern recognition based FMEA to recover above mentioned problems, helping
to evaluate, prioritize and correct safety-critical SCADA system’s failure modes.

2 Related Works

2.1 Vague Set Theory

Gau and Buehrer (1993) proposed the concept of vague set (VS), where the grade of
membership is bounded to a subinterval ½tAðxÞ; 1� fA xÞð � of [0, 1]. Relevant definition
and operations of vague sets introduced in (Gau and Buehrer 1993; Chen and Tan
1994) are briefly reviewed as follows.

Definition: Vague Sets. A vague set A in the universe of discourse X is characterized
by a truth membership function, tA : X ! 0; 1½ �, and a false membership function,
fA : X ! 0; 1½ �, where tAðxÞ is a lower bound of the grade of membership of x derived
from the “evidence for x”, and fAðxÞ is a lower bound on the negation of x derived from
the “evidence against x”, and 0� tAðxÞþ fAðxÞ� 1. The grade of membership of x in
the vague set is bounded to a subinterval ½tAðxÞ; 1� fA xÞð � of [0, 1]. The interval
tA xð Þ; 1� fA xð Þ½ � is called the grade of membership (vague value) of x in A. Let
f �A xð Þ ¼ 1�fA xð Þ, then the vague value VA xð Þ ¼ tA xð Þ; 1� fA xð Þ½ � ¼ tA xð Þ; f �A xð Þ� �

.
Thus, the unknown part pA xð Þ of the vague value VA xð Þ is defined as: pA xð Þ ¼
1� fA xð Þ � tA xð Þ ¼ f �A xð Þ � tA xð Þ.
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2.2 Failure Modes and Effects Analysis

FMEA is a team oriented analytic method to identify the functions of a product or a
process and the associated potential failure modes, effects, and causes. The aim is to
evaluate potential failure modes in order to assess the risk associated with the identified
failure modes, and to prioritize the failure modes for identifying and carrying out
corrective actions to address the most serious failure modes. In 2017 FMEAWorkshop,
VDA (Verb and der Automobilindustrie) and AIAG (Automotive Industry Action
Group) agreed to harmonize and standardize a common set of FMEA requirements/
expectations. A draft of the AIAG-VDA FMEA Handbook was released in November
2017 and a final version was issued in 2018 (AIAG-VDA 2018), that enable suppliers
to have a single co-copyrighted AIAG-VDA FMEA Manual. The new AIAG-VDA
FMEA handbook replaces “Fill-in-the-blank” with “Step Analysis” according to the
new format. The new version adopts a structured approach and six-step implementation
process: Step 1: Scope Definition, Step 2: Structure Analysis, Step 3: Function Anal-
ysis, Step 4: Failure Analysis, Step 5: Risk Analysis, Step 6: Optimization. The
handbook offers logic on how to prioritize action priorities of failure modes. It rec-
ognizes that a higher RPN number may not be point to the correct item for the team to
work on next. For example, there is no logic showing how a RPN rating of 90 should
be prioritized over a RPN rating of 112. In the handbook, the severity rating is a
measure associated with the most serious failure effect for a given failure mode of the
function being evaluated. The severity rating shall be used to identify priorities of
action plans relative to the scope of an individual FMEA and is determined without
regard for occurrence or detection. As shown in Tables 1 and 2, the narrative rules
review high severity ranks items first, and make use of occurrence rating and detection
rating for classifying action priorities of failure modes.

Table 1. Narrative FMEA rules for action priority (AP)

AP Justification for action priority - DFMEA

High High priority due to safety and/or regulatory effects that have a High or Very High
occurrence rating

High High priority due to safety and/or regulatory effects that have a Moderate
occurrence rating and High detection rating

High High priority due to the loss or degradation of an essential or convenience vehicle
function that has a Moderate occurrence rating and Moderate detection rating

Medium Medium priority due to the loss or degradation of an essential or convenience
vehicle function that has a Moderate occurrence and Low detection rating

Medium Medium priority due to perceived quality (appearance, sound, haptics) with a
Moderate occurrence and Moderate detection rating

Low Low priority due to perceived quality (appearance, sound, haptics) with a
Moderate occurrence and Low detection rating

Low Low priority due to no discernible effect
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3 Proposed Research Method

3.1 Proposed New Pattern Recognition Method

Functional safety risk of a SCADA system is a function of three factors (variables): the
likelihood of failure occurrence (O), the effectiveness of failure detection and rectifi-
cation (D), and the consequences of failure occurrence (S). Thee risk function assign
three factors (variables) a real number R = R(S, O, D).

In this study, FMEA Action Priority (AP) created in AIAG-VDA FMEA handbook
can be regarded as a narrative rule set to recognize action priorities for failure modes.
The narrative rules of AP shown in Table 1 can be used to transform into more formal
rules. Suppose there is a data sample Ai to be recognized against a feature space
X ¼ fx1; x2; . . .; xng, which is represented by the following formula: Ai ¼ xj; rij

� ��
jxj 2 Xg, j ¼ 1; 2; . . .; n. Suppose that there exist p known patterns characterized
against a feature space X ¼ fx1; x2; . . .; xng, which is represented by the following
formula: Bp ¼ ðxj; rpjÞjxj 2 X

� �
, p ¼ 1; 2; . . .; t. The following steps are proposed to

solve fuzzy pattern recognition problems:

Step 1: Soliciting rating vector Ai for the data sample Ai

Given a set of evaluation team’s rating values against the set of feature X for the data
sample Ai can be expressed as Ai, shown as: Ai ¼ x1; ri1ð Þ; x2; ri2ð Þ; . . .; ðxn; rinÞf g.
Given a set of predefined rating values against the set of feature X for the data pattern Bi

can be expressed as Bp, shown as: Bp ¼ x1; rp1
� �

; x2; rp2
� �

; . . .; ðxn; rpnÞ
� �

. The rating
value rij can be expressed by a vague rating value VAiðxjÞ. The rating value rpj can be
expressed by a vague rating value VBPðxjÞ. Thus, the rating vectors for the data sample
and the rating vector for the data pattern can be expressed by the vague set Ai and Bp,

respectively.

Ai ¼ tA xi1ð Þ; 1�fA xi1ð Þ½ �=xi1 þ tA xi2ð Þ; 1�fA xi2ð Þ½ �=xi2 þ . . .þ tA xinð Þ; 1�fA xinð Þ½ �=xin:

Bp ¼ tB xp1
� �

; 1�fB xp1
� �� �

=xp1 þ tB xp2
� �

; 1�fB xp2
� �� �

=xp2 þ . . .þ tB xpn
� �

; 1�fB xpn
� �� �

=xpn

Table 2. FMEA action priority (AP)

AP Action expectation

High The team must either identify an appropriate action to improve prevention and/or
detection controls, or justification on why current controls are adequate

Medium The team should identify appropriate actions to improve prevention and/or
detection controls, or justification on why current controls are adequate

Low The team could identify actions to improve prevention or detection controls
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Step 2: Transforming numerical scores of the solicited vague rating values

In order to compute similarity measures between vague values of pattern data set Bp

and sample data set Ai, the solicited vague values VAi(x) and VBP(x) must be trans-
formed into comparable numerical scores. In addition to (Lin 2016), the author further
proposes a new score function (Eq. 1) (Lin and Chiu 2017; Lin 2018) to transform the
vague values into numerical scores.

Employing the proposed new score function, the numerical score of solicited vague
value can be transformed, shown as follows:

SLðVA xð ÞÞ ¼ tA xð Þ=2þð1� fA xð ÞÞ=2 ¼ tA xð Þþ f �A xð Þ� �
=2 ð1Þ

Thus in this study, the score of the vague value VBPðxjÞ can be evaluated by the score
function S, shown as follows: SðVBP xj

� �Þ ¼ tBP xj
� �

=2þð1� fBP xj
� �Þ=2 ¼

ðtBP xj
� �þ f �BP xj

� �Þ=2.
Step 3: Computing matching distance measure d(Ai, Bp) between pattern Bp and

data sample Ai

Let A and B be two vectors on a set of feature variables X ¼ x1; x2; . . .; xnf g, where
A ¼ \a1; a2; . . .; an [ , j ¼ 1. . .n, aj 2 0; 1½ �; B ¼ \b1; b2; . . .; bn [ , j ¼ 1. . .n.
bj 2 0; 1½ �. When the angle h between the two vectors A and B is not known, the cosine
of h can be calculated as: cos h ¼ A � B=ðjjAjj jjBjjÞ, where, jjAjj denotes the length of
the vector A. The scalar projection of a vector in a given direction is also known as the
component of the vector in the given direction. Thus, the component of A in the
B direction (the scalar projection of A onto B) is given by: compBA ¼ jjAjjcos h ¼
A � uB ¼ A � B=jjBjj, where, the dot product of vectors A and unit vector uB is the
projection of A onto uB, i.e., A � uB ¼k A k cosh; uB ¼ B=jjBjj is the unit vector
which defines the direction of B and the magnitude of uB is normalized to be length
one. Thus, the vector projection of A in the B direction is the unit vector uB times the
scalar projection of A onto B, given as: projBA ¼ uB � compBA ¼ ðB=jjBjjÞ � ðA � B=
jjBjjÞ. Similarly, the vector projection of B in the B direction is the unit vector uB times
the scalar projection of B onto B, given as: projBB ¼ uB � compBB ¼ ðB=jjBjjÞ�
ðB � B=jjBjjÞ. Then, we create a similarity matching function M:

M A=Bð Þ ! ½0; þ1�;M A=Bð Þ ¼ projBA= projBB ¼ A � uB=B � uB ¼ A � B=B � B:

Thus, M A=Bð Þ ¼ A � B=B � B ¼ Pn
j¼1 aj � bj=

Pn
j¼1 bj � bj. If A and B are identical

vectors, the vector product A•B is identical to the vector product B•B; therefore, the
matching function M(A/B) is equal to 1. If compBA[ compBB, the similarity matching
function M(A/B) is greater than 1. If compBA\compBB, the similarity matching
function M(A/B) is less than 1.
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In pattern recognition problems, antecedent portion of rule Rp p ¼ 1; . . .; tð Þ, com-
prises a set of antecedent propositions Bp p ¼ 1; . . .; tð Þ and a set of observed facts
Ai i ¼ 1; . . .;mð Þ. Then the matching distance d Ai;Bp

� �
can be calculated as follows:

dðAi;BpÞ ¼ MðAi=BpÞ�1
�� �� ¼

Xn

j¼1
aijbpj=

Xn

j¼1
bpj � bpj�1

���
��� ð2Þ

The smaller matching distance values M A=Bð Þ�1j j is, the higher the degree of match
between compBA and compBB is.

Step 4: Compare the matching distance d Ai;Bp
� �

for p ¼ 1; 2; . . .; t and select the

smallest one, denoted by d Ai;B�
p

	 

, from dðAi;BpÞ p ¼ 1; 2; . . .; tð Þ.

According to the recognition principle of minimum matching distance, the process
of assigning Bp to Ai is described by

B�
p ¼ arg min

1� p� t
d Ai;Bp
� �

: ð3Þ

A pattern Bp
* can be derived such that d Ai;B�

p

	 

¼ min d Ai;B�

p

	 

jp ¼ 1; 2; . . .; t

n o
.

Then the sample data set Ai belongs to the pattern B�
p.

Step 5: Select the next data sample to proceed until all data samples have been
classified.

3.2 New Pattern Recognition Based FMEA for Action Priorities
of Failure Methods

Before proceed to the proposed FMEA method, the initial work is to recognize all
possible failure modes FMi, potential cause and frequency occurrence for each failure
mode of the evaluated SCADA system. The first stage of the proposed FMEA method
is to perform RPN analysis to evaluate safety risk status of the SCADA system. The
second stage is to perform pattern recognition for action priorities, which will prompt
corrective actions to improve design or process robustness of the evaluated SCADA
system.

I. The First Stage: Performing RPN Analysis
During the RPN analysis stage, FMEA team solicited severity ratings, estimated vague
occurrence rating values and vague detection rating values of failure modes.

Step 1.1: Soliciting Severity rating score S(FMi)

The severity is related to the seriousness of the effects of a failure mode FMi. For each
failure mode, determine effects and select a severity level for each effect and determine
the severity rating Si. In this study, four linguistic ratings are used for severity levels:
SA, SB, SC and SD.
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Step 1.2: Soliciting Occurrence rating score O(FMi)
Step 1.2.1: Soliciting vague Occurrence ratings O(FMij) of the j-th grade

for the i-th failure mode FMi

FMEA is a collective assessment process, and should be done by a team process
manner. A FMEA team can employ the new polling method proposed by the author
(Lin and Chiu 2017) to solicit vague values OðFMijÞ of the j-th grade for the i-th failure
mode FMi i ¼ 1; 2; . . .;mð Þ. The vague membership values OðFMijÞ of failure modes
FMi i ¼ 1; 2; . . .;mð Þ are filled in the vague grade sheet as shown in Table 3, where
OðFMijÞ denotes the solicited vague values of the j-th grade for the i-th failure mode
FMi, and Gj is the j-th linguistic grade for the i-th failure mode.

Step 1.2.2: Transforming numerical scores of the solicited vague Occurrence
rating values

The solicited vague membership values O(FMij) in the vague grade sheet can be
transformed into numerical scores in this step. A new score function (Eq. 1) can be
employed to transform the solicited vague values into numerical scores.

Step 1.2.3: Deriving the ranges of linguistic grades into numerical scores

A set of linguistic grades are predefined to represent the rating grades regarding a
failure mode portfolio FM, where FM 2 FM1;FM2; . . .;FMi; . . .;FMmf g. Assume that
the set of linguistic grade assigned to the failure mode FMi is G, where Gj 2 fG1;

G2; . . .;Gj; . . .;Gng and 0%�m1j �E Gj
� ��m2j � 100%, then the expected rating

values against the j-th linguistic grade Gj are evaluated for each failure mode FMi as
follows:

E Gj
� � ¼ 1� kð Þ � m1j þ k� m2j; ð4Þ

where k 2 0; 1½ � denotes the optimism index determined by the evaluator, and E Gj
� �

is
the expected rating values against the j-th linguistic grade Gj. If 0� k� 0:5, the
evaluator is a pessimistic evaluator. If k = 0.5, the evaluator is a normal evaluator. If
0:5� k� 1:0, the evaluator is an optimistic evaluator.

Table 3. Vague graded evaluation sheet for soliciting vague rating values

Failure Mode Vague value
G1 G2 … Gj … Gn

FM1 O(FM11) O(FM12) … O(FM1j) … O(FM1n)
FM2 O(FM21) O(FM22) … O(FM2j) … O(FM2n)

..

. ..
. ..

. ..
. ..

. ..
. ..

.

FM3 O(FMi1) O(FMi2) … O(FMij) … O(FMin)

..

. ..
. ..

. ..
. ..

. ..
. ..

.

FMm O(FMm1) O(FMm2) … O(FMmj) … O(FMmn)
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Step 1.2.4: Soliciting Occurrence rating score O(FMi) for each failure mode FMi

The individual occurrence rating O(FMi) is evaluated for each failure mode FMi as
follows:

OðFMiÞ ¼
Xn

j¼1
½O FMij
� �� E Gj

� ��=
Xn

j¼1
½O FMij
� �

; or

OðFMiÞ ¼ ½OðFMi1Þ � E G1ð ÞþOðFMi2Þ � E G2ð Þþ � � � þOðFMijÞ
�E Gj

� �þ � � � þOðFMinÞ � E Gnð Þ�=½OðFMi1ÞþOðFMi2Þþ � � � þOðFMinÞ�;

where O(FMij) denotes the expected occurrence rating against the j-th linguistic grade
for the i-th failure mode FMi, i denotes the ordinal number of the failure mode, Gj is the
j-th linguistic grade, and E(Gj) is the expected occurrence rating against the j-th lin-
guistic grade Gj. In this study, the five linguistic grades used for the evaluation of the
system’s rating values are: G ¼ G1;G2;G3;G4;G5f g ¼ Very Low VLð Þ; Low Lð Þ;f
Moderate Mð Þ; High Hð Þ; VeryHigh VHð Þg. Thus, the occurrence rating score OðFMiÞ
for the failure modes FMi i ¼ 1; 51ð Þ can be calculated as follows:

OðFMiÞ ¼ OðFMi1Þ � E VHð ÞþOðFMi2Þ � E Hð ÞþOðFMi3Þ � E Mð ÞþOðFMi4Þ � E Lð ÞþOðFMi5Þ � E VLð Þ½ �
= OðFMi1ÞþOðFMi2ÞþOðFMi3ÞþOðFMi4ÞþO Qi5ð Þ½ �:

Step 1.3: Soliciting Detection rating score D(FMi)

Repeating the same process as for Step 1.2.1 through Step 1.2.4, the remaining
Detection rating scores D(FMi) for the failure modes FMi i ¼ 1; . . .;mð Þ can be cal-
culated as follows:

DðFMiÞ ¼ DðFMi1Þ � E VHð ÞþDðFMi2Þ � E Hð ÞþDðFMi3Þ � E Mð ÞþD FMi4ð Þ � E Lð ÞþD FMi5ð Þ � E VLð Þ½ �
= DðOi1ÞþDðOi2ÞþDðOi3ÞþDðQi4ÞþD Qi5ð Þ½ �:

II. The Second Stage: Performing Pattern Recognition for Action Priorities Step
2.1: Recognizing action priority for each failure mode FMi

The FMEA team can use the new pattern recognition method proposed in Sub-
Sect. 3.1 to recognize action priority APi for each of the identified failure modes
FMi i ¼ 1; . . .;mð Þ. Based on the recognized action priority, personnel accountable for
exploiting the action plans into corrective actions are assigned.

Step 2.2: Exploiting action plans for each failure mode FMi

In this step, recommendations of action priorities APi i ¼ 1; . . .;mð Þ to enhance the
performance of failure modes are proposed, which may include preventive actions and
corrective actions. By implementing each of the actions associated with APi, the RPNi

for each failure mode FMi can be reduced by lowering any of the three rankings
(severity, occurrence, or detection) individually or in combination with one another.
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4 Numerical Case Study

4.1 Implementation of the Case Study

Following the procedure of the pattern recognition based FMEA, a numerical case
study was conducted to demonstrate the efficiency and effectiveness of the proposed
method. In this case study, risk evaluation for the SCADA system was carried out by
dividing the whole system into its sub-units. Each sub-unit was further divided up to
component level and failure mode of each component was discussed in detail. Total
117 failure modes were identified and evaluated.

As shown in Table 4, to determine the expected rating values E Gj
� �

in the vague
graded evaluation sheet, the five linguistic grades Gj j ¼ 1; . . .; 5ð Þ used for the eval-
uation of the system’s rating values are: G ¼ G1;G2;G3;G4;G5f g ¼ Very Low VLð Þ;f
Low Lð Þ;Moderate Mð Þ;High Hð Þ;VeryHigh VHð Þg. In this study, the optimism index k
determined by the evaluator is 0.60 (i.e., k = 0.60). Based on Eq. (4), the expected
rating values E Gj

� �
of the assigned linguistic grade Gj for each failure mode can be

calculated as: E G1ð Þ ¼ 1� 0:60ð Þ � 0þ 0:60� 2 ¼ 0:12; E G2ð Þ ¼ 1�ð
0:60Þ � 0:62 þ 0:60� 4 ¼ 0:32; E G3ð Þ ¼ 1� 0:60ð Þ � 0:4 þ 0:60� 6 ¼ 0:52;
E G4ð Þ ¼ 1� 0:60ð Þ � 0:6þ 0:60� 8 ¼ 0:72; E G5ð Þ ¼ 1� 0:60ð Þ � 0:8 þ 0:60�
10 ¼ 0:92.

Using the new polling method proposed by the author (Lin and Chiu 2017; Lin
2018), the FMEA team used a vague graded evaluation sheet to solicit graded vague
values for Occurrence of the i-th failure mode FMiði ¼ 1; . . .; 117Þ. The solicited letter-
grade vague values for Occurrence of failure mode FMiði ¼ 1; . . .; 117Þ are summa-
rized in Table 4.

It indicated that the solicited letter-grade vague values for Occurrence of the first
failure mode FM1 are: [0.4, 0.5] for High and [1, 1] for Very High. Using Eq. (1), the
solicited letter-grade vague membership value for Occurrence of the failure mode FMij

can be transformed into letter-grade numerical score OðFMijÞ. Using Eq. (6), the
Occurrence rating scores for the failure modes FMiði ¼ 1; . . .; 117Þ are illustratively
transformed as: OðFM1Þ ¼ ½OðFM11Þ � E VLð ÞþOðFM12Þ � EðLÞþOðFM13Þ�
E Mð ÞþOðFM14Þ � EðHÞþOðFM15Þ � E VHð Þ�=½OðFM11ÞþOðFM12ÞþOðFM13Þþ

Table 4. Vague graded evaluation sheet and solicited vague graded rating values for occurrence

No of failure mode Graded vague membership value
VL L M H VH

FM1 [0, 0] [0, 0] [0, 0] [0.4, 0.5] [1, 1]
FM2 [0, 0] [0, 0] [0, 0] [0.4, 0.5] [0.8, 0.9]
FM3 [0, 0] [0, 0] [0, 0] [0.4, 0.5] [0.8, 0.9]

..

. ..
. ..

. ..
. ..

. ..
.

FM117 [0, 0] [0, 0] [0, 0] [0.7, 08] [1, 1]
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OðFM14ÞþOðFM15Þ� ¼ 0:65 � 0:52þ 0:85 � 0:72þ 0:9 � 0:92ð Þ= 0:65þ 0:85þ 0:9ð Þ
¼ 0:741. The transformed graded vague membership scores for Occurrence of the
failure modes FMiði ¼ 1; . . .; 117Þ are summarized in Table 5.

Similarly, the Detection rating scores for the failure modes FMiði ¼ 1; . . .; 117Þ can
be calculated. The Occurrence rating scores and detection rating scores for the failure
modes FMiði ¼ 1; . . .; 117Þ are summarized in Table 6.

Before proceeding to Action Priority pattern recognition stage, the narrative rules of
Action Priority shown in Table 1 can be augmented and used in this study, as given in
Table 7. The AP rule #1 in AIAG-VDA FMEA handbook can be developed into two
rules, rule #1 and rule #2 because of its “or” logic. Additional rule #8 is added to
complete the rules. The narrative rules of Action Priority are then transformed into
more formal rules, as shown in Table 8.

Table 5. Vague graded evaluation sheet and transformed vague graded scores for occurrence

Failure mode FMi Graded vague
membership score

Occurrence rating scores

VL L M H VH

FM1 0 0 0.65 0.85 0.9 0.741
FM2 0 0 0.35 0.50 0.85 0.779
FM3 0 0 0 0.45 0.85 0.851

..

. ..
. ..

. ..
. ..

. ..
. ..

.

FM117 0 0 0.5 0.75 1 0.757

Table 6. Transformed occurrence rating scores and detection rating scores for failure modes

No of failure mode Occurrence rating scores O(FMi) Detection rating scores D(FMi)

FM1 0.741 0.932
FM2 0.779 0.851
FM3 0.851 0.510

..

. ..
. ..

.

FM117 0.757 0.834
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Table 7. Narrative FMEA rules for action priority (AP)

AP
rules

Action
priority

Justification for action priority - DFMEA

R1 High High priority due to safety and/or regulatory effects that have a Very
High occurrence rating

R2 High High priority due to safety and/or regulatory effects that have a High
occurrence rating

R3 High High priority due to safety and/or regulatory effects that have a
Moderate occurrence rating and High detection rating

R4 High High priority due to the loss or degradation of an essential function
that has a Moderate occurrence rating and Moderate detection rating

R5 Medium Medium priority due to the loss or degradation of an essential
function that has a Moderate occurrence rating and Low detection
rating

R6 Medium Medium priority due to the loss or degradation of a convenience
function that has a Moderate occurrence rating and Moderate
detection rating

R7 Low Low priority due to the loss or degradation of a convenience function
that has a Low occurrence rating and Moderate detection rating

R8 Low Low priority due to the loss or degradation of a convenience function
that has a Moderate occurrence rating and Low detection rating

R9 Low Low priority due to the loss or degradation of a convenience function
that has a Low occurrence rating and Low detection rating

R10 Low Low priority due to no discernible effect

Table 8. Formal rules of action priority (AP) for failure modes

AP rules Severity
C1: S(FMi)

Occurrence
C2: O(FMi)

Detection
C3: D(FMi)

Action priority

R1 SA H 0.72 – – High
R2 SA VH 0.92 – – High
R3 SA M 0.52 H 0.72 High
R4 SB M 0.52 M 0.52 High
R5 SB M 0.52 L 0.32 Medium
R6 SC M 0.52 M 0.52 Medium
R7 SC L 0.52 M 0.32 Low
R8 SC M 0.52 L 0.32 Low
R9 SC L 0.32 L 0.32 Low
R10 SD – – – – Low
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The formal rules shown in Table 8 can be rewritten as follows:

R1: IF{(C1, SA) And (C2, 0.72) And (C3, -)}, Then Action Priority AP = High,
R2: IF{(C1, SA) And (C2, 0.92) And (C3, -)}, Then Action Priority AP = High,
R3: IF{(C1, SA) And (C2, 0.52) And (C3, 0.72)}, Then Action Priority AP = High,
R4: IF{(C1, SB) And (C2, 0.52) And (C3, 0.52)}, Then Action Priority AP = High,
R5: IF{(C1, SB) And (C2, 0.52) And (C3, 0.32)}, Then Action Priority AP = Medium,
R6: IF{(C1, SC) And (C2, 0.52) And (C3, 0.52)}, Then Action Priority AP = Medium,
R7: IF{(C1, SC) And (C2, 0.32) And (C3, 0.52)}, Then Action Priority AP = Low,
R8: IF{(C1, SC) And (C2, 0.52) And (C3, 0.32)}, Then Action Priority AP = Low,
R9: IF{(C1, SC) And (C2, 0.32) And (C3, 0.32)}, Then Action Priority AP = Low,
R10: IF{(C1, SD) And (C2, -) And (C3, -)}, Then Action Priority AP = Low.

In this case study, FM3 is taken as an illustrative sample data for describing pro-
posed pattern recognition method. “Safety and/or regulatory effects” is the main
Severity concern of the FM3 sample data, which is formally expressed as S(FM3) = SA,
as shown in Table 8. The transformed rating scores O(FM3) and D(FM3) for sample
data FM3 are calculated as 0.851 and 0.510, respectively, as shown in Table 6.
According to Algorithm 1, rule #1, #2 and #3 are suitable rules to recognize the best
suited pattern of the sample data A3. The vague rating scores for FM3 in Table 6 are
used to represent the sample data A3. Besides, the rating scores in Table 8 are used to
represent the rules B1, B2, B3, shown as: A3 ¼ SA=x1 þ 0:851=x2 þ 0:51=x3;B1 ¼
SA=x1 þ 0:72=x2; B2 ¼ SA=x1 þ 0:92=x2;B3 ¼ SA=x1 þ 0:52=x2 þ 0:72=x3.

By applying the proposed matching function (Eq. 2), the matching distance
d A3;Bp
� �

p ¼ 1; 2; 3ð Þ can be calculated as follows:

dðA3;B1Þ ¼ jð0:851�0:72þ 0:51�0Þ=ð0:72�0:72þ 0�0Þ � 1j ¼ 0:182;

dðA3;B2Þ ¼ jð0:851�0:92þ 0:51�0Þ=ð0:92�0:92þ 0�0Þ � 1j ¼ 0:075;

dðA3;B3Þ ¼ jð0:851�0:52þ 0:51�0:72Þ=ð0:52�0:52þ 0:72�0:72Þ � 1j ¼ 0:027:

The smaller values d A3;Bp
� �

is, the higher the degree of matching is. According to
the recognition principle of minimum matching distance (Eq. 3), it can be observed that
data sample A5 should be classified to pattern B3, which states that “Rule 3: High
priority due to safety and/or regulatory effects that have a Moderate occurrence rating
and High detection rating.”

4.2 Findings and Implications of the Case Study

(1) Under vague and uncertain situations, FMEA team members are hesitant in
expressing their diverse risk assessments over failure modes. To manage such
situations, the novel risk priority approach based on vague set theory was con-
tributed to enhance the assessment capability of FMEA under vague and uncertain
environment.
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(2) The misconception of action priorities judged from different combinations of O, S
and D are also prevented because of a new FMEA action priority is introduced to
the new FMEA method.

(3) In view of the ordinal scale multiplication problem, the vague set theory is useful
for soliciting numerical scores for SOD risk factors of the failure modes identified
by the FMEA team.

(4) The proposed pattern recognition based FMEA also provides relative importance
weightings of risk factors O, S, and D to prevent hidden risks of identical
combinations.

(5) The results of the case study demonstrated that the proposed pattern recognition
based FMEA is useful for evaluating the rating values of failure modes and is also
useful for recognizing action priorities for failure modes and further for deploying
corrective actions.

5 Conclusions

In order to recover inherent limitations of traditional RPN based FMEA, a new pattern
recognition based FMEA is proposed in this study, helping to evaluate, prioritize and
correct safety-critical SCADA systems’ failure modes. Before proceeding further, a
design review was taken to identify failure modes and capture their causes and effects
information needed for subsequent FMEA scoring process. In the first stage, a vague
set based FMEA provided a quantitative analysis method to quantify the design dis-
cussion and review procedure under uncertain and vague environment. In the second
stage, a pattern recognition procedure was conducted for recognizing action priorities
of failure modes. Finally, a numerical case study was conducted to demonstrate that the
proposed method is not only capable of addressing its inherent problems but also is
effective and efficient to be used as the basis for continuous improvement of safety-
critical SCADA systems.

References

AIAG-VDA: Failure Mode and Effect Analysis (FMEA) Handbook, 1st edn. (2018)
Bowles, J.B., Pelaez, C.E.: Fuzzy logic prioritization of failures in a system failure modes, effects

and criticality analysis. Reliab. Eng. Syst. Safety 50(2), 203–213 (1995)
Chang, K.H., Cheng, C.H., Chang, Y.C.: Reprioritization of failures in a silane supply system

using an intuitionistic fuzzy set ranking technique. Soft. Comput. 14(3), 285–298 (2010)
Chen, S.M., Tan, J.M.: Handling multicriteria fuzzy decision-making problems based on vague

set theory. Fuzzy Sets Syst. 67(2), 163–172 (1994)
Cherdantseva, Y., et al.: A review of cyber security risk assessment methods for SCADA

systems. Comput. Secur. 56, 1–27 (2016)
Chin, K.S., Wang, Y.M., Poon, G.K.K., Yang, J.B.: Failure mode and effects analysis by data

envelopment analysis. Decis. Support Syst. 48(1), 246–256 (2009)
Gau, W.L., Buehrer, D.J.: Vague sets. IEEE Trans. Syst. Man Cybern. 23, 610–614 (1993)

38 K.-S. Lin



Lin, K.S., Chiu, C.C.: Multi-criteria group decision-making method using new score function
based on vague set theory. In: 2017 International Conference on Fuzzy Theory and Its
Applications (iFUZZY 2017), pp. 1–6, Pingtung, Taiwan (2017)

Lin, K.S.: A novel vague set based score function for multi-criteria fuzzy decision making.
WSEAS Trans. Math. 8(6), 1–12 (2016)

Lin, K.S.: Efficient and rational multi-criteria group decision making method based on vague set
theory. J. Comput. (2018, Forthcoming)

NIST: Guide to industrial control systems security. Special Publication 800-82 Revision 2.
National Institute of Standards and Technology, Gaithersburg, MD. http://dx.doi.org/10.6028/
NIST.SP.800-82r2. Accessed 5 Oct 2018

Sankar, N.R., Prabhu, B.S.: Modified approach for prioritization of failures in a system failure
mode and effects analysis. Int. J. Qual. Reliab. Manag. 18(3), 324–335 (2001)

Stamatis, D.H.: Failure Mode and Effect Analysis: FMEA from Theory to Execution, 2nd edn.
ASQ Quality Press, New York (2003)

A Pattern Recognition Based FMEA for Safety-Critical SCADA Systems 39

http://dx.doi.org/10.6028/NIST.SP.800-82r2
http://dx.doi.org/10.6028/NIST.SP.800-82r2


Interactive Genetic Algorithm Joining
Recommender System

Po-Kai Wang1, Chao-Fu Hong2(&), and Min-Huei Lin2

1 Electrical Engineering and Computer Science,
National United University, Miaoli, Taiwan

M0729002@smail.nuu.edu.tw
2 Department of Information Management, Aletheia University, Taipei, Taiwan

{au4076,au4052}@au.edu.tw

Abstract. The recommender systems tend to face the problem of lacking clues
about the new user, as a result, it is difficult for the system to provide users with
the right recommendation results. In this study, the Interactive genetic algorithm
is adapted to join with recommender system, and this new system is used to
solve the problem of the traditional recommender system. In addition, this study
proposes a double-layer encoding structure that involves the global and area
encoding, which will help the optimization of interactive genetic algorithm
(IGA) to solve the user fatigue problem. The case study testified that this rec-
ommended framework was able to rapidly filter vast amounts of data and to offer
personalized recommendations for each film viewer. For future research, further
studies on IGA that integrates analysis of screen genes to achieve a higher
quality of recommendation and to further solve IGA user fatigue issues. Finally,
this new recommender system was used to test film viewers in Taiwan and
Hollywood films released in the past 12 years, and the experimental results show
evidence that the new system is useful.

Keywords: Recommender system � Interactive Genetic Algorithms �
Hybrid recommendation � Genre films

1 Introduction

For most recommender systems, when systems cannot collect sufficient preferred
information from the user, it will be difficult to determine and make the appropriate
recommendation results. There are two purposes for this research: first, combining
Hybrid Recommendation and IGA into a new film recommendation framework to
overcome the lack of information collected to understand the user’s preference; second,
improving the definition of genes and increasing the efficiency of convergence of the
IGA algorithm to resolve the user fatigue issues.

In modern society, since the bustling and stressful life that people have, leisure and
entertainment activities begin playing an important part in our daily life. According to
Vorderer et al. (2004), individuals in modern societies devote remarkable amounts of
time to the entertainment experience. Naturally, media, especially film, take the
noticeable place in the entertainment industry. However, the world that human beings
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live is a rapid-growing world, and information overload has become a universal phe-
nomenon and a severe issue as well. Number of genre and film are growing expo-
nentially, which have caused film viewers’ difficulties to find the film which they are
interested in. Therefore, recommender systems are relied on by human beings more
than ever before and many approaches were coined.

Normally, the results that recommender systems generate depends on items’
attributes and users’ preference data. Nevertheless, existing approaches encounter
several issues such as the new item problem, the new user problem, the user fatigue
problem and so on. As the reason above, this research is aiming to combine hybrid
recommendation approach and IGA algorithm to solve these issues. In this study
report, Sect. 2 is the literature review, which reports literature relevant to the present
study, Sect. 3 is the description of the model that have IGA joining recommender
system, Sect. 4 presents the experimental results of the model, and finally, we conclude
with how IGA may solve the user fatigue issue.

2 Literatures Review

In this section, we will review two frequently-used existing recommendation models,
namely Similarity Comparison Models and Genetic Algorithm Models. Similarity
Comparison Models include content-based recommendation and collaborative Filtering
recommendation, while Genetic Algorithm has developed its interactive computation
models.

2.1 Similarity Comparison Methods

Content-based Recommendation. The advantages of content-based recommendation
approach are easy-to-use, straightforward and intuitive, as well as the easy-to-interpret
results. The reason behinds this is that additional data of user preference are not
required in this approach. As a result, cold start problem can be resolved easily.

However, according to (Marko and Yoav 1997) and Adomavicius and Tuzhilin
(2005), there are three drawbacks in this method. First, limited content analysis.
Content-based recommender system relies on the clear attributes of each object and
well-defined connection among other objects, which mean the recommendation objects
in content-based recommender system must be defined clearly because these attributes
are their identities. Furthermore, another problem of limited content analysis is that, if
there are two or more items have the exact same attributes, it could confuse the system.
In simple words, they are the same things for the system. Second, when the system
over-relies on the personal preference data, it could limit the possibilities of users
exploring films of different genres, which is known as the overspecialization problem.
Last but not least, new user problem, which will occur when the new user begins using
the system. Since the system has no clues about the new user, it is difficult for the
system to present the right recommendation results. In addition, in content-based
recommendation approach, users’ rating records are one decisive factor which deter-
mines the quality and accuracy of recommendation results. It means when users cannot
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provide sufficient rating records, it is unlikely for them to get the accurate recom-
mendation results.

Collaborative Filtering Recommendation. Karypis (2001) divided the collaborative
filtering recommendation approach into two types based on their object connection.
First, user-based recommendation algorithms use Nearest Neighbor Search (NNS) to
evaluate the similarities between the target user and other users, then predict the
probable results for the target user based on the nearest user(s). Second (Badrul et al.
2001) proposed item-based recommendation solve the problems of scalability, which
tend to increase the evaluation complexity since the increased number of users.

However, Adomavicius and Tuzhilin (2005) pointed out that there are three main
disadvantages of collaborative filtering recommendation approach. The relatively
considerable two problems are new user problem and new item problem, the reasons
behind these two issues are similar. The former, like the content-based recommendation
approach, is crucial for the systems to collect enough preference information in order to
predict what users like; while the latter, as it happens, when the new object is registered
into the system will cause new item problems. Since this item has not been rated by any
user yet, it is likely that the item will be isolated by the system. One further drawback
of the system is the sparsity problem, which occurs when the rating records of all users
are insufficient and lead to the difficulties for the system to estimate the matrix.

Summary. According to (Bellogín et al. 2012), who also pointed out that there are
eight limitations of single recommendation algorithms: restricted content analysis, new
user, overspecialization, portfolio effect, rating data sparsity, grey sheep and new item
problem. These issues shall cause the above-mentioned recommender systems hardly to
collect new users’ preferences or predict their interests for particular genres of film. In
order to remedy these drawbacks, a recommender system must be able to extract users’
preferences. Therefore, the IGA is recommended in the present study as a good method
to address these problems.

2.2 Genetic Algorithm and Interactive Genetic Algorithm

According to (Bäck and Schütz 1996), Genetic Algorithm (GA) is one of the Evolu-
tionary Computation (EC) approaches, and it was first proposed by a biologist named
Fraser A. S; later a mature GA approach was proposed by Holland (1975), who was
inspired by the DNA coding procedure and the natural selection- proposed by Charles
Robert Darwin. Holland applied a similar concept to the computing process in order to
optimize the searching approach.

The GA approach has several advantages such as convergence, randomness, and
extendibility. Li-Chieh (2005) indicated that the GA approach has a relatively better
performance compared with other optimization-solving approaches. However, when it
comes to involving the participation of subjective opinions, it could limit the accuracy
of the GA approach, as well as defining the best fitness function for the unclear
preferences of users or subjective or abstract targets shall be a challengeable task for
this approach.

Therefore, Interactive Genetic Algorithm (IGA) - one of the Interactive Evolu-
tionary Computation (IEC) approach - was proposed to replace the fitness function by
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the interaction with users and create personal preferences database. However, this
mechanism is only useful to solve the new user problem and sparsity problem in a
recommender system. In this research, we tried to combine IGA with recommender
system for formatting new recommender system and to design a new coding method
for solving the user fatigue problem in IGA. Detailed interpretations and applications of
IGA will be demonstrated in the following section.

3 Research Design

The procedures followed by this research is shown below (Fig. 1). Figure 1 shows that,
at the beginning of the search, the system will ask the user three identifiable questions
in order to distinguish what type of viewer the user belongs.

As mentioned before, if the user is considered a structural user, then the system will
execute the hybrid recommendation approach to recommend films to the user. On the
other hand, the IGA approach will be enforced for the semi-structural user and the non-
structural user. In the former situation, the user requires to interact with the system for
information, such as rating and choosing, in order to aid the system collecting the
preference data. Finally, these users will become the structural user after the system
collects sufficient information, and subsequently, the hybrid recommendation approach
will be initiated by the system.

Fig. 1. Research design
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3.1 Double-Layer Gene Definition

In this research, all the Hollywood film data were collected from IMDb, AFI, YouTube,
etc., ranging from year 2005 to 2016. Furthermore, this research not only utilizes the
attributes of films, but also the attributes from actors, actresses, directors and writers.
We have defined fifteen main genres in this research and arranged them into a clear
order from the most panic one to the most delightful one by the psychological effects
on the users. The detailed genre information is shown in Table 1 below.

To avoid the problem of user fatigue, this research used the double-layer encoding
structure to decrease the length of gene code. In each main genre (Global Encoding),
there are one or more sub-genres (Area Encoding). For example, there are three sub-
genres called Love, Sexual and Film noir under the main genre Romance. The double-
layer structure IGA approach is that the user evaluates the Global Encoding and the
Area Encoding at the same time to improve the efficiency of convergence and resolve
the user fatigue issues.

3.2 IGA Joining Recommender System Procedure

There are four phases in this recommender system: identifying the user, taking
appropriate approach, enforcing the IGA approach and enforcing the Hybrid Recom-
mendation approach. These phases are described below respectively.

Phase 1: Identifying the User. When the new user expects the system recommending
the films, the following three identifiable questions must be answered first: 1. What
genres do you like? 2. Which film actors do you like? And 3. Which film actresses do
you like?

These three questions are presented in the form of multiple choices, and the user is
allowed to skip any of these questions if he or she cannot decide to respond. When the
user gives up one or more identifiable questions, this user will be identified as a semi-
structural user. On the other hand, if the user answers all the questions, he or she will be
identified as a structural user.

Table 1. Main genres and their codes, decimal encodings (DE) and binary encodings (BE)

Genre Code DE BE Genre Code DE BE

War G 0 0000 Epic O 8 1000
Disaster F 1 0001 Action C 9 1001
Suspense L 2 0010 Adventure H 10 1010
Police and crime D 3 0011 Fantasy I 11 1011
Society J 4 0100 Romance N 12 1100
Documentary P 5 0101 Sports K 13 1101
Si-Fi E 6 0110 Musical B 14 1110
Drama A 7 0111
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After the system obtains the user’s preference data, it will subsequently convert
actors’ and actresses’ data to genre-type data and evaluate the weight of each genre.
These weight and preference data will be utilized in phase 3 and 4.

Phase 2: Taking Appropriate Approach. In this phase, the system will decide which
approach need to be executed based on the user’s type. The semi-structural users will
be required to interact with the system through the IGA approach, while the structural
users can skip phase 3 and immediately enter phase 4- enforcing the Hybrid Recom-
mendation Approach- and generate the recommendation results.

Phase 3: Enforcing the IGA Approach. In this phase, the user will have to interact
with the system by rating the six films provided (offspring genes). The system utilizes
feedback, arranges the wheel percentages of each film genes, executes the cross-over
and mutation processes and generates the next generation genes. The procedures of
IGA recommendation approach are shown below (Fig. 2).

Figure 2 shows that, at the end of each cycle, the user can choose whether he or she
wants to continue. If the user feels satisfied by one or more of the offspring results or
feels tired of rating, he or she can decide to leave the IGA cycle and enter into the
Hyper Recommendation Approach procedure.

In this research, the method we used is based on Man’s approach while we made
some changes to fit our research purpose. Following are eight steps in the IGA cycle
used in this research: Step.1: Generate Parents Genes, Step.2: User Rating, Step.3:
Collecting Rating Data (Fig. 3), Step.4: Roulette Wheel Approach, Step.5: Cross-over,
Step.6: Mutation, and Step.7: Generate Offspring Genes, and Step.8: Output Results.

Phase 4: Enforcing the Hybrid Recommendation Approach. n this phase, all users
are considered structural users, which means the problems such as the new user
problem or the sparsity problem will unlikely to occur. In this section, we will further
explain the concept of the Hybrid Recommendation approach and how it works.

Fig. 2. IGA recommendation approach procedure
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Hybrid Recommendation. The Hybrid recommendation approach combines several
approaches in order to fix the problems and apply it into different situations.

According to Marko and Yoav (1997) the content-based recommendation approach
and collaborative filtering recommendation approach are most common combination of
hybrid recommendation approach. Figure 4 below shows the complete procedure of
hybrid recommendation used in this research.

From the information provided in Fig. 4, it is easy to realize that after users’ data
are entered into the Hybrid Recommendation approach, the system uses the Collabo-
rative Filtering Recommendation approach and the Content-based Recommendation
approach at the same time in order to generate the most suitable results for the user.

Fig. 3. The concept of double layer rating structure

Fig. 4. Hybrid recommendation approach procedure
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4 Experiment Results and Discussion

In order to testify the accuracy and efficiency of IGA Joining Recommender System,
the researchers designed a questionnaire to investigate levels of user satisfaction after
they used this new recommender system and how they judge the recommendation
results. The questionnaire is designed based on Technology Acceptance Model
(TAM) (Fred in 1993) to generate valid and reliable results, as shown in Table 2.

The experimental results in Table 2 show that AM scores in questions A01, A03
and A05 are higher than 3.75, which means that 75% new users are satisfied with the
recommendation information. And fortunately, the results of PEOU are higher than 3.5,
which indicated that new users do not feel that the system are hard to operate. In
addition, from A01, the highest value, it also points to the fact that the double-layer
coding can avoid user fatigue problem in IGA Joining Recommender System.

Table 2. Questions in the Questionnaire with their factors, question codes (QC), descriptions,
and arithmetic means (AM)

Factor QC Description AM

Perceived
Usefulness (PU)

A01 Using this film recommender system can aid me to select
films more quickly

3.98

A02 Using this film recommender system can aid me to spend
less time in considering the contents of films

3.58

A03 This film recommender system is quite useful for me in
choosing films to watch

3.79

A04 Using this film recommender system can aid me watching
the detailed information of films more quickly

3.60

A05 Using this film recommender system can add some delights
to my daily life when I am choosing the films

3.79

A06 The results through this film recommender system are
suitable for me

3.63

Perceived Ease-of-
use (PEOU)

B01 I can operate this film recommender system without having
to learn it in advance

3.65

B02 I can use this film recommender system without having to
learn it in advance

3.60

B03 I do not have to think a lot when I am interacting with this
film recommender system

3.56

B04 This film recommender system is easy to use for me 3.72
B05* This film recommender system is useless for me 3.58

*: Question B05 is a reverse coded item, and the result shown above has been reversed and
processed
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5 Conclusion

The new user problem is the most problematic issue in recommender system. In this
study, the authors adopted the IGA to join hybrid recommender system, in which the
IGA can clearly find users’ characteristics and preferences, and the combination of
these well-processed information hybrid recommendation approach can recommend
more useful films for new users. Finally, this study used TAM to investigate new users’
satisfaction with this new type recommender system. The PU experimental results point
out that new users feel that this system is useful to aid them finding preferred films. In
addition, the experimental results of PEOU also show evidence that new users feel the
system is good to use. In addition, the highest value in question A01 points out that
new type of hybrid recommender system can save operating time. Based on these
evidences, it is clear that the double-layer encoding structure can solve IGA user
fatigue problem. Therefore, double-layer coding IGA joining recommender system is
considered an useful new type of hybrid recommender system.
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Abstract. As a payment gateway service company or third party service, ser-
vice is one that must be maintained and enhanced. Data management should also
be managed well because the data is an important company asset. The identi-
fication of problems and how to solve it should also be improved. IT (Infor-
mation Technology) Governance is a structure of relationships and processes to
direct and control an organization to achieve its goals. Method of research used
framework of COBIT (Control Objectives for Information and Related Tech-
nology) 4.1 that has the objective to build good IT governance and standards
that have been recognized on the international level. This study only focused on
one out of four domains contained in the COBIT which is Deliver and Support
domain and limit the discussion on DS1 (Define and Manage Service Levels),
DS 10 (Manage Problems) and DS 11 (Manage Data) for management aware-
ness and maturity level. The results of management awareness show that the
level of performance process for case domain is at the middle level. The
Maturity level of DS1, DS10, and DS11 for the current condition (as is) at level
3 which means a condition in a company has had formal procedures and
standards in daily activities but never do the monitoring of procedures that have
been implemented. Expected maturity level for all (to be) is at level 4. Perfor-
mance indicators and outcome measures are proposed to achieve IT processes
according to expected goals in DS1, DS10, and DS11.

Keywords: IT governance � Deliver and support � COBIT

1 Introduction

Business competition is increasingly competitive. Therefore, to survive in the business
competition, an organization should have information system and information tech-
nology to support current businesses. Information technology can help the daily
operation of companies to become more efficient, information technology is also a
major competitive differentiator [7]. The organizations use the information system to
develop products, services, and capabilities that provide an advantage in the compet-
itive market.
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The development of electronics money transaction is increasing every year based
on the data published by Bank of Indonesia. The number of transactions in 2007 totaled
586.046 transactions, 2.560.591 transactions in 2008, 17.436.631 transactions in 2009,
26.541.982 transactions in 2010, 41.060.149 transactions in 2011, 100.623.916
transactions in 2012, 137.900.779 transactions in 2013 and 203.369.990 transactions in
2014. Based on these data it appears that the development of electronic money
transactions experiencing huge growth that requires businesses in payment gateway
increasingly innovative [2].

As a payment gateway company or third party service company, PT SAR becomes
a company that connects between Biller with Collecting Agent in online transaction
services to the various merchant. This company uses ISO 8583 which is an interna-
tional standard for financial transactions in exchange of data. This standard is used to
facilitate communication between Biller with Collecting Agent. By using this standard
of communication, the transaction can still be made between related parties while
utilizing the system or different programming languages. The problem that usually
occurs is the incompatibility of information systems with business processes and
information systems required by the organization [5].

The objectives of this research are; Knowing the condition of the IS/IT governance
that is running, Knowing the information system maturity level current for the expected
condition and Increase the information system maturity level towards the expected
condition (to be). Therefore, there should be a management of information system that
has been implemented to ensure the information system is according to business or
organization needs or not.

In this study to determine the condition of governance Information Technology in a
Payment gateway service company which is one of the private companies in Jakarta.
This type of company began to grow in connection with the growing business
development of the marketplace startup that made online sales in the type of Business
to Customer (B2C). Companies that make online sales transactions need cooperation
with third-party companies that can guarantee security and trust in making purchases
online. In the case of discussion the company was included in the initial company as a
good pioneer in conducting business as a service company in the payment gateway
compared to other similar companies.

IT governance using the Cobit framework is widely used in evaluating information
technology management and information systems in commerce, service, and
telecommunications private companies.

The maturity level of the system needs to be known in the information technology
that has been implemented in order to know whether the application of information
technology is made in accordance with organizational goals, IT process performance
must also be known in relation to the business needs and objectives that can be done
using the COBIT framework [8]. COBIT provides best practices for IT governance and
control that will help the organization in the optimization of IT investments, ensure the
service provided, and provide measurements to check on incompatible things. COBIT
is also used to align business objectives with the intended use of IT. COBIT framework
is significantly related with overall risk assessment of interconnected COBIT process
that can be used to predict the behavior of auditors in terms of finding and providing IT
support Audit [11]. IT Governance sustainably needed for development of information
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technology can go according to the requirements, processes and business goals,
because effective IT governance is the most important support of value and success of
the organization [12].

2 Identification of Problems

The current problem is unknown maturity level of the implemented system, whereas
maturity level of the system is necessary to know where the position of the current
system and to make improvements in the future according to business objectives.
Business goals and IT goals have not been aligned, but the alignment is necessary to
see compatibility between IT objectives with business needs and extent of the con-
tribution of IT to support business processes to improve the quality of information
services and realize the vision and mission of the company. IT process also needs to do
the identification of information quality, system quality, service quality, satisfaction of
users of the system, and the perceived benefits of user-related information systems in IS
Governance. Based on identification result will appear process performance IT to
business needs and business objectives to improve the quality of information service
for internal and external sides.

2.1 IT Governance

One key focus of IT governance is to align IT with business goals with a blend of
corporate governance and management of information technology [3]. According to [9]
information technology management focuses on achieving internal effectiveness for the
support of information technology products and services as well as operational man-
agement of information technology at the moment [9].

The scope of IT Governance has a broader, and concentrates on the performance
and transformation of information technology to meet today’s business needs and the
future, both in terms of internal and external business. IT Governance is part of the
corporate governance and consists of the leadership, organizational structures, and
processes that ensure the information technology companies supporting and expanding
the organization’s strategies and goals [3].

From the definition above can be concluded that the role of IT Governance to create
a business can be aligned with IT, IT investment can support appropriate, and IT can
support and expand objectives and the organization’s strategies.

ITGI explained that the IT Governance has five main focuses and everything is
driven by stakeholder value. Two of them are the result of that namely value delivery
and risk management, while the next three are the driving forces namely strategic
alignment, resource management and performance measurement [4] (Fig. 1).

COBIT (Control Objectives for Information and Related Technology) was devel-
oped by the IT Governance Institute (ITGI). COBIT is an IT governance framework,
which applied to the management of IT services, control department, audit functions. It
is important for business owners to ensure the accuracy, integrity, availability of data
and critical and sensitive information. COBIT is the most appropriate control frame-
work to help organizations to ensure alignment between the use of information
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technology and business goals [10]. According to Campbell, COBIT is a way to
implement IT Governance [1] (Fig. 2).

COBIT supports IT governance by providing a framework to ensure [4]:

– IT aligned with business
– IT enabled business and maximize profits
– IT resources are used responsibly
– well managed IT Risk

COBIT provides guidance extensively to obtain the management and control of
applications in an enterprise, to illustrate the extent to which the implementation of an
information system can compensate for business purposes. COBIT accommodates the
translation by providing a process model in four domains: plan and organize (PO),

Fig. 1. IT governance focus [4]

Fig. 2. The basic principles of COBIT [4]
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acquire and implement (AI), deliver and support (DS) and monitor and evaluate (ME).
The fourth domain has functioning processes for the monitoring of every element of
information technology. The basic principle of the COBIT framework is to provide the
information necessary to achieve corporate objectives.

3 Methodology

This study describes the implementation of IT governance in Company, This research
uses a case study because the authors can get an understanding of an event. The method
used in this study is a qualitative method. Qualitative research methods according to
Moleong is research that aims to understand the phenomenon of what is experienced by
the subject of the study such as behavior, perception, motivation, action, and others in
their entirety by means of description in the form of words and language, in an intact of
natural context and by utilizing a variety of scientific methods. In this case study, the
main data is collected by questionnaires, observations, and documents related to the
research in the company [6].

The stage flow of thinking as follows: Questionnaires, observation, document and
data collection, Data analysis using the Cobit framework 4.1.

The questionnaire in this research is used as a method in the calculation process to
determine the current information system governance. In this study there were 2
(two) types of questionnaires, namely the maturity level questionnaire: Indicators that
were asked were 0 (not yet implemented) to 5 (optimized) according to the COBIT
maturity model and management awareness questionnaire: namely to raise awareness
for company management and identification regarding the entire process related to the
quality of internal and external services. Questionnaires are given to employees
involved in the system and business processes. to get information about feedback on
each domain and the maturity level of the information system.

Observations are made directly on the object of research, in this case study,
employees are involved in the system used, in this case the programmer, implemen-
tation, system support, DBA (Database Administrator), operational, marketing and
finance. The next object is employees involved in business processes, in this case top
management, marketing and project management. Related documents that support
research are obtained from the company.

Data analysis using Cobit framework 4.1 and the discussion in this study are
divided into several topics, namely identification of business goals, identification of IT
goals, identification of IT processes, identification of control objectives and maturity
levels of information systems implemented.

4 Discussion and Result

This research only uses “Deliver & Support” domain. Domain control used is on DS1
(Define and manage service level), DS10 (Manage Problems) and DS11 (Manage Data)
in improving the quality of information services. The number of respondents to the
questionnaire of this case study was 40 respondents.
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4.1 Management Awareness

Analysis of identification of management awareness of data collection based on
completed questionnaires on the detailed control objectives that have been identified in
manage service process (DS1), manage problems (DS10) and manage data (DS11). The
answer of any questions using multiple choice models, respondents can determine
answer by selecting one of the options considered to represent a level of performance to
actual conditions of reference as follows (Table 1):

• H (High) ! Good performance
• M (Medium) ! Medium performance
• L (Low) ! Low performance

Here’s the formula for calculating the management awareness:

MA =
Nv L,M or Hð Þ

Tr
� 100%

MA : Result from each management awareness question
Nv : Number of Value performance
Tr : Total Responden

Formula for calculating DCO (Detailed Control Objective):

DCO =
MalxNkð Þþ MamxNkð Þþ MahxNkð Þ

100

DCO : Value Performance of each DCO
Nk : Identified value performance
Mal : Result of management awareness for low conditions
Mam : Result of management awareness for medium conditions
Mah : Result of management awareness for high conditions

Table 1. Mapping answer of questionnaire and value/level performance DCO (detailed control
objective) in DS1, DS10 and DS11 process.

No Answer Value performance Level performance

1 L 1.00 Low
2 M 2.00 Middle
3 H 3.00 High
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The following results were obtained after doing data analysis (Table 2):

DCO Level of the manage service level process with a value of performance
average for these processes is 2.4. The following radar diagram is based on the analysis
result (Fig. 3 and Table 3).

Table 2. Level performance of DCO process DS1 (define and manage service levels)

No Detailed control objective Value performance

1 Service level management framework (DS1.1) 2.4
2 Definition of services (DS1.2) 2.3
3 Service level agreements (DS1.3) 2.5
4 Operating level agreements (DS1.4) 2.8
5 Monitoring and reporting of service level achievements (DS1.5) 2.3
6 Review of service level agreements and contracts (DS1.6) 2.4
Average 2.4

2.4 

2.3 

2.5 
2.8 

2.3 

2.4 

0
0.5

1
1.5

2
2.5

3
DS1.1

DS1.2

DS1.3

DS1.4

DS1.5

DS1.6

Fig. 3. Radar diagram of DCO DS1 (define and manage service levels)

Table 3. Level performance of DCO (detailed control objective) process DS10 (manage
problems)

No Detailed control objective Value
performance

1 Identification and classification of problems (DS10.1) 2.4
2 Problem tracking and resolution (DS10.2) 2.5
3 Problem closure (DS10.3) 2.5
4 Integration of configuration, incident and problem management

(DS10.4)
2.5

Average 2.5
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DCO Level of the manage problems level process with a value of performance
average for these processes is 2.5. The following radar diagram is based on the analysis
result (Fig. 4 and Table 4).

DCO Level of the manage data level process with a value of performance average
for these processes is 2.5. The following radar diagram is based on the analysis result
(Fig. 5).
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2.5 
0

0.5
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Fig. 4. Radar diagram of DCO DS10 (manage problems)

Table 4. Level performance of DCO process DS11 (manage data)

No Detailed control objective Value performance

1 Business requirements for data management (DS11.1) 2.4
2 Storage and retention arrangements (DS11.2) 2.5
3 Media library management system (DS11.3) 2.4
4 Disposal (DS11.4) 2.5
5 Backup and restoration (DS11.5) 2.5
6 Security requirements for data management (DS11.6) 2.5
Average 2.5

2.4 

2.5 

2.4 
2.5 

2.5 

2.5 

0
0.5

1
1.5

2
2.5

3
DS11.1
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DS11.5

DS11.6

Fig. 5. Radar diagram of DCO DS11 (manage data)
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4.2 Maturity Level

Maturity level analysis was obtained from the answers of questionnaires distributed to
respondents. These tables and graphs based on respondents answer to provides an
overview of the maturity level of service level management (DS1), management
problems (DS10) and management data (DS11).

Based on the Table 5, obtained the following information about the attribute of
maturity level, namely:

1. Current Maturity level (as is) at DS1 process is at level 3 (defined).
2. Expected Maturity level (to be) at DS1 process is at level 4 (managed) (Fig. 6).

Based on the Table 6, obtained the following information about the attribute of
maturity level:

1. Current Maturity level (as is) at DS10 process is at level 3 (defined).
2. Expected Maturity level (to be) at DS10 process is at level 4 (managed) (Fig. 7).

Table 5. Level of maturity process DS1 (define and manage service levels)

No Attribute Maturity
level

Maturity
level

As is To be As is To be

1 AC 2.73 4.45 3 4
2 PSP 2.53 4.23 3 4
3 TA 2.85 4.33 3 4
4 SE 1.95 4.15 2 4
5 RA 2.58 4.20 3 4
6 GSM 3.05 4.43 3 4
Average 2.61 4.29 3 4
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4.33 

4.15 
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PSP
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Fig. 6. Representation of maturity level for DS1 process (define and manage service levels)
current condition (as is) and expected condition (to be)
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Based on the Table 7, obtained the following information about the attribute of
maturity level:

1. Current Maturity level (as is) at DS11 process is at level 3 (defined).
2. Expected Maturity level (to be) at DS11 process is at level 4 (managed) (Fig. 8).

Table 6. Level of maturity process DS10 (manage problems)

No Attribute Maturity
level

Maturity
level

As is To be As is To be

1 AC 3.05 4.50 3 5
2 PSP 2.88 4.55 3 5
3 TA 2.90 4.35 3 4
4 SE 2.25 4.28 2 4
5 RA 2.95 4.38 3 4
6 GSM 3.25 4.38 3 4
Average 2.88 4.40 3 4
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Fig. 7. Representation of maturity level for DS10 process (manage problems) current condition
(as is) and expected condition (to be)

Table 7. Level of maturity process DS11 (manage data)

No Attribute Maturity
level

Maturity
level

As is To be As is To be

1 AC 3.03 4.38 3 4
2 PSP 3.03 4.43 3 4
3 TA 3.05 4.28 3 4
4 SE 2.48 4.10 2 4
5 RA 3.05 4.30 3 4
6 GSM 3.08 4.43 3 4
Average 2.95 4.43 3 4
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The Table 8 shows summary from each result of DCO (Detailed Control Objective)

4.3 Gap Analysis

Based on questionnaire II result about maturity level, the manage service process for
current condition is at level 3 (2.61), and expected condition is at level 4 (4.29),
manage problems process for current condition is at level 3 (2.88), and expected
condition is at level 4 (4.40), and manage data process for current condition is at level 3
(2.95), and expected condition is at level 4 (4.32). Therefore, improvement is needed to
reach the maturity (maturity level) to the expected level (Figs. 9, 10, 11).
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4
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PSP

TA

SE
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GSM

Fig. 8. Representation of maturity level for DS11 process (manage problems) current condition
(as is) and expected condition (to be)

Table 8. Summary of each DCO

No DCO Maturity
level

Maturity
level

Gap

As is To be As is To be

1 DS1 2.61 4.29 3 4 1.68
2 DS10 2.88 4.40 3 4 1.52
3 DS11 2.95 4.32 3 4 1.37
Average 2.81 4.33 3 4 1.52

Current Maturity Level (2.61)
Expected Maturity Level (4.29)

Fig. 9. Gap DS1
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5 Conclusions

1. The result of management awareness shows that performance level DS1 process is
at a medium level, DS10 is at a medium level, and DS11 is at a medium level.

2. Current Maturity level for DS1 (as is) is at 2.61 (level 3), current maturity level for
DS10 (as is) is at 2.88 (level 3), and current maturity level for DS11 (as is) is at 2.95
(level 3).

3. Expected maturity level for DS1 (to be) is at 4.29 (level 4), expected maturity level
for DS10 (to be) is at 4.40 (level 4) and expected maturity level for DS11 (to be) is
at 4.32 (level 4).

4. Current Gap (as is) with expected condition (to be) for maturity level DS1 is at 1.68,
current gap (as is) with expected condition (to be) for maturity level DS10 is at 1.52,
and current gap (as is) with expected condition (to be) for maturity level DS11 is at
1.37.

5. Implementation of information technology by using COBIT Framework can pro-
vide benefits to the system according to objective company business.

6. Suggestion to create any documentation of any work performed and monitoring IT
governance to must be enhanced.

Current Maturity Level (2.88)
Expected Maturity Level (4.40)

Fig. 10. Gap DS10

Current Maturity Level (2.95)
Expected Maturity Level (4.32)

Fig. 11. Gap DS11
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Abstract. Knowledge base merging is one of active research fields with a large
range of applications in Artificial Intelligence. Most of the works in this research
field has a lot of restrictions such as in the centralized approach, drowning effect,
it is difficult to apply to interactive systems such as multi-agent systems as well
as omitting knowledge in the merging process. The purpose of this paper is to
focus on the integration of possibilistic knowledge bases in the propositional
sense in propositional language. The integration is done through the special
possibility distribution of possibilistic knowledge bases. To solve that problem,
we introduce a new powerful argumentation framework for merging knowledge
bases. In order to model this argument, firstly, the source knowledge bases of
each agent are ranked in order of priority and the merging of prior knowledge
bases into a priority knowledge base and then infer the final knowledge. An
axiomatic model, including a set of rational and intuitive postulates is interested
and discussed so that the merging result of knowledge bases needs to be
satisfied.

Keywords: Argumentation � Knowledge base merging � Possibilistic logic

1 Introduction

In the past decades, knowledge base merging has become a compelling field in many
areas of cooperative information systems. These approaches have been introduced in
many papers for merging conflict knowledge bases. It is applied in a large range of
areas such as Distributed Database, Multiagent Systems, GroupWare and Distributed
Information as Web context. The advantage of knowledge base merging approach is
the richness of information so get more from different sources. This knowledge is often
contradictory and use priority issues to resolve conflicts, as well as balancing the
various factors to achieve the best fusion of inconsistent sources of information is the
issue we look forward to.

Uncertainty is almost an attribute of information and knowledge. For this reason,
the handling of uncertainty in inference systems has been a long-standing issue of
artificial intelligence (AI). When the second expert system was introduced, a proposed
setting for the representation of reliability, skepticism and certainty factor was pro-
posed. Then, a series of new proposals have been developed for uncertainty including
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the theoretical belief function [15], possibilistic theory [16], probability inaccuracy
[17], in which the possibilistic theory has emerged at the forefront of AI methods,
challenging the maximum right of the representation and the logic installed.

Possibilistic logic is a weighted logic that allows to handle uncertainty (and it also
models preferences). In addition, possibilistic logic of inconsistency by taking
advantage of the classification for the set of formulas. These are the basic features of
standard possibilistic logic. Thus, in the standard possibilistic logic, there are four ways
to determine the inference end of a knowledge base in terms of total order [14]:
semantic approach based on ranking of representations, the syntactic approach based
on Modus Ponens and Weakening, a classical approach based on cuts and rational
rejection. They are equivalent and yield the same result as inference. Possibilistic logic
is an equivalent framework for determining the ranking of the possible world. In fact,
any rank of performance can be represented by a possibilistic knowledge base.

From the promising features of the possibilistic logic evokes us to merging
knowledge approaches. Approaches have been published as a two-stage knowledge
integration process [12, 13], negotiated game solutions [18], stratified knowledge
merging model [9–11, 19, 20], a merging model for weighted knowledge bases [8], a
model for knowledge merging by argumentation [21], and knowledge merging by
argumentation in possibilistic logic [1, 3, 23].

In this model, we propose a new argumentation framework for merging possi-
bilistic knowledge bases. The contribution of this paper is twofold. First, we introduce
a framework for merging possibilistic knowledge-based in which a common argument
framework is applied in the knowledge base to achieve meaningful results in com-
parison with other knowledge base merging techniques for knowledge base merging in
possibilistic logic such as [3–7]. Second, an axiomatic model, including rational and
intuitive propositions for merging results is introduced and many logical attributes are
discussed.

The rest of this paper is organized as follows: We review about possibilistic logic in
Sect. 2. Knowledge integration operators for the prioritized belief bases, presented by
possibilistic logic is presented in Sect. 3. Section 4 introduces a general argumentation
framework and a model to merge knowledge bases. Postulates for knowledge base
merging by argumentation and logical properties is introduced and discussed in Sect. 5.
Some conclusions and future work are presented in Sect. 6.

2 Possibilistic Logic

The theory of possibility has been studied for several decades. Scenarios of uncertainty
may use rules or theoretical possibilities. We consider a propositional language L,
based on the limited set of propositional variables denote to the Greek letters a; b; c; . . .,
the formulas denoted by the letters /;w; n; . . .; and X are the finite set of representa-
tions of L. The set of models of / notation /½ �, which is a subset of X. We denote ‘ the
classical syntactical inference and � the classical semantic inference. The possibility
distribution, denoted by p, is a function from X to [0, 1]. We also denote p xð Þ the
degree of compatibility of x with real world available knowledge. When p xð Þ ¼ 1, it
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means that x is completely consistent with the available knowledge, while p xð Þ ¼ 0
means that x is not possible. p xð Þ[ p x0ð Þ means that x is more priority than x0.

Each possibilistic logic formula has the form /i; aið Þ such that /i is a propositional
formula and ai 2 0; 1½ �. The weight ai is the degree of certainty or priority that the
propositional formula /i is true, namely Nð/iÞ � ai � 0, where N is a necessary
measure. When the weight is 1, the possibilistic logic is the classical logic. A possi-
bility distribution that allows two functions from L to [0, 1] called possibility and
necessity measures, denoted by P and N, and defined by:

P /ð Þ ¼ max p xð Þ : x 2 X; x � /f g; and
N /ð Þ ¼ 1�P :/ð Þ:

Constraints of the form
Q

/ð Þ � a can also be processed in logic, but they cor-
respond to poor information, whereas N /ð Þ � a ,

Q
:/ð Þ � 1� a show that :/

somewhat can not and have more information.
A possibilistic formula /; að Þ consists of a propositional formula / and a weight

a 2 ½0; 1�. A possibilistic knowledge base is a finite set of the formulas
P ¼ f /i; aið Þj i ¼ 1; . . .; ng. We denote P� an aggregation knowledge base for P de-
fined as follows: P� ¼ f/ij /i; aið Þ 2 Pg. Obviously, a possibilistic knowledge base
P is consistent if P� is consistent and vice versa.

By a semantic approach, with a possibilistic knowledge base, there are generally
many possibility distributions p on the set of representation X such that the necessary
measure is determined from this possibility distribution satisfying Nð/iÞ� ai with all
formulas /i. Among these possibility distributions, there is a special distribution, this
probability distribution is found by the minimum specification principle, which is the
maximum measure of entropy determined as follows:

Definition 1 [5, 23]. 8x 2 X

pPðxÞ ¼
1 if 8 /i; aið Þ 2 P;x � /i

1�max ai : /i; aið Þ 2 P and x2/i

� �
otherwise

8<
: ð1Þ

Example 1. Suppose that

P ¼ a; 0:8ð Þ; :c; 0:7ð Þ; b ! a; 0:6ð Þ; c; 0:5ð Þ; c ! :b; 0:4ð Þf g:

According to Definition 1, we can determine the possibility distribution for P as
follows:

pPða:b:cÞ ¼ pPðab:cÞ ¼ 0:5; pP abcð Þ ¼ pPða:bcÞ ¼ 0:3 and

pPð:abcÞ ¼ pPð:ab:cÞ ¼ pPð:a:bcÞ ¼ pPð:a:b:cÞ ¼ 0:2
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Definition 2. Given a possibilistic knowledge base P and a 2 0; 1½ �, the a-cut of P is
denoted by P� a and defined: ðP� a = f/ 2 P�j /; bð Þ 2 P; b � ag). Similarly, a
strict a-cut of P is denoted by P[ a and defined: P[ a ¼ / 2 P� /; bð Þ 2 P;jfð
b [ :agÞ.
Definition 3. Possibilistic knowledge base P1 is equivalent to possibilistic knowledge
base P2, written P1 � P2 if and only if pP1 ¼ pP2 .

Definition 4. The inconsistency degree of a possibilistic knowledge base P is as
follows:

Inc Pð Þ ¼ maxfai : P� ai
is inconsistentg ð2Þ

The inconsistency degree of possibilistic knowledge base P is the maximal value ai
where ai � cut of P is inconsistent. Conventionally, if P is consistent, then Inc Pð Þ ¼ 0.

Definition 5. Given a possibilistic knowledge base P and /; að Þ 2 P; /; að Þ is a
subsumption in P if:

Pn /; að Þf gð Þ� a ‘/ ð3Þ

Further, /; að Þ is a strict subsumption in P if P[ a ‘/.
The following lemma indicates that tautologies can be removed from possibilistic

knowledge bases [2].

Lemma 1. For >; að Þ be a tautological formula in P then P and P0 ¼ P� >; að Þf g are
equivalent.

Definition 6. For a knowledge base P, the formula / is a reasonable (reliable) con-
sequence of P if

P[ Inc Pð Þ ‘/ ð4Þ

Definition 7. For a possibilistic knowledge base P, the formula /; að Þ is a possibilistic
consequence of P, denoted P ‘p (/, a), if:

– P� a is consistent
– P� a ‘/
– 8b [ a;P� b 0/

With any inconsistent possibilistic knowledge base P, all formulas with certainty
degrees smaller than or equal to Inc(P) will be omitted in the merging process.
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Example 2. Continuing Example 1, obviously P is equivalent to

P0 ¼ fða; 0:8Þ; ð:c; 0:7Þ; ðb ! a; 0:6Þ; ðc; 0:5Þg:

Formula (c ! ¬b, 0.4) is missed because of Inc Pð Þ ¼ 0:5.
We have:

– Reasonable inferences of P: :a; c ! a; b ! a, …
– Possibilistic consequences of: c ! a; 0:7ð Þ; b ! a; 0:6ð Þ, …

The two possibilistic knowledge bases P and P0 are said to be equivalent, denoted
P �s P0, if and only if 8a 2 0; 1ð �;P� a � P0

� a. The two possibilistic knowledge
profiles d1 and d2 are said to be equivalent d1 �s d2ð Þ iff there is a bijection between
them that each possibilistic knowledge base of d1 is equivalent to its image in d2.

3 A Merging Operator in Possibilistic Logic

In this paper, the knowledge bases of the agents are arranged in order of priority.
Merging knowledge is organized in rounds, at each round, agents submit their most
preferred beliefs, depend on the current state of argumentation process, some argu-
ments may be eliminated and others are added to the set of accepted beliefs.

We consider a merging process for priority knowledge base by argumentation as
follows:

1. Each agent arranges its knowledge bases in the order of priority, the more important
knowledge is, the higher priority it has. Argumentation process is held in multiple
rounds.

2. At each round, the agents give concurrently their knowledge.

• If all the given knowledge bases are jointly consistent with the temporary results
in the previous rounds, they will be given an accept set (temporary output).

• If the knowledge of some of the joint agents conflicts with the temporary result,
the knowledge of these agents is ignored and the remaining knowledge is added
to the temporary result set.

• If an agent proposes a knowledge and other agent can defeat it, this knowledge
will be rejected.

3. The argument process will end when no agent has made any arguments. The final
temporary result set will be the result of merging process.

We know that each agent corresponds to a knowledge base with a finite set of
formulas, i.e., a finite set of arguments, so that the process of argumentation always
ends. In addition, agents encourage their knowledge base to prioritize and submit
priority arguments as soon as possible.

A possibilistic merging operator, denoted by 	 is a function from 0; 1½ �n to 0; 1½ �.
Operator 	 is used to aggregate the degree of certainty associated with the knowledge
provided by different sources. Let P ¼ P1; . . .;Pnf g be set of n possibilistic knowledge
base (may be jointly inconsistent). The result of knowledge base merging P using 	,
denoted P	 is defined as follows:
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Definition 8 [4]. (Aggregated base) Let P ¼ P1; . . .;Pnf g is a set of possibilistic
knowledge bases and 	 a merging operator. The result of merging P with 	 is defined
by:

P	 ¼ Hj;	 x1; . . .; xnð Þ
� �

: j ¼ 1; . . .; n
� �

where Hj are disjunctions of size J between formulas taken from different
Pi i ¼ 1; . . .; nð Þ and xi is either equal to ai or to 0 based respectively on /i belongs to
Hj or not.

For the two knowledge bases P1 and P2 and the integration operator 	, the
semantic combination rule combines the possibility distributions pP1 and pP2 using 	
where p	 xð Þ ¼ pP1 xð Þ 	 pP2 xð Þ. Its syntactical counterpart is the following possi-
bilistic knowledge bases [4]:

ð5Þ

Two attributes for 	 are recognized in this definition are as follows [2, 7]:

1. 	ð0; . . .; 0Þ ¼ 0
2. If ai � bi for all i ¼ 1; . . .; n then 	 a1; . . .; anð Þ� 	 b1; . . .; bnð Þ

The first attribute says that if the formula does not appear in any knowledge base, it
does not appear in the merging result. The second attribute is the attribute of complete
agreement (called monotonic property) which means that if formula / is more reliable
(or preferred to) to formula w, then the result of the merging also prefers / to w.

Example 3. Let P1 ¼ /
W
w; 0:9ð Þ; :/; 0:8ð Þ; n; 0:1ð Þf g

và P2 ¼ :w; 0:7ð Þ; /; 0:6ð Þf g. For 	 be the probabilistic sum defined by
	 a; bð Þ ¼ aþ b�ab. Following Definition 8 and formula (5), we get:

P	 ¼ / _ w; 0:9ð Þ; :/; 0:8ð Þ; n; 0:1ð Þf g [ :w; 0:7Þ; /; 0:6ð Þf
[ f /; 0:97ð Þ; / _ w; 0:96ð Þ; :/ _ :w; 0:94ð Þ; n _ :w; 0:73ð Þ; n _ /; 0:64ð Þ

Which is equivalent to

/ _ w; 0:96ð Þ; :/ _ :w; 0:94ð Þ; :/; 0:8ð Þ; n _ :w; 0:73ð Þ; :w; 0:7ð Þ; n _ /; 0:64ð Þ; /; 0:97ð Þ; n; 0:1ð Þf g

Lemma 2, rewritten P	 given in Definition 8, will be useful in the rest of the paper,
but first we give the following definition:

Definition 9. (Existence of results) Let P be the knowledge base. The formula /; að Þ is
a consequence of P, denoted P‘ /; að Þ if and only if:

1. 9P0 
P such that P0 ‘p /; að Þ,
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2. P0 is consistent,
3. a ¼ min ai : /i; aið Þ 2 P0f g,
4. P0 is a minimal for set inclusion,
5. 6 9P00 
P satisfying the above conditions with P00 ‘p /; bð Þ and b > a.

This definition focuses on the foundation of the most preferred formulas.

Example 4. Let P = {(/ _ w, 0.9), (¬/, 0.7), (n _ w, 0.6), (¬n, 0.5)}.
Then P‘ /

W
w; 0:9ð Þ, P‘ :/; 0:7ð Þ and P‘ w; 0:7ð Þ. However, P‘ :w; 0ð Þ.

4 Knowledge Merging by Argumentation in Possibilistic
Logic

In this section, we consider an implementation of general framework above in order to
solve the inconsistencies occur when we combine belief bases P1; . . .:; Pnð Þ. Let us
start with the concept of argument [1, 22].

Definition 10. A set of arguments A is said to be conflict-free if there is no argument A
and B in A where A attacks B.

Definition 11. An argumentation framework is a set of A; R; <h i where A is a finite
set of arguments, R is a binary relation representing the relation among the arguments
in A, and < is a preorder on A�A. We also use � to represent the strict order.

An argument is a message that the agents want to interact with many other agents.
So, when arguments arise, there are states between arguments, that is, support, attack,
and rejection.

Definition 12. (Support) Given two arguments A1 ¼ P1; a1h i, A2 ¼ P2; a2h i and A2 is
a dialogue of A1, if the knowledge set P1 contains sentence a2, then P2 is called a the
dialogue support A1.

Definition 13. (Attack) For two arguments A1 ¼ P1; a1h i, A2 ¼ P2; a2h i, and A2 is a
dialogue of A1, if the knowledge set P1 does not contain sentence a2, then A2 is called
an attack dialogue A1.

Definition 14. (Rejected) For two arguments A1 ¼ P1; a1h i, A2 ¼ P2; a2h i, and A2 is a
dialogue of A1, if sentence a2 is not equal to the a1, then the dialogue A2 is called reject
A1.

Definition 15. (Dialogue) If there is any relationship that supports attack or rejection
between arguments, then it is called a dialogue.

Definition 16. Each argument is a pair K; kh i, where k is a formula and K is set of
formulas, in which:

1. K
K�;
2. K ‘ k,
3. K is consistent and K is minimal w.r.t. set inclusion.
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K is the support and k is the conclusion of this argument. We denote A Kð Þ the set
of all arguments constructed from K.

Definition 17. Let X and Y be two arguments in X .

– Y attacks X if Y<X and Y RX.
– If Y RX but X � Y then X can defend itself.
– A set of arguments A defends X if Y attacks X then there always exists Z 2 A and

Z attacks Y.

Assume that P1 and P2 are in conflict and if they are equally prioritized, then the
merging result neither infer P1 nor P2. The question now is ‘‘How do two represen-
tations of knowledge base have the same priority in the possibilistic logic?’’. We first
need to introduce the concept of a priority degree of a sub-knowledge base.

Definition 18. Let A be a sub-knowledge base of P. We define its priority degree,
denoted DegB Að Þ, by:

DegP Að Þ ¼ min a : /; að Þ 2 A
\

P
n o

and

DegP Að Þ ¼ 1if A
\

P is empty

This definition implies that DegP Að Þ is equal to the weight of the lowest priority
formulas in A. Now, we define the preference between two knowledge bases as
follows:

Definition 19. P1 is said to be more prioritized than P2 if for every conflict E in
P1

S
P2, we have: DegP1 Eð Þ [ DegP2 Eð Þ

That is, P1 is more prioritized than P2 if the least priority (i.e. least weighted) of the
formulas in each conflict E between P1 and P2 is P2.

Let LP Eð Þ be the set of least prioritized formulas in E.
Two possibilistic knowledge bases P1 and P2 are said to have the same priority if

for every conflict E in P1
S
P2, there exists at least one formula in LP Eð Þ in P1, and at

least one formula in LP Eð Þ belongs to P2.

Example 6. Let P1 and P2 be two possibilistic bases defined as follows:

P1 ¼ / _ w _ n; 0:9;:w; 0:7;:d; 0:5f g and
P2 ¼ :/; 0:8Þ; ð:n; 0:7ð Þ; n _ d; 0:5ð Þ; r _ w; 0:4ð Þf g

There are two conflicts in P1
S
P2:
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E1 ¼ / _ w _ n;:/;:n;:wf g; and
E2 ¼ :n; n _ d;:df g

We have DegP1 E1ð Þ ¼ DegP2 E2ð Þ ¼ 0:7 and DegP1 E2ð Þ ¼ DegP2 E2ð Þ ¼ 0:5. Then
P1 and P2 are equal priority.

However, if we have P0
2 ¼ :/; 0:8Þ; ð:n; 0:6ð Þ; n _ d; 0:4ð Þ; r _ w; 0:4ð Þf g then

P1 is more prioritized than P0
2.

From DegP1 E1ð Þ [ DegP2 E1ð Þ and DegP1 E2ð Þ [ DegP2 E2ð Þ.

Lemma 2. Let P	 be the merging result P ¼ P1; . . .:;Pnf g with 	. Then P	 is
equivalent to

f /;	 a1; . . .; anð Þð Þ : / 2 L andPi ‘ /; aið Þg

Now we define the merging result. This corresponds to the possibility distributions
consequences of P	:

Definition 20. (Result of merging) The merging result is:

T ¼ /i; aið ÞjP	 ‘p /i; aið Þf g

5 Postulates and Logical Properties

In this section we give the postulates and the logical properties and focus only on the
set of reasonable results without putting the weights into the inference. That is, a set of
logical properties that this argumentation framework needs to satisfy.

CON (Consistent): 	 P	ð Þ is consistent.

In possibilistic logic does not require every knowledge base consistently. So, we do
not need to require that all knowledge base merging be consistent.

ADI (Additional Information):

If P1 [ . . . [ Pn is consistent then 	 P	ð Þ � 	 P1 [ . . . [ Pnð Þ.
The ADI says that in each round of arguments, if all the information from the

agents submitted simultaneously does not cause conflicts, they will be added to the
results of the merging. Such a request can be satisfied if the merging operator ensures
that each agent has at least one knowledge base contributing to the merging result. This
defines as follows:

Definition 21. 	 is called a conjunctive operator if 	 a1; . . .; anð Þ [ 0 with 8ai [ 0.
EQU (Equality):
	 P	 P1; . . .:;Pnf gð Þð Þ ¼ 	 P	 Pp 1ð Þ; . . .:;Pp nð Þ

� �� �� �
, where p be a permutation

on {1, …, n}.
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The EQU ensures that all agents are treated fairly in the process of argumentation.
CAU (Cautiousness): If P1 and P2 are inconsistent and P1 and P2 have the same

priority, then

	 P	ð Þ0 	 P1ð Þ and 	 P	ð Þ0 	 P2ð Þ:

The idea in the CAU postulate is that when we merge two conflict knowledge
bases, the result of merging does not give preference to any knowledge base. This
requirement is natural in propositional logic from formulas and there is no way of
giving preference between them. Therefore, this cannot be true in the possibilistic logic
framework.

REA (Reaccept): If 	 P0
	ð Þ

S
	 P00

	ð Þ is consistent then 	 P	ð Þ ‘	
P0

	ð Þ
S

	 P00

	
� �

If the consequence of the two subgroups is consistent, the result of knowledge
integration is the result of this combination.

PMaj (Majority): 8P0; 9n;	 P tP
0n

� �
	

� 	
‘ 	 P0ð Þ

Intuitively, majority is related to the idea of reinforcement, that is if the formulas
have the same weight a from two different agents, they will gain a larger weight in the
integration result.

PArb(Arbitration): 8P0; 8n;	 P tP
0n

� �
	

� 	
� 	 P tP0ð Þ	

� �

This postulate states that, if we combine n knowledge bases with the same weight,
then the integrated result holds only one. That is to say that the postulate arbitration
ignores redundancies.

From the propositions satisfying the merging operator, in comparison with the
proposed knowledge merging framework by argumentation, we propose the following
theorem.

Theorem 1. The Argumentation knowledge base merging solution satisfies CON,
ADI, EQU, REA and PArb attributes, and does not satisfy CAU and PMaj.

6 Conclusion

In this paper, a framework for merging possibilistic knowledge bases by argumentation
is introduced and discussed. The key idea in this work that we presented an
argumentation-based framework for resolving conflicts between knowledge bases in a
prioritized case of possibilistic logic framework. The proposed approach is different
from the classical way used in the literature to deal with conflicting multiple sources
information. The main result of the work presented in this paper is that the argu-
mentation framework base on merging operator defined and is an interesting problem to
merge the bases in multi-agent systems. In such a system, each agent has its own base
which may conflict with the bases of the other agents. A set of postulates is introduced
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and logical properties are mentioned and discussed. They assure that the proposed
model is sound and complete. However, our approach is still affected by drowning
effect. In the future, we will propose a merging approach based on multiple operators,
combining consistent and conflict information using different operators and evaluation
of computational complexities of knowledge base merging operators.
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Abstract. Team development is crucial aspect of human resource man-
agement. This study is dedicated to the literature review and the con-
ceptual modeling of this domain in the context of the creation of infor-
mation systems, which takes into consideration concepts defined within
plurality of the models and theories of team development. In order to
achieve that, authors have proposed a conceptual UML-based Meta-
model of Team Development, abstracting the most important concepts
of team development whilst providing decent level of models’ formal-
ity and unambiguity. Authors have proposed the mapping procedures to
Association-Oriented Metamodel, which preserves precise model seman-
tics and is implementable into actual data structures, in order to ver-
ify implementability of undertaken research. To exemplify the approach,
example of the team development model for the purposes of training
groups has been provided.

Keywords: Conceptual modeling ⋅ Organization modeling ⋅
Group processes ⋅ Group development ⋅ Association-oriented modeling ⋅
Model transformation

1 Introduction

Team work and cooperation is an inseparable element of society since beginning
of civilization. In order to solve problems effectively and benefit from synergy
units connect or are connected in teams. Group forming takes place in busi-
ness world, in education, in psychotherapy [4] and other areas. To conceptualize
phenomena occurring in groups a number of models describing them has been
proposed and empirically verified. Phases are particularly important here, in
which the group changes and develops. These models organize the information
necessary for i.a. evaluation of groups as the entities realizing specific tools which
form larger projects.

In spite of scientific maturity and long-term use in research and practice,
described in literature group development models are informal [4]. The language
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used to describe them is a natural language and graphical models with informal
syntax. In the era of information society lack of the use of the apparatus with
well-formed semantics makes harder to create efficiently tools which would sup-
port description and evaluation of team development. The team development
should be here understood as the process which reflects interpersonal relation-
ships and behaviours inside the team which takes part in a business process.

The following article is an original proposition of the authors in terms of the
structural aspects of team development formalization. The aim of the study is to
make an analysis of the group development domain in such a way that helps to
precisely create an information system, which will be capable of describing and
evaluating groups in action. The conceptualization is carried out in the following
layers:

1. The conceptual metamodel for team development expressed in the UML lan-
guage, which provides concept schema for group process definition. This meta-
model abstract from proposed theories with specific phases, group roles, cre-
ated norms.

2. Building group development models, which conform to proposed metamodel.
In this stage we create theory-specific model with chosen phases, types of
group roles, team structure, etc.

3. The method for transformation of conceptual group model to physically
implementable data structures expressed within Association-Oriented Meta-
model (AOM) [13], which provides to create implementable models with high
level of unambiguity and high level semantic coherence with the conceptual
schema.

The paper’s contribution is the exemplification of the process of transfor-
mation of domain-specific metamodel into AOM, which shows its usefulness
in conceptual modelling by showing its main characteristics: semantic capac-
ity, expressiveness implementability and unambiguity. The rest of the paper is
structured as follows: Sect. 2 summarizes information from existing theories of
group development. Subsequently, in Sect. 3 the approach to group process on
the meta-level is elaborated along with example of building MTD-conforming
models. Next section describes the method for transformation conceptual TDM
models into AOM. Final section is summary.

2 Team Development – A Literature Review

2.1 The Concept of Group and Its Dynamics

In order to obtain an answer what a group dynamics is, we need to define the
notion of a group. In psychology, a group is understood as “a set of two or more
individuals, which perceive themselves as members of the same social category”
[20] or “share the same goal and activity” [11]. In other approaches, a set of
individuals can be perceived as a group when its cardinality is greater or equals
three [15]. In [12] a broader definition of a group is given, where at least 3 indi-
viduals: (a) perceive themselves as a group, (b) have independent, individual
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goals (except shared goals and interdependences resulting from behavior, which
affects individuals in group), (c) communicate with each other and have direct
“face-to-face” contact. We believe that in the era of global internet communica-
tion, the third point is not relevant anymore. Other theory focus on the context
of self-perceiving in society, i.e. sense of belonging to group, cooperation and
commitment to the group unity [5,10]. Hackman and Katz describe a group as a
social system with specified boundaries, individual goals, which compose a group
goal and different roles of group members [6]. Older group definition [17] draws
attention to the concept of values and norms, which are brought by the group
members and stresses their influence on the group.

In the area of information systems modeling, there is many concepts that can
be similar to the above, but no explicit definition of a group, however there are
the concepts that hold similar semantics. Instead of individuals, in the centre
of interests are entities, which represent object from real world. They can be
grouped with each other by the means of different kinds of relationships, e.g.
they can be held in collections or aggregated. In this focus we will consider task-
oriented and goal-oriented groups. We will refer to them as teams. However we
are aware, that the concept of group is more general and broader.

The other important concept that needs to be defined is group dynamics.
It is a complex process of changing nature and personality of group members,
often dramatically. Hence, the level of cooperation also evolves [19]. McGrath
notices that in groups with cardinality greater than three exists the dynamics
of relations [14]. Important concepts used by practitioners to describe the group
are among others: structure, norm, cohesion and group roles. Belbin describes a
group norm as consensual and often implicit standard of behavior accepted or
not accepted in a given social context [1].

In teams and their development some group roles can be distinguished. In the
social context, they create common set of behaviors, features and responsibilities
expected from individuals, which hold specified position or type of position in
group. This happens due to playing specific roles. Team members settle regular
patterns of mutual exchange, which increase predictability and social coordina-
tion [1]. For the proper description of group process practitioners use the notion
of cohesion, which describes solidarity or unity of team, stemming from the
development of strong mutual bonds between members and forces, which unite
the group, such as mutual commitment into group goals.

2.2 Models of Team Development

For several dozen years researchers have developed a number of group develop-
ment models. The basic classification involves their sequentiality. Each of the
models can be classified as sequential or non-sequential. Sequential models focus
on the order of group behaviour taking time into consideration, whereas non-
sequential move the center of gravity to the explanation of relationships between
different random factors, which lie at the root of group development. In this
section we have described the main assumptions of those models, witch were
developed for training groups purposes.
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Progressive Models. Progressive models, as the name suggests, focus on the
group improvement. In each of the phases group is more mature, as it devel-
ops. One of the approaches to group development modeling for training group
purposes has been proposed by Shepard and Bennis [2]. They distinguished
the following phases of group dynamics: 1. Dependence phase – members are
focused on relationship with the authority who leads the group, 2. Submis-
sion – dependence on the leader, 3. Counterdepencence – ambivalent attitude,
4. Resolution – intense involvement in task paring, groups develop an internal
authority system, 5. Independence phase – members concern with personal rela-
tions - the level of positive behavior lowers, 6. Enchantment – group revered and
affection, expressed - this is followed by conflict and increase negative acts, 7.
Disenchantment – anxiety reactions, distrust of others, 8. Consensual Valida-
tion – understanding and acceptance – finally consensus become easier on vital
issues.

Other concept used in training groups and psychotherapy is three-phase
Kaplan and Roman’s model [9]. 1. Dependency theme – highlights central role of
leader - at first members exhibited exaggerated feelings of helplessness, 2. Power
theme – increased tension and hostility - this was followed by critical attitude
toward the leader, enthusiasm for the task also is declined, 3. Intimacy theme
– increased sense of involvement feeling of having “settled in”, in the end there
was more direct communication.

The most popular theory of group process, which at the beginning has been
used mostly to describe therapeutic groups is Tuckman’s model [19]. Later, it
has been used as the entry point to development of other theories and describing
small groups formed in other contexts. In its original version it had 4 phases,
but later Tuckman added the fifth one: Adjourning [19]: 1. Forming – testing
which behaviors are accepted and the limits of the task set, 2. Storming – form-
ing a structure of the group units and individuality, 3. Norming – increasing
acceptance and openness within the group, 4. Performing – task-oriented per-
severance, 5. Adjourning – the end of project.

Cyclical Models. Cyclical models represent group dynamics as a cycle break-
ing the linearity of development. One of such theories is Dunphy’s model [7]
comprising three phases: 1. Dependency – group members look to the leader for
direction of their activity, 2. Fight/Flight – resist leader’s directions and develop
their ability to work independently, formation of subgroups, marked increase in
group cohesiveness, 3. Pairing Work – execution of task and concern for loss of
group. Other approach described in [3] distinguishes 5 phases The main difference
between this and the former is in two first phases: they are oriented on mem-
bers’ behavior, instead of searching the leader. 1. Initial complaining – anxiety
by members, 2. Premature enactment – internal caution of individuals against
threats coming from the group, 3. Confrontation – rebellion and complaining of
group members, 4. Internalization – group collaboration and productive work,
5. Separation – terminal phase of the group.
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In [18] Slater distinguished 4 phases of group dynamics. His model includes
the recurrence between phases. It ignores the end of a process, wheres the last
phase in the process description summarizes emotional value that has been added
to the group. Phases of Slater’s model are as follows: 1. Inhibition – limiting
hostile behavior during training, 2. Revolt – raising consciousness self awareness
through rebellion against authority, 3. Closeness – increased group cohesiveness,
4. Paring – creating a bond between members.

3 Metamodeling of Team Development

In the previous section we have presented a number of approaches which treat
group processes in distinct way. Each of them offers different set of phases with
different semantics. This section contains a conceptual metamodel of team devel-
opment (MTD) (Fig. 1). The conceptualization process is based on literature
research and own knowledge of authors from practice. We have extracted the
following concepts: Process, Phase, Role, Informal Role, Formal Role, Team,
Temporal Team, Agent, Individual, Goal, Personal Goal, Group Goal. These
interrelated domain concepts have been modeled as the specialization of abstract
metaclass Entity.

There is a lot of methods of conceptualization of domain-specific metamod-
eling languages [21]. Our metamodel has been expressed in the UML 2.5.1
meta-metamodel [16] as a class diagram. Besides the issues abstracting the pro-
cess phases from the model, MTD covers additional aspects, which have been
described below.

Fig. 1. Conceptualization of team development modeling domain
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3.1 Process Structure

The element connecting each of the group development theories is a fact that
they comprise a coherent process (Process) which consist of phases (Phase).
The group development is often called a group process. The model of process
is quite obvious: whilst defining the process structure, the modeler needs to
specify its phases including their order. Each of the phases can have maximally
one successor and at most one predecessor. This gives the possibility to define
the flow of the process unequivocally, but also both linear-like and recurrent
approaches can be modeled.

3.2 Agents: Teams and Individuals

MTD defines abstract category Agent, which models an entity having goals,
taking actions, fulfilling roles in terms of team development process’ phases.
However, its most important aspect is the thing that it can belong to group.
Two distinct types of agents have been specified: Individual and Team. An
Individual specifies an actual type of entity, which takes part in the phases
of team development, e.g. an employee, therapy participant, student, training
participant. Team is the category, which models a group – gathers other agents
together. A specific kind of Team is Temporal Team, which models ad hoc groups
with temporal limitations.

3.3 Group Roles

Group Roles are entities, which describe the state, which can be held by partic-
ular Agents in different process of team development phases. The category Role
has two distinct specializations: Informal Role and Formal Role. The first one
models such roles, which are not assigned to the agents in advance, but are the
result of the group processes flow. They can vary depending on adopted the-
ory. The second category focus on formal roles connected with group structure,
e.g. project manager, leader, member. Roles can form a taxonomy by defined
gen spec association.

3.4 Group and Personal Goals

An important aspect of team work is ability to obtain synergy while realization
of tasks, which can be perceived as group goals (Goal) from the group dynamics
point of view. In other words, irrespective of the group type, the main purpose
of its existence is goal realization. We have identified two concepts depicting two
kinds of goals: Personal goals of particular group members (Personal Goal)
and goals of the group itself (Group Goal). Moreover, one cannot exclude that
these goals are disjoint – one goal can be common for many agents, for some of
them it might be personal goal, and for the others a group one. The goals can
be connected to each other by the use of Goal Relation association metaclass.
Adding such category makes it possible to describe the edges flexibly in goal
graph.
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3.5 Graphical Notation

For the sake of simplicity and understandability by non-IT professionals, a cus-
tom a custom graphical model notation for models that conform to MTD has
been proposed (Fig. 2). We adopted informal convention to shape the process
structure and represent a process as a rectangle, and its phases are represented
as ovals contained inside it. To represent the precedence, we used filled directed
arrow. The agents are represented either as stickman if they are of individual
metaclass or icon depicting group of people if they represent team. Containment
is represented as a line with filled dot on the side of containing team. Goals are
connected to agents with dashed line and are represented with cloud shapes.
Roles are represented with circles, whereas double circle represent formal role
and single circle – informal one. Gen-spec relationship has analogical notation
to UML-like languages. They are connected with the dashed line to the corre-
sponding phases, or to the process rectangle, if they correspond to all the phases
of the process.

Fig. 2. Sample model conforming to MTD exposing its graphical notation

3.6 Example of Training Groups Model

In this section we present the model of training group that conforms to the
proposed metamodel. We chose the revised Tuckman model of group process
[19] and prepared conceptual instances for the training groups combined with
group role types proposed by Belbin [1]. The results of the model is show in the
Fig. 3. Goals are omitted in this model.

4 Transformation to Association-Oriented Model

The following section describes the method for transformation a conceptual
model conforming to MTD into AOM data structures. Conceptual to association-
oriented model transformation has been designed by the definition of trans-
formation convention CMTD↦AOM considering mapping patterns. The patterns
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TUCKMAN GROUP PROCESS MODEL 

FORMING NORMING STORMING PERFORMING ADJOURNING 

TRAINEE TRAINER

TRAINING TEAM 

WORKGROUP 

action-
oriented

people-
oriented

Shaper

leader

Implementer
Completer-

Finisher
Coordinator

Team

Worker

Resource

Investigator

thought-
oriented

Plant Monitor-
Evaluator Specialist

Fig. 3. Example of the model conforming to MTD

transform given constructions expressed within source metamodel (MTD) in
semantically equivalent constructions of the other (AOM).

The P mapping pattern is a mapping that allows you to map the struc-
tural elements of a source metamodel to the structural elements in the target
metamodel, such that:

P ∶ EMsrc
↦ EMtrg

,EM =KM ∪ SM , (1)

where:

KM – set of all syntactical categories of M metamodel,
SM – set of all syntactical constructions possible to create over M metamodel,
EM – set of all structural elements of M metamodel,
Mscr – source metamodel,
Mtrg – target metamodel.

Thus, we can define CMsrc↦Mtrg
as follows:

CMsrc↦Mtrg
= {P

(1), . . . , P(n)}, n ∈ N (2)

where each of Pi is a procedure transforming conceptual MTD construction
into physical AOM data structure. In this study, we propose the methodology,
when group process conceptual design patterns are identified and subsequently
mapped into their representation in AOM. We can identify the following MTD
design patterns:

SoP (Structure of the Process) – this pattern combines the elements classified by
Process metaclass with its composed elements classified by Phase metaclass
and their order incuced from predecessor successor metaassociation.

RT (Role Taxonomy) – this pattern describes the elements classified by Role
metaclass taking into consideration the gen spec metaassociation.

SoT (Structure of the Team) – this pattern describes the elements classified by
Agent metaclass, including the aggregated elements in elements classified by
Team metaclass.
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GN (Goal Network) – this pattern describes the elements classified by Goal
metaclass, including directed relationships between goals described by Goal
Relation association metaclass.

4.1 Mapping Procedures

In order to express fixed syntactical constructions of MTD by the use of
association-oriented structures, authors proposed procedures of mapping the
conceptual design patterns SoP, RT, SoT, GN to corresponding structures in AOM.
To provide the notation of AOM expressions the AOM formalism1 has been used
in combination with pseudocode.

The procedures of mapping patterns for each of the design pattens has been
shown in the Algorithms 1–4. As the input of each of the procedures is passed a
structure denoted as p. This symbol means an instantiation of concrete design
pattern. It has to be separated from the model conforming to MTD and comprise
the elements which are part of the design pattern. The output of the procedure
are the elements of intensional part of AOM data model which is composed of
associations, roles and collections. The data model itself implements some meta-
classes of the conceptual model as abstract nullary associations. As described in
[8], inheriting from nullary associations is used for type substitutability. This helps
to preserve the semantics contained in conceptual types of the MTD concepts.

Algorithm 1. Procedure of mapping SoP to AOM metamodel
procedure SoPToAOM(p) ▷ p – SoP pattern instance

proc ← p.Process.name

p.Process ↦ ◇proc [1]
+proc
	◂▸��◂▸ [1] ◻ proc

for each phase ∈ p.Process.’’consists of’’ do
phName ← phase.name

phase ↦ ◇phName [1]
+phName
	◂▸����◂▸ [1] ◻ phName

CreateRole(◇phName,
successor
	�����◇(phase.successor.name))

CreateRole(◇phName,
predecessor
	�������◇(phase.predecessor.name))

end for
end procedure

5 Summary

In this paper we have presented the method for conceptualization of team devel-
opment. The conceptualization is focused on the creation of the metamodel of

1 See [13] for syntax and semantics description.
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Algorithm 2. Procedure of mapping RT to AOM metamodel
procedure RTToAOM(p) ▷ p – RT pattern instance

for each r ∈ p.Roles do ▷ Taxonomy is represented as a list of roles

r ↦ ◇(r.name) [1]
+(r.name)
	◂▸�����◂▸ [1] ◻ (r.name)

if r.gen is not null then
◇(r.name)���▹

r,fv

◇ (r.gen.name)
end if
for each ph ∈ r.’’occurs in’’ do ▷ Connect roles to phases

CreateRole(◇(ph.name),
occursIn
	�����◇(r.name))

end for
if Informal Role ∈ instanceOf(r) then ▷ Role is informal
◇(r.name)���▹◇ InformalRole

else if Formal Role ∈ instanceOf(r) then ▷ Role is formal
◇(r.name)���▹◇ FormalRole

end if
end for

end procedure

Algorithm 3. Procedure of mapping SoT to AOM metamodel
procedure SoToAOM(p) ▷ p – SoT pattern instance

▷ Structure is represented as the top-level agent

p.Agent ↦ ◇(p.Agent.name) [1]
+(p.Agent.name)
	◂▸���������◂▸ [1] ◻ (p.Agent.name)

if Team ∈ instanceOf(p.Agent) then ▷ Agent is a team
for each proc ∈ p.Agent.’’involves’’ do

CreateRole(◇(p.Agent.name),
involves
	�����◇(proc.name))

end for
if Temporal Team ∈ instanceOf(p.Agent) then
◇(p.Agent.name)���▹◇ TemporalTeam
CreateAttribute (◻(p.Agent.name) , start date ∶ datetime)
CreateAttribute (◻(p.Agent.name) , end date ∶ datetime)

else
◇(p.Agent.name)���▹◇ Team

end if
for each ag ∈ (Team)p.Agent.’’consist of’’ do

SoToAOM(pattern{ ag })
end for

else if Individual ∈ instanceOf(p.Agent) then▷ Agent is an individual
◇(p.Agent.name)���▹◇ Individual

end if
end procedure
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Algorithm 4. Procedure of mapping GN to AOM metamodel
procedure GNToAOM(p) ▷ p – GN pattern instance

for each g ∈ p.Goals do

g ↦ ◇(g.name) [1]
+(g.name)
	◂▸����◂▸ [1] ◻ (g.name)

if Personal Goal ∈ instanceOf(g) then ▷ Goal is personal
◇(g.name)���▹◇ PersonalGoal

end if
if Group Goal ∈ instanceOf(g) then ▷ Goal is group
◇(g.name)���▹◇GroupGoal

end if
for each gr ∈ g.’’is related to’’ do

gr ↦ ◇(gr.name) [1]
+(gr.name)
	◂▸�����◂▸ [1] ◻ (gr.name)

CreateRole(◇(gr.name), [∗]
+relating
	����� [∗]◇ (g.name))

CreateRole(◇(gr.name), [∗]
+related
	����� [∗]◇ (rg.Goal))

end for
for each a ∈ g.has do

CreateRole(◇(a.name) , [∗]
+has
	��� [∗]◇ (g.name))

end for
end for

end procedure

group process models. We have also prepared the method of conceptual model
transformation to data structures called association-oriented models. Hence, the
paper touches the following issues: 1. it constitutes the literature review in
terms of theories, models and approaches for group development modeling, 2. it
presents novel approach in terms of modeling techniques for group development
by moving it into higher level in a formal way, 3. it constitutes a case study of
the realization of information system model, beginning from domain analysis, by
its conceptualization, to the implementation of transformation procedures into
target data model, expressed by the use of novel approach to data modeling:
Association-Oriented Metamodel.

As the future work we plan to conceptualize behavioral aspects of group
dynamics. In particular, methods for evaluation of measurable team develop-
ment factors will be elaborated. They will allow to observe such group process
measures as e.g. degree of goal fulfillment, evaluation of synergy, level of cre-
ativity. For this reason subsequent stages of work will focus on the behavioral
modeling of group processes as well as creation of research tools compatible with
developed method in order to empirically verify the models in group environ-
ments such as corporate, therapeutic, academic and others.
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Abstract. The monitoring of manufacturing processes is an important
issue in nowadays ERP systems. One of the most important issues is to
identify and analyze appropriate data for each of the production units
taking part in the process. In the paper authors introduce a new approach
towards modelling the relation between production units, signals and
factors possible to obtain from the production system. The main idea for
the system is based on the ontology of production units. The design of
the system using advanced knowledge engineering is elaborated. Since,
the implementation of proposed system was one of key assumptions, the
relational model is presented that ensures possibility to deploy the system
in the future.

Keywords: Manufacturing operation management · OWL ·
Ontology implementation · Ontology modeling

1 Introduction

Continuous monitoring of the production process consists in collecting and ana-
lyzing big volume of data. Nowadays, manufacturing industries are becoming
increasingly competitive in use of data in order to achieve and maintain high
productivity and quality. At the manufacturing operations management (MOM )
level of an enterprise, data acquisition is carried out using manufacturing exe-
cution systems (MES ) in which many different approaches can be used in data
analysis process. However, there is an International Standard for KPIs (Key
Performance Indicators) – ISO 22400 [3]. Those KPIs are used for comparing
enterprise operations over extended periods of time in order to evaluate produc-
tion efficiency and its cost. We know how to measure the production efficiency
but that’s not enough. In order to increase productivity we need to know which
elements have influence on it and how strong it is. Furthermore, we have to take
control of elements, which affect the manufacturing resources. Therefore, Pro-
duction Unit Performance Management Tool has been proposed and is described
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in detail in this paper. The main contribution of proposed solution is the ability
to describe each production unit taking part in production process with detail.
This in effect allows to identify elements that directly influence productivity.

The paper is organize as follows. The second section is a study of related
work in terms of OEE importance and use of knowledge base solutions in ERP
systems. Next, the system architecture is introduced that is later supplemented
by description of OWL ontology used for definition of key system elements.
The system description concludes with the implementation of the system data
structure in relational model. Last section is a summary.

2 Related Work

It is a quite obvious nowadays that to remain competitive in a global market
companies must continuously improve their productivity. This truth works even
more among manufacturing companies, where competition is focused on mini-
mizing of production costs and effectiveness of equipment plays a major role to
achieve higher productivity [12].

One of the necessary conditions to achieve this goal is using advanced Enter-
prise Resource Planning (ERP) system which is meant to increase the orga-
nizational efficiency by enhancing the information processing capability of the
enterprise [11]. But improving of effectiveness requires also a reliable and accu-
rate measurement which can bu used as a compass on the road to increasing
efficiency. This indicator should let organizations to measure and compare their
efficiency in different moments and across different departments but also should
help them understand what they should do to improve it and in consequence
help to achieve the desired outcomes [2].

2.1 OEE Importance and Reliability

The Total Productive Maintenance (TPM ) concept, launched by Nakajima
([10]), provided a quantitative metric called Overall Equipment Efficiency Index
(OEE ) which became one of the simplest and popular way to measure of the
efficiency or effectiveness in manufacturing companies [9]. OEE is calculated by
multiplying the values of following three key production factors: Availability
(time), Performance (quantity) and Quality (rejects). The main strength of the
OEE index is in highlighting areas of improvement and in ability to perform
diagnostic [2,15].

OEE is not only metric, but it also provides a framework to improve the
entire process [1]. Automating OEE gives a company the ability to collect and
classify data from the shop floor into knowledge base that can help managers
understand the root causes of production inefficiency. Integration of OEE into
general tools as ERP ones give greater visibility to make more informed decisions
on process improvement [2].

Good understanding of OEE concept should help companies during the ERP
implementation process [5]. It could help also to design knowledge base which
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help users understand the current situation and provide useful tool to make
reliable forecasts [11].

2.2 Knowledge Base in ERP Solution

In general, a knowledge base is not a static collection of information, but a
dynamic resource [18]. This resource itself can have the capacity to learn. A
well-organized knowledge base can save enterprise money. For example as a cus-
tomer relationship management (CRM ) tool, a knowledge base can provide cus-
tomers easy access to information that would otherwise require contact with an
organization’s staff [16].

Enterprise Resource Planning (ERP) systems integrate business functions
throughout the entire enterprise by facilitating the flow of information across the
departments [8]. Usually ERP systems run off a single database and enable firms
to better manage their knowledge by control of data in the organization. Thus,
the ERP implementation is very knowledge-intensive and success of the project
relies heavily upon effective management of knowledge into implementation team
[5,11,13].

3 System Architecture

The aim of the developed system is the continuous diagnosis and monitoring of
production processes. Operating on specific signal data acquired from produc-
tion units, the expert configures the diagnostic system to capture process-specific
semantics from measured values. The system performs a chain of transforma-
tions, and finally enables monitoring capabilities with data visualization. The
data flow in system’s process is depicted in the Fig. 1.

The diagnosis part consist of a chain of transformations of empirically mea-
sured production signal. The system transforms the signal values into classes
based on defined semantic criteria, which combined with signal data or stream
constitute a signal configuration. Each of the measured signal values is deter-
ministically mapped to a class. Then, a sequence of classes is transformed into
the sequence of class transitions. The expert can choose, which class transitions
are irrelevant to the process and these are subsequently removed. This is applied
to all of the input and output signals and the derived factors (e.g. computed
indicators). The next step involves the computation of coincidence between each
pair of the class transition sets of analyzed signals. The pairs of input and output
signals, which have the coincidence value greater than the threshold given than
expert are detected as potentially dependent. If the result is not acceptable, then
the signal configuration is verified and refined.

The other module of system is the capability for signal monitoring. This part
is responsible for real-time messaging the information about potentially risky
alternations in the levels of monitored signals.
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Fig. 1. Diagnosis and monitoring process model

4 Knowledge Representation in OWL Based Ontology

4.1 Representation of Domain Concepts

Well designed ontologies play a significant role in knowledge-based business
applications. It is extremely crucial to develop the business domain ontology,
which captures knowledge about the domain of interest, before the software
application is designed. An ontology describes the concepts in the domain and
the relationships between those concepts.

In order to evaluate an ontology of the production units, the OWL language
was used, which had become a W3C recommendation in February 2004 [17].
The production units ontology describes a hierarchical structure of the produc-
tion units, named also Production Unit Classification, as well as a hierarchical
structure of key performance indicators, simple signals and status reasons of
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particular state of a production unit. Those four elements are structured as the
highest level classes in the taxonomy of the ontology (Fig. 2).

Fig. 2. Main taxonomy of the ontology

ProductionUnit class describes elements of evaluated Production Unit Classi-
fication. It contains two main types of production units: operators and machines
based on ISO 22400 [3]. Machines are divided into 2 kinds, 4 classes, 33 cate-
gories and 201 groups at the lowest level. One of the 4 classes are technological
machines, which are described by KPIs.

KPI class represents Key Performance Indicators. All KPIs used in the ontol-
ogy are selected from ISO 22400 [4] and describe both a single production unit
and a cost of its’ efficiency. KPIs are divided into three disjoint classes which
describe: comprehensive KPIs – the most complex indicators which are defined
using basic KPIs (e.g. OEE), basic KPIs - reveal an aspect of performance for a
production unit, derived from supporting elements, supporting elements - direct
measurements derived from the monitored data (signals) [6].

Signal class is the conceptual representation of all objects which have influence
on a single production unit. This class includes control signals (e.g. operator,
power, speed), noise signals which are not controlled (e.g. temperature, humid-
ity, vibrations), output signals which can be observed (e.g. PQ - produced quan-
tity, SQ - scrap quantity, failure) and can be supporting elements as well. In the
Fig. 3 the polymorphism in the ontology is shown.

StatusReason class allows to assign specified reason to the signal occurrence.
For example a failure can be caused by a crack in the construction element of a
machine.
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Fig. 3. Polymorphism in signal definition

4.2 Object Properties and Datatype Properties

In the production systems there are many connections and relationships between
its’ elements, which can be described in OWL using object properties. In the
ontology several dozen object properties are defined in order to describe main
dependencies between production units, KPIs, signals and status reasons (e.g.
describedBy, describes, affects, dependsOn, equals, isCausedBy, hasComponent,
isComponentOf, worksOn). Values can be stored using datatype properties such
as hasValue, timestamp and humanFactor, which tells us how strong of an impact
does a human have on the operation of the machine. Figure 4 shows how easily
dependsOn property can describe direct impact between values of KPIs.

Fig. 4. Direct impact between values of KPIs

5 Data Layer in Relational Model

Implementation of the system presented in Sect. 3, that is dedicated for the use
in manufacture environment, has to be efficient. It is supposed to be working
close to real time, thus it requires the data structure appropriate to this task.
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OWL knowledge bases are great for flexible definition of structures and logical
inference, however they are far from relational databases solutions in case of
their speed and reliability. Presented system is build in the way that it uses
knowledge stored in ontological structures for detection tool as well as provides
for monitoring aspect. After thorough research on various available database
solutions it has been decided that the data layer of the system will constitute of
two modules (Fig. 5). First of them is the relational database used for the storage
of ontology defined in Sect. 4. The main categories of information stored there
include production units definition, signals and factors. The second module is a
file storage for signals and factors.

Fig. 5. Data layer architecture of the proposed system

5.1 Main Packages Included in the Relational Schema

The part of the data layer implemented as the relational database is the basis of
the system’s operation. As part of its structures, 31 tables were distinguished, the
in-depth analysis of which goes beyond the scope of this study. Nevertheless, it
was decided to present the concept and basic patterns that served to transfer the
ontological structures to the relational metamodel. The structure distinguishes
3 main elements, namely production units, signals and factors. The analysis is
performed on appropriate data that is defined within analysis environment. The
description of the relational structure includes its conceptual model, which has
been modeled by the use of the Unified Modeling Language [14] due to the com-
plexity of thought constructions used. The final relational database schema stems
from the process of transformation of the recurring patterns. The UML class dia-
gram depicting the relationships among identified semantic elements has been
presented in the Fig. 6. Two main associations PAS and PAF provide complex
relationship that connect Production unit, Analysis Environment and S ignal,
as well as, Production unit, Analysis Environment and Factors appropriately.
Each association should be understood as a set of triples built from objects of
classes that are connected to them. The n-ary relationships should not be con-
sidered as any kind of binary relationships set, as it was clearly depicted in [7].

Following subsections provide the description of relational database parts
(modules) that were designed to store information in regard to identified ele-
ments and their relations. Due to complexity of actual schemata only appropriate
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tables will be shown on diagrams for each module elaborated. For the simplifi-
cation sake, all attributes that are not used as key values will be omitted. The
first attribute in each and every table is a primary key, while the foreign keys
names were taken from the source tables names.

Signal

Analysis Environment

Factor

Production Unit

PAS

PAF

1

1 0..*

0..*

1

1
Analysis Environment

Production Unit Factor

Analysis Environment

SignalProduction Unit

Fig. 6. UML class diagram depicting simplified conceptual database schema

Analysis Environment. The design of this module (Fig. 7) provides definition
of the dimensions, and then the units describing them. For those entities it is
possible to create the dependency structures built on the basis of the prede-
fined binary relationships. The module allows also for specification of values for
each unit of dimension, e.g. for the time unit of daysofweek the values will be
sequentially listed, i.e. Monday, Tuesday, Wednesday etc. In most cases time will
be the basic dimension for analysis to be performed and the examples of units
for it are: year, month, day of month, day of week, hour. The construction of
this module has been inspired by the approach towards analysis of data in data
warehouses. Thus it is possible to define dimension of e.g. operators, material,
etc. That allows to define analysis environment with those custom dimension.

Signals. This is one of main modules used for storage of ontological knowledge.
Signals are understood as series of values describing measured or calculated
quantities in previously determined units. Most often they constitute a dynamic
description of the observed phenomenon at specific time points. Sequences of
values are stored in files, while access paths are stored in the database. These
files store data that has been taken from the ERP system, production man-
agement system or directly from the production monitoring system. The rules
for storing data in CSV files depends on specific implementation and it won’t
be elaborated here. As such signals describe the dynamics of a given produc-
tion unit both in terms of its work parameters and its effects. The assumption
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Fig. 7. Analysis environment module database schema part

resulting directly from the ontology design states that the system should pro-
vide dynamic and unrestricted definition of signal properties. These properties
should be possible to be added in any manner and at any time without the need
of database structure modification. The design pattern that has been used for
introducing solutions that would satisfy such needs involves definition of certain
type tables and appropriate value tables. The conceptual structure of the mod-
ule is presented in the Fig. 6 and it presents relationships between conceptual
entities elected in the process of ontology modeling.

Production Unit. The main goal of this module is to introduce functionality of
production unit definition. It involves defining types of production units along
with taxonomic hierarchy of types, possibility to add instances of types, and
possibility to assign signal types as well as factor types (Fig. 9). It has to be
stated that this system provides detection and monitoring tool as it was defined
in Sect. 3 and as such it has no obligation to introduce advanced methods for
production unit description, especially in terms of their properties and features.
However, it is assumed that each and every production unit instance that appear
in this system will be defined and easily identified within the scope of any ERP
software being used in the company.

Factor. The tool designed operates on factors that characterize the work of
production unit. In this module the types of factors are defined according to
taxonomy introduced in the ontology design phase. It is assumed that each factor
can be defined as statistical quantity, work factor or classifier. Each type has its
own purpose in the system. In this module the definition on how to obtain each
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Fig. 8. Signals module database schema part

Fig. 9. Production units module database schema part

and every on of them is provided. However, as for relational database schema,
this module is represented by only one table, namely factor type (Fig. 8).

5.2 Production Unit – Signal

The purpose of this module is to store information in regard to which signal is
assigned to a particular production unit. It is done on two levels. In the higher
one the types are connected, i.e. production unit type with the signal type, while
on the lower one the actual instances of production units are assigned to available
signals (Fig. 10).
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Fig. 10. PAS module database schema part

5.3 Production Unit – Factor

In the last one of the distinguished modules factors are assigned to production
units. The functionality is same as with signals. At first the connection is defined
at the level of types, so that it could be used for identifying the connections
among instances in the system (Fig. 11).

6 Summary

The paper introduces a new approach towards analysis of production processes.
The sole idea of the analysis is the identification of process elements that directly
influence the productivity. One of the main issues in case of production processes
is proper description of their complexity. ERP systems provide synthetic informa-
tion on inputs and outputs of the process, however they do not concern physical
features monitoring of elements taking part in the process, namely production
units. This in turn is mainly in the focus of production management systems.
Proposed solution aims at feeling the gap between those two types of systems.
The idea stems from the use of knowledge engineering techniques that utilizes
ontology design for definition of complex relations that occur among production
units, signals and factors. The paper introduces ontology that is used for storing
definition of production units, signals and factors. Since, the solution aims at
implementation in actual production environment the hybrid database solution
has been proposed. It is based on file base holding the values of signals and
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Fig. 11. PAF module database schema part

factors, and a relation database that stores ontology definition and information
in regard the implementation. Implementation here is understood as features of
production units used in production process as well as definition of signals and
factors that are crucial from the analysis point of view.

The solution elaborated in this paper aims at using appropriate structures
based on the needs. The future work will focus on performance analysis in com-
puting factors. Another issue is a decision support system that uses the proposed
structure as a source of information. One of the drawbacks of the solution is lack
of unified APIs that might be used for importing data to the system, that leads
to the need of building customized interfaces for each source independently.
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Abstract. The goals of this research were to know the influences of social
media as enabler for sustainable knowledge management inside organization of
PT. ABC. Data were collected from 40 respondents and analyzed using multiple
linear regression and Pearson correlation. It can conclude that the six vari-
ables—attention, personalization, context, integration, knowledge management
lifecycle and outcome—on social media have influence to sustainable knowl-
edge management inside the PT. ABC organization.

Keywords: Social media � Knowledge management �
Sustainable knowledge management

1 Introduction

Much social media information that can be used as a reference supports a company’s
knowledge management system [1]. Processed data from social media interactions also
becomes usable information and then knowledge [2]. Currently, in the new form, the
PT. ABC company does not have a knowledge management system, and it relies on
employees’ knowledge that supports PT. ABC’s use of social media.

The continuously existing direct knowledge management system that is free from
management’s control is defined as sustainable knowledge management [3]. There are
six variables that can be used to achieve sustainable knowledge management [3]:
attention, personalization, context, integration, knowledge management lifecycle, and
outcome. This study focuses on the correlation between these six social media variables
with sustainable knowledge management. The goal of this study is to analyze all six
variables on social media to establish if they can be used as enablers for a sustainable
knowledge management system.

The anticipated benefits of the results are to establish whether social media usage
from an employee’s knowledge and all the six variables can be used as supporting
factors in the organization when it wants to develop a knowledge management system.
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2 Literature Review

2.1 Social Media

Creativity published via social media platforms contributes to the knowledge gathered
[1]. Design platforms on social media also make computers with an internet connection
a communication tool that is available for anyone [4]. The five characteristics based on
the activities of social media users—participation, openness, conversation, community,
and connectedness [5]—make the technical features attributes on social media, which
can benefit in building relations to encourage only communities and deliver knowledge
to users.

2.2 Knowledge Transfer

The following are five mechanisms of knowledge transfer: (i) Serial transfers occur
when knowledge is transferred from one team to another; (ii) Near transfers happen
where a group gains knowledge from another team’s tasks to do in similar work;
(iii) Far transfers happen when the team develops knowledge from available non-
routine tasks, such as typical work from other parts in the organization; (iv) Strategic
transfers occur when the team requires collective knowledge to complete rare tasks that
are important for the entire organization; (v) Expert transfers happen when the team
faces something beyond their knowledge and requires other experts in the organization
[6]. Social media offers a promising arena to increase motivation levels of employees
and to exchange personal knowledge that ensures the efficiency of interactions [1].
Through these five social media mechanisms, knowledge can transfer to each user,
from each user to a group and vice versa, and from one group to another.

2.3 Knowledge Management in Social Media

Knowledge development, use and sharing on social media deals with knowledge
evolution, reuse, and participation and support the processes of knowledge manage-
ment [1]. The ability of social media to allow communication, collaboration, and
information exploration, and as a place to learn, carries a significant role in knowledge
management. Knowledge management applications benefit information technology too
by improving individual performances, improving the organization’s business perfor-
mance, and increasing internal data organization [7].

2.4 Sustainable Knowledge Management System

The translation of an information system’s knowledge use as current information and
data collection updates refers to the sustainability of a company’s knowledge [2].
Sustainable knowledge management reduces the dependence on knowledge champi-
oning, monitoring, and reconstruction [3]. The connection between information sys-
tems and knowledge management will embody the knowledge cycle on social media as
a place for data collection, management and updated. This knowledge cycle will run
and be sustained in social media, to make it an enabler of sustainable knowledge
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management systems achieved with the six variables: attention, personalization, con-
text, integration, knowledge management lifecycle, and outcome.

3 Method

3.1 Framework

The study’s first stage highlights the issues raised. The second stage discusses concepts
and theories developed to supply solutions to issues raised in the organization. The
third stage performs a discussion, interviews, and direct observation to obtain the vision
and scope of knowledge management. The fourth stage creates hypotheses. The fifth
stage creates a research model. The questionnaire is created and distributed among
respondents in the sixth stage. The seventh stage forms the respondent data collection.
The eighth stage analyzes data using SPSS software. The ninth stage tests the
hypotheses. The tenth stage formulates the conclusions and suggestions for future work
(Fig. 1).

3.2 Population and Sample

PT. ABC organization has 40 employees. The researcher distributed the questionnaire
to all employees who use social media in their daily work activities. The census method
used for saturation means all employees data were sampled.

3.3 Research Model and Variable

The model research in this case study was developed from earlier research on a sus-
tainable knowledge management system [3] as follows:

Topic: 
Knowledge Management

1. Literature Study

2. Background

3. Problem Analysis

4. Hypotheses

5. Research Model

6. Questionnaire

7. Data Collection

8. Data Analysis

9. Testing Hypotheses

10. Conclusion and 
Suggestions

Fig. 1. Framework of the study
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The research study was conducted to analyse the dependent variable, Y, as sus-
tainable knowledge management with the indicators data, information, knowledge [2];
update, creation, criticism, integration, independent [3] against the independent vari-
able, X, as follows: (i) attention (X1), with indicators: personalization, emotionally
evocative, trustworthy and easy to digest [3], concentration on the subject of knowl-
edge, selection of knowledge topics [8]; (ii) personalization (X2), with indicators:
experience, knowledge sharing, participation, connectedness and usefulness [1], rele-
vance [9]; (iii) context (X3), with indicators: as discourse, as references [3], conver-
sation, interaction; social appearance and commitment [10], place of creation [7];
(iv) integration (x4), with indicators: communication; individual knowledge becoming
group knowledge; professional discussions and time and cost savings [11]; recording
activity, organize, meeting arrangement, file transfer, as work reference, delivered
responsibility, decision making, functional at work [3]; (v) knowledge management
lifecycle (x5), with indicators: acquisition, creation, refinement, transfer [12]; mobi-
lization, diffusion, commoditization [3]; (vi) outcome (x6), with indicators: actions,
decisions, knowledge increased, newly formed knowledge [3]; learnings, experiences,
strategic alignments, connectivity, value management [13] (Fig. 2).

3.4 Hypotheses

The current social media content is an expectation from its use as a support and enabler
of sustainable knowledge management. Therefore, the following developed
hypotheses:

Attention (X1), H1: Social media attention correlates with the sustainable knowl-
edge management system. H0: Social media attention does not correlate with the
sustainable knowledge management system.

Personalization (X2), H1: Social media personalization correlates with the sus-
tainable knowledge management system. H0: Social media personalization does not
correlate with the sustainable knowledge management system.

Context (X3), H1: Social media knowledge context correlates with the sustainable
knowledge management system. H0: Social media knowledge context does not cor-
relate with the sustainable knowledge management system.

Knowledge Man-
agement Lifecycle

Attention (X1)

Personalization (X2)

Context (X3)

Integration (X4)

Sustainable Knowledge 
Management (Y)

Outcome (X6)

Fig. 2. Construct research model
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Integration (X4), H1: Social media integration into daily activities correlates with
the sustainable knowledge management system. H0: Social media integration into daily
activities does not correlate with the sustainable knowledge management system.

Knowledge Management Lifecycle (X5), H1: Social media knowledge management
lifecycle correlate with the sustainable knowledge management system. H0: Social
media knowledge management lifecycle does not correlate with the sustainable
knowledge management system.

Outcome (X6), H1: Social media knowledge outcomes correlate with the sustain-
able knowledge management system. H0: Social media knowledge outcomes do not
correlate with the sustainable knowledge management system.

3.5 Data Collection Technique

The develops questionnaire in this study use a Likert scale. The bipolar scale method
measures either positive or negative responses to the statement. In this study, the author
supplies five scale choices as follows: Very Agreed is 5; Agreed is 4; Neutral is 3; Not
Agreed is 2; Not Very Agreed is 1.

3.6 Data Process Technique

The data obtained from the process was analyzed with the Statistical Package for the
Social Sciences (SPSS) version 25 software, which processes statistical data with
efficiency and accuracy to supply the necessary output range and create results.

3.7 Data Analysis Technique

Data obtained from the circulated questionnaires were processed to obtain results and
offer conclusions. Multiple linear regression and correlation statistical methods were
used for the data analysis to assess any relationship between dependent and indepen-
dent variables.

4 Results and Discussion

4.1 Survey Results

The sample consisted of 40 PT. ABC employees. The hardcopy questionnaires were
distributed directly to the prospective respondents, and all were completed with the
following result: participation respondents were 57.6% women and 42.5% men. Social
media frequency use was 97.5% on a daily basis and 2.5% rarely. All respondents
(100%) agreed that there was knowledge support on social media. Employees accessed
knowledge primarily through Instagram (82.5%), Twitter (72.5%); and Facebook (65%).

4.2 Validity Test

The purpose of the validity test to establish that the statements in the questionnaire are
valid. The correlation, r, calculated score was obtained from the SPSS software data
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process. The r table score obtained in this study with 40 respondents has 2 degrees of
freedom, whereby an “n” score of 38 has a Cronbach’s a = 5%, which results in a t
table score of 0.312. The required validity statement is as follows: If the r calculated
score is greater than the r table score, the statement is valid. If the r calculated score is
less than the r table score, the statement is not valid. From the data processed, all the
r calculated scores were greater than the r table scores, meaning all statements were
valid.

4.3 Reliability Test

The reliability test used was the Cronbach’s a score of internal consistency in the SPSS
data process. The results compared with the score should be 0.6. The requirement of a
variable reliability test is as follows: If the Cronbach’s a score is greater than the
coefficient score, the variable is reliable. If the Cronbach’s a score is less than the
coefficient score, the variable is not reliable. From the data processed, all Cronbach’s a
scores were greater than 0.6, meaning all variables were reliable.

4.4 Normality Test

The regression analysis used in this study requires all error assumptions to be normally
distributed. The Kolmogorov-Smirnov (K-S) test was used to assess this. The pro-
cessed data output describes the normal distribution with criteria as follows: If the
absolute K-S count is less than the K-S table, the data is distributed normally. If the
absolute K-S count is greater than the K-S table, the data distribution is not normal.
A score of 0.210 was obtained from the K-S table from 40 samples.

From Table 1, all absolute scores from the K-S count were less than the K-S
table (0.210), meaning all data was distributed normally.

Table 1. Normality Kolmogorov-Smirnov test

Attention
(X1)

Personalization
(X2)

Context
(X3)

Integration
(X4)

KM
Life
cycle
(X5)

Outcome
(X6)

SKM
(Y)

Normal
parametersa,b

Mean 3.925 3.858 3.882 3.837 3.864 3.727 3.837
Std Dev 0.612 0.547 0.526 0.498 0.539 0.573 0.546

Most
extreme
differences

Absolute 0.149 0.144 0.096 0.103 0.078 0.063 0.136

Asymp. Sig. (2-tailed) 0.026c 0.037c 0.200c,d 0.200c,d 0.200c,d 0.200c,d 0.059c

aTest distribution is normal
bCalculated from data
cLilliefors significant correction
dThis is a lower band of the true significance
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4.5 Multi-co-linearities Test

Multi-co-linearities assess the connection between independent variables and provides
a good model regression when two of the variables correlate. Multi-co-linearities are
obtained from the VIF (Varian Inflation Factor) score: If the VIF score is greater than
10, the data has multi-co-linearities. If the VIF score is less than 10, then the data has
no multi-co-linearities.

From Table 2, all VIF scores were less than 10, meaning there was no multi-co-
linearities in the data.

4.6 Heteroskedasticity Test

The Heteroskedasticity test establishes whether there is any deviation of an inequality
variant from the residual regression model. The method used a Glejser test, with criteria
as follows: If the significance score is greater than 0.05, then the data has no
Heteroskedasticity. If the significance score is less than 0.05, then the data has
Heteroskedasticity.

From Table 3, all variables score greater than 0.05, meaning the data had no
Heteroskedasticity.

4.7 Autocorrelation Test

The Durbin-Watson (DW) score is used to detect autocorrelation. The basic provisions
for the autocorrelation occurrence are as follows: If the DW is less than 1 and greater
than 3, the data has autocorrelation. If the DW is greater than 1 and less than 3, the data
has no autocorrelation.

From Table 4, the Durbin-Watson score of 2.205 is in the range of DW > 1
and < 3, meaning the data has no autocorrelation.

Table 2. Coefficientsa

Attention
(X1)

Personalization
(X2)

Context
(X3)

Integration
(X4)

KM life
cycle
(X5)

Outcome
(X6)

VIF 2.492 2.439 3.842 4.494 3.993 3.273
aDependent variable: Sustainable knowledge management system (Y)

Table 3. Glejser testa

Attention
(X1)

Personalization
(X2)

Context
(X3)

Integration
(X4)

KM lifecycle
(X5)

Outcome
(X6)

SKM
(Y)

Significances 0.627 0.284 0.868 0.632 0.995 0.255 0.204
aDependent variable: ABS_RES_1
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5 Hypothesis Test

5.1 Pearson Correlation Analysis

The Pearson test analyzes the correlation between the dependent and independent
variables with a classification correlation score as follows [14]: Score 1 for perfect
correlation; Score 0.9–0.99 for a very strong correlation; Score 0.7–0.9 for a strong
correlation; Score 0.5–0.7 for a sufficiently strong correlation; Score 0.3–0.5 for a weak
correlation; Score 0.1–0.3 for a very weak correlation; and Score 0–0.1 for no
correlation.

From Table 5, the correlation scores between the dependent and independent
variables are as follows: Attention (X1) score of 0.690 means there is a strong cor-
relation. A Personalization (X2) score of 0.435 means there is a weak correlation.
A Context (X3) score of 0.530 means there is quite a strong correlation. An Integration
(X4) score of 0.694 means there are strong correlations. A Knowledge Management
Lifecycle (X5) score of 0.717 means there is a strong correlation. An Outcome (X6)
score of 0.802 means there is a strong correlation.

5.2 F Test Analysis

An F test is used to analyze the correlation between the dependent variable and the
independent variables simultaneously with the hypotheses as follows: H0 = all inde-
pendent variables simultaneously influence dependent variables and vice versa.
H1 = all independent variables simultaneously do not influence dependent variables
and vice versa. The F test criteria are as follows: If the F calculated score is less than the
F table, then H0 is accepted and H1 is denied. If the F calculated score is greater than
the F Table, H0 is denied and H1 is accepted.

The F Table score has a significance of 0.05 and a degree of freedom (df) with a
regression numerator score of 6 and a residual score of 33, so from the F Table, the

Table 4. Model summaryb.

R R Square Adjusted R Square Std. Error of the estimate Durbin-Watson

Model 0.863a 0.744 0.698 0.30073 2.205
aPredictors: Attention (X1), Personalization (X2), Context (X3), Integration (X4), KM
Lifecycle (X5), Outcome (X6)
bDependent variable: Sustainable knowledge management system (Y)

Table 5. Pearson correlation

Attention
(X1)

Personalization
(X2)

Context
(X3)

Integration
(X4)

KM
Lifecycle
(X5)

Outcome
(X6)

Pearson
correlation

0.690 0.435 0.530 0.694 0.717 0.802
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score is 2.39. From Table 6, the F calculated score (15.992) is greater than the F
Table score (2.39), so H0 is denied and H1 is accepted, meaning all independent
variables simultaneously influence all dependent variables and vice versa. A signifi-
cance score of 0.00 < 0.05 means attention (X1), personalization (X2), context (X3),
integration (X4), knowledge management lifecycle (X5), and outcome (X6) simulta-
neously influence sustainable knowledge management system as an enabler.

5.3 Multiple Regression Analysis

A strong r (correlation) value between variables indicates a significant influence. From
Table 4, the model summary showed that all independent variables influenced the
dependent variables, as indicated by the r values. The r value 0,863 means the 86.3%
of attention (X1), personalization (X2), context (X3), integration (X4), knowledge
management lifecycle (X5), and outcome (X6) influences the sustainable knowledge
management system (Y). The coefficient r2 score of 0,744 means that 74.4% of sus-
tainable knowledge management is caused by the six variables and the remainder
(16.6%) is caused by other factors.

From Table 7, non-standardized B values form the multiple regression formula as
follows: Y = 0.516 + 0.316 X1 + (−0.182) X2 + (−0.153) X3 + 0.335X4 + 0.161
X5 + 0.394X6.

The conclusion from the above formula shows that the regression between the
independent and dependent variables is as follows: Attention (X1) has a positive
regression of 0.316, meaning attention influences the sustainable knowledge man-
agement system. Personalization (X2) has a negative regression of −0.182, meaning
personalization does not affect the sustainable knowledge management system. Context

Table 6. ANOVAa

Sum of squares df Mean
square

F Sigb

Regressions 8.678 6 1.446 15.992 0.000
Residual 2.995 33 0.090
aDependent variable: Sustainable knowledge management system (Y)
bPredictors: Attention (X1), Personalization (X2), Context (X3), Integration
(X4), KM Lifecycle (X5), Outcome (X6)

Table 7. Coefficientsa

Attention
(X1)

Personalization
(X2)

Context
(X3)

Integration
(X4)

KM
life
cycle
(X5)

Outcome
(X6)

Non-standardized B 0.316 −0.182 − 0.153 0.335 0.161 0.394
t 2.541 −1.329 0.851 1.636 0.902 2.597

Social Media Influence as an Enabler of a Sustainable Knowledge Management System 111



(X3) has a negative regression of −0.153, meaning context has no effect on the sus-
tainable knowledge management system. Integration (X4) has a positive regression of
0.335, meaning integration influences the sustainable knowledge management system.
The knowledge management lifecycle variable (X5) has a positive regression of 0.161,
meaning the KM lifecycle influences the sustainable knowledge management system.
Outcome (X6) has a positive regression of 0.394, meaning outcome influences the
sustainable knowledge management system.

5.4 T-Test Analysis

A t-test analyzes the influence of the dependent variable on each of the independent
variables. The hypotheses for the t-test are as follows: H0 = significant coefficient
regression; H1 = no significant coefficient regression, with criteria: If t is calculated be
less than the t table, then H0 is accepted and H1 is denied. If the t calculated is greater
than the t table, then H0 is denied and H1 is accepted. From an n of 40 sampled, with an
a = 0.05, a degree of freedom (DF) = 2 then 40−2 = 38; therefore, the t table = 1.685.
From Table 7, the t value was calculated and concluded as follows: Attention (X1): the
t value calculated (2.541) is greater than the t table (1.685), so H0 is denied and H1 is
accepted, meaning attention significantly affects sustainable knowledge management.
Personalization (X2): the t value calculated (−1.329) is less than the t table (1.685), so
H0 is accepted and H1 is denied, meaning personalization does not significantly affect
sustainable knowledge management. Context (X3): the t value calculated (−0.851) is
less than the t table (1.685), so H0 is accepted and H1 is denied, meaning context does
not significantly affect sustainable knowledge management. Integration (X4): the t
value calculated (1.636) is less than the t table (1.685), so H0 is accepted and H1 is
denied, meaning integration does not significantly affect sustainable knowledge man-
agement. Knowledge management lifecycle (X5): the t value calculated (0.902) is less
than the t table (1.685), so H0 is accepted and H1 is denied, meaning the knowledge
management lifecycle affects sustainable knowledge management. Outcome (X6): the t
value calculated (2.597) is greater than the t table (1.685), so H0 is denied and H1 is
accepted, meaning outcome significantly affects sustainable knowledge management.

6 Conclusion

Attention to knowledge distributed on social media influences employee follow up, and
the correlation with sustainable knowledge management (KM) means it acts as an
enabler of sustainable knowledge management systems in PT. ABC.

Social media personalization of knowledge gained has no influence on employee
follow up; however, personalization does correlate with sustainable KM, thus making it
an enabler of sustainable knowledge management systems in PT. ABC.

Knowledge context in social media has no influence on employee follow up;
however, the correlation between knowledge context and sustainable KM makes it an
enabler of sustainable knowledge management systems in PT. ABC.
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Social media integration into daily activities influences employees to follow up and
the correlation with sustainable KM makes it an enabler of sustainable knowledge
management systems in PT. ABC.

The knowledge management lifecycle on social media influences employees to
follow up and the correlation with sustainable KM makes it an enabler of sustainable
knowledge management systems in PT. ABC.

Social media knowledge management lifecycle influences employees to follow up
and the correlation with sustainable KM makes it an enabler of sustainable knowledge
management systems in PT. ABC.

Social media knowledge outcomes influences employees to follow up and the
correlation with sustainable KM make it an enabler of sustainable knowledge man-
agement systems in PT. ABC.

Thus, all attention, personalization, context, integration, knowledge management
lifecycle, and outcome variables simultaneously influence sustainable knowledge
management systems, meaning that knowledge of effective social media use can enable
sustainable knowledge management systems in PT. ABC. Most employees use the
social media platforms, Instagram, Twitter and Facebook, which thus influences them
as enablers of the sustainable knowledge management system for PT. ABC as it
supports employees’ ability to gain additional knowledge. All six variables should be
considered by PT. ABC when building a knowledge management system to make it
workable and sustainable in the long term.

Acknowledgments. Many people contributed to writing this paper, with sincere thanks to Bina
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Abstract. Recently, content-based music information retrieval has been pro-
posed as a support to facilitate music recommendation, music recognition and
music retrieval. For music recognition, although it has been investigated by
many studies, it is still a challenging issue for how to effectively learn from
music contents. Actually, effective music recognition is achieved by considering
two factors, namely feature content and learning strategy. Therefore, in this
paper, a content-based music classifier named Progressive-Learning- based
Music Classifier (PLMC) is proposed to aim at issues of feature content and
learning strategy. In terms of feature content, the audio features are upgraded as
the advanced features to enhance quality of features. In terms of learning
strategy, a progressive learning strategy is proposed by fusing K-Nearest-
Neighbor learning and Support Vector Machine learning. Through the proposed
progressive learning, the better classification precision can be reached. The
experimental results on real music data show the proposed idea performs better
than the state-of-the-arts methods in classifying music.

Keywords: Music classification � Advanced features � Progressive learning �
K-Nearest-Neighbor � Support Vector Machine

1 Introduction

Nowadays, music has been an important part of our everyday life because the music is
easier to access than before by music retrieval techniques. Therefore, a large demand of
music retrieval grows explosively. For this demand, a number of online music websites
such as Spotify, iTunes and Amazon provide the online listening service that allows the
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user to retrieve the interested music by concepts. In this service, conceptualizing music
is a critical work that needs a large manual cost for annotations. To decrease the
conceptualization cost, the automated music recognition is proposed by a set of liter-
atures. However, it is not easy to achieve high-quality music recognition because of
semantic gap. To narrow down the semantic gap, music information retrieval plays a
mainstay role that discovers valuable knowledge from the musical content. Figure 1
shows the scenario of music information retrieval that supports the real applications
such as music recommendation, music retrieval and music recognition. This incurs two
further issues: (1) how to approximate the better features to increase sensitivity of
acoustic features, and (2) how to learn from the music content to effectively recognize
the music. In other words, an effective music recognition system depends on two
critical factors, namely feature content and learning strategy. The good feature content
can bridge the semantic gap more effectively, while a good learning strategy can mine
more valuable patterns. To address the aforementioned points, in this paper, we pro-
pose a content-based music classification method named Progressive-Learning-based
Music Classifier (PLMC) that understands the music by advanced features and a
progressive learning. On the whole, the main contribution of this paper is summarized
as follows.

• For feature content, because the original audio features are not discriminative
enough, in this work, they are improved as advanced features to enhance the quality
of audio features.

• For learning strategy, because traditional single classifiers are highly limited in
problem of semantic gap, in this work, a progressive learning paradigm is proposed
to increase the classification precision.

The remaining of this paper is structured as follows. Previous work is briefly
reviewed in Sect. 2. In Sect. 3, we present the notion of our proposed method for
content-based music classification in detail. Empirical studies are shown in Sect. 4.
Finally, conclusions and future work are elaborated in Sect. 5.

Fig. 1. Music information retrieval.
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2 Related Work

Actually, there have been a number of previous works conducted in the field of music
recognition over the past few decades. Basically, it can be further divided into two sets,
namely music multi-labeling and music classification. In the followings, they are
briefly reviewed to point out the main relevance to our proposed method.

• Music Multi-labeling

This is the recognition type that tags music with multiple concepts, which can also
be called music annotation. The most popular application is music emotion annotation.
Saari et al. [16] conducted an effective annotator that fuses semantic computing and
audio-based modeling as a genre-adaptive computation to achieve music mood
annotation. Chen et al. [5] provided a detailed discussion of deficiency of music
datasets and then proposed a music emotion dataset named AMG1608. In addition to
music emotion annotation, music multi-labeling can actually be viewed as a multi-label
classification. Abe [1] improved Support Vector Machine (SVM) as a Fuzzy Support
Vector Machine (FSVM) to achieve the multi-label classification. Ahsan et al. [2]
proposed a one-vs-all strategy to annotate the music by using classifiers K-Nearest-
Neighbor (KNN) and SVM. Moreover, Non-negative Matrix Factorization (NMF) was
used to approximate better features to enhance multi-label classifiers such as Multi-
Label KNN (ML-KNN) and Max-Margin Multi-Label Classification (M3L). Jao et al.
[10] proposed two exemplar-based approaches to tag the music. One is based on the
correlations of the musical short-time features, and the other is the sparse linear
combinations of the short-time features over the audio exemplars. In [14, 18, 20], the
temporal features of music were considered to attack the lack of song-level features. In
overall, the past studies [7, 15, 19] investigated recent methods of music annotation
methods and made a set of comparative experiments.

• Music Classification

In contrast to above music multi-labeling, this is the original music recognition type
that classifies a music piece into a genre or a concept. Basically, this type can further be
divided into two sub-types, namely content-based music classification and text-based
music classification. For content-based music classification, the main idea is to con-
ceptualize the music by music low-level features. In this type, Bergstra et al. [3]
aggregated a number of low-level audio features such as Fast Fourier transform
coefficients (FFTCs), Real cepstral coefficients (RCEPS), Mel-frequency cepstral
coefficients (MFCCs), Zero-crossing rate (ZCR), Spectral spread, Spectral centroid,
Spectral rolloff and Autoregression coefficients (LPC). Then the ADABOOST Freund
and Schapire was performed to predict the music genres and artists. Goienetxea et al.
[8] proposed an interesting idea that generates new music by similarity distances. In
this work, the music data were grouped into several clusters first. For each cluster, the
coherence structure was extracted from the template piece based on the statistical
model derived from the corpus. Finally, the new melodic information was generated
and a new music piece was made thereby. Huang et al. [9] presented a music genre
classifier by integrating the Self-Adaptive Harmony Search (SAHS) algorithm and
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ensemble SVMs. In this method, 5 audio features including intensity, pitch, timbre,
tonality and rhythm were extracted first. Next, the features are filtered by SAHS.
Finally, the ensemble SVMs were performed to recognize the music genres. Mandel
et al. [12] performed SVM to classify the unknown music, which transforms the low-
level audio features MFCCs into song-level features by Gaussian Mixture Model
(GMM). Lee et al. [11] also focused on the musical feature representation for music
classification. This work presented a feature formalization called Bag Of Words (BOF).
Accordingly, the Spectral features were converted into BOF features and thereupon the
genre classification was conducted by BOF features and the general classifier.
Pálmason et al. [13] conducted a case study by a comparative analysis of KNN clas-
sifiers. In addition to above content-based music classification, the other type of music
classification is text-based music classification. The main idea behind this type [4, 6,
21] is to discover the confident relations between music and lyrics and therefore
implement a high-quality music classifier.

To be concluded above, the previous works paid attention on two issues: (1) how to
generate near-optimal features and (2) how to conduct an effective classification by
integrating state-of-the-arts methods in classification. These can be viewed as an echo
of our idea for proposing advanced features and high-performance classification
strategy. Although these related works were shown to be very effective, they still lack
the integration of solutions of two issues.

3 Proposed Method

3.1 Basic Concept of the Proposed Method

Before presenting the proposed method, the basic idea is shown in this subsection. As
mentioned above, the main attention of this paper is focused on feature optimization
and learning improvement. For feature optimization, because the low-level audio
features are complex, it is not easy to reach high effectiveness and efficiency of music
classification. In this paper, the audio features are transformed into song-level features,
and then converted into advanced features. The advanced features are shown to be
sensitive by the following evaluations. Although the feature optimization is one of our
aims, another aim in this paper is to propose a progressive learning strategy instead of
improving or combining the learning algorithms. This idea is motivated by our edu-
cation, which can be viewed as level-wise learning from studying, researching to
teaching. Figure 2 depicts the expected scenario that the effectiveness will increase as
the learning level increases. In this paper, KNN-based (K-Nearest-Neighbor-based)
learning is adopted as the basic learning. Through the basic learning, the unknown
music is primarily identified for each concept. That is, different concepts are repre-
sented by different degrees for the unknown music. Then, based on the basic learning
results, SVM is performed to classify the unknown music into a concept.
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3.2 Overview of the Proposed Method

As we can recall from above, the goal of this paper is to enhance the music classifi-
cation by improving the features and learning progressively. To reach this goal, in this
paper, we present a content-based music classifier that proposes the advanced features
and level-wise learning strategy. Figure 3 shows the framework of the proposed
method which is divided into two phases, namely training phase and prediction phase.

• Training phase:
The goal of this phase is to ensure the performance of prediction, which contains
two main operations, namely generation of advanced features and construction of
learning models. Through advanced features, the learning can be more effective,
and through the level-wise learning, the prediction will be more powerful.

• Prediction phase:
Based on the learning model, the unknown music can be classified into the expected
concept more successfully. Note that, although the adopted classifier is SVM in this
paper, it will be a further issue for using other existing powerful classifiers.

3.3 Training Phase

This is a fundamental but critical phase in this paper. Without successful training, the
high quality of music classification is not easy to achieve. Basically, this phase can
further be split into two steps, including generation of advanced features and con-
struction of learning models. In the followings, this phase will be described step by step.

Fig. 2. The expected scenario of the progressive learning strategy.

Fig. 3. Framework of the proposed method.
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A. Generation of Advanced Features
In general, music features can be categorized into three types [7], including low-

level, mid-level and song-level features. As shown in Fig. 4, this step contains 3
operations, namely low-level feature extraction, song-level feature calculation and
advanced feature calculation. First, the music is transformed into the Timbre low-level
feature named Mel-scale Frequency Cepstral Coefficients (MFCCs). Figure 5 shows
the structure of MFCCs. In this structure, a music piece is divided into a set of frames
and a frame is composed of 26 coefficients in this paper. Next, the frame-level MFCCs
are averaged into a song-level vector. Finally, the song-level vector is normalized as an
advanced feature vector [17]. In this step, a music piece is finally represented as a
vector that contains 26 normalized coefficients. Here, the advanced feature vector is
defined in Definition 1.

Definition 1. Given two music training datasets T1 = {m1, m2, …, m|T1|} and
T2 = {m1, m2, …, m|T2|} containing a set of music pieces, a music piece mi is defined
as: mi = {ai,1, ai,2, …, ai,26}, where a indicates the normalized coefficient.

Note that, the general MFCCs might be represented by different numbers of
coefficient dimensions in general, and in this paper, 26 coefficients are selected as the
adopted features.

Fig. 4. Workflow of generating advanced features.

Fig. 5. Low-level feature structure.

122 J.-H. Su et al.



B. Construction of Learning Models
After generating the advanced features, the next step of training phase is to perform

the progressive learning. In this paper, the progressive learning is a two-stage learning.
The first one is KNN-based learning and the second one is SVM-based learning.

• KNN-Based Learning

Basically, this learning can also be regarded as a similarity-driven or distance-based
learning. The basic idea of this learning is to identify the unknown music initially by
calculating the similarity-driven or distance-based likeness. From K-Nearest-Neighbor
viewpoint, the K value is set as the number of concepts and the likeness will be kept as a
vector in this paper. Figure 6 shows the procedure of KNN-based learning. In this
learning, the centroid of each concept needs to be calculated first, as shown in Lines 1–2.
It can be defined in Definition 2.

Definition 2. Following Definition 1, assume a training dataset T1 contains K concepts
and the jth concept cj = {m1, m2, …, mx} contains x training music pieces, where the ith

music piece is mi = {ai,1, ai,2, …, ai,26} and a training music piece belongs to one
concept only. The centroid of the jth concept cj is defined as:

cenj ¼ facj;1; acj;2; . . .; acj;d ; . . .; acj;26g;

where the dth dimention acj,d is

acj;d ¼
P

1� i� x ai;d
x

:

Next, as shown in Lines 4–8, the likeness between each centroid and each music in
T2 is calculated into a vector. To make the likeness more comprehensive, in this paper,

Input: Two training datasets T1={m1, m2, …., m|T1|} and T2={m1, m2, …., m|T2|},
where T1 is classified into K conceptual groups and any music piece mi is represented 
as {ai, 1, ai, 2, …., ai, 26}; 
Output: A KNN-based learning dataset KNND; 
Algorithm: KNN-based learning
1. for each concept cj in T1do
2. calculate the concept centriod as cenj by Definition 1;
3. let KNND be the KNN-based learning dataset.
4. for each music mi in T2 do
5. for each concept cj do
6. calculate the likeness between mi and cj into the vector by Defini-

tions 3-5; 
7. insert  into KNND; 
8. end for
9. return KNND;

Fig. 6. Algorithm for KNN-based learning.
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three measures are employed as the likeness, which are defined in Definitions 3–5,
namely Euclidean likeness, Cosine likeness and Pearson-Correlation-Coefficient,
respectively.

Definition 3. Consider a music piece my = ay,1, ay,2, …, ay,26} in T2 and a centroid
cenj = {acj,1, acj,2, …, acj,d, …, acj,26}, the Euclidean likeness between my and cenj is
defined as:

Elikesðmi; cenjÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

1� d� 26
ðay;d � acj;dÞ2

q
:

Definition 4. Consider a music piece my = {ay,1, ay,2, …, ay,26} in T2 and a centroid
cenj = {acj,1, acj,2, …, acj,d, …, acj,26}, the Cosine likeness between my and cenj is
defined as:

Clikesðmi; cenjÞ ¼
P

1� d� 26 ay;d � acj;dffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
1� d� 26ðay;dÞ2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
1� d� 26ðacj;dÞ2

q :

Definition 5. Consider a music piece my = {ay,1, ay,2, …, ay,26} in T2 and a centroid
cenj = {acj,1, acj,2, …, acj,d, …, acj,26}, the Pearson-Correlation-Coefficient likeness
between my and cenj is defined as:

PCClikesðmi; cenjÞ ¼
P

1� d� 26ðay;d � miÞ � ðacj;d � cenjÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
1� d� 26ðay;d � miÞ2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
1� d� 26ðacj;d � cenjÞ2

q ;

where

mi ¼
P

1� d� 26 ay;d
26

;

and

cenj ¼
P

1� d� 26 acj;d
26

:

After calculating the likeness between the unknown music and all centroids of
concepts, the KNN-based learning vector of the music mi can be derived as

knnvmi ¼ fmi;1; fmi;2; . . .; fmi;26
� � ð1Þ

Finally, all the KNN-based learning vectors for the training dataset T2 are gathered as
the KNN-based learning dataset KNND, as shown in Lines 3 and 7.
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• SVM-Based Learning

As shown in Fig. 7, the final step of the training phase is to construct a learning
model named SVM-based learning model by the KNN-based learning dataset, which
can be a support to the prediction phase.

3.4 Prediction Phase

Based on the SVM-based learning model, an unknown music piece can be predicted
using the SVM classifier [22]. Because SVM is a well-known classifier widely used by
recent researches in the field of machine learning, it will not be described here further.

4 Experiments

In above sections, the proposed method has been presented in great detail. To reveal the
contributed effectiveness, a number of experiments were made and they will be shown
in this section.

4.1 Experimental Settings

The experimental data came from Web and CDs, which contains 30 genres. Table 1
shows the experimental data setting. Overall, the data was further split into three sets,
namely T1, Data 1 and Data 2, where T1 is the KNN-based learning dataset, Data 1 and
Data 2 are used for the 2-fold cross-validation. For T1, Data 1 and Data 2, each genre
contains 15, 15 and 20 music pieces, respectively. That is, there are totally 1500 music
pieces used in the experiments. The low-level audio feature is the frame-level MFCC
and the final advanced feature vector is composed of 26 dimensions. By referring to
Definitions 3–5, the proposed KNN-based learning can be classified into three

Fig. 7. SVM-based learning.

Table 1. Experimental data.

Data type #music
pieces

Genre

KNN-based Learning
Dataset T1

450 Piano, saxophone, erhu, flute, harmonica, guitar,
symphony, techno, zither, violin, drum, soundtracks,
harp, dulcimer, lounge music, rock, classical chorus,
rap, disco dance, vocal, country, pop, latin, folk, blues,
jazz, new age, metal, r&b and children’s music

Data 1 450
Data 2 600
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categories, as shown in Table 2. To conduct the evaluations, precision is adopted to
measure the experimental methods.

4.2 Experimental Results

Because the proposed method was materialized by integrating the advanced features
and progressive learning, the evaluation was divided into 3 parts, including (1) evalu-
ations of the advance features, (2) evaluations of the KNN-based learning, and
(3) evaluations of the progressive learning.

A. Evaluations of the Advance Features
By referring to above sections, the main composition of the proposed method

contains advanced features, KNN-based learning and progressive learning-based
classifiers. Hence, the first issue we want to clarify is the impact of the advanced
features. Figures 8 and 9 depict the experimental results for this issue. By comparing
them, an important point derived is that, whatever the method is, the precisions with
advanced features are much better than those with the song-level feature MFCCs. Note
that, the KNN-based learning methods were used as music classifiers under K = 1. That
is, in Figs. 8 and 9, the number of the nearest neighbors for all compared KNN-based
learning methods is set as 1.

Table 2. Definitions of the KNN-learnings.

Method Name Description

Euclidean KNN-based learning EKNN KNN-based learning by Euclidean
likeness

Consine KNN-based learning CKNN KNN-based learning by Consine likeness
Pearson-Correlation-Coefficient
KNN-based learning

PCCKNN KNN-based learning by Pearson-
Correlation-Coefficient likeness
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Fig. 8. Precisions of KNN-based learnings with the song-level feature MFCCs.
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B. Evaluations of the KNN-Based Learning with Different Likeness Functions
In addition to the advanced features, KNN-based learning can be viewed as another

foundation in this work. Therefore, what we want to show in this evaluation is how
much the impact of the likeness function is, and this issue can be clarified by Figs. 8
and 9. Figure 8 reveals that, by the original MFCCs, the Euclidean distance is the
worst, and the CKNN and PCCKNN perform pretty close. From the advanced feature
viewpoint, Fig. 9 reveals that EKNN performs better than the others. In overall, EKNN
with the advanced features can achieve the best precision of music classification.
Therefore, EKNN with advanced features is selected as the first level learning in the
proposed progressive learning.

C. Evaluations of the KNN-Based Learning with Different Likeness Functions
In addition to the advanced features, KNN-based learning can be viewed as another

foundation in the proposed method. Therefore, what we want to show in this evaluation
is how much the impact of the likeness function is, and this issue can be clarified by
Figs. 8 and 9. Figure 8 reveals that, by the original MFCCs, the Euclidean distance is
the worst, and the CKNN and PCCKNN perform pretty close. From the advanced
feature viewpoint, Fig. 9 reveals that EKNN performs better than the others. In overall,
EKNN with the advanced features can achieve the best precision of music classifica-
tion. Therefore, EKNN with advanced features is selected as the first level learning in
the proposed progressive learning.
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Fig. 9. Precisions of KNN-based learnings with the advanced features.

Table 3. Definitions of the compared methods.

Method Name

BayesNet [15] BN
DecisionTree (J48) [15] DT
K-Nearest-Neighbor [15] KNN
AdaBoost-DecisionTree (J48) ADT
Support Vector Machine [7, 12] SVM
AdaBoost-Support Vector Machine [3] ASVM
Progressive-Learning-based Music Classifier (proposed) PLMC

Content-Based Music Classification by Advanced Features and Progressive Learning 127



D. Evaluations of the Progressive Learning
From the above two evaluations, we can know that the advanced features are better

than original song-level features, and Euclidean KNN-based learning is very sensitive
in recognizing the music. In this evaluation, we want to show the effectiveness of the
integrating method PLMC via comparisons with the state-of-the-arts classifiers. To
have the comparisons more solid, 6 well-known classifiers shown in Table 3 were used
as the competitive methods in the following experiments. Note that, by referring to
Eq. (1) and Lines 4–8 of Fig. 6, the KNN-based learning vector is derived while K is
the number of concepts. Figure 10 reveals the comparison results that deliver some
aspects. First, BayesNet is the worst and the proposed method PLMC is the best.
Second, as we can know in the field of machine learning, SVM still performs better
than the other competitive methods. Third, AdaBoost is very helpful to Decision Tree,
but not to SVM. However, without AdaBoost, SVM is till better than Decision Tree
with AdaBoost. In overall, the experimental results show that, our proposed idea is
more effective than the competitive methods by integrating advanced features and
progressive learning.

E. Discussion
After showing the experimental results, some analytical discussions are now lifted

as follows.

• Figures 8 and 9 show the effectiveness of the advanced features. An important dis-
covery has to be shown here. EKNN is very poor in contrast to the other KNN-based
learning methods using original MFCCs, but it is the best using the advanced fea-
tures. From another viewpoint, CKNN and PCCKNN perform more stably than
EKNN. The reason is that, the original features are not normalized so as to make the
distance dominated by some features clearly. On the contrary, it does not impact the
PCC and Cosine likeness clearly because the likeness idea is not inspired by distance.
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Fig. 10. Precisions of compared methods.
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• Because the proposed method PLMC is the one integrating advanced features,
KNN-based learning and SVM, an issue needs to be clarified for the impacts of the
advanced features, KNN-learning and SVM. From Figs. 8 and 9, we can know that
the advanced features play an important role for KNN-based learning. Further,
Figs. 9 and 10 reveal that, without KNN-based learning, SVM cannot achieve the
higher precision. In summary, the integrated components cannot perform well
separately.

• In fact, the progressive learning can be interpreted as a hybrid method which
accumulates the recognition results level by level. It further incurs some interesting
issues. First, how many levels are the best? Second, what is the optimal sorting of
predictors? Third, how to accumulate the level-wised results? In this paper, the
progressive learning idea is just the beginning. In the future, the further investi-
gation will be conducted to make the issues clearer.

5 Conclusion

Actually, a perfect music classification is not easy to achieve because a single classifier
seems not powerful enough. To aim at this issue, in this paper, we propose a music
classification method that integrates advanced features and progressive learning. For
advanced features, the original audio features are upgraded as advanced features to deal
with the problem of semantic gap. For progressive learning, the two-stage learning is
proposed, including KNN-based learning and SVM-based learning. It is because the
classification is enhanced level by level that the final prediction can reach higher level
of quality. The experimental results reveal that our proposed method PLMC can
achieve higher quality of music classification than the state-of-the-arts classifiers.
Although the proposed method is shown to be more effective than other recent clas-
sifiers, there remain some issues to be addressed further. As mentioned above, the
optimal settings for the number of involved classifiers, the sorting of involved classi-
fiers and the way to accumulate the level-wise results will be investigated in the future.
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Abstract. This paper explains appliance of social network analysis and data
visualization techniques in analysis of information propagation. Context of
information (news) propagation through social network is an extremely dynamic
and complex area to study. Due to topic actuality and a very small number of
works on the similar topic this paper required a comprehensive and systematic
approach. Thus, for practical reasons this work is based on the usage of Social
Network Analysis (SNA) and visualization of social networking data obtained
through Facebook covering 145 + public pages linked to 2.6 million fans. The
main hypothesis is based on the premise whether is possible to find any simi-
larities between the real-life social, economic and political entities/processes and
online information propagation. The process consists of the development of the
underlying model, the retrieval of data, data processing and consequential
analysis & visualization which has been elaborated in detail along with the
comments related to the methods of application.

Keywords: Advanced visualization � Social networks �
Information propagation � Information warfare �
SNA (Social Network Analysis) � Facebook

1 Introduction

The main reason for conducting the research that will be presented on the following
pages is the growing popularity of the term “hybrid warfare” (especially in the
Republic of Croatia where the research was conducted), as well as the growing pop-
ularity of the term that partially covers the same meaning, namely information warfare.
This is nothing new, the aforementioned concepts represent known things that with the
help of the development of the Internet and social networks have found their place in
the mainstream media. The US Defense Ministry defines information warfare as a
process that enables the control of information in order to achieve certain goals before a
particular opponent and at the same time makes it impossible for them to do the same
[1]. Although the Croatian mainstream media outlets recently started to emphasize the
importance of hybrid and information warfare, no systematic study on this topic was
conducted in the Republic of Croatia to present day. In regards to crucial social,
economic and political events/processes, it is very hard to comprehensively map and
analyze them in the meaningful way. On the other hand, a large amount of data
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generated by social networks can be interesting for different types of analyses. What
makes such networks so interesting is certainly the fact that they create social inter-
action data which can be of use to us in order to understand what is happening in our
sphere of interest when the already mentioned information is taken into account. In this
respect, social interaction data is actually relational data. Than it is important to know
who creates and who consumes information [2], all in order to be able to follow the
course of it and to study the causal links, or the potential for disseminating information.
Regardless of the fact that most of the data shared on social networks is owned by their
owners (companies), a certain part of it is publicly available and can be analyzed with
various tools. That data can then be used in drawing conclusions that we are interested
in, namely finding any similarities between the real-life processes and online infor-
mation propagation. This paper will be based on this kind of publicly available data,
and their consequent processing using Social Network Analysis techniques (SNA).

2 Methods and Analysis Techniques

As we face a large number of entities in the real world and their interconnectivity
(which make up the various networks), that interconnection is not easy to understand,
so we need to use analytic methods to help us. The so-called network analysis offers a
solution to this type of problem, and this research relies on the highest level of such
analysis which is called Social Network Analysis (SNA). This is a structural analysis
referring to the various links between nodes we find everywhere around us wherever
there is some form of social interaction. In what follows, we will address the problem at
the level of individual nodes but calculations related to parts and the network as a
whole will also be taken into account. To analyze some entities, we use the so-called
centrality measures, while the analysis of subgroups shows to which degree the parts of
the network are interconnected, which will be shown in the examples. After calculating
the metrics related to individual nodes, as well as those related to the network as a
whole, a graphical representation of the network based on such calculations can greatly
help us perceive more comprehensively the shape and size of the network. It can also
help us locate clusters and key locations of linked entities [2]. Since the position and
importance of the node in relation to other nodes is one of the main questions of the
social network analysis [2], the graphical representation is what makes it easier to point
to such relations. This paper is therefore based on the research and identification of the
characteristic features of the network that can help us gain new knowledge in order to
draw potentially important conclusions that could point us to the right course of action
in the information space [14, 15].

3 Information Propagation Model for Digital Age

The flow of information and information warfare as such do not occur solely on social
networks. However, the dynamics and speed of change on these platforms make them
an ideal subject of study. Social networks within the scope of this paper have been
selected as the subject of study for their ability to absorb and disseminate information
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extremely quickly. Analytical methods will be used to clarify the context in which
processes in certain segments of the information space on Facebook are taking place,
most specifically, how those processes correlate with real-life events. Looking at the
current economic and political relations at the macro level of the European Union, the
current issue of Russian influence in the field of media manipulation is extremely
popular. This media manipulation is closely related to the economic growth of that
superpower and the return of a part of the power lost after the collapse of the Soviet
Union. So, we can see a series of initiatives and moves aimed at suppressing the
strategy of propagating the Russian version of the “truth”. In this respect, the European
External Action Service (EEAS) established the Strategic Communications Division
(StratCom) to efficiently cope with the disinformation being deployed through the EU
media landscape [3]. When the US presidential elections at the end of 2016 are con-
sidered, it is possible to outline several concepts that are directly related to misinfor-
mation activities. For example, the phrase “fake news” was named as the most popular
word in 2017 by the well-known Collins Dictionary. Additionally, the popularization
of the so-called trolls and bots has contributed to spreading disinformation during the
aforementioned presidential elections [4], especially through social networks. These
include the profiles maintained by people (troll) [5] and automated (bot) [6] profiles
which have their own ulterior motives pursued most often by representing certain
interests. Finally, if we are talking about Croatia which is part of the EU, it is inter-
esting to observe various influence factors ranging from the EU (as whole) to America
and Russia. On the micro level, social, economic and political events in Croatia are
highly influenced by those (super) powers - often not directly but through different
proxy entities. Those proxy entities are also often highly interconnected and are acting
in coordinated manner (for example organizing various public demonstrations, public
referendums, etc.) Since the potential effects of the mentioned processes can unques-
tionably lead to different changes within the territory of a country (and beyond), timely
observation and proactive control of the information flow can certainly contribute to
greater control over such events. The hypothesis in this paper is based on such
assumptions. Specifically, on recognizing the patterns in disseminating information on
social networks and whether those patterns have any similarity with the real-life events.
As the context in which Facebook pages function is primarily of public character, the
level of availability of data about them is far greater than the information about per-
sonal profiles. In terms of privacy, the various restrictions imposed by the Face-
book API, or The Graph API [7], determine which data can be collected or analyzed.
That is to say, it is possible to include the information regarding which pages are
followed by another page which will also form the basis of this model. Consequently,
the basic model will include only a closed network of Facebook fan pages.

In addition to technical limitations, this paper was written with limited budget
resources so it postulates that a slightly modified model can work when applied to a
network that does not only consist of pages, but also of the personal profiles or groups.
In order to understand the way those pages function and communicate information
within such a network we can assume that one page follows the other under two
conditions: (1.) because the content interest’s admins & (2.) because of the desire to
receive information, regardless of whether we are interested in it or not. If we assume
that such a network is closed, the inflow of information is not possible from the outside.
That corresponds to a simplified basic model for conducting the analysis [16–18].

Appliance of Social Network Analysis and Data Visualization Techniques 133



4 Contextualization of the Basic Model and Data Retrieval

Prior to data retrieval and subsequent processing, it was necessary to elaborate the
concept by which the pages would be grouped (structured) in accordance with the
previously stated assumptions referring to the functioning of the Facebook pages. In
this respect, the main principle underlying this process is homophilia [8], i.e. the
linkage between nodes (pages) based on their similarity, which ultimately directly
affects the structure of the network itself. For this reason, it was extremely important to
group pages of similar characteristics, and it should be emphasized that the homophilic
principle we applied was based on nominal characteristics, not numerical [8]. It has
been mentioned earlier that a Facebook page follows another page for two main rea-
sons, and the first reason is closely related to homophilia - pages follow other pages
containing similar themes and interests. Ego networks were grouped according to this
principle - for example, grouping together organizations that support abortion ban,
formal associations of various interest groups, etc. When mentioning an egocentric
network [2] it needs to be stated that we are dealing with a selected Facebook page and
belonging outbound links. To ensure maximum impartiality and balance, the entities
that will be the subject of the study below will be divided into three groups. Two of
these groups are the most important ones - the one that is closer to the left in the
political context (designation L) and the other closer to the right (designation D). The
third group consists of the so-called non-aligned pages (designation N). This division
reflects general social and political developments. The subgroups of these three general
groups are made up of different interest organizations - associations, media outlets,
prominent public figures, political parties and so on. In this context, it is important to
note that the large mainstream media outlets managed by private capital and large
political parties are deliberately left out of the analysis and the emphasis is placed on a
number of smaller participants that often proclaim themselves as independent and
nonprofit and are not necessarily well known to the entire public but have a significant
impact if they act coordinated. The reason for this lies precisely in the fact that their
activity cannot be concealed in terms of scope and goals, as is the case with large media
outlets. The fact that their existence depends on donations by the state or the private
sector makes them sufficiently vulnerable to external influences, so their self- declared
independence and impartiality are easily called into question. Their interconnectedness
is then an interesting subject of analysis (Table 1).

The data was gathered on 146 Facebook pages divided into three basic groups and
then grouped into 15 subgroups. The pages had to meet several criteria; they had to be
used quite recently and contain outbound links to other sites, they were supposed to use
the Croatian language, etc. Once the data is structured, the information space, which
also constitutes the main area of research, is defined. To achieve the consistency of our
experimental data, scraping time frame was shortened as much as possible (Table 2):
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5 Results

In practical terms, the analytical process consisted of data retrieval, its preparation
(which usually takes up most of the time), and key analyses and visualizations. Two
well-known analysis tools were used - NodeXL (for data scraping) - and Gephi for the
network analysis and visualization. In that sense, we were dealing with the static data.
The files used ranged from the standard and widely known Excel format (for raw
retrieved data) to combinations of various ego networks written in the graphml file
format [9]. The data collected after the grouping process was exported in the .gefx file
format in which most of the analytical operations were performed [10]. The last two
formats are based on the popular .xml standard, enabling us to keep track of a number
of other features (for example, the number of fans of particular pages) [11]. It should be
also noted that the theory of the scale-free networks and preferential attachment
mechanism [8] must be also taken into consideration. In other words, that implies the
existence of a large number of nodes with few links, or a smaller number with a lot of
links. In the context of this research, the fact that the described networks are extremely

Table 1. Facebook fan pages subgrouping and total number of fans

Subgroup name Number of Face-
book fan pages Number of fans

N - Events 3 27.539
N - Unions and alliances 3 13.131

Total group N 6 40.670
D - Interest organizations - pro religious 14 159.454
D - Media 10 354.434
D - Independent propaganda 16 415.683
D - Persons 4 174.761
D - Political parties 10 69.930

Total group D 54 1.174.262
L - Interest organizations - anti religious 11 59.579
L - Interest organizations - other - subgroup 01 9 42.688
L - Interest organizations - other - subgroup 02 11 73.807
L - Media 11 117.638
L - Media - subgroup 01 9 116.251
L - Independent propaganda 18 231.958
L - Persons 8 635.068
L - Political parties 9 282.580

Total group L 86 1.559.569

Table 2. Info regarding data retrieval period

Facebook group Data scraping period
Group N 27.09. - 05.10.2017.
Group L 27.09. - 05.10.2017.

Group L corrections 18.10.2017.
Group  D 20.10. - 25.10.2017.

Group D corrections 30.10.2017.
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vulnerable to attacks against important nodes is particularly interesting (i.e. stopping
important entities/pages from information spreading). It should also be emphasized that
in the visualization sense the size of an entity is the value of the calculated metric for
that same entity (larger circle = greater value). Secondly, a color scheme was used in
the process to mark entities and their outbound links to highlight their affiliation to a
particular subgroup. This often implies marking different components (clusters) in
different colors, but in this particular case, colors are used to emphasize the affiliation of
entities and their links to particular subgroups. A necessary part of the network’s
visualization are the so-called energy layouts which are used in the final stage of
visualization [12]. They work in such a way that the network is visually set up so that
the nodes which are more closely interconnected are attracted to each other and vice-
versa. In our research, the ForceAtlas2 and Yifan Hu [13] algorithms were used. Once
the pages are divided into groups and subgroups, it is possible to conduct analyses
based on different combinations, and the analyses that were chosen were the one
depicting the interconnection between the pages from group D and the analysis based
on combining pages from groups L and N. This network analysis was selected because
of the immediate social, political and economic influence exhibited by the entities
impersonated by the Facebook pages. The following questions arose: how are orga-
nizations belonging to either the left or right side of the political spectrum interlinked
and which nodes are the most important in terms of centrality metrics; what does the
network overview of all entities on the left side of the political spectrum look like, and
what could be said of their counterparts on the right side of the same political spectrum;
how are the entities, that should, in principle, be independent and unrelated, interlinked
(e.g., political parties, media outlets and associations); what is the role of independent
propaganda outlets (pages maintained by unknown authors) (Tables 3 and 4).

Visualizations with the numerical designation 1 and 2 relies on the network data
from the group D fan pages (moderate grouping coefficient 0,664 which means that this
network is mostly robust against random attacks). In this respect Fig. 1 shows the
importance of individual pages according to the size of the circles for the Betweenness
centrality. The largest orange circle in the middle of the image shows the independent
right-wing internet medium which plays the most important role in controlling the flow
of information between the individual parts of the network. Behind this portal is a

Table 3. Color legend of the Facebook fan pages and their subgroups - group D fan page
network

Subgroup color Subgroup name
Not imported/analyzed
D - Interest organizations - pro religious
D - Media
D - Independent propaganda
D - Persons
D - Political parties
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non-profit entity, and its role in this regard exemplifies the significant control of
information flow between the religious pages (cyan color) and independent propaganda
(purple) in the assumed model. Although they emphases their neutrality, this centrality
proves the opposite (Table 5).

Table 4. Color legend of the Facebook fan pages and their subgroups - group L and N fan page
network

Subgroup color Subgroup name
Not imported/analyzed
N - Events
N - Unions and alliances
L - Interest organizations - anti religious
L - Interest organizations - other - subgroup 01
L - Interest organizations - other - subgroup 02
L - Media
L - Media - subgroup 01
L - Independent propaganda
L - Persons
L - Political parties

Table 5. Top 5 Facebook fan pages regarding Betweenness centrality and their subgroup color -
group D fan page network

Fan page Betweenness
Betweenness Page Top 1 (Media) 15433,54
Betweenness Page Top 2 (Media) 12503,47
Betweenness Page Top 3 (Independent propaganda) 12067,06
Betweenness Page Top 4 (Independent propaganda) 10104,72
Betweenness Page Top 5 (Political parties) 6181,50

Fig. 1. Network visualization based on various Facebook fan page subgroups (color) and
Betweenness centrality (node size) - group D fan page network. (Color figure online)
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Visualization number 2 refers to PageRank centrality and the pages which draws
their influence from other influential pages. This measure of centrality helps us to
identify the knots for which we didn’t necessarily think they were important. Several
larger circles marked with gray color are clearly visible in the picture and data for those
pages were not scraped at all. This means that some pages definitely must be re-
examined in context of their ability to propagate information (Fig. 2).

Figure 3 refers to the analysis of the L and N group combination (grouping coef-
ficient similar to the group D - 0,619), more precisely on the Closeness measure and
shows how individual nodes can reach the rest of the network in the least number of
steps. Such pages are therefore suitable for rapid dissemination of information. In this
very case, primary emphasis is on the pages from the independent propaganda (light
green) subgroup, anti-religious organizations (brown), publicly exposed individuals
(olive green) and political parties (purple). Interestingly, a politically oriented collective
composed of different independent interest organizations (red) has a significant number

Table 6. Top 5 Facebook fan pages regarding PageRank centrality and their subgroup color -
group D fan page network

Page PageRank
PageRank Page Top 1 (Independent propaganda) 0,00295
PageRank Page Top 2 (Interest organizations - pro reli-

gious) 0,00253

PageRank Page Top 3 (Not analyzed) 0,00220
PageRank Page Top 4 (Not analyzed) 0,00217
PageRank Page Top 5 (Not analyzed) 0,00209

Fig. 2. Network visualization based on various Facebook fan page subgroups (color) and
PageRank centrality (node size) - group D fan page network. (Color figure online)
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of pages with a relatively strong value of this metric. There are in total 12 different
pages with the highest closeness centrality of 1,0. This heterogeneous group of pages
with the highest closeness value suggests that a certain information agenda can be
spread rapidly from completely different subgroups (especially if coordinated)
(Table 6).

Figures 4 (group D) and 5 (groups L and N) refers to component analysis, i.e.
stronger connected parts of each network. In regards to group D and Fig. 4 it has been
shown that primarily pro religious interest organizations and media with their outgoing
connections builds this component which covers over 20% of the network. Their
irrefutable connectivity in this regards gives a completely new context to the processes
in which information is distributed in this information space.

Looking at the combination of fan pages from the group L and N (Fig. 5), the
largest component wasn’t the only one which was analyzed. Instead, three largest
components were investigated due to a similar share in the whole network (in the total
just below 40% of the whole network - 14,94%, 12,36% and 10,94% respectively). In
order to get an even clearer insight into the type of analyzed pages that dominates the
mentioned components, those components are shown separately and all three together.
It is easy to see that the first component is dominated by the green color (independent
propaganda), the second largest by red color (subgroup 2 of interest organizations) and
the third largest light purple (media). Such direct and/or indirect connectivity gives a
significant context to the information propagation in this case as well.

Fig. 3. Network visualization based on various Facebook fan page subgroups (color) and
Closeness centrality (node size) - group L and N fan page network. (Color figure online)
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By comparing the given results between group D and group L + N it is easy to
come to the conclusion that the common feature that occurs in both cases is the more
pronounced direct and indirect connections between the media and the various interest

Fig. 4. Display of the biggest component from the group D - pro religious interest organizations
(cyan) and media (orange color) are dominantly interconnected (Color figure online)

Fig. 5. Separate and joint display of three biggest components from the combination of groups
L and N - independent propaganda (green), interest organizations from the subgroup 2 (red) and
media (pink) are dominantly connected (Color figure online)
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organizations. Given the fact that the most of the analyzed entities of these types
emphasize their independence, according to this model the credibility of such claims
can be considered suspicious.

6 Conclusion

Referring to the introductory assumptions and the whole research we can conclude that
in the conditions of fast and complex changes there is often a need for creative solutions
not visible at first sight. Performing research on the basis of publicly available data can
also be an advantage and a disadvantage at the same time. Regardless of everything,
through previous chapters specific framework was exhibited which can be upgraded in
multiple directions. The same represents a quality ground for further research analysis
based on network theory and data visualization techniques. Initial question was set on
the premises of interconnectivity between the similar entities in real-life vs. virtual
environment and consequentially their influence through information propagation. With
the usage of network analysis, we showed that in many cases entities are indeed
interlinked on quite a high level. We should also note that certain influential entities
proclaimed their neutrality and independence (mostly media outlets). Our results
showed the complete opposite - that they are not only highly linked to many other nodes
(media to political entities, media to independent propaganda, etc.), but also play a
significant role in information distribution. Given the fact that this kind of analysis was
done in Croatia for the very first time, results could potentially be more than significant
for the interpretation of local and regional real-life social, economic and political pro-
cesses. Finally, the set of techniques presented through this work enables us to manage
our own information flows or neutralize unwanted ones. Simplified, the mentioned
techniques enable us to understand those flows as we could handle them in the most
appropriate way. This was particularly visible in the above-mentioned analysis of dif-
ferently grouped Facebook pages, which resulted in interesting findings in terms of their
strength and mutual interconnectivity. Gained knowledge can undoubtedly help the
variety of interested parties to understand complex social changes, from state bodies
(intelligence, police), to scientists who study similar areas of interest [19, 20]. Not only
that, but this approach can be deepened and developed in many different directions (for
example bow-tie modelling, NLP analysis, etc.)
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Abstract. Recently, air pollution caused by particulate matter that the diameter
is less than or equal to 2.5 lg/m3 has become an important issue. It is so tiny
that it can go through alveolar microvascular and enter our body. PM2.5 makes
a significant impact on human health. Therefore, monitoring and forecasting the
air quality is an indispensable task for human society. Nowadays, we can easily
acquire Air Quality Indices (AQIs) by installing a small-scale air quality sensor
or downloading from some freely authorized databases. However, people
demand farther PM2.5 information to plan their route. This research aims to
forecast PM2.5 value in the future hours. Previous studies indicated that the air
quality varies nonlinearly in urban areas and depends on several factors such as
temperature, humidity and wind speed. Therefore, we combine air quality data
from AirBox and meteorology data to forecast PM2.5 value. Air quality is a
continuous data. If monitored air quality is good at the last time stamp, the next
monitored air quality has high possibility to be good at the same location. And
air quality may have some regular in the history data. We forecast PM2.5 values
via the algorithm similar to weighted average method. It can figure out the time
intervals with similar weather condition. Finally, the error is calculated to
examine the accuracy of our method. In contrast to a famous method, Pearson’s
Correlation Coefficient, our method preforms well and stable with farther
forecast.

Keywords: Air quality forecast � City dynamics � AirBox

1 Introduction

With the Industrial Revolution, advancement of technology, coal combustion and
traffic popularization, air pollution is getting more serious. Air quality has serious
impact on human health, especially, atmospheric particulate matter. Atmospheric
particulate matter is so small that it can enter human body anywhere though blood
circulation. It may lead to cardiovascular disease, cancer and even death. Countries
formulate relevant specifications to decrease air pollution. Researches in air quality
issues are rapidly increasing these years, and it also means that people take air quality
issues more seriously. Nowadays, we can easily acquire air quality information by
installing an environmental sensor or downloading from some freely authorized
databases. There are many kinds of air quality monitors are invented. Rather than the
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government air quality monitoring station, they are cheaper and portable. Even though
we can easily get current air quality, it cannot meet our needs. We need to know farther
air quality, and then we can plan our route. For example, if air quality is getting bad in
the afternoon, it is not a good idea to jog in the afternoon. This research makes effort on
PM2.5 value forecast.

We combine weather forecast data, meteorology data and PM2.5 data for forecast.
Some reference data will be chosen to evaluate future PM2.5 value through a weighted-
average method. We choose some recent data which are the top-latest observed data and
some similar data whose meteorology factors are similar to the target we want to
forecast. We evaluate weights between the target and their references by the difference
of the target’s and references’ features. To show the performance of our forecast method,
we compare our method with a famous method, Pearson’s Correlation Coefficient. Our
method performs well and more stable than other method. And forecast result on farther
hours converges but not diverges as the forecast hour getting farther.

The remaining of this research is organized as follows. Section 2 reviews related
work on air quality analysis and prediction issues. In Sect. 3, we explain the details of
air quality forecast and new air quality device allocation recommendation modules. The
experimental evaluations are shown in Sect. 4. Finally, the conclusions and future work
are mentioned in Sect. 5.

2 Related Work

In this section, we review some important studies related to air quality forecast issues.
There are many factors which have connection to air quality. Because of lack of air
quality monitoring station, we need other factors which are correlated to air quality.
Features are the key that have bearing on accuracy of air quality prediction, so it must
be carefully to choose features. According to the reference we collected, air quality
prediction issues can be divided to two kinds. One is combining features and air quality
information to predict real-time air quality in location without air quality station. The
other also combines features and air quality information and forecast future air quality.
No matter real-time prediction or future forecast, these references all propose method
and mention importance of features choosing. If features are more complete, prediction
will be more accurate. Zheng et al. forecast air quality in future 48 h [5]. Air quality
may be influenced by any factor, so it is hard to forecast. Zheng et al. combined
meteorology and weather forecast information to forecast air quality. They divided
48 h into four periods and give a forecast range to each period. Lu et al. forecast air
quality by linear model in future 12 h [4]. They combined meteorology, traffic flow,
human mobility, point of interest, road network and city form forecast air quality. Air
pollution may come from other city and also may form in own city. Zhu et al. told
where air pollution come from by Bayesian Gaussian model and pattern mining [6].
They forecast air quality in future 1 h, and the method perform well. Domańska et al.
used 16 kinds of dimensionality reduction to forecast air quality [2]. Although there are
many air quality prediction methods, there still lack of overall methods so far. Bouarar
et al. build several models to monitor and forecast air quality [1]. They analyzed
distribution of chemical pollution, ground emission and atmospheric composition,
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and forecast. All the references mentioned that importance of features. To predicate air
quality, features’ information is necessary. There may still be other features which may
impact on air quality. In this research, we prepare weather forecast, meteorology and air
quality information for air quality forecast.

3 Proposed Method

In this section, we will introduce the temporal features for calculating the weight
between two instances and our proposed weighted-average strategy for air quality
forecast in the following sub-sections.

3.1 Temporal Features

For forecast PM2.5, we need more features which may impact on PM2.5. Many
research papers mentioned that meteorological data have some connection with PM2.5
[1–6]. For example, when relative humidity increases but it has yet to rained, PM2.5
value will increase with relative humidity. However, when it starts to rain, PM2.5 value
will usually decrease rapidly. Furthermore, when wind speed is high, the particulate
matter in air will be blown away by wind. Nevertheless, when there is landward wind
and bring some particulate matter in, the PM2.5 will be bad. We also found the
connection in our data. The meteorological data contain temperature, relative humidity,
wind speed, wind direction, pressure and daily rainfall. There are introduces of tem-
poral features below:

1. Observed Time of AirBox (OT_A): The feature OT_A is AirBox observed time,
including time of day, date, and day of week. AirBox observe temperature,
humidity and PM2.5 value about every 5 min.

2. Temperature (T): The feature T is observed temperature. The unit of temperature is
degree Celsius.

3. Relative Humidity (RH): The feature RH is observed relative humidity. The unit of
relative humidity is percentage.

4. Wind Speed (WS): The feature WS is observed wind speed. The unit of wind speed
is m/s.

5. Wind Direction (WD): The feature WD is observed wind direction. The unit of
wind direction is bearing angle.

6. Pressure (P): The feature P is observed pressure. The unit of pressure is hPa.
7. Rainfall (RF): The feature RF is observed Daily accumulated rainfall. The unit of

pressure is mm.
8. PM2.5 value (PM25): The feature PM25 is observed PM2.5 value. The unit of

PM2.5 is lg/m3.

3.2 Weighted-Average Strategy

It is usually happened that when air quality is good in the last period, air quality in next
period will be good, too. And we have mentioned in previous section that when
weather difference between two data is small, PM2.5 values of them may be similar.
The air quality values of different locations and different time are correlated with each
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other on historical data. We propose to draw a graph to model such temporal corre-
lations over locations. At this part, we pick some reference data to forecast PM2.5
values, including recent data and similar data. We define “recent” as which data is at
the last time period before the target data we want to forecast. And we define “similar”
as which’s weather error with the target weather error is small. The construction of
Fig. 1 consists of how we pick recent and similar data. Since the PM2.5 value of the
same location is highly correlated to its historical PM2.5 values, we connect each target
du to the its previous m corresponding data of the same device. That is, the data of the
same device but with different time stamps: ti, ti−1,…, and ti−m+1 are connected. It is
represented by the blue lines in Fig. 1. Since the environmental factors can repeat
themselves within certain period, it is also possible that the PM2.5 value of a data
correlates with that farther away from the future. Our idea is to connect a data in the
future layer to the corresponding nodes of n certain past data with the most similar
environmental features. The similarity between layers is computed based on the fea-
tures. See the green line in Fig. 1 as an example.

Before designing the method, we found that difference degree of meteorology data
has some relationship with PM2.5 difference. The forecast method is similar to
weighted-average method. Formula (1) is the weight of the inference method between
nodes. In Fig. 2, the algebra du is the future data which we want to forecast, and the
algebra dv is chosen references of du. The algebra w(du, dv) is weight between the target
du and its reference dv at time t. The algebra f is features. If there are k features,

Fig. 1. An example of choosing recent and similar reference data of a station. (Color figure
online)

Fig. 2. Weight concept.
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they will be included to evaluate weight. Before evaluation, all of features will be
normalized to 0–1 scale. We use reciprocal of weather difference as weight of edge.
After all weights of edges are evaluated, we can forecast PM2.5 value du.p of target
with Formula (2). We will calculate du.p for each forecast hour of each device.

w du; dvð Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPk
1 du:fk � dv:fkð Þ2

q ð1Þ

du:p ¼ 1
sum Wð Þ

X
w du; dvð Þ � dv:p ð2Þ

4 Experimental Evaluation

To evaluate the performance of air quality forecast method and new device allocation
recommendation we propose, a series of experiment are conducted by using the real
monitored data which are already mentioned in Sect. 3.1. All the experiments are
implemented in Matlab on Intel i5 CPU 3.3 GHz machine with memory 8 GB
Microsoft Window 7.

4.1 Experimental Data and Setting

To evaluate the performance of PM2.5 value forecast, we utilize a series of real data
which we already mentioned in Sect. 3.1. AirBox data is provided by Data. Taipei
(http://data.taipei/), and weather data is provided by Central Weather Bureau. We use
146 AirBoxes in Taipei, Taiwan (R.O.C), and 21 weather stations in or around. To
ignore the error of weather forecast data, we use monitored meteorological data as
weather forecast data. We combine these two kinds data depend on observed time and
distance. It is worth noting that AirBoxes monitor data about every 5 min, and weather
stations monitor data every hour. Therefore, AirBox data is averaged by hours for
combining with weather data. The sources of AirBox data are elementary schools and
consumers who buy them. The position of consumers is rounded to third decimal
places due to the privacy right. The biggest error is about 75 m. We use latitude and
longitude to search elevation respectively from google earth.

Fig. 3. The result of Naïve Bayes using categorical variables.
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We have data from 2017/3 to 2018/5. We divide data on the third day of all period
into historical and future data of each device. We forecast PM2.5 from the first hour of
the third day of the whole data, and evaluate 48 h at a time. It’s worth noting that we
only forecast continuous 48 h. If there are some data miss, we will skip to the next
complete and continuous 48 h. After a 48 h forecast, it will move to the next 48 h of
the next hour to forecast like Fig. 3 shows. When each 48 h of data are forecasted, we
will calculate the root-mean-square-error (RMSE) of each hour to evaluate the per-
formance of the forecast method.

4.2 Air Quality Forecast

To forecast PM2.5 values, we have many parameters experiment. First, there are three
parameters for weight-average method reference. We have recent r and similar s. First,
we experiment the parameter of temporal. Note that this experiment use only r and s to
forecast PM2.5, and n and smooth are not involved yet. We study the impact of
parameter r and s on forecast PM2.5 values respectively. Figure 4 shows the impact of
parameter r on PM2.5 forecast. The x-axis is the volume of r, and the y-axis is RMSE
of forecast PM2.5 value. The 6th, 12th, 24th, 36th and 48th hour are displayed respec-
tively in the figure. We can see that as the volume of r gets greater, RMSE of PM2.5
gets smaller on the 12th, 24th, 36th and 48th hour. However, the degree of declining of
RMSE is smaller, too. And as the volume of r gets greater, the degree of declining is
seen to be convergence. It is worth to note that the 6th hour line is opposite to the other.
As the volume of r gets greater, RMSE of the 6th hour gets greater. It is because air
quality is a continuous data, and air quality is usually highly similar to its last observed
value. It explains why RMSE is smaller when r is set as 1. Besides, as the forecast hour
is farther, the RMSE gets bigger. It tells that when the forecast hour is farther, it will be
harder to forecast.

Figure 5 shows the impact of parameter s on PM2.5 forecast. The convergence
degree is more obvious than r’s on RMSE of forecast. Although RMSE is bigger when
s = 1 than it when r = 1, RMSE is much better than r when both they are 30. Besides,
the declining degree of s is greater than r’s, it represents that similar reference data is
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benefit on PM2.5 forecast. According to Fig. 5, we can see that RMSE lines of forecast
hours are close. The value of reference of r gets smaller when forecast farther hour, but
s depends. Although s may also pick recent data, it is able to pick data which is far
away in historical data. It tells why as forecast hour is farther, RMSE gets bigger when
we use only similar reference data.

After these analyses of experiment, we decide to use only one recent reference data
to forecast first 6 h, and use 15 recent data references and 15 similar data references to
forecast the 7th to 48th hour respectively. We don’t use 30 reference data respectively
because of the convergence situation and time cost consideration. We don’t use the best
combination for each forecast hour for preventing from over-fitting. Therefore, we set
the same reference volume for the 7th to 48th hour.

To display the performance of our method, we compare other famous method. PCC
is compared with our method. In terms of PCC method, we compute continuous
meteorology RMSE period in the historical data. And find which is similar to
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continuous meteorology RMSE of the target period. PM2.5 values difference of similar
periods will used for PM2.5 forecast. Figure 6 is the performance of two different
methods. Our method performs much well than PCC obviously. We can see that our
method can converge the RMSE and forecast farther hour stably.

5 Conclusion and Future Work

Recently, air pollution mainly induced by particle matters becomes an important issue.
PM2.5 makes a significant impact on human health, especially. We can easily get
current PM2.5 values, but we still need farther PM2.5 forecast to plan our route. This
research makes effort in PM2.5 value forecast. We found the connection between
meteorological data and PM2.5 value. We use recent and similar references. Because
air quality is continues data, it needs only one recent reference for first 6 h forecast. To
forecast father PM2.5 values, we utilize 15 recent references and 15 similar references.
Although the result of experiment shows that RMSE gets smaller as references data
gets greater, we also found the obvious convergence situation. For reducing compu-
tation load, we don’t use greater reference volume. We also compare our method with
famous method PCC, and the result of our method performs well than the result of
PCC. Our result converges obviously and performs steady of forecast. Although we
only forecast future 48 h in this research, our method can forecast farther PM2.5 value.
Our method can forecast not only data of Taipei, but also anywhere with meteorology
and air quality data.
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Abstract. In this paper, we propose a bean defect picking system with
the quad-partitioning-based robotic arm guidance method, aimed at
automatically and precisely picking bean defects in coffee industry. We
assume the adopted inexpensive devices, including a robotic arm, a cam-
era, and an IoT (Internet of Things) device, have only basic functions.
For successfully picking the small size of beans as possible, stably moving
the arm head to the target bean is the key technique in this topic. To
achieve this goal under hardware limits, we design an iterative robotic
arm guidance method to move the arm head close to the target with
quad-partitioning relationships in the camera’s visual space by using
image data processing techniques. The error distance after k iterations of

the proposed method is approximately estimated as
√

( dx
2k+1 )2 + (

dy
2k+1 )2,

where dx and dy are the width and the length of the field of view.
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We conduct a case study to validate the proposed method. Testing results
show that the proposed system successfully picks bean defects with our
proposed robotic arm guidance method.

Keywords: Spatial data analysis · Robotic control ·
Industrial automation · Iterative adjustment · Fault removal

1 Introduction

In the Industry 4.0 era, adding intelligence to the equipment becomes a main
investment nowadays to strengthen their global competitiveness for enterprises
[3,4]. Certain small and medium enterprises use intelligent technologies to
increase the smart functions for spanning applications of existing products [2].
For example, some robot companies use the image technologies to increase arm
automation for fitting various manufacturing or agriculture applications. Such
data-driven automation fits robotic devices into different industries by merely
replacing software packages, instead of recreating new products. Hence, many
enterprises establish data-driven automation technologies to earn value-added
profits in the current smart manufacturing trend.

The coffee industry contains many labor-intensive companies in the produc-
tion chain, covering various bean processing stages, such as planting, harvesting,
roasting, and brewing. Among these stages, one key factor in determining the
coffee quality is the green bean defect removal before the roasting process. For
launching specialty coffee products, most bean companies hire employees to sort
beans into different levels. Even, bean companies have further defect removal
processes to roasted beans for ensure the bean quality.

Due to the enormous business profit, the automation requirement for remov-
ing bean defects are emerged among coffee bean enterprises in past years. Most
current solutions to bean sorting are of the batch processing manner, and can
be mainly divided into two categories [1,5]: one is the sorting by color, the other
is the sorting by density. For sorting-by-color solutions, machines divided beans
into many batches and remove batches of beans which contain miscellaneous
stuff (e.g., small stones or withered branches) by examining colors with the
computer image technology. For sorting-by-density solutions, machines use fans
to blow beans in each batch, and beans of less density (usually indicate defects)
are blown away. Nevertheless, these batch-mannered solutions still leave certain
bean defects inside the selected beans. Since one bean defect may affect 50 fine
beans during the roasting process, many experts explicitly exposed that these
solutions insufficiently improve the flavor of brewing coffee.

Thus, the bean-level sorting methods are needed to fit requirements from
the coffee industry. However, the bean-level sorting may encounter some techni-
cal difficulties. In order to dealing with an individual bean, more devices, e.g.,
robotic arms and sensors, are needed and increase the financial cost. In addition,
due to the small size of beans, most economical robotic arms cannot precisely
pick the target bean. The price of robotic arms that can precisely manipulate on
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beans usually exceeds the budget that can be acceptable to small and medium
coffee companies. This motivates us to develop a budget bean-picking solution
(i.e., adopting inexpensive hardware devices) to the coffee industry.

In this paper, we propose a bean defect picking system with the quad-
partitioning-based robotic arm guidance method, for automatically and precisely
picking bean defects. The adopted inexpensive devices, including a robotic arm, a
camera, and an IoT (Internet of Things) device, in our system provide only basic
functions for satisfy business requirement. For successfully picking the small size
of beans as possible, how to move the arm head to the target bean is the key
technique in this topic. To achieve this goal under hardware limits, we design an
iterative robotic arm guidance method to move the arm head close to the target
with quad-partitioning relationships in the camera’s visual space by using image
data processing techniques. Firstly, our proposed method decomposes the cur-
rent visual space obtained from the camera into four equal quadrants. Secondly,
the proposed method moves the head to the intersection of the four quadrants,
and identifies the quadrant that the target bean resides. Thirdly, the arm head
adjusts its position according to the quad-partitioning relationship between the
head and the target bean. This adjustment is called the compensation stage.
Fourthly, the head moves down vertically for reducing distance between the
head and the target bean. The process continues until the head is sufficiently
close to the target bean. In addition, the approximate error distance after cer-
tain iterations of the proposed method is also derived in this work. Finally, we
develop a prototype of the bean defect picking system for conducting integrated
tests. Testing results show that the proposed quad-partitioning-based arm guid-
ance method can successfully move the arm head to the top of target bean, and
the measured error distances follow the derived error estimation theorem. This
paper can be a useful reference for small and medium enterprises to build bean
defects removal systems for the coffee industry.

The rest of this paper is organized as follows. Section 2 describes the architec-
ture of the proposed bean defect picking system. Next, Sect. 3 presents the pro-
posed quad-partitioning-based arm guidance method. Then, we conduct a case
study and show the results in Sect. 4. Finally, we conclude the paper in Sect. 5.

2 Architecture of Proposed Bean Defect Picking System

Figure 1 shows the reference architecture of the proposed bean defect picking
system, which mainly includes three hardware components: the robotic arm, the
camera, and the IoT (Internet of Things) device, aiming at picking coffee bean
defects from good ones. The camera is fixed by the head of the robotic arm to
provide the head’s neighboring spatial status. The robotic arm and the camera
all connect to the IoT device, which is the controller of the whole system. For
achieving high degree of automation, the design system uses the image data
processing techniques from its vision capability to align the head position with
our proposed arm guidance method (will be presented in the next section) to the
target bean as possible in certain iterations in order to maximize the successfully
picking possibility.
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Fig. 1. Architecture of the proposed bean defect picking system.

Recall that the hardware devices used in this work need to be restricted
within an acceptable budget limit. Hence, our adopted robotic arm, camera,
and IoT device are assumed to provide merely basic functions. For example, the
camera does not equip with ranging capacity and has only fixed focus, and the
robotic arm may incur less precise movement due to simple mechanical designs.
In addition, the IoT device is a single-board computer with limited computation
power, e.g., Raspberry Pi 3 in this work. Hence, we need to create the required
software modules by recruiting advance data processing techniques in order to
achieve the bean defect removal job. In this way, the developed bean-picking
solution provides the value-added profit in the smart manufacturing trend.

The proposed system contains four decisive software modules: the coffee bean
defect detector identifies all bean defects and finds out all their positions, the
bean defect direction indicator finds out the direction of given target bean to the
current visual space, the arm routing controller moves the head to the top of the
target bean, the target bean removal controller picks up the given target bean.
The key mechanisms of the bean defect direction indicator and the arm routing
controller include: (1) the transformation between pixels and distance and (2)
the quad-partitioning-based arm guidance method, which will be described in
details in the next section.

The operational flow of picking coffee bean defects are described as follows.

Step 1: The user sends a bean defect picking request to the system, and the cof-
fee bean defect detector is activated to identify the positions of bean defects,
which are composed in the bean-defect list and sent to the arm routing con-
troller.

Step 2: The arm routing controller gets a position out from the bean-defect list.
Then the arm routing controller moves the arm head to the top of the bean
defect by the given position. During arm routing, our proposed arm guid-
ance method utilizes the visual data, obtained from the bean defect direction
indicator connecting to the camera, to increase precision of the arm routing.
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Step 3: Once the arm head moves to the top of the target bean, the arm
routing controller sends a bean-picking command to the target bean removal
controller.

Step 4: The target bean removal controller picks out the target bean by using
the air bump on the arm head.

Step 5: The bean defect picking system checks whether the bean-defect list is
empty or not. If any bean defect exists in the list, goto Step 2; otherwise,
goto Step 6.

Step 6: The bean defect picking system moves the head back to the initial
position, and informs the user completion of the bean defect picking job.

3 Quad-Partitioning-Based Arm Guidance Method

This section presents the quad-partitioning-based arm guidance method, which
enables the robotic arm can automatically remove all identified bean defects.

3.1 Transformation Between Pixels and Distances

Since our bean defect picking system needs to estimate real-world distance with
the camera, we discuss the transformation between pixels in the camera’s image
plane and the associated distance. The transformation between pixels and dis-
tances is based on the knowledge of geometrical optics. This mechanism is
designed for the bean detect direction indicator module mentioned in the last
section. Figure 2 shows the image forming of a rectangle shape in the camera’s
visual space. The right-hand side of the figure represents the transformation
relationship, which indicates that the two triangles corresponding to the field
of view and image plane, respectively, are similar in geometry [7]. Hence, the
relationship P : W = F : H holds, where F is the focus, W is the width of the
rectangle shape (field of view), P is the pixels of the width of the shape in the
image plane, and H is the distance between the camera and the rectangle shape
in the real world. The relationship can be further rewritten as

F × W = P × H (1)

which is the key formula in the following derivation.
Let w be the width of the tray, pw be the pixels of the tray width in the image

plane, and h0 be the height of the arm head, where the tray can be completely
covered in camera’s visual space. Then the focus of the camera, denoted as f ,
can be estimated by using Eq. (1), and be expressed as the following equation:

f =
pw × h0

w
(2)
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Assume the camera does not change the focus. Then, the estimated f can be
treated as a constant in the following derivations. After obtaining f , the function
pixel2dist(p,h), transforming the given pixels p with the arm head in the height
h to the real-world distance (denoted as d), can be implemented by using the
following equation:

d =
p × h

f
=

(p × h) × w

pw × h0
(3)

Note that when the arm head moves downward vertically, the current height
H decreases, as shown in Fig. 3. In this situation, Eq. (1) still holds. Considering
the situation that the arm head moves down with distance H

2 , the maximal
distance that can be captured by the camera after movement (denoted as V ),
i.e., the maximal width in the updated field of view, can be estimated as:

V

H/2
=

P

F
=

W

H
(4)

⇒ V =
W

2
(5)

That is, the visible distance becomes one half after a vertical movement. Follow-
ing the derivation, the updated field of view becomes one quarter (i.e., 1

2× 1
2 = 1

4 )
while the arm head moves down with distance H

2 .

Fig. 2. Illustration of transformation
between pixels and distances.

Fig. 3. Illustration of transformation
between pixels and distances for a ver-
tical movement.

3.2 Flowchart of the Proposed Method

This method is designed for the arm routing controller module mentioned in the
last section. The goal of the quad-partitioning-based arm guidance method is to
move the arm head to the top of the given bean defect for precisely aligning it
to the target bean, so that the air bump on the arm head can pick the target
bean with high success probability. Notice that the arm device equipped with
a camera is aware of the neighboring status through assistance of the visual
capability. Thus the arm knows the relative spatial relationship to beans after it
adjusts its head position. By using this property, one key foundation of our arm
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guidance method is to let the arm head stays in the south-west of the target
bean as possible during adjustment in multiple iterations. With such the key
foundation, the process design can be greatly simplified in each iteration.

Figure 4 shows the flowchart of the proposed quad-partitioning-based arm
guidance method. The basic idea of the method is to adjust positions of the arm
head in multiple iterations, and the iterative process continues until the arm head
is very close to the target bean defect. For each iteration, three are two phases
to adjust the arm head: the horizontal movement and the vertical movement.
For the horizontal movement (i.e., Phase 1), the quadrants with size Wx

2i × Wy

2i

are used in the i-th iteration, where Wx and Wy are the width and the length
of the field of view to the camera in the initial height. There are two stages in
the horizontal movement phase. In the first stage, the arm head moves toward
its north-east (NE) from the bottom-left corner to the upper-right corner of the
quadrant, i.e., the intersection of four quadrants in the current visual space. Then
the camera updates the current visual space by taking an image and detects the
relative direction of the target bean. In the second stage, called the compensation
stage, the arm head moves to the new adjustment point, which supposes to be
closer to the bean than previous positions. The compensation principle is based
on the relative direction of the target bean, represented by the quad-partition

Fig. 4. Flowchart of the proposed quad-partitioning-based arm guidance method.
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relationship between the arm head and the target bean, and will be presented
later. After the compensation stage, the arm head is always in the south-west
(i.e., bottom-left corner) of the target bean.

After the horizontal movement, the arm moves follows the vertical movement
(Phase 2), which also contains two stages. In the third stage, called the dropping
stage, the arm head moves vertically with distance of the half current height of
the arm head. After the dropping stage, the camera again updates the current
visual space, and checks whether the arm-head adjustment process continues. If
the target bean is completely inside the updated visual space, meaning that the
arm head can be aligned further through the visual information, then the method
goes to Stage 1 to continue the adjustment process; otherwise, goes to Stage 4.
In the forth stage, the arm head performs the camera-head offset adjustment to
correct the position difference between the camera and the air bump on the arm
head, and then the method informs the target bean removal controller to pick
out the bean defect.

Recall that the compensation in Stage 2 is performed based on the direction
relationship between the arm head and the target bean. Figure 5 shows direction
definitions of four quadrants in the camera’s visual space. The horizontal axis in a
dashed line gives the east and the west; the vertical axis in a dashed line gives the
north and the south. Then, the four quadrants in the quad-partition relationship
are named according to their direction to the camera. For example, the NE
quadrant stands for the one in the north-east of the camera, i.e., the upper-left
one. Other three quadrants, NW (north-west), SW (south-west), SE (south-
east), follow such representation. In this way, we can represent the direction of
the target bean relative to the arm head.

Fig. 5. The quad-partition relationship. Fig. 6. Illustration of the compensa-
tion stage in Fig. 4.
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Figure 6 illustrates the compensation principle, mentioned in the flowchart
of Fig. 4. Recall that one key foundation of our arm guidance method is to
let the arm head stays in the south-west of the target bean as possible. The
compensation is needed because the head moves first toward its north-east to
the center of four quadrants in Stage 1, and such movement amount may be
too far and violate the foundation mentioned above. Hence, the compensation
are performed to adjust the head to the south-west of the target bean according
to the relative direction of the target bean to the arm head. The compensation
stage can be discuss in the following four cases, each of which are drawn in a
bold arrow line in the figure:

– North-western (NW) direction: the arm head moves left with the width of a
quadrant.

– North-eastern (NE) direction: no compensation is needed to the arm head.
– South-eastern (SE) direction: the arm head moves down with the height of a

quadrant.
– South-western (SW) direction: the arm head moves to the bottom left corner

of the quadrant that the target bean resides.

An example of the quad-partitioning-based arm guidance method, shown in
Fig. 7, demonstrates the arm head movement projecting onto the horizontal plane
by using the proposed arm guidance algorithm after three iterations. Since only
the horizontal movement behavior can be visualized in this situation, Stages 3
and 4 in the vertical movement are not shown in the figure. In the first iteration,
the head moves to the center of the visual space, marked as “Stage 1 (k = 1)”.
The head then finds out the target bean is inside the NW quadrant, and thus
it moves left to the point marked as “Stage 2 (k = 1)” in the compensation
step. In the second iteration, the head moves toward NE to the center of four

Fig. 7. An illustration of three-round arm head movement projecting onto the hori-
zontal plane by using the proposed arm guidance algorithm.
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subquadrants, marked as “Stage 1 (k = 2)”. Again, the head finds out the target
bean is inside the NW quadrant, and then it moves left to the point marked as
“Stage 2 (k = 2)” for compensation. The arm head continues the movement in
the third iteration, and gradually approaches the target bean. After movements,
the error distance exists between the head and the target bean after k iterations
(e.g., k = 3 in this example), and it is estimated in the next subsection.

3.3 Error Estimation of the Proposed Arm Guidance Method

During the arm head approaching the bean defect, the quad-partitioning-based
arm guidance method will select a quadrant for further aligning the arm head to
the target bean, and other three quadrants are ignored. Such guidance property
leads the arm head gradually close to the bean defect in each iteration, until
the bean is hard to be classified into a quadrant in the camera’s visual space. In
practice, this usually happens in cases that the virtual space cannot completely
cover the target bean. The following theorem describes the approximate error
distance between arm head and the target bean after movement of k iterations.

Theorem 1. By using the proposed quad-partitioning-based arm guidance
method, the error distance εk between the arm head and the target bean in the
k-th iteration, can be estimated by the following equation:

εk ≈
√(

dx
2 · 2k

)2

+
(

dy
2 · 2k

)2

(6)

where dx and dy are the width and length to the field of view of the camera in
the initial status.

Notice that the above theorem only provides the theoretic error distance. the
inexpensive arm device may incur error distance in practices due to the simple
mechanical design issues, which will be studied in the next Section.

4 Case Study

We developed a prototype of the proposed bean defect picking system with three
inexpensive devices, including robotic arm, camera, and IoT device, whose total
cost is less than 700 USD (purchased in Sep., 2018) and can be acceptable by
most small/medium coffee companies. The arm device is uArm Swift Pro 3-
axes robotic arm. The camera is the Logitech C270 HD webcam with maximal
720p resolution. The IoT device is a single-chip computer of Raspberry Pi 3 with
1.2 GHz processor, 1 GB RAM, and 16 GB disk. The software modules mentioned
in Sect. 2 are developed with Python, and some image processing functions are
achieved with the OpenCV [6] library. The size of coffee tray is 175 × 125mm2,
and the initial height of the arm head is 250 mm. In such setting, the camera’s
image plane completely covers the bean tray, so that the focus f can be estimated
for experiments with Eq. (2) in Sect. 3.1.
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4.1 Testing Snapshots

In order to verify the effectiveness of the proposed bean defect picking sys-
tem with the quad-partitioning-based arm guidance method, we design certain
operational scenarios to test the developed system. Figure 8 demonstrates some
snapshots during performance of the test scenario in different steps. Due to
space limit, we display only the coffee bean defects picking service. The testing
snapshots show that the proposed bean defect picking system works successfully.

4.2 Integrated Testing Results

The main performance concern of integrated testing results is the error distance
incurred by the proposed system, which indicates the usability of the arm picking
bean defects. Thus, the experiment is designed to measure the error distance
in different iterations for validating efficacy of the quad-partitioning-based arm
guidance method. Figure 9 shows the experimental results, where The horizontal
axis is iteration k, and the vertical axis is the error distance in millimeters
(mm). Except evaluating our proposed method, the error distances obtained by
Theorem 1 and manual measurement are also shown in the figure.

Three observations are obtained from Fig. 9. Firstly, the error distances of
our method is quite close to the manual measurement, which indicates hardware
of the arm device used in the experiments is under healthy status. In addition,
the error distances estimated by Theorem 1 also provide useful references for
designed methods for most k’s, but are less precise in the first two iterations.
Secondly, the error distance decreases with the number of iterations. This shows
the proposed arm guidance method indeed gradually lead the arm head to app-
roach the target bean. Thirdly, the different amount of error distances in two

Fig. 8. Snapshots of the robotic arm in different steps.
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Fig. 9. The error distance in each iteration.

consequent iterations also decreases as iterations in most cases. This means that
the proposed arm guidance method is stable and the error distance does not
vary irregularly. This property holds until the camera is hard to distinguish the
bean in the four quadrants, which usually happens when the camera is very
close to the target bean. In our experiments, this happens after k ≥ 5. From the
above observations, the proposed quad-partitioning-based arm guidance method
indeed efficiently and effectively leads the arm head very close to the target bean.

5 Conclusions

It has been known that coffee bean defect removal is critical to the quality of
brewing coffee. However, there is currently few automated and economic solu-
tions to remove coffee bean defects. In this paper, we proposed a bean defect pick-
ing system for automatically picking out bean defects with inexpensive devices.
The most difficulty in the system is how a robotic arm precisely picks bean
defects. Our proposed quad-partitioning-based arm guidance method provides
an iterative process to adjust the head position with the quad-partitioning rela-
tionship to align the air bump to the target bean as possible. We implemented
a prototype of the proposed system and conducted experiments to demonstrate
its bean picking capability. The case studies show that the proposed system suc-
cessfully and efficiently picks bean defects. This paper can be a useful reference
for small and medium enterprises to build bean defects removal systems for the
coffee industry.
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Abstract. We analyze the return of a game for a gambler after bidding T time
steps. Consider a gamble with known odds and win rate, the optimal solution is
to use Kelly criterion which determines the optimal fraction in each bidding
step. In this paper we show that the logarithm of return when bidding optimal
fraction is KL RjjPðbÞð Þ � KL RjjPð Þ, where R is the proportion of winning
\losing outcome in T time steps, P bð Þ is the risk-neutral probability corre-
sponding to odds b, and P is the gambler’s individual belief about the win
probability of the game. This argument shows that, in a gamble with fixed odds,
the KL divergence of the win\lose proportion, say R, and the win rate, say P,
determines the portion of the losing amount. On the other hand, the profit is
determined by the proportion R and the odds b, irrelevant to win probability P.
Any improvement is not obtainable even when the win probability is estimated
precisely in advance.

Keywords: Kelly criterion � Optimal fraction � KL-divergence

1 Introduction

Financial trading is an interesting research issue to many experts and scholars. How to
develop a good trading strategy to achieve long-term stable profit is the dream of many
people [14]. For a single commodity, the most critical skill is the position sizing
[12, 13], and for multiple commodities is the portfolio optimization [7, 11]. Both these
two topics are belonging to the area of money management, the most important issues
for financial trading or gambling [4]. The basic knowledge comes from the “Kelly
criterion,” which was provided by Kelly Jr. [1] at Bell Labs in 1956. Kelly put forward
the Kelly formula while conducting research on the probabilistic errors in communi-
cations. Thorp [3] later applied this formula to the Blackjack poker and then to the
global financial markets. William [2], who invented the William indicator in technical
analysis, also used the Kelly formula to win several U.S. trading champions. This work
was inspired via the follow-up money management approaches, and the methods
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originating from variants of Ralph Vince’s work. It was proved that capital grow fastest
under the assumption of bidding the optimal fraction. The calculation of the optimal
fraction requires the distribution of outcomes realized. Vince’s work are trying to fill
the gap between the theoretical bidding of gambles and practical trading in financial
markets. However, for most cases such as horses racing, poker games, or financial
market, the distributions of outcomes are unpredictable.

Although Kelly criterion is the process of optimization of bidding fraction in the
gambling or trading, there are lots of shortcomings shown in the literatures [8–10]. One
of the most serious problems is that the gambler’s estimated win probability is different
from the actual win probability distribution. Actually, the win probability of financial
trading strategies changes with different time segments. This leads to a problem that
when the actual win probability is unavailable to determine the optimal fraction, we can
only make an estimation and calculate the win probability using the Kelly formula. It is
straightforward to speculate that if the estimated win probability does not match the
actual win rate, the error will be naturally reflected in the accumulated profit and loss of
the fund; otherwise, the Kelly formula would not have been the optimal fraction under
fixed odds and win rate. Therefore, this paper discusses how the profit and loss of funds
are impacted when the estimated win probability deviates from the actual win
probability.

Consider a gamble for R ¼ ðRw;RlÞ 2 0; 1½ �2 be the win probability of the distri-
bution of the actual outcome, where Rw is the actual fraction of winning and Rl is the
fraction of losing, and P 2 0; 1½ �2 be the distribution of the gambler’s expected win-loss
rate. According to our results, the average log return that can be obtained by the
gambler is KL RjjPðbÞð Þ � KL RjjPð Þ, where PðbÞ is the corresponding fair probability
to the odds of the bet, and KL(∙) denotes the KL divergence [5]. Notice that the
maximum value of this formula occurs at R = P; in other words, when the estimated
win probability is the same as the actual win rate, and the average log return will reach
its maximum value, that is KL RjjPðbÞð Þ. In addition, the formula KL RjjPðbÞð Þ �
KL RjjPð Þ is similar to the result delivered form the pricing mechanism in the prediction
market discussed in [6]. Based on this knowledge, we can conclude that in a bet with
fixed odds and an unknown win rate, the upper limit of the return is predetermined,
while the error in win probability estimation will only lead to the relative entropy
calculated by the upper limit of the return minus the win probability error. We can call
this the “cost of estimation error.”

The remaining of this paper is shown as follows: Sect. 2 provides the detail the
Kelly criterion, which is the main problem we discussed in this paper. In Sect. 3 we
show the calculation of our analysis, and we give some simulation in Sect. 4. Finally,
we conclude and show some future work in Sect. 5.

2 Preliminaries

Consider a gamble with win probability p and odds b. The odds b means that the
gambler bids m dollars before the gamble and will receive mð1þ bÞ dollars if the
realized outcome is winning, and the gambler will lose 1 dollar if the outcome is losing.
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In other words, if a gambler bets 100 dollars, he either loses 100 dollars or wins the
profit of 100ð1þ b) dollars. An interesting question here is that in such bets, if the
gambler can play infinite times and bet his money on hand arbitrarily, how should a
gambler bet to maximize his profit growth?

Kelly [1] gave a complete solution to this problem. Assume that a gambler plays T
times, during which he wins W times and loses L times (T ¼ W þ L). Without loss of
generality, we may assume that his initial wealth is 1 dollar and that each time he places
a bet, he uses a fixed proportion, f ; of his wealth. In the paper, the gambler’s existing
wealth in the t-th step is assumed to be At. Hence, we have the following derivations:

If the gambler wins at the t-th step, we have At ¼ At�1 1þ bfð Þ. Similarly, if the
gambler loses at the t-th step, we have At ¼ At�1 1� fð Þ.

Since the gambler wins W times and loses L times in playing T times, we can
conclude that

AT ¼ ð1þ bf ÞWð1� f ÞL:

Note that we want to maximize AT by determining the bidding fraction f . We can
take the log (natural logarithm) of AT and divide it by T as follows:

1
T
logAT ¼ W

T
log 1þ bfð Þþ L

T
log 1� fð Þ

Recall that the win probability of the gamble is p. This means if we take T ! 1,
we have W

T ! p and L
T ! 1� p. Therefore, we can get

lim
T!1

1
T
logAT ¼ p log 1þ bfð Þþ 1� pð Þ log 1� fð Þ

Since finding f to maximize AT also implies maximizing limT!1 1
T logAT , we

differentiate the right side of the above equation with respect to f and obtain the
maximum value of AT when setting

f ¼ p 1þ bð Þ � 1
b

;

which is the famous Kelly formula [1]. Take the coin tossing for example. By setting
the “Head” denotes win and “Tail” denotes lose, we consider a gamble with win
probability 50% and the odds of 2. According to the above argument, the optimal fixed

strategy for the gambler is to bid 25% (¼ 50% 1þ 1ð Þ�1
2 ) of his wealth each time.

In this paper we consider the problem: How much profit we can make when we
always bidding the optimal fraction in a gamble. We show that the profit depends on
the distance between the real proportions of winning and losing after T times bidding
and the win probability the gambler predicts.
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3 Log Return by Bidding Optimal Fraction

Before discussing the question mentioned above, we have to define the fair probability
corresponding to a gamble. Usually a gamble accompanies with the win probability and
the odds. However, the actually rule for a gamble is only the odds without the win rate.
For example, a coin tossing with the odds 2 and the win probability 50% is a common
gamble. The win probability 50% comes from there are 50% probability the outcome is
“Head” and 50% probability the outcome is “Tail”. However, this is not always the true
when playing T times. You may toss a coin 10 times with 6 times “Head” and 4 time
“Tail” happened. In this case the results of the outcome come from the binomial
distribution and we cannot do anything improved on this uncertainty even we know the
win probability is about 50%. On the other words, the win-rate 50% in the gamble is
just a predicted value for the individual gambler. The unique rule of a gamble remains
only the odds.

Now we consider a gamble with fixed odds of b. The odds b implies the reasonable
and fair probability of the gamble, satisfying the zero expectation. We can calculate the
corresponding fair probability of b, denoted by P bð Þ, where P bð Þ and b satisfy

P bð Þ � 1þ bð Þ � 1 ¼ 0:

In other words, if the bet is fair with the fixed odds of b, the win probability should be
PðbÞ ¼ 1

1þ b, which is unprofitable to the gambler and the dealer both. For notational
convince, we denote P bð Þ as the fair probability distribution of a gamble with the odds.
That is,

P bð Þ ¼ 1
1þ b

;
b

1þ b

� �

In this paper, it is assumed that the gamble has been played T times, and the distri-
bution of outcomes are W times of winning and L times of losing. We denote ET fð Þ as
the return after playing T times by bidding the fraction, f , at each time step. Thus, the
calculation of ET fð Þ is as follows:

ET fð Þ ¼ 1þ bfð ÞW� 1� fð ÞL

According to the previous argument, we may assume the gambler’s individual belief
for the win probability of the gamble is p, and he will place a bet according to the Kelly
formula. Thus, the gambler’s optimal fraction to wager is as follows:

f � ¼ p 1þ bð Þ � 1
b

:
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Since the gamblers’ profit is ET fð Þ by bidding f fraction, we can substitute f � into
ET fð Þ as follows:

ET f �ð Þ ¼ 1þ b
p 1þ bð Þ � 1

b

� �W

1� p 1þ bð Þ � 1
b

� �L

:

Using the similar technique to the deduction of Kelly formula, we then take the natural
logarithm of ET f �ð Þ and then divide the equation by T . We have

1
T
logET f �ð Þ ¼ 1

T
log p 1þ bð Þð ÞW 1� pð Þ 1þ b

b

� �L
 !

¼ W
T

log pð Þþ log 1þ bð Þð Þþ L
T

log 1� pð Þþ log
1þ b
b

� �� �
:

We add W
T log

W
T

� �
and L

T log
L
T

� �
in the beginning and then subtract them in the end

of the equation to obtain the following:

1
T
logET f �ð Þ ¼ W

T
log

W
T

� �
� log

1
1þ b

� �� �
þ L

T
log

L
T

� �
� log

b
1þ b

� �� �� �

� W
T

log
W
T

� �
� log pð Þ

� �
þ L

T
log

L
T

� �
� log 1� pð Þ

� �� �

Take R ¼ W
T ;

L
T

� �
as the realized proportion of winning and losing after T times

bidding, P ¼ p; 1� pð Þ as the gambler’s estimate of the win probability of the gamble,

and P bð Þ ¼ 1
1þ b ;

b
1þ b

� �
as the fair probability distribution corresponding to the odds b.

Then, we simplify the above equation to the following form.

1
T
logET f �ð Þ ¼ KL RjjPðbÞð Þ � KL RjjPð Þ;

where KL �jj�ð Þ is the relative entropy (also called KL divergence) [5]. The above
equation shows the relation between the gambler’s return and the belief about the
estimation of the win probability after playing T times.

When the gambler’s estimate P is close to the actual proportion R of winning and
losing with the measurement of KL divergence, the right side of the equation is small
and the profit is relatively high. Notice that when P and R are the same, the maximum
profit is KL RjjPðbÞð Þ. We can draw a conclusion with the following theorem.
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Theorem: Given that the odds of the bet are b, if a gambler wins W times and loses L
times after playing T times and the gambler thinks the win probability is p, the average
log return under the optimal fraction will be as follows:

KL RjjPðbÞð Þ � KL RjjPð Þ;

where R ¼ W
T ;

L
T

� �
is the actual distribution ratio of win and loss, P ¼ p; 1� pð Þ is

gambler’s estimate of the distribution, and p bð Þ ¼ 1
1þ b ;

b
1þ b

� �
is the probability dis-

tribution of a fair gamble.

4 Simulations

Consider a game with win probability 50% and odds 2 while playing 10 times. We
consider two cases for simulations. Figure 1(a), (b), (c) are distributions of returns
under different bidding fractions when the realized outcomes are winning 0 times
\losing 10 times, winning 1 times\losing 9 times, and winning 2 times\losing 8 times,
respectively. Note all bidding fractions are non-profitable in these three cases. Figure 2
(a) is the distribution of returns under different bidding fraction when the realized
outcomes winning 3 times\losing 7 times. In the cases of Fig. 1(a), (b), (c) and Fig. 2(a)
are non-profitable. Figure 2(b), (c) are the distributions of returns under different
bidding fraction when the realized outcomes winning 4 times\losing 6 times, and
winning 5 times\losing 5 times. Figure 3(a), (b), (c), (d), (e) are the distributions of
returns under different bidding fraction when the realized outcome is winning 6 times
\losing 4 times, winning 7 times\losing 3 times, winning 8 times\losing 2 times,
winning 9 times\losing 1 times, winning 10 times\losing 0 times, respectively. The
green horizontal line represents the cost line, based on 1. The blue vertical line is the
optimal bidding fraction under this distribution (R). The gray vertical line is the Kelly
fraction at which the player believes that the win rate of the game is 50%. Under this
experiment, the Kelly fraction is 25% (P).

Fig. 1. (a), (b), (c) The distributions of returns under different bidding fractions when the
realized outcomes are winning 0 times\losing 10 times, winning 1 times\losing 9 times, and
winning 2 times\losing 8 times, respectively. Note all bidding fractions are non-profitable in these
three cases.
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5 Conclusions

This paper proves that, when a gambler estimates the win probability distribution and
bids the optimal fraction based on his believed distribution, the expected log return can
be represented by the KL divergence. For a gamble with fixed odds, the closer the

Fig. 2. (a) The distribution of returns under different bidding fraction when the realized outcome
is winning 3 times\losing 7 times. There is still no profit in this case. (b), (c) The distribution of
returns under different bidding fraction when the realized outcome is winning 4 times\losing 6
times, and winning 5 times\losing 5 times. In these two cases, there are existing profit. For the
case of winning 5 times\losing 5 times, the optimal bidding fraction is the same as the bidding
fraction for the Kelly fraction at which the player believes the win rate 50%.

Fig. 3. (a), (b), (c), (d), (e) The distributions of returns under different bidding fraction when the
realized outcome is winning 6 times\losing 4 times, winning 7 times\losing 3 times, winning 8
times\losing 2 times, winning 9 times\losing 1 times, winning 10 times\losing 0 times,
respectively
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actual win probability and the estimated probability P are, the larger the expected profit
is. According to our results, for a fair gamble, if the corresponding probability is the
same as the actual win and loss rate, the optimal condition for the gambler is
breakeven.
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Abstract. Super-resolution is the use of low-resolution images to reconstruct
corresponding high-resolution images. This technology is used in many places
such as medical fields and monitor systems. The traditional method is to
interpolate to fill in the information lost when the image is enlarged. The initial
use of deep learning is SRCNN, which is divided into three steps, extracting
image block features, feature nonlinear mapping and reconstruction. Both PSNR
and SSIM have significant progress compared with traditional methods, but
there are still some details in detail restoration. defect. SRGAN will generate
anti-network applications to SR problems. The method is to improve the image
magnification by more than 4 times, which is easy to produce too smooth. In this
study, we hope to improve the EnhanceNet by training with different loss
functions and different types of images to achieve better reconstruction results.

Keywords: Super-resolution � Deep learning � Generative adversarial network

1 Introduction

With the rapid development of technology, most people are familiar with smart phones
or cameras to record their lives. The effects of using a phone or camera are more vivid
than using a pen or paper. But most of the time, the images are not as good as expected
due to the problems of shaking, ambient light or other degradation factors. Therefore, it
is hoped that the image can be restored to a much clear appearance through some image
processing technologies, such as deblurring, de-nosing, or super resolution. Among
these technologies, super-resolution becomes important in recent years and is useful for
the surveillance system. In Taiwan, surveillance systems are established in most
regions, and when an accident occurs within the capturing range of the camera, the
video can be used to clarify the cause and effect. But many cameras may be set up at
different locations or angles, resulting in unsatisfied images. In our study, we would
like to enhance image appearances via a deep network and three vision loss function
are used to measure the similarity between the reconstruction result from the low-
resolution image and the ground-truth high-resolution image. In order to measure the
reconstruction performance, different types of images were applied in the experiments.
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2 Related Work

Super resolution is to use single or multiple low-resolution images to calculate or learn
to produce a high-quality super resolution image. This is ill-posed problem, since the
reconstructed object is a low-resolution image that lacks high frequency information,
the results can be varied with different solutions. we will explore common practices in
the field of image super resolution, from the traditional Interpolation method to scale
images to deep learning, which is highly concerned by many fields in recent years.
Deep learning through computer autonomous learning feature extraction and feature
mapping to produce super resolution images. Initially proposed deep convolutional
neural networks are used to rebuild the super resolution image which is SRCNN [1]
was proposed by Dong et al. in 2014. First, give a low-resolution image X, produce
corresponding to the low-resolution image ~X and record minification n. Then, use
Bicubic interpolation to amplify n times to make it the same size as the original high-
resolution image. These steps are all preprocessing. After completion, the image was
taken as the input low-resolution image Y. The nonlinear mapping of F is achieved
through a three-layer convolutional neural network. F(Y) produces an image which is
the more similar to the original high-resolution image X the better. FSRCNN [2] was
proposed by Dong et al. in 2016, and is the same team as SRCNN. The authors
redesigned SRCNN’s architecture, which is 40 times faster than SRCNN and has better
recovery.

DRCN [3] was proposed by Kim et al. in 2016, and was the first to apply the
Recursive Neural Network to image super resolution, and then to alleviate the effect of
gradient disappearance with supervised learning recursion. More convolutional layers
are used to increase the Receptive Field of the network, and skip connection in the
ResNet [4] is combined to deepen the network structure and improve the performance.
VDSR [5] was proposed by Kim et al. in 2016. In the paper, the authors mentioned that
there was a great similarity between low-resolution images and high-resolution images,
which would take a lot of time in training. In fact, we only need to learn the high
frequency residuals between high and low resolution images. The authors adopt with
the Residual Network similar to the stack filters, and deepen the Network layer to 20
layers. Cascading small filters are used in deep network structure many times to
effectively utilize contextual information in large image blocks, and after completing
the convolution layer, fill in 0 to the reduced part of image to keep the image size
consistent. SRGAN [6] was proposed by Christian et al. in 2017 which is the first
network that can reconstruct four times of upscaling images. Although a good PSNR
effect is achieved when using traditional CNN to implement a single super resolution,
but the magnification rate can only be less than 4. This is because previous MSE was
minimized as the target parameter, once the magnification rate exceeds 4 times, the
resulting high-resolution image will be too smooth. The authors propose a new per-
ceptual loss function, consisting of content loss and adversarial loss, which enable the
network to restore the realistic image texture and details.

174 Y.-Z. Song et al.



3 System Overview

In our system, each image of the training set is divided into three types: one is the
original image, one is the image which will be loaded into the network, and the other is
magnified image. First, resize the original images to 128 � 128 and then reduce images
by 4 times as input low-resolution images. The image was magnified to 128 � 128
using Bicubic method, which would be used in the reconstruction procedure. The
images generated are computed by a trained convolutional neural network, then the
residual image of the input image is obtained, and the training model is applied. The
final reconstruction step of the experimental architecture is to combine the output images
and the pre-processed Bicubic images to obtain the reconstruction results.

4 Super-Resolution with Vision Loss Minimization

The process of the whole system will be introduced in this section, including the
architecture of the network and the training process.

4.1 Super Resolution Network

This study is based on Sajjadi et al. proposed EnhanceNet [7] system, which archi-
tecture is a deep convolution neural network, introduced the concept of GAN. The
network is divided into generation network G and distinguish network D. Super-
resolution image produced by generation network, and then input the image to the
discrimination network to calculate the authenticity of the image. If the output value is
closer to 1, the higher the authenticity of the image is; otherwise, the calculated value is
closer to 0, the image is more inconsistent with the real image.

Network architecture contains five convolution layer [7], four ReLU activation
function, ten Residual block and two Upsampling. This network adopts fully convo-
lutional network (FCN), compared to normal CNN networks that connect the full
connection layer after convolution layer, then map the feature map generated by the
convolution layer to a fixed length feature vector. The FCN network can accept input
images of any size. In addition, inspired by the VGG network, each Filter adopts the
size of 3 � 3 to maintain a certain number of parameters while constructing a deeper
network. The parameters were initialized by Xarvier, and the Residual block in the
middle layer of the network was used to calculate the difference between the input
feature map and the output feature map in the concept of ResNet. The feature of higher
dimensions is extracted and amplified to the size of high-resolution images by the
Nearest Neighbor Upsampling at the end of the network, which effectively reduces the
computational complexity.

Residual Block
The concept of the residual module is proposed by ResNet [4]. It is proposed to use
skip connection (also known as shortcut) to prevent neural network from being too
deep to be trained. That is to make a reference to the input of each layer, learn the
residual between input and output. This method is easier to optimize.
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4.2 Training Process

The training database uses Microsoft COCO [8] dataset, total of 200,000 images, and
the test database adopts dataset Set5 and Set14. The first step of training is to prepare
high resolution images of different sizes, through 128 � 128 and 32 � 32 image
interpolation method as after a merger with residual image and low-resolution images
input. Input the low-resolution images to the main network G, the image size is
32 � 32 � 3. First, the input images go through a convolutional layer and the ReLU
activation function, the filter kernel size is 3 � 3, and then enter the layer of residual
block. Then, the image is amplified through upsampling to output the residual image,
and finally merged with the preprocessed 128 � 128 image to obtain the super-
resolution image. The loss function consists of three parts, Perceptual loss, Texture
synthesis loss and Adversarial loss. The super resolution images are thrown into each
loss function to update the network parameters.

Perceptual Loss
Input the super resolution images and original high-resolution images into the trained
VGG network [9], load the feature part of the network, extract the output results of
Max pooling in the second and fifth layers, and calculate the MSE (Mean Squared
Error) of both [7].

LP ¼ ;2 Iestð Þ � ;2 IHRð Þ22 þ;5 Iestð Þ � ;5 IHRð Þ�� ��2
2 ð1Þ

where ;2 denote as the second layer of feature map, ;5 denote as the fifth layer of
feature map, Iest denote as super resolution image, IH denote as high-resolution image.

Texture Synthesis Loss
Texture synthesis loss and Perceptual loss both use VGG network, but the loss function
extracts the first convolution layer and the other first convolution after the first two max
pooling layers. The extracted feature map was cut into 16 � 16 blocks, and Gram
Matrix was adopted to perform mean square error calculation. The loss function for-
mula is as follows [7]:

LT ¼ G ;1:1 Iestð Þð Þ � G ;1:1 IHRð Þð Þk k22 þ G ;2:1 Iestð Þð Þ � G ;2:1 IHRð Þð Þk k22
þ G ;3:1 Iestð Þð Þ � G ;3:1 IHRð Þð Þk k22

ð2Þ

The formula of Gram Matrix is as follows [10]:

Gl
i;j ¼

X
k
Fl
ikF

l
jk ð3Þ

In the ‘ layer, the i-th feature map and the j-th feature map are intervolved to
calculate the image style. For the feature difference between the original image and the
super-resolution image, if the feature map with a large amount of spatial information is
calculated directly by the Euclidean distance, the result will have great error. Therefore,
Gram Matrix is used to filter its spatial information.
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Adversarial Loss
The adversarial loss is the probability produced by inputting both super resolution and
high-resolution images to the discrimination network. The Loss function adopts the
cross-entropy BCE Loss of binary classification, which formula is as follows:

LA ¼ �logðD G zð Þð Þ ð4Þ

Discrimination network D input for high resolution and super resolution images.
The architecture is mostly for the two kinds of combinations, one is convolution layer
whose stride is 1 and uses LeakyReLU activation function, the other is convolution
layer whose stride is 2 and uses LeakyReLU activation function. The image size of the
feature map is reduced by half through the stride is 2, and double the number of filters,
making each convolution layer the same computational complexity. The Filter size of
each layer is 3 � 3. After five sets of convolution layers and LeakyReLU, the data are
rearranged through the Flatten layer. That is, transform the multi-dimensional input into
one-dimensional input, then input to the full connection layer, and finally calculate the
value of label between 0 and 1 through sigmoid function as classification. If the value
of label is closer to 1, it means that it looks more like the real image; otherwise, it looks
less like it.

5 Experimental Results

5.1 Environment Setup

This study is performed by the convolution neural network which uses multiple
cpus/gpus to speed up calculations. The environment used is the most compatible with
deep learning processing that is Ubuntu operating system with Ubuntu16.04 and
Pytorch as the development framework for deep learning. Pytorch is a set of open
source software proposed in 2017 which developed and used by a team that includes
big brands like FaceBook, NVIDIA and Twitter, combined with Torch and Python, the
concise syntax, intuitive concept and easy-to-use features make it one of the most
popular frameworks today. It is compatible with Windows and Linux operating sys-
tems and provides CPU/GPU core operation and pre-training model. There are also
many online discussion communities available on the web for researchers or developers
to discuss research in this area. Hardware is the CPU of Intel i7-7700 four-core 3.6 Hz,
16 GB DDR4 memory and NVIDIA GTX1080Ti display card containing 3584 CUDA
cores.

5.2 Dataset and Evaluation

The database used in this study is MSCOCO training database 2014 [8], with a total of
82,738 images, of which 2,000 were taken for training. The test images used Set5,
Set14, and vehicle images. Set5 had five images, and Set14 had 14 images. This
experimental evaluation method used PSNR (peak signal noise ratio) to measure the
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reconstructed image quality, whose unit was db. The higher the PSNR, the more similar
it was to the Ground Truth. The evaluation formula is as follows:

PSNR ¼ 20 � log
255ffiffiffiffiffi
MSE

p
� �

10 ð5Þ

The smaller the MSE, the better, shown as the follows:

MSE ¼ 1
mn

Xm�1

i¼0

Xn�1

j¼0
I i; jð Þ � K i; jð Þk k2 ð6Þ

where M and n are the length and width of the image, I is the original image, and K is
the reconstructed image.

5.3 Experimental Results

it is mentioned that many different loss functions are used for calculation. Many
methods are tried in the Adversarial loss section, and the results are slightly different, as
shown in the following tables. SR-net contains three different loss functions, PER is
perceptual loss, TEX is texture loss and ADV is adversarial loss. In addition, the loss
function of ADV was tested by different calculation methods. The training images were

Table 1. PSNR results with different types of loss function

Types of loss function ADV-loss function PSNR

PER – 26.95
PER-TEX – 27.27
PER-ADV MSE 27.43

Cross entropy 27.35
BCE 27.95

PER-ADV-TEX MSE 28.10
Cross entropy 27.38
BCE 27.03
L2 loss 27.94

Fig. 1. Reconstructed images with different types of loss function
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2,000, and the epoch was 200. Table 1 shows the PSNR results and Fig. 1 shows the
reconstructed images via the networks trained with different loss function.

6 Conclusion

Along with the vigorous development of deep learning. There are more and more
researches on the super resolution in related fields, from the original CNN network to
GAN, which has become a topic of discussion recently. In this paper, various
parameters and loss functions are used to test different types of images. The effects on
the reconstructed images were observed by adjusting various parameters and fine
tuning the network architecture. Randomly test Perceptual loss, Texture loss and
Adversarial loss, according to the results, if less training images were used, there is no
significant difference in the effect to reduce the amount of Residual block to 8 layers.
Through experiments, we know that Perceptual loss function takes the output of the full
connection layer of VGG network as the new loss function, and the results are not
ideal.

References

1. Dong, C., Loy, C.C., He, K., Tang, X.: Learning a deep convolutional network for image
super-resolution. In: Fleet, D., Pajdla, T., Schiele, B., Tuytelaars, T. (eds.) ECCV 2014.
LNCS, vol. 8692, pp. 184–199. Springer, Cham (2014). https://doi.org/10.1007/978-3-319-
10593-2_13

2. Dong, C., Loy, C.C., Tang, X.: Accelerating the super-resolution convolutional neural
network. In: Leibe, B., Matas, J., Sebe, N., Welling, M. (eds.) ECCV 2016. LNCS, vol.
9906, pp. 391–407. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-46475-6_25

3. Kim, J., Kwon Lee, J., Mu Lee, K.: Deeply-recursive convolutional network for image
super-resolution. In: CVPR, pp. 1637–1645 (2016)

4. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition. In: CVPR,
pp. 770–778 (2016)

5. Kim, J., Kwon Lee, J., Mu Lee, K.: Accurate image super-resolution using very deep
convolutional networks. In: CVPR (2016)

6. Ledig, C., et al.: Photo-realistic single image super-resolution using a generative adversarial
network. In: CVPR (2016)

7. Sajjadi, M.S.M., Schölkopf, B.: Enhancenet: single image super-resolution through
automated texture synthesis. CoRR (2017)

8. Lin, T.-Y., et al.: Microsoft COCO: common objects in context. In: Fleet, D., Pajdla, T.,
Schiele, B., Tuytelaars, T. (eds.) ECCV 2014. LNCS, vol. 8693, pp. 740–755. Springer,
Cham (2014). https://doi.org/10.1007/978-3-319-10602-1_48

9. Simonyan, K., Zisserman, A.: Very deep convolutional networks for large-scale image
recognition. In: International Conference on Learning Representations (2015)

10. Gatys, L.A., Ecker, A.S., Bethge, M.: Image style transfer using convolutional neural
networks. In: CVPR (2016)

Single Image Super-Resolution with Vision Loss Function 179

http://dx.doi.org/10.1007/978-3-319-10593-2_13
http://dx.doi.org/10.1007/978-3-319-10593-2_13
http://dx.doi.org/10.1007/978-3-319-46475-6_25
http://dx.doi.org/10.1007/978-3-319-10602-1_48


Content-Based Motorcycle Counting
for Traffic Management by Image Recognition

Tzung-Pei Hong1,2(&), Yu-Chiao Yang1, Ja-Hwung Su3,
and Chun-Hao Chen4

1 Department of Computer Science and Information Engineering,
National University of Kaohsiung, Kaohsiung, Taiwan

tphong@nuk.edu.tw
2 Department of Computer Science and Engineering,
National Sun Yat-sen University, Kaohsiung, Taiwan

3 Department of Information Management,
Cheng Shiu University, Kaohsiung, Taiwan

4 Department of Computer Science and Information Engineering,
Tamkang University, Taipei, Taiwan

Abstract. Over the past few decades, advanced technologies have increased
the number of vehicles, including cars and motorcycles. Because of the large
increase of vehicles, the traffic flow becomes more complex and the traffic
accidents increase as rapidly. To decrease the number of traffic accidents, a
number of studies has been made for how to manage the traffic flow. Especially
for motorcycles, in this paper, we propose a method that counts the motorcycles
by Convolutional Neural Network (CNN). To reveal the effectiveness of the
proposed method, a set of experiments were conducted and the experimental
results show the proposed method can bring out a good performance that pro-
vides a good support for traffic management systems.

Keywords: Motorcycle counting � Deep learning �
Convolutional Neural Network � Traffic management � Video surveillance

1 Introduction

Along with the growth of population and the development of industrial technology, the
number of vehicles is increasing rapidly every year. These numerous vehicles cause not
only heavy air pollution but also many traffic accidents. The number of deaths by traffic
accidents reaches 1250000 in the world in 2013 [3]. There are many reasons leading to
traffic accidents. Among them, one critical matter is that the lanes on a road are usually
not wide enough, such that many motorcycles and cars usually congest on the lanes.
For effective traffic control on this issue, it is necessary to know the number of vehicles
on the road. We can recognize the vehicles and use the count of vehicles to improve the
road planning and traffic management. For example, the government may limit the
number of vehicles on a road or widen the road.

Currently, there have been many researches in cars detection and they got good
performances. Compared with car detection, motorcycles are more difficult to detect
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because there are different numbers of people on motorcycles, and their shapes are not as
regular as cars. The top 5 countries using motorcycles for regular weekday journeys in
the world are Vietnam, Indonessia, Taiwan, India and Pakistan, as shown in Fig. 1. As
one can see, Vietnam is the country with the highest motorcycle usage rate. For example
in Ho Chi Minh City, which is the capital of Vietnam, there are about 8000000 persons
in 2017 [3], while there are about 7000000 motorcycles. In order to deal with the above
problems, in this paper, we make attempts to adopt the deep learning to count the
motorcycles. Through the CNN, the images in surveillance videos are recognized for the
number of motorcycles. The evaluation results show that, the proposed method does
achieve a good accuracy for counting motorcycles on real datasets.

The structure of this paper is shown as follows: the related work is briefly reviewed
in Sect. 2. The proposed method for counting motorcycles is presented in Sect. 3. The
experimental results on real datasets are shown in Sect. 4, and conclusions are made in
Sect. 5.

2 Related Work

Actually there have been many researches about vehicle recognition. However, the
study for motorcycles counting is few because motorcycles are more difficult to rec-
ognize. The shape of various motorcycles and the number of passengers on the
motorcycle make it look different. This situation makes machine learning difficult to
identify the motorcycles in an image. To identify motorcycle positions in an image,
Wen et al. [11] utilized the SVM ensemble approach to deal with the imbalanced
datasets. The training process consists of three steps, which are image pre-processing,
feature extraction and K partitions of the negative samples. For RGB images, they are
scaled the region of interest (ROI) to an RGB image of 32 * 32. The scaled RGB
image is transformed into the HSV images. Then, the improved Haar Wavelet algo-
rithm is used to extract features. Finally, the SVM classifier is performed for training.

Fig. 1. Top 5 countries for motorcycle usage rates.
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Mukhtar and Tang [9] use the histogram of oriented gradients (HOG) to extract fea-
tures. Then classified using the SVM. Silva et al. [10] use Local Binary Pattern to
extract features. Then classified using the SVM.

An artificial neural network (ANN) is an important field in machine learning. It is the
simulation of the biological brain [7]. It simulates the action of the brain getting envi-
ronment information, then calculates the problem to be solved, and finally outputting the
result of calculation. An ANN has three types of layers, which are the input layer, the
hidden layer and the output layer. An ANN has three types of layers: the input layer, the
hidden layer and the output layer. There is one layer in the input layer and one layer in
the output layer. The hidden layer may have one or more layers. Each layer has one or
more nodes (neurons). Except the output layer, every node in one layer is connected to
all nodes of the next layer by a line associated with one weight. Except the input layer,
every node is used by an activate function to describe the operation of neurons. Activate
function converts the input signal to the output signal, which can solve more complex
problems [8]. There may be different activate function in different layer. The Convo-
lutional Neural Networks (CNN) is a kind of deep neural network. A CNN consists of
convolution layers, pooling layers and fully-connected layers [6]. CNN is employed in
many applications, such as speech recognition [11], and image recognition [4].

3 Proposed Method

In fact, a low traffic accident rate is heavily dependent on a good traffic flow man-
agement system. The manual surveillance is the most straightforward way that needs a
high-priced cost. Therefore, the auto surveillance is proposed to decrease the cost by a
set of recent studies. However, a good auto surveillance is not easy to achieve. For this
purpose, in this paper, we propose a auto-counting method for motorcycles by using
CNN, the basic idea behind this method is to regard the counting as a classification.
That is, the numbers of motorcycles are recognized into a set of quantity categories, and
the CNN is performed to classify the quantity category for an image. As shown in
Fig. 2, the details of the proposed method are described step by step in the following.

■ Step 1: Collect the images with different numbers of motorcycles for training.
In this step, we collect the images with different numbers of motorcycles from the
surveillance video taped in Ho Chi Minh City [2] and California Institute of
Technology from the Web [1]. We extracted about 1500 image frames from the
video. From each original image, we cut and get a sub-image of size 500 * 250.
Then, we resize each image to the input size of 50 * 25, which is then adopted in the
CNN training model. We count the motorcycles in each sub-image and label each
sub-image as its motorcycle number manually. Each image is labeled in the range of
0 to 16.

■ Step 2: Train a CNN classification model for counting motorcycles
We use the standard CNN model with convolution layers, pooling layers, and fully-
connected networks to train the classification model for the number of motorcycles.
The CNN model is shown in Fig. 3.
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The model contains 6 convolution layers, 2 max-pooling layers and a fully-
connected layer with 3 hidden layers. Each three convolution layers is accompa-
nied with a pooling layer. In the CNN model, the dropout mechanism is used,
which is a way usually used to prevent neural networks from over-fitting [10].
Over-fitting means the training result is too close to a particular part of the training
dataset and may cause the testing accuracy not as high as the training accuracy. The
dropout ratio is set as d% in our CNN model. That is, there are d% random neurons
dropout. A dropout example is shown in Fig. 4, in which there are 17 final output
nodes at the end of the CNN. Each node represents a motorcycle number in an
image within 0 to 16.

Fig. 2. Framework of the proposed approach.
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■ Step 3: Resize each image to the input size of the trained CNN model
Because the size of the image to be judged may be not the same as the input of the
trained CNN model, it must be first resized to be fed into the model.

■ Step 4: Classify an image with the trained CNN as its motorcycle number
After the image to be judged are resized, the motorcycle number in the image is then
directly determined by the trained CNN model. Each class denotes a unique number
of motorcycles in an image.

Fig. 3. The adopted CNN model.
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4 Experiments

4.1 Datasets and Preprocessing

There are two datasets used in the experiments. The first dataset was collected by
students at California Institute of Technology from the Web [1]. The dataset contains
826 images of a single motorcycle from the side. The second dataset was generated by
a six-minute surveillance video in the Ho Chi Minh City [2], which is one of the city
with high motorcycle density in the world. We describe the generation of the second
dataset as follows. First, we downloaded a six-minute video from the Youtube. The
video is a surveillance video for a certain road in the Ho Chi Minh City, Vietnam and
was uploaded in 2013. The vehicles in the video contain motorcycles, buses and
bicycles. Second, we extracted about 1500 image frames from the video. Each image is
of size 1706 * 959. Third, from each original image, we cut and got a sub-image of
size 500 * 250. We obtained 700 motorcycle sub-images, while the other 800 original
images were discarded because in these discarded images, some motorcycles cannot be
fully contained in the cutting sub-images. An example of the sub-image cutting process
is shown in Fig. 5. Finally, 700 images were labeled a number of the motorcycles
quantity, where the number is viewed as a category for CNN.

Fig. 4. An example for dropout of CNN.

Fig. 5. An example for sub-image cutting.
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In the experiments, two evaluation measures are used, namely error-rate and
accuracy for motorcycle counting. For error-rate, it is defined as:

error rate ¼
A�Pj j
A ; if A 6¼ 0
P; if A ¼ 0

�
; ð1Þ

where P is the predicted number of the motorcycles and A is the actual number of
motorcycles. For accuracy, it indicates the classification accuracy.

Fig. 6. The counting error rates with different levels of CNN.

Fig. 7. The experimental accuracies with different levels of CNN.
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4.2 Evaluation Results

In the experiments, we compared different numbers of convolutional layers, which
includes 2 max-pooling layers and a fully-connected layer with 3 hidden layers and the
batch size is set to 250. The comparison of different numbers of convolutional layers is
shown in Figs. 6 and 7. Whatever for error-rate or accuracy, the results show that, 8
layers can bring out the best performance in the proposed method. This is because less
convolutional layers cannot be learn the details in the image, more convolutional layers
may cause gradient vanishing problem [5]. Finally, we conducted data augmentations
and compared the accuracies with and without them. Figure 8 shows the execution time
with and without data augmentations. From the experimental results, we can obtain
that, the execution time increases as the data augmentations are enlarged. However,
larger data augmentations will lift the accuracies and low the error rates.

5 Conclusions and Future Work

In this paper, we have presented the deep learning model to recognize motorcycles and
count the related quantities in an image. In this approach, the motorcycles extracted
from the video frames are counted by CNN. The experimental results show that the
proposed approach can really the low error-rate and high accuracy. Through the pro-
posed method, the traffic management will be more smart to decrease the traffic
accidents. In the future, we will continuously improve the accuracy by using different
segmentation methods and using more data. Currently, our one data set was obtained
from a video on the same road during 6 min. In the future, we will establish the other
data sets in different environments, such as different roads, different weather (sunny or
raining), and different illumination (day or night). Besides, a data set with high
diversity may make the trained model more practical and useful.

Fig. 8. The execution time with and without data augmentations.
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Abstract. Blockchain technology enables the formation of a distributed record
of a digital event in decentralized manner where data and related transactions are
not under the control of any third party. This technology was early used for
value transfer but now it has vast range of applications in different fields such as
healthcare, banking, internet of things and many others. In the field of education,
it also provides numerous opportunities for decentralized management of
records in educational institutions in an interoperability manner. The main
objective of this research is to highlight the existing issues related to the edu-
cational institutes and to find suitable blockchain features that could resolve
them. We have adopted a systematic literature review approach for the identi-
fication and the extraction of relevant information from the shortlisted studies.
This study describes existing issues in three aspects physical, digital and
financial. The results of the analysis shows that the manipulation risk, difficulty
in verification and exchanging record between institutions are the major issues
faced by the educational institutions. This study, then explores blockchain
features including decentralization, traceability and consensus mechanism that
can be used to address the issues related to the educational institution. Finally,
due to unique and underlying technology, it has still some technical challenges
and boundaries along with immutability feature, disclosure of personal privacy
and scalability issue also discussed in this study.

Keywords: Blockchain � Education � Systematic review

1 Introduction

The blockchain first showed up in 2008 when Satoshi Nakamoto published “Bitcoin: A
Peer-to-Peer Electronic Cash System”. Proposed system was based on cryptographic
proof instead of reliance, enabling any two parties to execute transactions without the
requirement for a trusted third party. This proposal solved the double-spending prob-
lem [1] and was the first application of blockchain.

Versatile features of blockchain such as transparent, information exchange in a
decentralized manner, smart contracts, speed of transaction etc., can help improve
variety of applications. The wide and promising scope of blockchain technology
provides better assistance in the education field to students and other entities of
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educational institutions, i.e., in credentials and certification [6, 7, 17], verified and
authenticate record [13], helps recruiters in the recruitment process [19], maintenance
of records [13, 19, 23] and ease of accessing these records [18]. Taking everything into
consideration, the scope of blockchain technology is not limited to above-mentioned
applications but also opens the door for university administration for managing their
finance and accounting department by simply putting all the dues and charges of
campus in it [6].

This review is about how the blockchain supports the education field and show its
worth. This paper highlights some of the existing issues in the education field which
can be fixed by blockchain features. But there are still some shortcomings including
disclosure of personal privacy [2, 11], protection of private and public keys [18, 23]
and scalability issues [2, 7, 10, 12, 13, 24]. We can mold this technology by fixing
these shortcoming to have fruitful benefits.

The rest of the paper is structured as follows. Section 2 is about related research
and explores the blockchain features. In Sect. 3, research methodology, research
questions, and search strategy is discussed. Section 4 discovers the result of research
questions. Section 5 presents applications of blockchain in education. Section 6 is
about the various threats to validity. Lastly, Sect. 7 concludes the assumptions and
constraints of our review and also present the future directions.

2 Literature Review

This section presents some core concepts and theories from existing research related to
the blockchain and its several practical implementations in the education field. It also
makes a comparison between the existing secondary studies.

2.1 Blockchain

Blockchain is a distributed setup that allows the formulation of distributed digital
record of transactions, shared among the nodes of the network instead of being stored
on a central server [4]. Current blockchain frameworks are categorized into three types:
public or permission less blockchain, private or permission blockchain and consortium
blockchain [2, 18].

2.2 Features of Blockchain

Blockchain technology has the following major features.

Decentralized: Blockchain is a decentralized shared public ledger in which all
nodes are connected to each other in a mesh network where all the data and decision
making is placed and distributed among various nodes [1, 3, 6, 12].
Traceability: Blockchain traceability feature promotes the audibility of an event as
it stores information in blocks which are secured by uni-directional cryptographic
hash function [19]. Complete chain of blocks is maintained by mining pools, which
provide cloud based websites for exploring the blocks [3].
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Consensus mechanism: Consensus mechanism refers to the mutual approval of all
the nodes associated to the blockchain network [7]. Thus, it does not rely on
mediators. Proof-of-work (POW), proof-of-stake (POS), delegated-proof-of-stake
(DPOS) are some techniques of consensus mechanism [6].
Immutability: In blockchain, data is stored in ledger form and if there is any
modification by external nodes, the hash key values would be changed because
these keys are cryptographically linked with previous and preceding blocks and
modification in data will interrupt the continuance of the keys [7, 18, 19, 23].
Smart contract: Smart contract is a self-executing computer program, running on a
blockchain distributed network [7].
Currency: The blockchain technology has a property of cryptocurrency, which is a
type of digital or virtual currency that guarantees the end-to-end transaction making
it protected and trustworthy. The formation of this currency is generated by different
mining algorithms [19]. Thus, the joined form of blockchain and cryptocurrency
can be used in several aspects such as dealings of finance and accounting.

The abovementioned, identified features will be used to classify the primary studies
together to conduct this review.

2.3 Use of Blockchain in Education

There is no denying the importance of education for the development and advancement
of a country. Therefore, it is always been a struggle to find innovative technologies
such as blockchain, to assist in the education field. The most noticeable advantages are
seen in the form of data storage management [7, 11–13, 17, 21]. Others benefits are
observed in data security [11, 19, 21], system trust [11, 13, 19, 23], Global ubiquitous
database [13, 18, 19, 23], formative evaluation [19, 21] and some have got benefit in
payments using smart contract [7, 17, 19, 23]. There has been numerous initiatives
undertaken by the educational institutions that are using blockchain technology to store
the data of their students and faculties. For the very first time, the University of Nicosia
used the blockchain technology to manage the record of students, i.e. certificates that
they received from MOOC platforms [7, 9, 19]. Massachusetts Institute of Technology
(MIT) has developed a learning machine technology based on blockchain technology
and they have formed a wallet for their students containing the educational records of a
student [7, 19, 23]. Holberton school is also applying blockchain technology to save the
educational record of students, i.e. their credential, learning behavior and activities in
class [18, 19].

Table 1. Compared secondary studies

Existing issues in education
(aspects)

Blockchain features Challenges and issues to
BC implementation

Physical Digital Financial

[7] ✓ ✓ ✗ ✓ ✓

[8] ✗ ✗ ✓ ✓ ✓
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2.4 Compared Secondary Studies

Blockchain is the fastest growing domain and provides a great research value from the
last few years. However, while looking for secondary studies, we found only two
studies that discuss research trends. Firstly, we found a report that was published by
European Commission and we identified that it has only focused on physical and digital
aspect. Second, a qualitative analysis was found that discussed the perceptions of
distributed ledger technology by financial professionals with fiduciary responsibilities
at select institutions of higher education. Table 1 enlists the attributes of these sec-
ondary studies with respect to the classification of its context.

3 Research Methodology

A Systematic Literature Review is defined as a method of gathering, identifying and
interpreting all available research in order to answer a specific research question [5].
We have performed a systematic literature review by following the guidelines provided
by Barbara Kitchenham to search for relevant studies. Steps of the guidelines are
discussed in the following subsections.

3.1 Need of Conducting SLR

Table 1 presents the attributes of secondary studies in accordance with the classification
of this study. By examining the existing secondary studies, it is identified that there are
some gaps that have not been discussed yet and need to be filled for further practical
implications. For example, Grech et al. [7] has mainly focused on paper certificate and
digital certificate whereas, Harpool [8] has purely focused on financial aspect discussing
the perceptions of distributed ledger technology by financial professionals. Moreover,
both have used the qualitative research method using case studies, interviews, obser-
vations and literature reviews. No single study was found that covers all the aspects of
existing issues in educational institutions and used a quantitative research method
approach exploring the existing primary studies. Hence, we conducted this systematic
literature review to achieve our goals and used a quantitative research approach.

3.2 Motivation and Research Question

The first phase of this systematic research is to define the research questions. Hence,
following are the focused research questions:

RQ1: What are issues pertaining to area? (Aim: to illustrate the issues faced by the
current educational domain that can be solved by blockchain.)
RQ2: What are the Blockchain features used to solve the identified issues? (Aim: to
search out the blockchain features that precisely resolve the issues of the current
education system.)
RQ3: What are the unaddressed issues? (Aim: to highlight the unresolved issues
that could be fixed in future.)
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3.3 Search Strategy

We used the tag-based approach to search for related papers in keyword form. On
Google Scholar, these keywords i.e. “blockchain”, “education”, and “review” were
searched. All the papers (ignoring the publication year and quality) that were published
from start to up to date were collected and downloaded. We explored different papers,
reports, and articles published in different journals and conferences.

3.4 Inclusion and Exclusion Criteria

After setting the research questions, all the primary studies were scrutinized to find
appropriate data related to our context. For inclusion, 12 primary studies were tagged
for data extraction and the remaining were excluded because they were out of our
context and we figured out that these studies were specifically on “blockchain” instead
of “blockchain in education”. Table 2 presents the papers with corresponding ID.

3.5 Data Extraction

After shortlisting the studies that were to be included in our SLR, the tagged primary
studies were then proceeded to data extraction process. In this phase, the relevant data
was extracted from the selected primary studies primarily focusing on existing issues in
educational institution and to find blockchain features that exceptionally resolve them.
Issues and features were covered in 12 primary studies [11–16, 18–22], whereas,
unaddressed issues in 10 [2, 7, 10–13, 18, 19, 23, 24].

Table 2. Paper ID with corresponding reference

# Paper title Year ID

1 ECBC: a high-performance educational certificate blockchain with
efficient query

2017 [11]

2 An introduction to the blockchain and its implications for libraries and
medicine

2017 [12]

3 The blockchain and kudos: a distributed system for educational record,
reputation, and reward

2016 [13]

4 Disciplina: blockchain for education 2018 [14]
5 The emerging trend of blockchain for validating degree apprenticeship

certification in cyber security education
2018 [15]

6 Blockchain for education : lifelong learning passport 2018 [16]
7 Trustless education? A blockchain system for university grades 2017 [17]
8 EduCTX: a blockchain-based higher education credit platform 2018 [18]
9 Exploring blockchain technology and its potential application for

education
2018 [19]

10 Higher education in an age of innovation, disruption, and anxiety 2018 [20]
11 Towards blockchain-enabled school information hub 2017 [21]
12 The case for a data bank: an institution to govern healthcare and

education
2017 [22]
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3.6 Publication Trend

Although research in blockchain was started with the invention of bitcoin in 2008.
From then, there has seen a rapid advancement and adoption. However, the very first
paper that covered both blockchain and its application in the field of education was
found to be published in 2016. In 2017, 5 papers were found, whereas, till March 2018,
6 papers covered area under observation.

4 Results

This section is divided into three subsections. The first section classifies the common
issues in the education system. The second subsection identifies the blockchain features
that resolve the issues of the current education system and the third subsection high-
lights the unsettled issues that could be fixed in future.

4.1 RQ1: What are the Issues Pertaining to the Area?

The objective of this Research Question is to identify the common issues faced by
educational institutions. To make this discussion more convenient and clear, these
issues are divided into three aspects: physical, digital and financial. The detail is as
follows.

Physical Aspect: Physical aspect includes the attributes that are characterized by some
physical activity or manner done by people. It contains the issues that are caused by
manual activity or physical handling of the educational records.

Manipulation Risk: There is a series of human involvement in the creation of physical
records i.e., taking and scoring the exams where the exams are paper-based. Manip-
ulation attack happens when these academic records are created by an unauthorized
body, i.e., they can do alteration in the marks of a student which can cause the social
evil favoritism. The existing mechanism to secure academic record such as degree and
transcript are reproducible [21] and hard to differentiate from the original record.
Hence, these are more prone to manipulation attack [11].

Difficult to Verify: It is difficult to verify the student’s record in manual system [20].
This problem is especially faced by third world countries which do not maintain a
centralized record of all the universities. [7, 16]. On the contrary, an applicant face
resistance from the institute because it’s an additional burden. So, document verifica-
tion in those universities, where records are maintained manually, becomes difficult
[11, 14, 16, 18, 21].

Demand Human Resource: In traditional education system, there is always need a
human resource for students as well as for the institution. For example, in case of a
student, he could lose his academic certificate. In this situation, he has to write many
applications for the issuance of the certificate and has to go through a costly and time-
consuming process. On the other side, the institution needs to verify this application
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through various steps e.g. check and match the previous record of a student and also
has to maintain a physical record of students for a long period of time [7, 16, 18].

Single Point Failure: The record of a student in the educational institution is cen-
tralized and organized by a single entity. Even if some kind of distributed architecture
is used within its boundaries, it can still be directly shared by a group of non-trusted
parties. Conventional educational records are maintained at a certain place which
become a single point of failure. This means, if, because of unforeseen reason, physical
records are burnt, the recovery becomes impossible [7, 21].

Digital Aspect: Digital aspect refers to any record or activity that is stored or per-
formed electronically or online. Issues related to digital aspect are given below.

Third Party Approval is Needed: The grading on academic record is produced by a
teacher for a student. However, the evidence of the record either digital or physical is
generated by a third party [7]. This gives power to the third party to produce a fake
academic record [12].

Security Breach: Similar to single failure point of physical records, digital records are
accessed from a centralized source which can lead to the changes in the data either
intentionally, accidentally or other illegal means by third party. This means if source is
compromised, then all digital data can be lost [7, 11, 15].

Difficult to Exchange Record Between Institutions: Record exchanging is very
sophisticated and time-consuming process. In some cases, it becomes impossible. For
example, if a student wants to migrate from one institution to another, it is difficult to
exchange record. The students also face difficulty when they apply for admission as
they have to submit all their educational records [18, 21]. No global standard system
exists which can offer such services to all the universities [7, 18].

Financial Aspect: Word “finance” refers to the study and management of money. In
financial aspect, issues that are related to money and budget are highlighted.

Middleman Commission: Universities conduct several of transactions every month
with students, employees, vendors, suppliers and government agencies. There are
chances of corruption by higher authorities. It can only be stopped if decentralized
auditing is integrated into the financial system of the institutions [21].

Proof of Performance In educational institutions, there is no well-defined structure for
monitoring and evaluating the activities of students and teachers [21]. Also, students
and teachers feel demotivated when the rewards are not given to them for their hard
work. Rewards must be given to them when they show good performance and there
must be a proof and record to encourage and motivate them [17, 19, 22] (Table 3).
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4.2 RQ2: Blockchain Features Used to Solve the Identified Issue

Blockchain features were discussed in Sect. 2 and this section highlights how these
features can help address issues identified in previous section.

Decentralized: Decentralization attributes to a distributed network maintaining
redundant records. Decentralization can help reduce:

Manipulation Risk: By making it difficult for an attacker to alter blockchain record
maintained by number of nodes. This is difficult as compared to a single node which
maintain all records as done in today’s centralized system [21].

Difficult to Verify: By providing an open source and distributed platform which con-
tains a multiple copies of transactions and distributes them across all the nodes in the
network [11, 18, 21].

Demand Human Resource: By reducing the administrative load in different cases, i.e.,
in verification or migration case, which minimizes the cost and effort of traditional
manual work. For example, if a student is migrating from one institution to another,
then the faculty of the desired university can easily verify the record of a student from
the blockchain database [18, 21]. It also provides a facility for employers to read and
verify a certificate during a hiring process on a single application instead by asking the
issuing institution [16].

Single Point Failure: By keeping a copy of data on each node. If any node gets offline,
the data will not lost as it is maintained on a redundant network [7].

Table 3. Issues vs features

Issues Blockchain features
Decentalized Traceability Consensus

mechanism
Smart
contract

Currency

Physical Manipulation risk ✓ ✓ ✓

Difficult to verify ✓

Demand human
resource

✓ ✓

Single point failure ✓

Digital
aspect

Third party approval
required

✓

Security breach ✓

Difficult to exchange
record between
institutions

✓

Financial Middleman
commission

✓

Proof of performance ✓ ✓
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Difficult to Exchange Record Between Institutions: By helping the institutions to
exchange information openly through the open source blockchain in an easy and
convenient manner, e.g., in migration case and for further study case [18].

Traceability: Traceability refers to the ability of tracking and reaching out to every-
thing back to its root. Traceability can solve the following issues.

Manipulation Risk: Can be reduced by traceability feature in a way that if someone
tries to make illegal transaction or changes in the blockchain, then it can be tracked
back by obtaining the block information linked by hash keys from the chronicle
blockchain. Thus, any modification or fraudulent activity can be detected immediately
against a particular instance [21].

Security Breach: by making a model of proof-of-existence and possession [15].
Blockchain technology creates a digital signature for every transaction which impos-
sible to recreate as compared to electronic signature [7].

Smart Contract: Smart contract is a self-executing computer program under some
conditions that is distributed across the blockchain nodes. Smart contract can resolve:

Proof of Performance: By making the real-time payments under the smart contract,
hence, payments can be automatically executed via smart contract and real-time rewards
could be given to students and teachers on the basis of their performance [13, 19].

Demand Human Resource: By automating human operations into smart contract, such
as internal audits, student promotion to new class once the fee is paid etc., [21].

Middleman Commission: By automating the middle man operation into smart con-
tracts, such as, degree verification can be implemented between different blockchain
platforms etc., [21]. Systems will charge minimal fee for the contract execution, while
making the whole process transparent.

Consensus Mechanism: Consensus Mechanism refers to the mutual approval of all
the nodes associated to the blockchain network. Consensus mechanism can facilitate in
solving the following issues:

Manipulation Risk: As the data is summed up in blockchain through a different con-
sensus mechanism and so, is not handled by a single entity. There are fewer chances of
fraud and mistakes because every new incoming transaction is verified by the other
nodes of the network.

Third Party Approval is Needed: Can be solved as the blockchain framework works on
consensus mechanism without any intermediary. Instead of using central authority to
manage transactions, blockchain allow governance protocol, which work as smart
contract.

Currency: Cryptocurrency is a type of digital or virtual currency that uses strong
cryptographic techniques and generated by different mining algorithms. It could be
used to solve the following issues:
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Proof of Performance: By introducing an educational currency, the reward could be
given in the form of cryptocurrency through a smart contract to the best-performing
students and teachers [17, 19]. This kind of money could be stored in the education
wallet and exchangeable with other currencies [13, 17].

4.3 RQ3: What are the Unaddressed Issues?

Although blockchain technology has a great potential to resolve issues in the education
field by its tremendous feature, still research is in its infancy. So, it brings challenges
and risks while its implementation. This research question highlights some unaddressed
issues that could be resolved in the future.

Immutability Feature: In blockchain, once data has been placed on it, it cannot be
changed or modified. This immutable feature can affect its useful functioning as it does
not allow any change or modification which is often required [19]. Appropriately
implementation of blockchain technology significantly improves these criteria, allow-
ing fewer unwanted side effects.

Who Will Give the Approval of the First Network Node? At the beginning, some
institution has to be the first network node and that time there will be no existing node
to verify it, such an attribute can be seen as a security risk. However, we expect that
with the increase in numbers of nodes, such security concerns will be minimized [18].

Disclosure of Personal Privacy: As it is open source and transparent technology, the
record or personal information about the students can be accessed or shared without the
willingness of students [2, 11, 23].

Scalability Issue: Blockchain has to scale for improving network transactions per
second [2, 7, 10, 12, 13, 24], hence, areas such as “side chains” is being explored.

5 Applications of Blockchain in Education

After having the distinguish benefits of blockchain in education, demand for it has
become global. Currently, various applications have been running on blockchain and
others are in processing stage. Echolink is a global standard blockchain platform that
stores verified credentials, skills and work experience in a hashed and unalterable way.
All information is entered by the authoritative institutions and thus provides a trust-
worthiness of such information. Echolink recognized a partnership with Microsoft to
offer blockchain application cloud service on Azure [25].

Another application Disciplina projected by Teach Me Please is a multifunction
blockchain platform creates and stores verified personal profiles related to academic
and professional career. It helps recruiting services by providing digital CV of student
generated during the educational career, accompanied by the authenticity proofs [14].
An application named Open certificates developed by Attorneys, assigns block-proof
to the educational certificates using Ethereum smart contracts. They have declared their
partnership with educational institutions of Singapore [7].
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6 Threats to Validity

To summarize the existing evidence related to the use of blockchain in the education
field, we tried to gather as many related primary studies as possible for the extraction of
knowledge. As the related research was in the exploratory stages, therefore, little peer-
reviewed literature was found in this area. As our extraction scenario was based on the
perception of the defined research questions, so there might be chances that the reader
can identify some attributes that we did not consider and can be helpful in the future.
Also, most of the work was on the features and innovative applications; less was on its
limitations. Finally, there might be some work done that we could not refer in our paper
during the period of publication, as the researchers are continuously focusing to fix the
problems in educational institutes through blockchain.

7 Conclusion

In this study, we decided to map all possible relevant primary studies by using a
systematic literature approach. By exploring and examining all the features of block-
chain, we have presented the suitable solutions to deal education related problems in a
precise way. Since this technology is in initial experimental stages, so, it still has to go
through an evolutionary process. In future, it is believed that a better review could be
written as the world is moving towards innovation and the people are becoming more
technology oriented.

References

1. Nakamoto, S.: Bitcoin: A Peer-to-Peer Electronic Cash System, p. 9 (2008). www.Bitcoin.Org
2. Zheng, Z., Xie, S., Dai, H., Chen, X., Wang, H.: An overview of blockchain technology:

architecture, consensus, and future trends. In: Proceedings - 2017 IEEE 6th International
Congress Big Data, BigData Congress 2017, pp. 557–564, June 2017

3. Cao, S., Cao, Y., Wang, X., Lu, Y.: Association for Information Systems AIS Electronic
Library (AISeL) a review of researches on blockchain. Rev. Res. Blockchain, 108–117
(2017)

4. Karafiloski, E., Mishev, A.: Blockchain solutions for big data challenges: a literature review.
In: 17th IEEE International Conference on Smart Technol. EUROCON 2017 – Conference
Proceedings, pp. 763–768, July 2017

5. Software Engineering Group: Guidelines for Performing Systematic Literature Reviews in
Software Engineering (2007)

6. Blockchain for Education & Research Webinar (2016)
7. Grech, A., Camilleri, A.F.: Blockchain in Education (2017)
8. Harpool, R.: Perceptions of Distributed Legder Technology by Financial Professionals with

Fiduciary Responsibilites at Select Institutions of Higher Education. ProQuest LLC, Ann
Arbor (2017)

9. Sharples, M., et al.: Innovating Pedagogy 2015 (2016)
10. Zhao, J., Fan, S., Yan, J.: Overview of business innovations and research opportunities in

blockchain and introduction to the special issue. Int. J. Prod. Econ. 2(1), 28 (2016)

Use of Blockchain in Education: A Systematic Literature Review 201

http://www.Bitcoin.Org


11. Xu, Y., Zhao, S., Kong, L., Zheng, Y., Zhang, S., Li, Q.: ECBC: a high performance
educational certificate blockchain with efficient query. In: Hung, D., Kapur, D. (eds.) ICTAC
2017. LNCS, vol. 10580, pp. 288–304. Springer, Cham (2017). https://doi.org/10.1007/978-
3-319-67729-3_17

12. Hoy, M.B.: An introduction to the Blockchain and its implications for libraries and
medicine. Med. Ref. Serv. Q. 36(3), 273–279 (2017)

13. Sharples, M., Domingue, J.: The blockchain and kudos: a distributed system for educational
record, reputation and reward. In: Verbert, K., Sharples, M., Klobučar, T. (eds.) EC-TEL
2016. LNCS, vol. 9891, pp. 490–496. Springer, Cham (2016). https://doi.org/10.1007/978-
3-319-45153-4_48

14. Kuvshinov, K., Nikiforov, I., Mostovoy, J., Mukhutdinov, D.: Disciplina: Blockchain for
Education, pp. 1–17 (2018)

15. Bandara, I., Ioras, F., Arraiza, M.P.: The emerging trend of blockchain for validating degree
apprenticeship certification in cyber security education, pp. 7677–7683, March 2018

16. Gräther, W., et al.: Blockchain for Education: Lifelong Learning Passport (2018)
17. Rooksby, J.: Trustless education? A blockchain system for university grades. In: New Value

Transactions: Understanding and Designing for Distributed Autonomous Organisations,
Workshop, DIS 2017, June 2017, p. 4 (2017)

18. Turkanović, M., Hölbl, M., Košič, K., Heričko, M., Kamišalić, A.: EduCTX: a blockchain-
based higher education credit platform. IEEE Access 6, 5112–5127 (2018)

19. Chen, G., Xu, B., Lu, M., Chen, N.-S.: Exploring blockchain technology and its potential
applications for education. Smart Learn. Environ. 5(1), 1 (2018)

20. World Educators: Higher Education in an Age of Innovation, Disruption, and Anxiety,
March 2018

21. Bore, N., Karumba, S., Mutahi, J., Darnell, S.S., Wayua, C., Weldemariam, K.: Towards
blockchain-enabled school information hub. In: Proceedings of Ninth International
Conference and Communication Technologies and Development - ICTD 2017, pp. 1–4
(2017)

22. Raju, S., Rajesh, V., Deogun, J.S.: The case for a data bank: an institution to govern
healthcare and education. In: Proceedings of the 10th International Conference on Theory
and Practice of Electronic Governance - ICEGOV 2017, pp. 538–539 (2017)

23. Skiba, D.J.: The potential of blockchain in education and health care. Nurs. Educ. Perspect.
38(4), 220–221 (2017)

24. Lemieux, V.L.: Trusting records: is blockchain technology the answer? Rec. Manag. J.
26(2), 110–139 (2016)

25. Chen, S.X.: Blockchain Based Professional Networking and Recruiting Platform, pp. 1–14
(2017)

202 H. Yumna et al.

http://dx.doi.org/10.1007/978-3-319-67729-3_17
http://dx.doi.org/10.1007/978-3-319-67729-3_17
http://dx.doi.org/10.1007/978-3-319-45153-4_48
http://dx.doi.org/10.1007/978-3-319-45153-4_48


A Comparative Study of Techniques
for Avoiding Premature Convergence

in Harmony Search Algorithm

Krzysztof Szwarc(B) and Urszula Boryczka

Institute of Computer Science, University of Silesia,
ul. Bedzinska 39, 41-200 Sosnowiec, Poland

{krzysztof.szwarc,urszula.boryczka}@us.edu.pl
http://ii.us.edu.pl/

Abstract. The present article summarizes two techniques allowing to
avoid premature convergence in Harmony Search algorithm, which was
adapted for solving the instances of the Asymmetric Traveling Salesman
Problem (ATSP). The efficiency of both approaches was demonstrated on
the basis of the results of statistical test and ‘test bed’ consisting of nineteen
instances of ATSP. The conclusion was that the best results were obtained
in case of applying mechanisms which enable to reset the components of
harmony memory at the moment of reaching stagnation. This process is
controlled by parameters which are depended on the problem size.

Keywords: Harmony Search ·
Asymmetric Traveling Salesman Problem ·
Avoiding premature convergence

1 Introduction

From the moment when Harmony Search (HS) algorithm was formulated by
Geem in the paper [4], metaheuristic has found numerous applications in solving
many optimisation problems (e.g. Dynamic Vehicle Routing Problem with Time
Windows [3], Pipe Network Design [5] and 0–1 Knapsack Problem [14]). In the
paper [1] an attempt was made to adapt the technique to effective solving the
Asymmetric Traveling Salesman Problem (ATSP), which due to its NP-hard
nature and huge practical significance (it reflects the characteristics of linear
infrastructure present in urbanised areas, enabling to use it for example in the
processes occurring in reverse logistics – during optimisation of mobile collec-
tion of waste electrical and electronic equipment [9], as well as transport of
municipal waste [13]) became an object of interest for many researchers from
various fields of science. The authors of the above-mentioned article introduced
the mechanism for resetting the elements of harmony memory in order to avoid
premature convergence; however, the above-mentioned paper does not demon-
strate the relationship between the size of the problem and the recommended
rule for its application, thus forming a new research gap.
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The problem of getting stuck in local optimum concerns both tech-
niques operating on a single solution and algorithms working on many results
(population-based methods). Among metaheuristics belonging to the first group,
two particularly significant techniques can be distinguished: Tabu Search (TS)
proposed by Glover in the paper [6] and Simulated Annealing (SA) described
by Kirkpatrick et al. in the paper [7]. TS enabled to exit the local optimum by
moving towards the solution described by a less favourable value of objective
function, based on the structure referred to as tabu list, whereas SA used the
parameter called temperature, applied in order to determine the probability of
accepting a less favourable result.

Among the popular techniques used for maintaining a variety of populations,
it is worth emphasizing the methods intended for Genetic Algorithm mentioned
in the paper [12]: the use of variable probability value of mutation occurrence, cre-
ation of random descendant after fulfilling specific conditions, or – best adjusted
to HS – use of Social Disasters Technique, which assumes that all population mem-
bers will be replaced by randomly created individuals, with the exception of the
member described by the most favourable value of objective function.

The purpose of this article is to determine the recommended method to
avoid premature convergence in HS algorithm, adapted for solving the instances
of ATSP. Selected for the research was the method which assumes resetting of
the population (with the exception of the best individual) as a result of reach-
ing stagnation, as well as the technique based on mechanisms occurring in SA
(the ineffectiveness of the approach used in TS was assumed due to the structure
of the analysed HS).

The paper consists of the following seven parts: introduction to the discussed
subject, description of HS, formulation of ATSP, approximation of HS structure
adapted for ATSP, presentation of the methodology of empirical studies, analysis
of the obtained results, as well as conclusions and recommendations for further
work on the techniques for avoiding premature convergence in HS, which was
intended for solving the instances of ATSP.

2 Harmony Search Algorithm

HS is based on the similarity between the process of searching for global optimum
by means of algorithmic methods and jazz improvisation. The method assumes
the existence of HM structure called harmony memory, which consists of HMS
of harmonies containing a given number of pitches (representing the values of
decisive variables). Each element belonging to HM constitutes a complete solu-
tion of the problem, whose value of objective function is determined on the basis
of its components.

In the classic version of algorithm, the initial content of harmony memory
is generated in a random manner, which is followed by its sorting, based on
the values of objective function of particular HM elements (in such manner
that the result in the first position is characterised by the best outcome). After
completing the initial stage, iterative development of new solutions begins.
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Creation of a new harmony assumes iterative selection of subsequent pitches,
in accordance with two parameters – HMCR and PAR. The selection of i pitch
occurs with the probability equal to HMCR and it uses the values which were
located in the position i in harmonies belonging to HM (otherwise pseudoran-
dom generation of permissible value takes place). In case of selecting values on
the basis of HMCR probability, modification of the pitch with PAR probability
may occur (the change takes place on the basis of bw parameter, whose value
depends on the features describing the instance of the problem).

Development of a new solution enables to compare its value of objective
function with the relevant parameter describing the ultimate component of HM
(the worst stored solution). If a better result is determined, it will replace the
worst result situated in the harmony memory and HM elements will be sorted.

The procedure of developing a new solution is performed for IT iterations,
which is followed by returning the best result.

3 Formulation of ATSP

The formulation of Traveling Salesman Problem (TSP) presented in article [11]
was adapted for the purpose of this paper. On this basis, we assumed the exis-
tence of directed graph G = (V,A), whose edge weights were marked as cij
(i, j ∈ {1, 2, . . . , n}). The problem assumes determination of route – oriented
cycle containing n of all cities – with minimum length. The asymmetric vari-
ant of TSP analysed in this paper is characterised by the possible occurrence
of different weights between the edge connecting vertices i and j and the edge
between j and i (cij �= cji).

The model assumes the occurrence of one decisive variable (xij), which rep-
resents the existence of an edge connecting i and j nodes in the created solution.
It may adapt the following values:

xij =
{

1 if edge (i, j) is part of the route constructed,
0 otherwise. (1)

The objective function which assumes minimisation of the travel route was
formulated in the following way:

n∑
i=1

n∑
j=1

cijxij → min. (2)

The following limiting conditions were added in order to ensure that the
salesman will visit each city only once:

n∑
i=1

xij = 1, j = 1, . . . , n,

n∑
j=1

xij = 1, i = 1, . . . , n.

(3)
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Additional restrictions (referred to as MTZ) were introduced in order to
eliminate the possibility of creating many separate cycles (instead of one cycle):

1 ≤ ui ≤ n − 1, ui − uj + (n − 1)xij ≤ n − 2, i, j = 2, . . . , n. (4)

4 HS Adjusted to ATSP

This paper was based on the approach enabling the adjustment of HS to ATSP,
proposed in article [1]. It assumes that the pitch values are integers corresponding
to the numbers of the cities which the salesman is supposed to visit (their order
of appearance indicates the sequence of travel).

When creating another harmony, the order of occurrence of vertices is exam-
ined, which is done by selecting the subsequent pitch value based on the previ-
ously generated list of available nodes occurring in the stored solutions directly
after the last city, belonging to the currently constructed results. Using the
formed structure, the city is selected by means of the popular roulette wheel
method (the probability of accepting a particular element depends on the value
of objective function of the entire solution - which is represented by the route
length – analogously to the approach presented in article [8]), or any available
(unvisited) node is drawn (when the created list of vertices is empty). Selection
of the city (made from the unvisited nodes) located nearest to the recently vis-
ited city in the developed solution was adapted as the pitch modification related
to PAR parameter (the method was supplemented by the greedy approach).

In order to avoid premature convergence, the article [1] proposes the pos-
sibility of resetting HM elements (in line with the Social Disasters Technique
approach described in Sect. 1) at the moment of performing a specific number
of R iterations from the latest replacement of result in the harmony memory;
however, this paper, due to its purpose, was based on a structure deprived of
the above-mentioned mechanism. The pseudocode of HS adjusted to ATSP was
presented in Algorithm 1.

5 Methodology of Research

The algorithms were implemented in language C#, whereas the research was
conducted on laptop Lenovo Y50-70 with the following configuration: Intel Core
i7-4720HQ (4 cores, from 2.60 GHz to 3.60 GHz, 6 MB cache), 16 GB RAM (SO-
DIMM DDR3, 1600 MHz), HDD 1000 GB SATA 5400 RPM Express Cache 8 GB,
Windows 7 Professional N Service Pack 1 64-bit.

Based on article [1], the following parameter values describing specific HS
variants were adapted: HMS = 5, HMCR = 0.98 and PAR = 0.25. Nine-
teen tasks, whose characteristics were presented in Table 1, were selected as
the ‘test bed’. When analysing the number of iterations after which the algo-
rithm achieved convergence for the selected tasks (presented in the paper [2]),
IT = 1000000 was determined. Each instance of the problem was solved 30
times, using different seed every time (the seed was identical within different
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HS variants, in order to ensure the reliability of formulated conclusions). The
assessment of the algorithms performance was made on the basis of the aver-
age error determined in the following way: average error = (average result −
optimum)/optimum · 100%.

Algorithm 1. The Harmony Search for ATSP pseudocode [1]
1: iterations = 0
2: iterationsFromTheLastReplacement = 0

3: for i = 0; i < HMS; i ++ do
4: HM [i]=stochastically generate feasible solution with repetitions
5: end for

6: Sort HM
7: while iterations < IT do
8: H[0]=first city

9: for i = 1; i < n; i ++ do � n - number of cities

10: Choose random r ∈ (0, 1)
11: if r < HMCR then

12: list=generate list containing vertices occurring after H[i − 1] in HM

13: if list.length > 0 then
14: H[i]=choose element ∈ list according to the roulette wheel
15: else
16: H[i]=choose randomly available city /∈ H
17: end if

18: Choose random k ∈ (0, 1)
19: if k < PAR then

20: H[i]=find nearest and available city from H[i − 1]
21: end if

22: else

23: H[i]=choose randomly available city /∈ H
24: end if

25: end for
26: if f(H) is better than f(HM [HMS − 1]) then

27: HM [HMS − 1] = H

28: Sort HM
29: iterationsFromTheLastReplacement = 0

30: else

31: iterationsFromTheLastReplacement ++
32: end if

33: if iterationsFromTheLastReplacement = R then
34: for i = 1; i < HMS; i ++ do
35: HM [i]=stochastically generate feasible solution

36: end for
37: Sort HM

38: iterationsFromTheLastReplacement = 0
39: end if
40: iterations ++
41: end while
42: return HM [0]
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Table 1. Characteristics of ‘test bed’ based on [10]

No. Name Number of vertices Optimum

1 br17 17 39

2 ftv33 34 1286

3 ftv35 36 1473

4 ftv38 39 1530

5 p43 43 5620

6 ftv44 45 1613

7 ftv47 48 1776

8 ry48p 48 14422

9 ft53 53 6905

10 ftv55 56 1608

11 ftv64 65 1839

12 ft70 70 38673

13 ftv70 71 1950

14 kro124p 100 36230

15 ftv170 171 2755

16 rbg323 323 1326

17 rbg358 358 1163

18 rbg403 403 2465

19 rbg443 443 2720

The following HS configurations were used in the research:

1. HS - algorithm without the mechanism for preventing premature convergence.
2. RHS - HS in which all harmonies belonging to HM are reset after performing

R iterations from the last acceptance of the constructed solution, with the
exception of the best of them.

3. SHS - HS which enables to accept a worse solution with given probability.

In SHS variant, the probability of replacing solution X, located in the last
position in the harmony memory, by result X ′, is expressed with the following
formula:

P (X ′) =

⎧⎨
⎩

1 if f(X ′) < f(X),
0 if f(X ′) ≥ f(X) and t ≤ 0,

e(
f(X)−f(X′)

t ) otherwise,
(5)

where t is the parameter referred to as temperature, which controls the proba-
bility of accepting a worse solution (an increase of the above-mentioned prob-
ability occurs together with the increase of its value). In this paper, it was
assumed that together with the performance of subsequent iterations, the value
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t is to be reduced in such manner that it should aim at 0 (thus reducing the
exploration force at the subsequent stages of method operation). The adapted
goal was achieved by using the following formula for determining temperature
in iteration l:

t = t0 − (t0 · l/IT ), (6)

where t0 is the initial temperature. It may be determined in a manner which
enables it to adjust automatically to the characteristics of the problem instance,
using the following formula:

t0 =
−Δf

ln(P0)
, (7)

where P0 is the probability of moving towards a worse solution in the first iter-
ation, whereas Δf is the average worsening of the value of objective function,
determined on the basis of a specific number of checks of adjacent solutions.
For the purpose of this paper, it was assumed that the algorithm will create 20
solutions in order to determine value Δf (only the results described with a less
favourable value of objective function are included in the calculations). In the
situation where all routes in the neighbourhood were not worse than the base
solution, it was concluded that t0 = 100. The manner of determining the adja-
cent solution implied that three SHS variants would be distinguished: SHSswap,
SHSHMS and SHSHMS2 . The first of them is a universal method used in local
search algorithms (for TSP) and it assumes determination of a new route by
random swap of two nodes. The second and third variants are adjusted to HS
and regard the created harmonies as adjacent solutions. The differences between
them arise from the moment of determining the initial temperature - SHSHMS

determines it after HMS of iterations, whereas SHSHMS2 - after HMS2 iter-
ations. Both approaches assume that until the moment of determining t0, it
has the value of 0 (based on HM , the ineffectiveness of determination of t0 at
the beginning of method operation results from the significant effectiveness of
Nearest Neighbor heuristic present in HS [2], which implies huge probability to
determine all 20 harmonies described with a more favourable value of objective
function than the result generated pseudorandomly).

6 Obtained Results

Table 2 presents a summary of average error determined by HS and RHS (with
different values of R parameter). On this basis, it was concluded that the intro-
duction of the mechanism for resetting HM elements enables to increase the
algorithm efficiency; however, the non-adjustment of R values causes an increase
of the average error (a premature removal of relatively good solutions for huge
tasks representing ATSP causes the impossibility of constructing good travel
routes).

In line with the obtained results, it is recommended to determine R = 1000
for instances of ATSP described with the occurrence of maximum 48 nodes,
2,500 iterations for maximum 171 vertices and 500, 000 iterations for problems
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with 323–443 cities (identical results can be achieved for the largest instances
by withdrawing from the mechanism for resetting HM elements). RHS using
the above-mentioned recommended values for a specific number of cities was
marked in the paper as RHSopt. Taking into consideration only the aggregate
average error for the constant value R, it is recommended to reset harmony after
the following number of iterations from the last result replacement in harmony
memory: 10,000 or 25,000 (the average error at the level of 12.8% was achieved
in both cases).

Table 2. Comparison of the average error determined by HS and RHS

Test Average error

HS RHS (R value)

1000 2500 5000 7500 10000 25000 50000 75000 100000 250000 500000 750000

br17 0 0 0 0 0 0 0 0 0 0 0 0 0

ftv33 4.76 3.63 3.72 3.74 3.82 4.11 4.5 4.47 4.47 4.53 4.64 4.67 4.7

ftv35 1.46 1.35 1.47 1.46 1.43 1.47 1.46 1.44 1.47 1.44 1.48 1.45 1.46

ftv38 2.75 1.44 2.07 2.26 2.31 2.42 2.44 2.6 2.81 2.71 2.85 2.88 2.66

p43 0.05 0.05 0.06 0.05 0.06 0.06 0.05 0.05 0.05 0.05 0.05 0.05 0.05

ftv44 2.69 1.76 2.35 2.48 2.84 2.82 2.68 2.92 3.09 2.99 2.74 2.69 2.69

ftv47 2.97 1.95 2.28 2.11 2.22 2.49 2.37 2.52 2.88 2.92 3.09 2.91 3

ry48p 1.83 0.89 1.16 1.21 1.27 1.27 1.47 1.3 1.76 1.76 1.84 1.82 1.87

ft53 12.14 10.06 8.98 9.4 10.41 9.34 10.21 11.29 11.34 11.13 11.79 12.4 12.14

ftv55 5.06 2.92 2.39 2.74 3.74 3.62 3.83 3.98 4.13 4.01 5.13 4.99 5

ftv64 6.53 3.09 2.75 3.73 3.66 4.07 4.96 4.91 5.23 5.76 5.68 6.05 6.56

ft70 5.25 4.35 4.36 4.32 4.5 4.51 4.48 4.78 4.81 4.85 5.18 5.16 5.2

ftv70 6.57 4.89 5.73 5.91 6.02 6.14 6.02 6.53 6.09 6.39 6.96 6.49 6.64

kro124p 11.29 8.88 8.82 9.17 9.08 9.08 10.22 10.64 10.92 10.89 11.47 11.38 11.29

ftv170 20.07 19.15 15.71 15.93 15.68 16.17 17.5 18.45 18.54 18.26 19.63 19.56 20.07

rbg323 46.65 53.84 52.55 51.17 50.7 50.12 47.51 47.51 47.61 47.28 46.65 46.65 46.65

rbg358 66.78 77.01 74.43 71.78 71.59 69.5 68.25 67.71 67.25 66.44 67.06 66.78 66.78

rbg403 26.15 29.27 29.07 28.27 27.71 27.33 27 26.45 26.45 26.47 26.19 26.15 26.15

rbg443 27.46 30.45 29.99 29.17 28.81 28.7 28.19 27.85 27.69 27.51 27.49 27.46 27.46

Average 13.18 13.42 13.05 12.89 12.94 12.8 12.8 12.92 12.98 12.92 13.15 13.13 13.18

The detailed results determined by RHSopt were presented in Table 3. On
their basis, occurrence of very large diversification of the quality of routes gener-
ated by the examined technique was not detected, which implied the possibility of
predicting the results determined by the technique (this characteristic is desired
in utilitarian applications due to the frequently one-time only algorithm use, in
order to solve a given optimisation problem).

The summary of obtained results for HS and different SHS variants was
presented in Table 4. According to the summary, the most favourable type of
SHS is SHSswap, whereas the worst type is SHSHMS . Among the examined P0

values, it is recommended to use the following values: 0.4 for SHSswap and 0.3
for SHSHMS and SHSHMS2 .
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Table 3. Detailed results for RHSopt

Test Objective function value

Average Minimal Maximal Sample std. dev.

br17 39 39 39 0

ftv33 1332.73 1286 1388 29.3

ftv35 1492.87 1473 1499 6.8

ftv38 1552.03 1536 1581 10.93

p43 5622.73 5620 5627 1.44

ftv44 1641.43 1613 1728 27.83

ftv47 1810.7 1785 1853 17.52

ry48p 14550.13 14507 14790 61.45

ft53 7525.33 7200 7853 177.12

ftv55 1646.37 1608 1699 28.75

ftv64 1889.57 1850 1963 32.19

ft70 40357.63 39471 40800 267.84

ftv70 2061.73 2012 2129 30.2

kro124p 39426.73 38251 40317 566

ftv170 3187.9 3056 3307 71.64

rbg323 1944.53 1849 1992 33.67

rbg358 1939.6 1866 2002 33.69

rbg403 3109.7 3015 3164 31.85

rbg443 3466.9 3377 3520 30.26

It is worth noting the observation, according to which determination of value
t0 after performing only HMS of iterations prevented generating worse har-
monies (than the solution located in the last position in HM) for the tasks
described with occurrence of at least one hundred nodes (and for 65 cities in test
ftv64), in consequence causing the adaption of t0 = 100 (regardless of the value
P0, the determined results are identical). Particular attention should also be
drawn to the fact of the lack of determination, by any SHS variant, of the initial
temperature value, which would enable to construct routes not worse than HS
for test ft53. Additionally, a decrease in effectiveness of the examined approach
to diversification of the space of solutions for the tasks described with at least
323 vertices was reported.

The average error obtained by particular techniques was subject to Wilcoxon
Signed-Rank test (the value of 0.05 was assumed as the statistical significance –
lower p-values indicate adoption of an alternative hypothesis, according to which
A1 is better than A2). The designated p-values are shown in the Table 5. They
do not allow to undermine the hypothesis according to which RHSopt obtained
better results than HS and SHSswap (P0 = 0.4), whereas SHSswap (P0 = 0.4)
determined better results than HS.
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Table 4. Comparison of the average error determined by HS and SHS

Test Average error

HS SHSswap (P0) SHSHMS (P0) SHS
HMS2 (P0)

0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4

br17 0 0 0 0 0 0 0 0 0 0 0 0 0

ftv33 4.76 4.76 4.77 4.98 4.55 4.03 3.9 3.77 3.72 4.29 3.93 3.96 4.67

ftv35 1.46 1.41 1.36 1.26 1.48 1.4 1.33 1.35 1.37 1.55 1.46 1.5 1.4

ftv38 2.75 2.43 2.66 2.44 2.01 2.83 3 2.79 2.86 2.52 2.29 2.39 2.27

p43 0.05 0.05 0.05 0.04 0.06 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05

ftv44 2.69 3.61 3.04 3.67 2.91 3.17 3.38 3.26 3.89 2.94 2.9 2.44 3.86

ftv47 2.97 2.41 2.68 3.02 2.17 2.76 2.74 2.55 2.56 2.69 2.55 2.46 2.99

ry48p 1.83 1.59 1.94 1.78 1.58 2.03 1.98 2.06 1.98 2.06 1.96 1.54 2.04

ft53 12.14 12.94 12.63 13.46 12.64 13.23 12.97 13.43 12.99 12.92 13.21 12.61 12.99

ftv55 5.06 4.68 4.52 4.34 4.22 4.26 4.22 3.8 4.35 4.8 3.83 3.82 3.76

ftv64 6.53 5.05 4.57 5.2 4.45 4.95 4.95 4.95 4.95 4.11 4.14 4.13 4.18

ft70 5.25 4.87 5.23 5.11 5.12 5.35 5.28 5.41 5.37 5.23 5.18 5.15 5.13

ftv70 6.57 5.96 6.19 6.07 6.19 6.29 6.28 6.29 6.4 6.28 6.54 6.6 5.82

kro124p 11.29 11.23 10.88 10.8 10.41 10.99 10.99 10.99 10.99 11.04 10.78 10.39 10.78

ftv170 20.07 18.97 18.97 19.09 20.2 17.92 17.92 17.92 17.92 19.54 19.92 19.61 20.11

rbg323 46.65 46.97 46.3 46.75 46.91 48.84 48.84 48.84 48.84 48.36 48.07 49.15 49.07

rbg358 66.78 66.09 65.57 66.45 66.24 69.1 69.1 69.1 69.1 68.03 68.26 68.6 69.25

rbg403 26.15 26.36 26.47 25.86 25.68 27.06 27.06 27.06 27.06 26.16 26.98 27.17 27.33

rbg443 27.46 27.27 27.49 27.55 27.49 28.17 28.17 28.17 28.17 27.5 28.06 28.29 28.19

Average 13.18 12.98 12.91 13.05 12.86 13.29 13.27 13.25 13.29 13.16 13.16 13.15 13.36

Table 5. Wilcoxon signed-rank test results for the average error

A1 A2

HS RHSopt SHSswap

HS N/A 1 1

RHSopt 4.2382E-60 N/A 4.70407E-44

SHSswap 2.81199E-20 1 N/A

Figure 1 presents the summary of total average error for the examined tech-
niques. On this basis, it was concluded that the most favourable results were
determined by RHSopt, whereas the worst results were determined by HS, which
was not supplemented with the mechanism for avoiding premature convergence.
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Fig. 1. A summary of average error for different ways to avoid premature convergence
in HS

7 Conclusions and Planned Further Work

As a result of the performed work, the efficiency of both examined approaches to
avoiding premature convergence in HS was demonstrated, as well as particular
attention was drawn to the necessity of appropriate determination of the values
of parameters R and P0. On the basis of analysis of the obtained results, it is
recommended to use the mechanism assuming the resetting of all HM elements,
apart from the best harmony, at the moment of performing 1, 000 iterations
from the last acceptance of the solution for ATSP instances described with the
occurrence of maximum 48 nodes, 2, 500 iterations for maximum 171 vertices
and R = 500, 000 for problems with 323 − 443 cities. For the technique enabling
to increase exploration, using the parameter referred to as temperature, it is
recommended to determine the value t0, based on the swap of two cities and to
assign the value P0 = 0.4.

On the basis of the performed research, it was concluded that SHS approach
is characterised by higher flexibility and stability than RHS – the determination
of constant value of parameter P0 enabled to achieve minor deviations from the
value of objective function HS regardless of the problem size, whereas for RHS,
premature resetting of HM elements caused a significant increase of the average
error for large instances of ATSP. To sum up, for a ‘test bed’ of unknown size,
it is recommended to use SHS (in particular variant SHSswap).

Further work, including the examination of effectiveness of different tech-
niques enabling to avoid premature convergence in HS may concern the analysis
of other methods for leaving the local optimum (e.g. determination of the period
of harmony occurrence in HM) and methods of reducing temperature value in
SHS. It is additionally recommended to check the effectiveness of the above-
mentioned approaches in HS, adjusted to solving other optimisation problems.
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Abstract. This article proposes three approaches to designing the Par-
allel Harmony Search Algorithm, adjusted to effectively solve the Asym-
metric Traveling Salesman Problem. The paper contains a comparative
study of the developed models, based on 19 varied instances of the prob-
lem, as well as recommendations concerning their appropriate configura-
tion. The quality of developed models was assessed through determination
of the percentage difference between the surplus of the values of objective
function of solutions and the values describing the sequential algorithm
variant. Each of the examined Parallel Harmony Search variants created
better results than the sequential Harmony Search algorithm.

Keywords: Parallel Harmony Search · Harmony Search ·
Asymmetric Traveling Salesman Problem

1 Introduction

The Harmony Search (HS) technique is a modern metaheuristic applied suc-
cessfully in solving many utilitarian problems (it was used in nurse rostering
problems [1], as well as in flood protection system management [2]). Its effi-
ciency also caused the creation of different variants of the algorithm, such as
Fuzzy Harmony Search [11], which was applied in the process of optimization of
controllers [12,13]. The method’s popularity and indisputable practical signifi-
cance of the Asymmetric Traveling Salesman Problem (ATSP; which represents
e.g. the process of transport of municipal waste [14]), led to conducting research
on adjustment of the above-mentioned algorithm for solving the described com-
binatorial optimization problem, which resulted in a publication [3] presenting
proposals for modifications enabling the algorithm to obtain good results for
instances of the ATSP. We assumed that it is possible to improve the method by
using parallel calculations (through increasing the ability to find global minima),
which contributed to beginning research on Parallel Harmony Search (PHS).

The subject of designing a parallel version of HS was explored by Ceylan
et al., who presented a model assuming HS paralleling by sending information
c© Springer Nature Switzerland AG 2019
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both to the adjacent and the specified processor by each algorithm module (corre-
sponding to a particular processor) in the publication [5]. Hong et al. presented
results of research concerning PHS in the article [7] about the impact of the
frequency of communication on the effectiveness of PHS. It assumed that oper-
ations would be performed independently by particular instances of technique,
whereas the best determined result would be provided to all HS occurrences after
a specific number of iterations.

The purpose of this paper is to design and to define recommended values
of parameters as well as to compare the effectiveness of three approaches to
paralleling the HS algorithm, adjusted to solving the ATSP (based on the method
proposed in the study [3]). The quality of developed models was assessed through
determination of the percentage difference between the surplus of the values of
objective function of solutions and the values describing the sequential algorithm
variant (thereby analyzing the ability of the parallel method to reducing the
impact of non-determinism and increase the efficiency of exploitation in some
of its variants) and selected techniques, applied in the process of solving ATSP
instances.

The article consists of the following chapters: first - including the introduction
to the discussed subject, second - describing the classic HS algorithm, third -
containing the formulation of the ATSP, fourth - regarding the adjustment of
HS to the ATSP, fifth - presenting the characteristics of proposed approaches
to paralleling the HS algorithm, sixth - concerning the methodology of research
work, seventh - presenting the results of research on the adjustment of parameter
values for PHS, eighth - describing the obtained results and ninth - focusing on
the conclusions and planned future work.

2 Classic Harmony Search Algorithm

The HS was proposed by Geem in [6]. Its foundation is the process of jazz
improvisation, which is compared to search for the global optimum by means
of algorithmic methods. The technique assumes the existence of HM structure
(referred to as harmony memory), storing HMS harmonies, consisting of a specific
number of pitches (representing the values of decisive variables of a particular
result). Each HM element shall be regarded as a problem solution.

At the beginning, the content of HM is generated randomly, which is followed
by its sorting, based on the value of the objective function of harmony (in such
a manner that the result in the first position is the best). Performance of the
above-mentioned steps triggers the iterative development of new solutions.

The procedure for creating another solution uses the knowledge collected in
HM and is based on the similarity to the process of harmony improvisation in
music. Development of a solution consists of iterative selection of another pitch,
in accordance with two parameters - HMCR and PAR. The pitch i is selected on
the basis of HMCR probability, using the values located in i position in harmonies
belonging to HM (otherwise the permissible value is generated randomly). When
creating a solution based on HM component, the pitch may be modified with
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the given PAR probability (the value is changed on the basis of bw parameter,
whose value depends on the problem representation).

Development of a new solution results in comparing its value of objective
function with the relevant parameter describing HM component located in the
last position. If a better result is obtained, it replaces the worst result located
in the harmony memory and the HM elements belonging to the structure are
sorted again. Generation of a new solution is done for IT iterations, which is
followed by returning the best result (located in the first position in the HMS).

3 The Formulation of the ATSP

Öncan et al. proposed the following definition of Traveling Salesman Problem
(TSP) in their study [10]: for the directed graph G = (V,A), with arc weights cij
(i, j ∈ {1, 2, . . . , n}), a route (oriented cycle containing all n of cities) is searched,
characterized by the minimal length. The possibility of occurrence of imbalances
cij �= cji is permissible in ATSP.

The occurrence of edges between i and j vertices in the constructed route is
represented by the decisive variable xij adapting the following values:

xij =
{

1 if edge (i, j) belongs to constructed route,
0 otherwise. (1)

TSP assumes determination of the shortest route for a commercial agent -
the objective function was formulated as:

n∑
i=1

n∑
j=1

cijxij → min. (2)

The constraints intended to ensure that the salesman will visit each city only
once was formulated as follows:

n∑
i=1

xij = 1, j = 1, . . . , n,
n∑

j=1

xij = 1, i = 1, . . . , n. (3)

In order to avoid the possibility of occurrence of solutions representing sep-
arate cycles instead of just one, it is necessary to introduce extra restrictions
(MTZ) to the model (therefore allowing the proper formulation of the problem):

1 ≤ ui ≤ n − 1, ui − uj + (n − 1)xij ≤ n − 2, i, j = 2, . . . , n. (4)

4 Harmony Search Adjusted to ATSP

This paper is based on the modification of HS, proposed in publication [3]. It
assumes that each pitch comprising harmony is represented by integers cor-
responding to the numbers of particular cities that are to be visited by the
salesman. Their sequence of appearance indicates the sequence of travel.
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While creating a new harmony, the sequence of vertices is considered, which
is done through selection of another pitch value based on the generated list of
available nodes appearing in the stored solutions immediately after the last city
that belongs to the constructed result. On the basis of the formed structure, the
location is selected in accordance with the roulette wheel method (the probability
of acceptance of a particular element depends on the value of objective function
of a solution, represented by the route length, analogically to the approach pre-
sented in article [8]; this way ensuring the proper balance between exploration
and exploitation), or any unvisited node is drawn (in case the formed list of ver-
tices is empty; hence increasing non-determinism of the method). The selection
(made among the available nodes) of the city situated nearest to the last visited
location was adapted as modification of the pitch (related to PAR parameter)
in the created solution (common knowledge about the problem was applied, by
means of introducing the greedy movement).

In order to avoid premature convergence, the possibility of resetting HM ele-
ments was introduced at the moment of executing a number R of iterations from
the last result replacement in the harmony memory. The mechanism assumes pre-
serving the best result and drawing all other solutions, as a result diversifying
the structure of created harmonies. The pseudocode of the proposed approach
to the creation of HS was presented in Algorithm 1.

5 Parallel Harmony Search

This section consists of three parts describing specific approaches to designing
PHS. The first of them presents the model assuming cooperation in terms of
transferring the best determined result (in a similar way to the method discussed
in the paper [7]), the second shows the approach based on creating common
harmony memory on the basis of particular HS instances, whereas the third one
outlines the variant without communication.

The example presented in Fig. 1 was used in order to characterize the princi-
ple of operation of particular models. The F(X) entry means the value of objec-
tive function represented by particular harmonies.

…

Harmony Memory 1

1 2 3 4 6 5

1 3 6 4 5 2

1 6 3 4 5 2HM[0]

HM[1]

HM[2]

F(X)
4

5

6

Harmony Memory p

1 4 3 2 6 5

1 3 2 4 5 6

1 2 3 4 5 6HM[0]

HM[1]

HM[2]

F(X)
1

2

3

Fig. 1. Content of particular harmony memories
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Algorithm 1. The Harmony Search for ATSP pseudocode [3]
1: iterations = 0
2: iterationsFromTheLastReplacement = 0
3: for i = 0; i < HMS; i + + do
4: HM [i]=stochastically generate feasible solution
5: end for
6: Sort HM
7: while iterations < IT do
8: H[0]=first city
9: for i = 1; i < n; i + + do � n - number of cities

10: Choose random r ∈ (0, 1)
11: if r < HMCR then
12: list=generate list containing vertices occurring after H[i − 1] in HM
13: if list.length > 0 then
14: H[i]=choose element ∈ list according to the roulette wheel
15: else
16: H[i]=choose randomly available city /∈ H
17: end if
18: Choose random k ∈ (0, 1)
19: if k < PAR then
20: H[i]=find nearest and available city from H[i − 1]
21: end if
22: else
23: H[i]=choose randomly available city /∈ H
24: end if
25: end for
26: if f(H) is better than f(HM [HMS − 1]) then
27: HM [HMS − 1] = H
28: Sort HM
29: iterationsFromTheLastReplacement = 0
30: else
31: iterationsFromTheLastReplacement + +
32: end if
33: if iterationsFromTheLastReplacement = R then
34: for i = 1; i < HMS; i + + do
35: HM [i]=stochastically generate feasible solution
36: end for
37: Sort HM
38: iterationsFromTheLastReplacement = 0
39: end if
40: iterations + +
41: end while
42: return HM [0]

5.1 PHS with the Best Harmony Migration

The PHS with the best harmony migration (PHS1) assumes creation of p HM
structures and execute steps included in the HS algorithm for each of them. After
performing IK iterations, the best harmony is copied to all harmony memories in
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Algorithm 2. Pseudocode of PHS with the best harmony migration
1: parallelIterations = 0
2: parfor i = 0; i < p; i + + do
3: for j = 0; j < HMS; j + + do
4: HM [i][j]=stochastically generate feasible solution
5: end for
6: Sort HM [i]
7: iftlr[i] = 0 � iftlr - iterationsFromTheLastReplacement
8: end parfor
9: while parallelIterations < IT do

10: if IK > IT − parallelIterations then
11: IK = IT − parallelIterations
12: end if
13: parfor i = 0; i < p; i + + do
14: for j = 0; j < IK; j + + do
15: Execute lines 8-40 from Algorithm 1 for HM [i] and iftlr[i]
16: end for
17: end parfor
18: best=return the best harmony from HM
19: for i = 0; i < p; i + + do
20: HM [i][0]=best
21: end for
22: parallelIterations+ = IK
23: end while
24: return the best harmony from HM

such a way that the result in the first position in each of them is replaced by it.
The technique makes it possible to focus on a promising solution, maintaining the
diversity of harmony memories, in order to balance exploration and exploitation.
The approach was presented in Algorithm 2.

Assuming the occurrence - after IK iterations - of harmony memories pre-
sented in Fig. 1, the solution HM[0] will be replaced in each harmony memory
with the result located in Harmony Memory 1 (characterized by the best value
of objective function). The result of the operation was shown in Fig. 2.

…

Harmony Memory 1

1 2 3 4 6 5

1 3 6 4 5 2

1 2 3 4 5 6HM[0]

HM[1]

HM[2]

F(X)
1

5

6

Harmony Memory p

1 4 3 2 6 5

1 3 2 4 5 6

1 2 3 4 5 6HM[0]

HM[1]

HM[2]

F(X)
1

2

3

Fig. 2. Content of particular HMs for the PHS with the best harmony migration
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5.2 PHS with Collective Harmony Memory

The PHS with collective harmony memory (PHS2) is based on the idea present in
the PHS1. However, after performing IK iterations, HMS of the best harmonies
from the p harmony memory structures are selected in order to create a new HM,
which replaces all existing harmony memories. The method assumes intensive
exploitation by eliminating the diversity of particular harmony memories. The
pseudocode of the described approach has been presented in Algorithm 3.

Three harmony memories (in the analyzed example HMS = 3) with the lowest
value of objective function were selected for the instance presented in Fig. 1 and
a new structure was formed on their basis, replacing the p of harmony memories
(the operation result was shown in Fig. 3).

Algorithm 3. Pseudocode of PHS with collective harmony memory
1: parallelIterations = 0
2: parfor i = 0; i < p; i + + do
3: for j = 0; j < HMS; j + + do
4: HM [i][j]=stochastically generate feasible solution
5: end for
6: Sort HM [i]
7: iftlr[i] = 0 � iftlr - iterationsFromTheLastReplacement
8: end parfor
9: while parallelIterations < IT do

10: if IK > IT − parallelIterations then
11: IK = IT − parallelIterations
12: end if
13: parfor i = 0; i < p; i + + do
14: for j = 0; j < IK; j + + do
15: Execute lines 8-40 from Algorithm 1 for HM [i] and iftlr[i]
16: end for
17: end parfor
18: solutions = ∅
19: for i = 0; i < p; i + + do
20: for j = 0; j < HMS; j + + do
21: solutions.add(HM [i][j])
22: end for
23: end for
24: Sort solutions
25: for i = 0; i < HMS; i + + do
26: for j = 0; j < p; j + + do
27: HM [j][i] = solutions[i]
28: end for
29: end for
30: parallelIterations+ = IK
31: end while
32: return the best harmony from HM
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…

Harmony Memory 1 Harmony Memory p

1 4 3 2 6 5

1 3 2 4 5 6

1 2 3 4 5 6HM[0]

HM[1]

HM[2]

F(X)
1

2

3 1 4 3 2 6 5

1 3 2 4 5 6

1 2 3 4 5 6HM[0]

HM[1]

HM[2]

F(X)
1

2

3

Fig. 3. Content of particular HMs for the PHS with collective HM

5.3 PHS Without Communication

The PHS without communication (PHS3) is based on the fact that HS is a non-
deterministic algorithm and assumes launching a specific number p of instances
of HS algorithm and determination of the result on the basis of the value of
objective function of the best harmonies constructed by particular technique
occurrences. The pseudocode of the approach was presented in Algorithm 4.
Harmony HM[0], belonging to Harmony Memory 1 (characterized by the lowest
value of objective function), will be returned for the analyzed example (presented
in Fig. 1).

Algorithm 4. Pseudocode of PHS without communication
1: parfor i = 0; i < p; i + + do
2: HS[i]=execute Harmony Search Algorithm
3: end parfor
4: return the best harmony from HS

6 Methodology of Research

The assessment of effectiveness of particular variants of PHS was made by
using 19 instances of the ATSP, the characteristic features of which were pre-
sented in [4]. Each test was solved 30 times with the same seed among meth-
ods and the quality of particular solutions was assessed on the basis of the
average error, expressed with the formula: average error = (average result −
optimum)/optimum · 100%.

On the basis of paper [3], the values of parameters describing all variants of
PHS were determined as follows: R = 1000, HMS = 5, HMCR = 0.98, PAR =
0.25. Additionally, by analyzing the number of iterations at which convergence
was achieved (presented at work [4]), it was established that IT = 1000000.
The algorithms were implemented in C# language, whereas the research was
conducted on Lenovo Y50-70 with Intel Core i7-4720HQ (4 cores, from 2.6 GHz
to 3.6 GHz, 6 MB cache) and 16 GB RAM (SO-DIMM DDR3, 1600 MHz).

The solutions constructed through sequential HS (with the same parame-
ter values as PHS) were selected as the comparative results for the solutions
determined by different variants of PHS. Additionally, obtained results were
compared with results taken from subject literature and determined by Near-
est Neighbor Algorithm (NNA), Greedy Local Search (GLS), Hill Climbing
(HC), Genetic Algorithm (GA) as well as Adaptive Multi-Crossover Population
Algorithm (AMCPA).
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7 Selection of Parameter Values for PHS

The recommended parameter values for particular models of PHS were deter-
mined on the basis of three tasks representing the ATSP (ftv33, p43 and
kro124p). For each analyzed parameter value (from the set of p = {2, 3, 4} and
IK = {500, 1000, 1500, 2000, 2500, 3000, 3500, 4000, 4500}) 30 solutions of each
task were made (within checked value of one parameter, the values of remaining
parameters were identical). The same seeds were also applied for various values
of tested parameters. The results for the PHS1 were presented in Table 1, for the
PHS2 - in Table 2, whereas for the PHS3 - in Table 3. As it was determined on
this basis, the application of the following configuration is recommended: p = 4,
IK = 3500 (for the PHS1) and IK = 4000 (for the PHS2). It was addition-
ally observed that, regardless of the examined model, the effectiveness of the
analyzed method increased together with the increase of p parameter value.

Table 1. Impact of the values of parameters on average error for the PHS1

Test Average error

p IK

2 3 4 500 1000 1500 2000 2500 3000 3500 4000 4500

ftv33 2.93 2.2 1.76 3 2.34 2.2 2.34 2.34 1.92 1.76 1.92 1.92

p43 0.04 0.05 0.04 0.04 0.03 0.03 0.03 0.04 0.03 0.04 0.04 0.04

kro124p 8.41 7.33 6.84 6.76 6.6 6.8 6.94 6.82 7.09 6.84 6.73 7.01

Average 3.79 3.19 2.88 3.27 2.99 3.01 3.1 3.07 3.01 2.88 2.9 2.99

Table 2. Impact of the values of parameters on average error for the PHS2

Test Average error

p IK

2 3 4 500 1000 1500 2000 2500 3000 3500 4000 4500

ftv33 2.47 2.61 2.2 3.46 2.69 2.61 2.34 2.34 2.38 1.92 2.2 2.47

p43 0.05 0.05 0.04 0.05 0.04 0.05 0.03 0.04 0.03 0.04 0.04 0.04

kro124p 8.29 7.31 6.75 9.96 8.44 8.16 7.95 7.94 7.45 7.5 6.75 6.84

Average 3.6 3.32 3 4.49 3.72 3.61 3.44 3.44 3.29 3.16 3 3.12

8 Obtained Results

The average error, determined by means of the tested methods, was presented
in Table 4. On the basis of the obtained results it was concluded that the PHS3
is characterized by the lowest value, whereas the PHS1 has the highest value
(among the PHS variants). After the 1,000,000 iterations, the first of them
determined the best results (among the tested models) for 10 tasks, whereas



224 K. Szwarc and U. Boryczka

Table 3. Impact of the values of parameters on average error for the PHS3

Test Average error

p

2 3 4

ftv33 2.18 1.72 0.9

p43 0.04 0.03 0.03

kro124p 7.87 7.43 6.85

Average 3.36 3.06 2.59

the second - only for 4 tests. For the specified criteria, the PHS2 enabled to cre-
ate the best solutions for 7 tasks (in particular for tests described by a minimum
of 100 vertices, where intensive exploitation proved to be particularly effective).
Thanks to paralleling the calculations, regardless of the analyzed variant PHS,
the obtained results were better than the results obtained by the sequential
algorithm. Analyzed techniques are also characterized by significant efficiency

Table 4. Summary of the average error

Test Average error

NNA [3] GLS [3] HC [3] AMCPA
[9]

GA [9] HS PHS1 PHS2 PHS3

br17 135.9 7.69 7.69 0.26 1.54 0 0 0 0

ftv33 30.87 23.64 23.64 7.77 7.79 3.63 1.76 2.2 0.9

ftv35 21.59 21.38 21.38 6.52 6.2 1.35 1.26 1.26 0.78

ftv38 16.21 10 10 5.33 6.92 1.44 1.11 0.99 0.92

p43 2.63 0.53 0.96 0.15 0.27 0.05 0.04 0.04 0.03

ftv44 24.86 24.18 24.18 10.49 8.38 1.76 1.66 1.72 0.71

ftv47 33.67 28.89 28.89 7.21 4.86 1.95 1.67 1.57 1.18

ry48p 16.19 15.21 13.81 2.79 4.67 0.89 0.67 0.7 0.61

ft53 37.78 30.93 30.14 12.64 11.98 10.06 6.89 6.31 6.6

ftv55 25.12 23.2 23.2 11.41 14.25 2.92 2.01 2.28 0.94

ftv64 43.5 36.54 36.22 13.18 14.86 3.09 1.1 1.62 1.42

ft70 11.67 8.15 8.98 4.4 5.45 4.35 3.78 3.92 3.86

ftv70 31.85 23.85 23.28 13.06 9.97 4.89 3.99 3.92 3.13

kro124p 31.12 26.82 24.77 7.67 10.58 8.88 6.84 6.75 6.85

ftv170 42.4 38.73 36.88 46.02 43.28 19.15 14.13 16.05 14.44

rbg323 30.77 12.37 12.67 43.4 60.11 53.84 50.08 48.97 52.06

rbg358 55.8 17.02 20.55 64.05 74.89 77.01 73.08 71.2 72.31

rbg403 43.41 6.98 4.87 17.52 20.83 29.27 28.51 28.01 28.43

rbg443 44.19 7.21 7.57 25.56 24.29 30.45 29.48 29.43 29.54

Average 35.77 19.12 18.93 15.76 17.43 13.42 12 11.94 11.83
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Table 6. Results of Wilcoxon Signed-Rank Test for the conducted research

O1 O2

PHS1 PHS2 PHS3

PHS1 N/A 0.9123 1

PHS2 0.0877 N/A 0.9989

PHS3 1.74797E−07 0.0011 N/A

in comparison to selected methods described in subject literature. The detailed
results obtained by particular PHS models were presented in Table 5.

The obtained percentage surpluses of the values of objective function for
particular PHS models were also subjected to Wilcoxon Signed-Rank Test, using
R. The following method variants (marked as O1 and O2) were subjected to the
process, whereas the value of 0.05 was assumed as the level of test significance
(the obtained p-values described with the lower result were distinguished by
using bold and they indicate to accept the alternative hypothesis according to
which O1 obtained lower results than O2). The test results were presented in
Table 6. According to them, it is recommended to apply the PHS3.

9 Conclusions and Future Work

On the basis of the results of conducted research, it is recommended to use the
PHS3 (with p = 4) and avoid the PHS1. Regardless of the applied model, a
noticeable increase of the method effectiveness was reported in comparison with
its sequential equivalent (the average error was reduced from 13.42 to 11.83%).
It is possible to reduce the average error to 11.77% by using the PHS3 (with
p = 4) for tasks described by a maximum of 48 vertices and the PHS2 (with
p = 4 and IK = 4000) otherwise.

The occurrence of correlations between the p parameter value and the average
error was discovered for each of the examined algorithm variants (the quality of
determined solutions increases along with the increase of p value), which proves
the possibility of increasing the effectiveness of the proposed approaches, by
additionally increasing the p value.

Further studies related to the PHS may include development of new commu-
nication models and determining the maximum recommended p value. It is also
recommended to check the efficiency of researched models for other problems.
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Abstract. Evolutionary multi-agent systems (EMAS) turned out to be
quite efficient technique for solving complex problems, both benchmark
ones (as well-known multi-dimensional functions, e.g. Rastrigin, Schwefel
etc) and more practical ones (like Optimal Golomb Ruler or Low Auto-
correlation Binary Sequence). However the already classic design of the
EMAS (these metaheuristics have been developed for over 15 years) has
still many places for improvement. Hybridization is one of such means,
and it turns out that incorporating Differential Evolution mechanisms
into EMAS (altering the reproduction strategy by making it more social-
aware) improves the accuracy of the search. This paper deals with discus-
sion of selected means for hybridization of EMAS with DE, and provides
an insight into the efficacy of the novel algorithm compared with classic
techniques based on multidimensional benchmark problems.

Keywords: Metaheuristics · Agent-based computing ·
Differential evolution · Hybrid algorithms

1 Introduction

Some of the problems are so difficult that it is necessary to use special algo-
rithms. If the problem cannot be solved in a deterministic way in a reasonable
time, it is a good idea to use metaheuristics, also known as last chance methods.
One of the advantages of metaheuristics is that they do not need any information
about the search space. This is useful in solving combinatorial problems or other
complex ones. There is not and there will not be one method that will solve any
problems with the same accuracy. It is necessary to look for new metaheuris-
tics (cf. Wolpert and MacReady [24]). However, it is worth considering and not
produce the metaheuristics only for the sake of using another inspiration (cf.
Sörensen [22]). Krzysztof Cetnarowicz proposed the concept of an Evolutionary
Multi-Agent System (EMAS) in 1996 [6].
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This metaheuristics consists of a set of agents—entities that bear appear-
ances of intelligence and are able to make decisions autonomously. The basic
mechanism is the decentralization of evolution and decomposition of the popu-
lation. The task is divided into parts, and each of them goes to another agent.
EMAS have several useful functions. First one is lack of global control—agents
co-evolve independently of any superior management. High speed of finding solu-
tions is owing to parallel ontogenesis—agents may die, reproduce, or act at the
same time. Many discrete and continuous problems was successfully solved by
EMAS. It was thoroughly theoretically analyzed, along with preparing of for-
mal model proving its potential applicability to any possible problem (capability
of being an universal optimizer, based on Markov-chain analysis and ergodicity
feature) [1].

1996 was also the year of the publication of Differential Evolution (DE) by
Storn and Price [23]. This stochastic algorithm is based on a population of solu-
tions. DE optimizes real-valued multidimensional functions without gradients.
It is based on cyclical attempts to improve the candidate solutions. It is possible
to use DE to optimize discontinuous or time-varying problems.

The hybrid method presented in this paper is based on coupling two meta-
heuristics, namely EMAS and DE. It’s allow the EMAS agents to run DE steps
to improve solutions. It should be noted, that DE not use gradients, and thus
its synergy with EMAS seems to be even more attractive than e.g. introducing
of a certain steepest-descent method that we have already done in the past [17].

The paper is organized as follows. After this introduction a number of hybrid
DE and evolutionary methods are referenced, leading the reader to the short
recalling of EMAS basics and later presenting the DE and its hybridization with
EMAS. Next the experimental results comparing EMAS-DE hybrid with the
base model of EMAS are shown, and finally the paper is concluded with some
remarks.

2 Differential Evolution and Its Hybrids

DE was originally developed as a real-valued parameter optimization algorithm
[23], however multiple researchers successfully proven its usefulness in case of
hybridization with both global optimization and local search algorithms [8].
Therefore, it is still a matter of interest for many engineers struggling with find-
ing global optima of complex functions. This section presents firstly a high-level
description of the DE algorithm, then discusses briefly hybrids of DE and other
optimization methods, and finally motivates the legitimacy of this research.

2.1 Differential Evolution Algorithm

In fact, DE may be viewed as a framework defining a skeleton for computations,
which must be completed with building blocks forming the specific evolutionary
algorithm. A block diagram presenting all stages of any DE algorithm is pre-
sented in the Fig. 1. Every DE algorithm begins with the generation of initial
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population, then subsequent steps are performed. Each step consists of three
succeeding actions applied to each of individuals forming the population: muta-
tion based on difference vector(s), recombination and selection. At the end of
any step, a new population is created and acts as an input for the next step.
The next paragraphs introduce briefly each of aforementioned stages, however
their full descriptions and mathematical formulations can be found in [8,23].

Fig. 1. Block diagram of the DE algorithm.

DE algorithm acts on a population of individuals in order to find a point in
a multidimensional, generally finite, search space, which determines the global
optimum of an objective function. It is naturally possible to be more than one
such point, however in this paper it is assumed that we are looking for at least
one optimal solution, not all. An individual is usually a multidimensional, real-
valued point (also known as a genotype) belonging to the search space and acting
as a solution of the problem under optimization. The population is subjected to
cyclic evolution, which produces new individuals owning other (and possibly
better, i.e. closer to the optimal one) solutions. In order to start the process
of evolution, an initial population has to be created. It is usually achieved by
uniform sampling of the search space. The size of a population (given as a control
parameter NP ) is constant over time.

The first stage in the process of evolution is mutation. The goal of a mutation
operator is to provoke random disturbance of a parent genotype (also known
as a target) in order to obtain a slightly different solution (also known as a
donor). In case of DE, a donor solution is obtained by picking the base solution
and perturbing it with a difference of other solutions, scaled by a mutation
parameter (given as a control parameter F ). This high-level description is the
first gap which must be fulfilled in order to create a complete variant of the DE
algorithm. There are multiple mutation methods, which are distinguished by
strategies of choosing the base solution (e.g. random solution, current (target)
solution, the best solution from current population) and the perturbing solutions
(e.g. a difference of: two randomly chosen solutions, the best solution and a
randomly chosen one). However it must be noted that random solutions have to
be sampled from current population for each target solution independently and
they must be pairwise distinct from each other and from the target solution.

Crossover (also called recombination), applied as the second stage of any evo-
lution step, enhances diversity of the evolving population. This operator forms
new, trial solution by exchanging parts of genotypes between the target and the
donor solutions. As in the case of mutations, there are multiple recombination
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strategies, while two of them - binomial (also known as uniform) and exponen-
tial (also called two-point modulo) - are the most often used. Both the methods
work stochastically and include an average of crossover rate (given as a control
parameter CR) portion of the donor’s genes to the trial solution (and the rest
of its genes belongs to the target solution). However, the exponential crossover
operator always includes a coherent fragment of donor’s genotype to the trial
genotype, while the binomial crossover operator decides whether to choose either
target’s or donor’s gene (corresponding to a single real-valued coordinate of a
solution point) for the trial genotype.

The last stage of the evolution step is selection. The goal of a selection opera-
tor is to preserve constant population size from one cycle to another by deciding
whether the target solution should survive to the next generation, or maybe
it should be replaced with a newly-created trial solution. There is rather one
common strategy adopted for solution operators which promotes to the new
population this individual, which genotype determines not greater (in case of
minimization problems) value of the objective function.

As already presented above, a DE algorithm is built by employing spe-
cific mutation and recombination operators which highly impact on its
optimization capabilities. Different variants of DE methods are classified
under the Family of Storn and Price [8] introducing a string notation
DE/[basis]/[perturbation]/[selection]. The DE prefix is common to all DE algo-
rithms; the [basis] parameter represents a strategy of choosing the base solution
for the mutation operator (usually it is one of: rand (random solution), curr
(target solution) or best (best solution)); the [perturbation] attribute denotes
the number of perturbation vectors used by the mutation operator (usually its
value is one or two); finally, the [selection] feature indicates the selection strategy
adopted by the algorithm (usually either exp for exponential or bin for binomial).

2.2 Hybrids of Differential Evolution

DE algorithm has proven efficiency in hybridization with both global opti-
mization and local search methods [8]. Although the DE scheme is inherently
designed for real-valued parameter optimization, there are multiple research
works towards its adaptation to the problems of discrete and binary optimiza-
tion [8]. The next paragraphs introduce some the most significant concepts
for hybridization of DE with other algorithms, however a quite comprehensive
overview on this topic is covered by [8].

Synergy between DE and Particle Swarm Optimization (PSO) has been
examined by many researchers adopting multiple different approaches. One of
the most popular methods of introducing a cooperation between these two algo-
rithms is to integrate DE steps into the PSO evolution scheme. For example,
Hendtlass [13] proposed to perform DE steps on swarm particles only at certain
intervals, while Zhang and Xie [26] suggested to perform DE and PSO steps
alternately. Another approach to combining the two algorithms in question is to
incorporate the DE succession scheme into PSO. This idea was adopted by Das
et al. [7], who constrained the PSO algorithm to update positions of only these
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particles, which improve their fitness. Finally, Kannan et al. [15] used DE as a
meta-optimizer for adaptive improvement of PSO control parameters.

There are also numerous research works treating about hybridization of DE
with other (mainly bio-inspired) global optimization algorithms, such as: Any
Colony Optimization (ACO) [21], Simulated Annealing (SA) [19], Grey Wolf
Optimizer (GWO) [14] and Artificial Immune Systems (AIS) [12]. In case of
combining DE with local search methods (exploring small research space in the
neighborhood of the solution found by DE), many strategies have also been devel-
oped, including: Hill Climbing [20], Variable Neighborhood Search [25], Random
Walk and Harmony Search [18], Nelder-Mead Search and Rosenbrock Search
[5]. Similarly to the hybrids of DE and global search algorithms, local search
methods are usually responsible for either improving solutions found by DE or
elaborating optimal values for DE control parameters [8].

Conducted review of existing solutions results in the statement that there
are no hybrid solutions combining DE and agent-based evolutionary algorithms,
such as EMAS. Therefore, this research tries to address the aforementioned issue
by implementing three algorithms: classical EMAS, pure DE in the agent-based
environment and EMAS/DE hybrid acting on a population of agents as in the
case of an ordinary EMAS algorithm and performing additional DE steps in some
iterations. This approach is expected to enjoy the benefits of both agent-based
computing (presented in Sect. 3.1) and proven efficiency of DE and its hybrids
in solving complex, high-dimensional, real-valued parameter optimization
problems.

3 Hybridization of Differential Evolution and EMAS

3.1 Evolutionary Multi Agent-Systems

Evolutionary Multi Agent-System [6] can be treated as an interesting and quite
efficient metaheuristic, moreover with a proper formal background proving its
correctness [1]. Therefore this system has been chosen as a tool for solving the
problem described in this paper.

Evolutionary processes are by nature decentralized and therefore they may
be easily introduced in a multi-agent system at a population level. It means that
agents are able to reproduce (generate new agents), which is a kind of cooperative
interaction, and may die (be eliminated from the system), which is the result of
competition (selection). A similar idea with limited autonomy of agents located
in fixed positions on some lattice (like in a cellular model of parallel evolutionary
algorithms) was developed by Zhong et al. [27]. The key idea of the decentralized
model of evolution in EMAS [16] was to ensure full autonomy of agents.

Such a system consists of a relatively large number of rather simple (reactive),
homogeneous agents, which have or work out solutions to the same problem (a
common goal). Due to computational simplicity and the ability to form inde-
pendent subsystems (sub-populations), these systems may be efficiently realized
in distributed, large-scale environments (see, e.g. [2]).
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Agents in EMAS represent solutions to a given optimization problem. They
are located on islands representing distributed structure of computation. The
islands constitute local environments, where direct interactions among agents
may take place. In addition, agents are able to change their location, which
makes it possible to exchange information and resources all over the system [16].

In EMAS, phenomena of inheritance and selection—the main components of
evolutionary processes—are modeled via agent actions of death and reproduc-
tion (see Fig. 2). As in the case of classical evolutionary algorithms, inheritance
is accomplished by an appropriate definition of reproduction. Core properties
of the agent are encoded in its genotype and inherited from its parent(s) with
the use of variation operators (mutation and recombination). Moreover, an agent
may possess some knowledge acquired during its life, which is not inherited. Both
inherited and acquired information (phenotype) determines the behavior of an
agent. It is noteworthy that it is easy to add mechanisms of diversity enhance-
ment, such as allopatric speciation (cf. [4]) to EMAS. It consists in introducing
population decomposition and a new action of the agent based on moving from
one evolutionary island to another (migration) (see Fig. 2).

Fig. 2. Evolutionary multi-agent system (EMAS)

Assuming that no global knowledge is available, and the agents being
autonomous, selection mechanism based on acquiring and exchanging non-
renewable resources [6] is introduced. It means that a decisive factor of the
agent’s fitness is still the quality of solution it represents, but expressed by
the amount of non-renewable resource it possesses. In general, the agent gains
resources as a reward for “good” behavior, and looses resources as a conse-
quence of “bad” behavior (behaviorism here may be understood as, e.g. acquir-
ing sufficiently good solution). Selection is then realized in such a way that
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agents with a lot of resources are more likely to reproduce, while a low level of
resources increases the possibility of death. So according to classical Franklin’s
and Graesser’s taxonomy—agents of EMAS can be classified as Artificial Life
Agents (a kind of Computational Agents) [10].

Many optimization tasks, which have already been solved with EMAS and
its modifications, have yielded better results than certain classical approaches.
They include, among others, optimization of neural network architecture, multi-
objective optimization, multimodal optimization and financial optimization.
EMAS has thus been proved to be a versatile optimization mechanism in prac-
tical situations. A summary of EMAS-related review has is given in [3].

EMAS may be held up as an example of a cultural algorithms, where evolu-
tion is performed at the level of relations among agents, and cultural knowledge
is acquired from the energy-related information. This knowledge makes it pos-
sible to state which agent is better and which is worse, justifying the decision
about reproduction. Therefore, the energy-related knowledge serves as situa-
tional knowledge. Memetic variants of EMAS may be easily introduced by mod-
ifying evaluation or variation operators (by adding an appropriate local-search
method).

3.2 Hybrid EMAS

The adopted hybridization strategy of EMAS and DE incorporates single DE
steps for each member of population with specific energy. Therefore, single step
of the hybrid algorithm is either equivalent to the EMAS step or consists of the
EMAS step enriched by single DE step, possibly improving the results.

The EMAS algorithm, similarly to the DE method, begins with generating
initial population by uniform sampling of the search space. Then, multiple steps
are performed, one by one, simulating evolution of the population. Unlike the
DE scheme, single EMAS step is rather holistic, i.e. single step function manages
the whole population, while the DE step is associated with an individual and
replicated to all members composing the population.

The EMAS evolution process starts with mating individuals randomly. Each
member of the population may be paired with at most one another individual
(or stay alone). The selected pairs participate in the process of sexual reproduc-
tion, while the not selected individuals are subjected to the process of asexual
reproduction.

If both of the parents satisfy given reproduction predicate (associated with
acquiring sufficient amount of resources), an offspring genotype is produced by
applying a recombination strategy. Then, the newly-created genotype is also
mutated, and finally a proportional part of both parents’ resources is trans-
ferred to the child. Conversely, if at least one of the parents does not satisfy
the reproduction predicate, a fight operator is applied to them. In this case, an
individual with better fitness wins the fight and a portion of loser’s resources is
absorbed by the winner.
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In case of asexual reproduction, only a mutation operator is applied (natu-
rally, crossover is not applicable to a single genotype). The mutated genotype
forms an offspring, who acquires proportional amount of parent’s energy. How-
ever, if the parent does not satisfy the reproduction predicate, the whole repro-
duction process is discarded.

Descendant genotypes, created during both sexual and asexual reproduction
processes, are then merged and evaluated by the objective function. Finally,
the whole population (parents and children) is putting together. Each of the
individuals is then evaluated, whether it meets a death predicate (associated
with lack of resources). If so, given member is eliminated from the population.

Once in a while, the population of living genotypes is subjected to the process
of migration to other islands (workplaces). There are generally two main strate-
gies of choosing the individuals to switch workplaces: either randomly select
members of the population or the best ones are migrated. Regardless of the
method chosen, chosen individuals are removed from the current population and
will be added to populations living on neighboring islands before starting the
next step. The remaining agents survive to the next step on the same workplace.

The hybrid algorithm, similarly to the other two methods in question, gener-
ates an initial population on start up and performs multiple evolution cycles. As
briefly mentioned before, single step of the hybrid algorithm always performs an
EMAS step and it sometimes enables an additional DE step for each individual
satisfying certain preconditions. A block diagram presenting single iteration of
the hybrid algorithm is presented in the Fig. 3.

Fig. 3. Block diagram of the hybrid step.

The DE step is performed after successful completion of the EMAS step if a
global predicate is satisfied. This condition is similar in spirit to the EMAS part
of the hybrid algorithm, because its evaluation impacts the whole population
(i.e. the DE step is totally discarded for each member of the population if this
predicate evaluates to the false value). In case of this research, the global
predicate allows to perform the DE step only for members with energy between
70 (initial energy) and 100 (threshold of reproduction), however multiple other
conditions may be adopted (e.g. once in a time interval or at early/late stages
of the evolution only).
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When the holistic predicate is satisfied, each individual belonging to the pop-
ulation returned by the EMAS step (containing all non-migrated, alive agents)
is tested against the DE-application predicate. In case of the implementation for
this research, this predicate allows only specific genotypes to perform the DE
step.

When both predicates are met, single DE step is performed for each indi-
vidual satisfying given preconditions. Here, several details have to be addressed.
Firstly, implemented DE and hybrid algorithms perform mutation with the pop-
ulation limited to current workplace, thus - in case of multiple workplaces - donor
vectors are calculated on the basis of solutions belonging to individuals living
on the same island (therefore the DE step is naturally not applied to agents
intended for migration) as the target solution. Furthermore - because of the DE
scheme, which does not consider energy parameters of agents - an offspring geno-
type created within the DE step replaces current genotype of the agent under
mutation, while the amount of energy held by this agent remains unchanged.
Finally, adopted DE selection operator promotes either trial or target (original)
solution, depending on values of the objective function corresponding to them.
Hence, there is no need to introduce additional selection operator choosing which
genotype (i.e. the one returned by the EMAS step or the one yielded by the DE
operator) should be finally included in the final population, because this issue is
covered by the DE succession scheme.

4 Experimental Results

The experiments were performed taking advantage of AgE 3 platform1, which is
distributed, agent-based computational platform developed by Intelligent Infor-
mation Systems Group. The platform was further developed in order to combine
DE with EMAS. Finally, three evolutionary, islands-aware algorithms: classi-
cal EMAS, pure DE and EMAS hybrid with additional DE steps have been
implemented and evaluated on three benchmark functions: Griewank, Rosen-
brock and Sphere. This section provides a comprehensive description of adopted
control parameters, algorithms’ configuration, conducted tests and their results.

The experiments were conducted on a laptop with following specification:
Intel Core i5-8250U CPU 1.6 GHz, 1800 MHz, 4 Cores, 8 Logical Processors;
8 GB Physical Memory (RAM); OS Microsoft Windows 10 Pro 64-bit.

4.1 Test Scenarios

Each of the three implemented algorithms was evaluated on three well-
known, colorred multidimensional benchmark functions for optimization, namely
Griewank, Rosenbrock and De Jong functions [9].

1 http://www.age.agh.edu.pl.

http://www.age.agh.edu.pl
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(a) 200-dimensional Rosenbrock function (b) 500-dimensional Rosenbrock function

(c) 200-dimensional Griewank function (d) 500-dimensional Griewank function

(e) 200-dimensional Sphere function (f) 500-dimensional Sphere function

Fig. 4. Best fitness values in the time domain for the selected benchmark functions.

Tests were conducted as follows. Firstly, configuration of all three algorithms
was elaborated separately for each test function. Values of control parameters
and recombination strategies were choosing empirically, however they were based
on suggestions from other researchers such as [8,11]. Afterwards, the simulations
were carried out by performing ten runs of each algorithm for each test func-
tion. The optimization processes in question are stochastic, they have to be
evaluated statistically by analyzing data gathered from multiple experiments.
Finally, quantitative analysis of implemented algorithms was performed by plot-
ting and analyzing charts presenting best fitness values obtained and the number
of objective function evaluations depending on time.

Each of the charts presented in Fig. 4 consists a box plot describing the best
values of an objective function obtained for all individuals in the population
depending on the computing time. Blue color is the results of EMAS, red of DE
algorithm and green of Hybrid algorithm. Mean, median, standard deviation,
minimum and maximum of results can be found in Table 1.
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4.2 Configuration

For each of the algorithms, an initial population consisted of 30 individuals for
each workplace. Furthermore, all three algorithms were run with identical struc-
ture of workplaces and migration details. The living space of agents consisted
of three fully connected (in a form of triangle) workplaces, while the migration
process was conducted once in five hundred iterations. During the migration, five
percent of randomly selected agents were moved to another island. Finally, both
agent-based algorithms (i.e. EMAS and hybrid) were configured with the same
energy parameters. Each newly-created individual received a deposit of 70 units
of energy (i.e. non-renewable resources) and was intended to die when it lost
all its resources. During both sexual and asexual reproduction, a parent agent
transferred 30% of its energy to a child, whereas a fight loser forfeited 10 units
of energy in favor of a winner.

In EMAS Gaussian mutation was used (μ = 0, σ = 0.1, rate: 0.2), while in
DE: DE/rand/1/bin with mutation factor 0.1 and crossover rate 0.1. In the case
of hybrid algorithm, the DE mutation was the difference of two best individuals
multiplied by mutation factor, the mutation factor F = 1.5, the DE crossover
rate CR = 0.1, the DE step interval was 1. Note that the main goal of this
research is to examine how DE impacts on EMAS algorithms, thus - in order
to prevent the objectivity of research - the EMAS-related parameters for hybrid
algorithm were configured in the same way as for the classical EMAS algorithm.
Each run of the algorithm was 30 s.

4.3 Discussion of the Results

Looking at the Fig. 4, it can be seen that EMAS achieved good results, DE better,
but the best results were achieved by the hybrid – they have reached the lowest
values for all the tested functions. This applies to both the 200-dimensional and
500-dimensional problems. There is a chance that the hybrid would get better
results if the experiment continued because it did not get stuck in the local
minimum like other algorithms.

Analyzing the data on the Griewank charts, one can notice a significant
impact of the DE algorithm on EMAS. The hybrid improved its score throughout
the experiment, achieving a much better result than the base metaheuristics.
This appears in both sizes of test function.

The next results placed on the charts also confirm the positive influence of
both algorithms on themselves. For this size of problems, using a hybrid is much
better than any of the component algorithms.
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Table 1. Results of EMAS, DE and Hybrid algorithms for all problems.

EMAS

Mean Median SD Minimum Maximum

Griewank 200 2.65 2.64 2.32 × 10−1 2.31 3.09

Griewank 500 5.92 5.84 4.68 × 10−1 5.36 7.02

Rosenbrock 200 6.72 × 107 6.72 × 107 2.05 × 107 3.51 × 107 1.12 × 108

Rosenbrock 500 2.28 × 108 2.25 × 108 3.44 × 107 1.86 × 108 2.96 × 108

Sphere 200 7.45 × 103 7.58 × 103 1.11 × 103 5.59 × 103 9.03 × 103

Sphere 500 1.90 × 104 1.89 × 104 1.28 × 103 1.77 × 104 2.23 × 104

DE

Mean Median SD Minimum Maximum

Griewank 200 1.12 × 10−2 4.08 × 10−3 1.82 × 10−2 1.09 × 10−3 6.37 × 10−2

Griewank 500 2.19 × 10−1 1.47 × 10−1 1.67 × 10−1 5.74 × 10−2 6.05 × 10−1

Rosenbrock 200 2.99 × 104 1.48 × 104 4.22 × 104 5.48 × 103 1.48 × 105

Rosenbrock 500 8.68 × 105 8.30 × 105 5.60 × 105 3.10 × 105 2.32 × 106

Sphere 200 1.46 4.08 × 10−1 1.68 8.23 × 10−2 4.73

Sphere 500 4.98 × 101 4.80 × 101 1.62 × 101 2.91 × 101 7.70 × 101

Hybrid

Mean Median SD Minimum Maximum

Griewank 200 1.75 × 10−3 1.14 × 10−5 5.21 × 10−3 2.79 × 10−6 1.74 × 10−2

Griewank 500 2.18 × 10−2 2.09 × 10−2 6.58 × 10−3 1.18 × 10−2 3.65 × 10−2

Rosenbrock 200 3.90 × 102 3.55 × 102 7.78 × 101 2.85 × 102 5.08 × 102

Rosenbrock 500 4.37 × 103 4.15 × 103 9.14 × 102 3.21 × 103 6.30 × 103

Sphere 200 3.57 × 10−4 2.76 × 10−4 3.29 × 10−4 3.12 × 10−5 1.29 × 10−3

Sphere 500 1.24 1.17 1.73 × 10−1 1.10 1.72

5 Conclusion

In this paper we have presented a hybrid optimization algorithm consisting in
introducing differential evolution into agent-based computing system as a means
for mutation. The presented experiments show that the hybrid algorithm out-
performs the reference algorithms on the tested function with varying dimen-
sionality. The presented results encourage further research, i.e. in the following
steps, complex agent-based metaheuristic algorithm will be developed, putting
together different nature-inspired techniques (such as complex mutations like
the one presented in this paper, memetic local search and others). The general
idea is to support the exploitation at the individual agent’s perspective, giving it
the means for improving the local search, while maintaining the exploration by
controlling these individuals in the decentralized way as parts of the agent sys-
tem. The presented paper may be treated as a sound step towards constructing
of such metaheuristic algorithm.
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Abstract. The paper describes Ant Colony Communities (ACC) and verifies
their usefulness for Dynamic Travelling Salesman Problem (DTSP). DTSP is a
version of the classical TSP in which the distance matrix change in time.
The ACC consists of a set of separate ant colonies with a server that coordinates
their work and sends them cargos of data for processing. The colonies could be
distributed over many computers working in a LAN or even over Internet. Such
a mode of operation is especially useful for dynamic tasks where solutions must
catch up with the changing environment. The ACC is used for the regular ACO
and its version designed for dynamic environments: PACO and Immigrant ant
colonies. The experiments show that for all types Ant Colonies the introduction
of the community boots the performance. The routes are far shorter than in the
case of original colonies.

Keywords: Dynamic TSP � Ant Colony Community � PACO �
Immigrant based colonies � Parallel implementation of ACO

1 Introduction

The Travelling Salesmen Problem is an ideal problem for computer science. It is
extremely simple: find the shortest path that connects all cities without revisiting any one
on them and yet any attempt to solve it using brute force approach is doomed to failure.
Even for a set of just 50 cities the number of all possible solutions is equal to 3,04141E
+64 exceeding by far the weight in kilograms of visible universe. There is no algorithmic
solution to the problem and we have to resolve to heuristics solutions. An extensive
survey of used here metaheuristics is in [1]. The problem is not a just mathematical
puzzle, it has numerous practical applications especially in planning and logistics [2].
Adding dynamics that is allowing the distances to change over time makes this hard
problem more challenging. For over 30 years this is an active area of research [3].

With the lack of algorithmic solutions to the TSP we have to resolve to heuristic
approaches. Among them we have genetic algorithms, simulated annealing, tabu
search, and ant colony optimization. The last approach was introduced by as early as
mid-90’s by Dringo [4] and still counts among the most popular of them.

The paper is organized as follows. The second section presents some basic infor-
mation about the regular ACO and popular ways of adopting it to distance changes.
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The next section is describes the architecture and operational rules of a Community of
colonies. The Graph Generator which is responsible for the distance dynamics used in
our study is described in the 4th Section. During the experiment the standard ACO,
PACO and Immigrant based ACO are run within the ACC environment. The experi-
ment results and their interpretation are presented in the next, 5th section. The results
confirm that the introduction of the community boots the performance of all algorithms
under study. The paper concludes with some ideas for future research work.

2 Related Work on Ant Based Solutions for TSP

Ant Colony Optimization (ACO) is a popular metaheuristic that is used to find
approximate solutions to difficult optimization problems, especially for Travelling
Salesman Problem (TSP). As in other metaheuristics the key issue is to generate a
sequence of plausible solutions while mitigating the danger of premature results
stagnation.

At first the basic model is described, followed by its variants useful for dynamic
version of TSP.

2.1 ACO Basics

In ACO the optimization task is transformed into the problem of finding the best path
on a weighted graph. The search for a solution is constructed by a number of ants that
traverse the graph depositing pheromone on their way. Two values are associated with
all graph edges: ηk,j and sk,j. The former denotes the some property of an edge con-
necting the nodes k and j (e.g. length of route separating the nodes or time necessary to
travel from one node to another) whereas the latter (sk,j) represents the pheromone
level. The pheromone level matrix represents a collective knowledge of all about the
usefulness of edges.

There many ACO variants. All of them share some basic functionality. The solution
is the result of many iterations. Each iteration starts with placing the ants in a random
manner on the nodes or vertices. Initially the memory of an ant is empty. At each step of
an iteration an ant decides which node from those not yet visited to select. The use-
fulness of an edge leading from node r to node t is measured by a quality function qf(r, t):

qf ðr; tÞ ¼ sðr; tÞa � gðr; tÞb ð1Þ

Where a and b are positive real parameters that specify the relative importance of
pheromone and heuristic data.

An ant can work in deterministic or nondeterministic mode of operation. In the
former one it just selects a node that maximizes qf(r, t) function. In the latter one the
selections is done according to a stochastic process with the following probability
function:

prðr; tÞ ¼ qf ðr; tÞP
u2Any

qf ðr; uÞ ð2Þ
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Any is the set of all not visited nodes. Another parameter specifies what is the
probability of the above modes. The ants deposit pheromone on the edges and the
pheromone evaporates. The precise way in which this is done is ACO variant specific.

2.2 Ant System (AS)

Ant System is the predecessor of all ACO approaches. The node selection is done
always with the probability specified by formula (2). The pheromone values are
updated by all ants once they have completed the tour. To update the pheromone level
we use the formula (3).

sr;t ¼ 1� qð Þsr;t þ
Xm
k¼1

Dskr;t ð3Þ

Where:

q 2 0; 1ð �: is the evaporation rate
m: the number of ants
Dskr;t is the quantity of pheromone laid on the edge connecting vertices r and t by the
k-th ant.

Dskr;t ¼
1
Lk
if ant k used the edge from r to t

0 otherwize

�
ð4Þ

Where Lk denotes the length of ant’s k route. Pheromone on not selected edges
evaporates at the q rate. Additionally the pheromone levels on edges selected by an ant
increase inversely proportionally to the length of its solution.

2.3 Ant Colony System ACS

The ACS node selection process is not completely probabilistic as in the case of AS. It
is controlled by a parameter q0 2 0; 1½ � and a randomly generated number q that also
belongs to [0, 1]. If q� q0 then the selection is non deterministic and the formula (2) is
used. The former mode of operation is called exploitation whereas the latter is known
as exploration. Such a selection rule could result in a rather greedy operation mode,
especially for q0 close to 1. To mitigate the danger of premature stagnation of solutions
the local update rule is introduced. It is performed by all ants after each construction
step on the last edge traversed.

sr;t ¼ 1� dð Þsr;t þ ds0 ð5Þ

Where s0 is the initial value of pheromone and d 2 0; 1½ � is pheromone decay
coefficient. Here the global update procedure looks much the same as for AC but only
the route found the best so far ant is taken into account.
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2.4 Max-Min Ant System

The Max-Min Ant System (MMAS) attempts to preserve the diversity of generated
solutions by imposing limits on pheromone levels. Let us assume that at certain iter-
ation the pheromone level is very large or small. In that case the corresponding edge
has a very high or very low probability of being selected. This phenomenon could be
not favorable as it may cause stagnation of paths generated in subsequent iterations.
The distinguished features of MMAS are:

• The new value of pheromone update is calculated by the following formula:

si;j ¼ 1� qð Þsi;j þDsbesti;j

Where Dbest
i;j ¼ 1=Lbest and depending on implementation Lbest is the length of the

iteration best or best so far route.
• The resulting is further adjusted to stay within predefined range:

si;j ¼ min max smin; si;j
� �

; smax
� �

• The value of smin is experimentally chosen.
• smax is set to 1= q � LBð Þ. Lb stands for the shortest path, in case it is not know it is

the best so far solution.
• The initial value for all si;j is set to smax.

2.5 Population Based ACO (PACO)

As its name suggest PACO uses a population of ants to update the pheromone matrix.
This is a way to preserve the diversity of its search. The node selection procedure is the
same as in standard ACO. For a population of K ants for the first K iterations there is no
pheromone evaporation at all [5]. The iteration best ant is just added to the population.
After each following iteration the best ant enters the population replacing one that is
already there. Adding an ant to the population requires modifying the pheromone levels
on all edges of its route using the formula (6)

si:j ¼ s0 þD p 2 Pj i; jð Þ 2 pf g ð6Þ

where:

D ¼ smax � s0
K

p is the ant added to the population P of size K
smax is maximal allowed value for pheromone level
s0 is the initial value for pheromone value.
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Removing an ant from the population requires that the D amount of pheromone be
removed from the edges of its route. As you can see the update procedure does not
depend on the quality of the ant’s route. Such an updating procedure reduces the
computational complexity of PACO in comparison to ACO makes room for many
optimization procedures described e.g. in [6].

There are 3 basic ways for selecting the ant to remove from the population:

(1) age-based: the oldest ant is removed, in mimics the FIFO strategy.
(2) quality-based: the iteration best ant is admitted to the population only if its route

length is shorter than the length of the worst populations ant
(3) elitist-based: it is like quality-based approach but the comparison is always with

the population’s best ant. If the current iteration path is shorter then we replace the
elitist ant with the new one. Otherwise we follow the FIFO operation mode. There
is always a different way in pheromone update level. For the best ant it is te *smax
where smax and te are a parameters. For the rest of ants the used formula is:

D � 1� #eð Þ
K � 1

Unlike the age-based strategy the elitist strategy quarantines that the best so far
solution is always present in the population and on the other hand it eliminates older
solutions quickly than the quality based rule.

2.6 Immigrant Schemes for ACO

Immigrant schemes are a modification of PACO that was designed especially for
dynamic environments [7]. As in PACO we have here a population of “best” ants but it
changes in a more radical way than previously. The population does not replace just
one ant with another one but rather replaces a large number of worst ants with newly
generated ants. The newly introduced ants could be:

• Randomly generated: the path is randomly generated.
• Based on elitism principle: the path of best ant is modified in such a way that two

randomly selected nodes are switched.
• Follow hybrid operation manner in which both above approaches are combined.

3 Ant Colony Community

ACO is computing intensive. Pretty soon the researches realized, that in order to
shorten processing time we have to resolve to parallel implementations. The first
parallel versions of the ACO were presented just a few years after their introduction [8].
A fairly comprehensive presentation of different approaches to parallelism for AC is in
[9]. This paper gives a new taxonomy for the AC parallelism.

The crucial factor that differentiates the solutions is the scope of interaction
between individual ants. In non-parallel versions, the behavior of each ant impacts the
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operation of all other ants. For parallel implementations this calls for hardware support
due to communication overhead. This, however, limits drastically the number of
possible ants. Therefore other approaches reduce the level of ant interaction. They
include:

• master-slave model: the multiple clients are controlled in a centralized way by a
server;

• cellular model: the distance matrix is divided into small, overlapping neighborhoods
and a single colony communicates directly other colonies, each one solving its part
of the problem;

• parallel independent model: the ACOs run concurrently, without any communica-
tion among them;

• multi-colony model: the ACOs interact directly with each other by periodically
exchanging best solutions, there is no server at all.

3.1 Ant Colony Community (ACC) Architecture

ACC is a version of the master-slave model. Its previous version was described in [10].
The measures for the approximation of communities’ computational power and its
scalability are given in [11]. Its two implementations are described in a follow-up paper
[12]. The first one uses a number of workstations communicating via Sockets and the
second is implemented using in the Hadoop environment. Both of them were applied
successfully for the traditional, static TSP.

The Master of ACC sends packages of data, called in what follows cargos, to Ant
Colonies, receives the results of their work and evaluates them. A cargo includes a
complete specification of the optimization task: the distance and pheromonematrixes and
the parameters that define ACO operation - the number of ants, iteration number e.c.t.
A client processes the data and then sends to the Master the best found route and an
updated pheromone matrix.

In this paper describes an extension of the ACC that aims at adopting it to
DTSP. The server and clients are augmented by the environment component. The
overview of the ACC architecture is presented on the Fig. 1.

Each rounded block on the Fig. 1 represents a separate process. The processes
communicate via low level and efficient sockets mechanism. This make ACC highly
flexible. The processes could run on a single computer, computers located on a LAN or
ever spread over Internet. Once the connection is established the transfer of data via
sockets is very efficient and the difference in the transfer rate between processes that
run a on single computer or on a LAN is not significant. Most of the rectangles of a
process run a single thread. This is not valid for: the processes Client and Server.
In ACO each ant is implemented by a single thread. The Cargo Dispatcher component
of the server has a dedicated thread to handle each Client.

A more detailed specification of the obligation if the components is included in
Table 1.
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Fig. 1. An overview of ACC components

Table 1. Functionality of ACC components

Component Tasks

Distance
monitor

Every n milliseconds examines the current distance matrix
Evaluates the route lengths for the solutions kept in the Cargo pool
Selects the best route and calculates the Cumulative Path Length (CPL)

Graph
generator

Changes the distance matrix, see Sect. 4

Cargo pool Stores cargos with partial solutions delivered by client ACO’s
The Pool has a fixed size, new coming cargos are processed according the
elitist principle that is a new cargo is inserted into the Pool if it contains a
path shorter than the longest of paths included already in the Pool

Cargo
dispatcher

Selects a cargo from the Cargo Pool
Maintains a separate thread for each client ACO
Sends cargos to the designated client and receives calculated solution

Master
interface

Establishes the connection to the Master
Receives a cargo with data to process
Creates a new ACO to process data
Sends results to the Master

ACO Processes data with parameters specified by the Master Interface
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4 Dynamic Environment

The Dynamic TSP was introduced for the first time by Psaraftis in [13] who up to now
remains a key figure in research in the area and has recently published a review paper
[3]. In most papers on DTSP, a simple model of distance changes is used. The model
assumes that a certain number of nodes are deleted and new nodes are added to replace
them to the distance matrix. In our opinion such a mode of operation has three
shortcomings:

• The binary nature of modifications (a connection is operational or not) corresponds
well to some applications like airline connections but it fails to model cases where
the distance could change in a more subtle way. Consider the case when the matrix
represents not distance but rather time necessary to travel from one node to another.

• The algorithm has to be omniscient in order to instantly know the edges to elimi-
nate. This is not necessary a case of many real-life applications.

• Less drastic changes in distances make such an algorithm not useful.

For these reasons, we have adopted a more realistic approach. A distance matrix is
replaced by a graph generator. In what follows we uses a slightly modified version of a
graph generator described early in [14]. The number of nodes remains the same and the
generator modifies an existing distance matrix. Its operation is controlled by 3
parameters:

• sleep-time (ST): the time expressed in milliseconds between distance changes.
• individual severity factor (ISF): a coefficient that specifies the scope of changes of a

single distance
• total severity (TS): the sum of all distance changes.

During a modification the distances could increase or decrease but the average
distance length remains the same. Not changing the average is very important as it
enables us to evaluate efficiency of work by comparing the results obtained for the
static version of the matrix. The code to calculate the new value of a single distance is
presented on Fig. 2.

The ISF limits the scope of distance modification, the random number generator is
used to mitigate the change. During the experiments, two graph generators were used.
Their properties are in the Table 2. The number of nodes was equal to 50.

Table 2. Properties of graph generators used in experiment

Graph
generator code

ST in
seconds

ISF TS Description

RB
(Rare Big)

10 0.7 100 Graph modification are Rare (every 10 s) but Big both in
individual range and total scope

FS
Frequent Small

1 0.2 10 Graph modifications Frequent (every 1 s) but rather
Small
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5 Analysis of Experiment Results

The aim of the experiment was to studied in what impact has the ACCwhen applied to the
original ACO, PACO and ACO with immigrants. In all cases the client colony was the
modified version of ACO as described by Chirico [15]. Their parameters were not opti-
mized as the taskwas to assess the scope of impact the Community. The population size of
PACOwas 20 and the replacement rulewas age based. The immigrants based version also
used a population of 20 ants. The number of immigrants was fixed and set to 5.

The graph generators introduced in Sect. 4 were used. The number of nodes and the
number of ants in each cargo was equal to 50. The change rate of the FS generator was
rather fast. One second sleep-time is roughly sufficient for a regular client to process a
cargo that has a graph with 50 nodes, 50 ants and 50 iterations. Standard ACO is not
capable of delivering any decent results with just 50 iteration as their typical number
exceeds 1000. On the other hand the distances were not much changed the ISF was
equal to 0.2. The RG generator with sleep-time of 10 s gives more time for opti-
mization but the inflected distance modification are more severe with ISF set to 0.7.
The performance is measured by the Cumulative Path Length (CPL) calculated by the
Distance Monitor, see Sect. 3.

During the experiments the CPL is measured over a 5 min time period. That mean
that even for the slow changing RG generator had 30 times modified the distances.
Therefore the data are statistically significant. The calculation of CPL took place every
10 ms.

The results are shown in the Tables 3, 4 and 5. Note that the rows with client
number and pool size booth equal to 1 represent the basic version that does not use
ACC.

There are several conclusion that could be drawn from the tables.

Fig. 2. Code used by the graph generator for modifying distances.
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Table 3. Cumulative Path Length for standard ACS

RB (Rare Big) generator FS Frequent Small generator
#iter #cls #pool CPL #iter #cls #pool CPL

75 15 1 1640.3 75 15 25 1485.6
75 15 25 1663.8 75 15 1 1486.7
75 1 25 2019.4 75 1 25 1573.2
200 15 25 2361.2 75 1 1 1934.5
200 15 1 2449.8 200 15 25 2100.7
75 1 1 2608.7 200 1 25 2193.1
200 1 25 3366.2 200 1 1 2540.3
200 1 1 4475.0 200 15 1 28075

Table 4. Cumulative Path Length for PACO

RB Rare and Big FS Frequent Small
#iter #cls #pool CPL #iter #cls #pool CPL

75 15 25 1628.7 75 15 25 1328.5
75 15 1 1823.4 75 15 1 1509.2
75 1 25 2076.9 75 1 25 1861.6
200 15 25 2351.0 200 15 25 2020.8
200 15 1 2463.1 200 15 1 2035.1
75 1 1 3244.9 200 1 25 2654.5
200 1 25 3733.3 75 1 1 2711.7
200 1 1 4985.3 200 1 1 4213.2

Table 5. Cumulative Path Length for immigration based ACO

RB Rare and Big FS Frequent Small
#iter #cls #pool CPL #iter #cls #pool CPL

75 15 25 1606.0 75 15 25 1543.4
75 15 1 1732.0 75 15 1 1633.6
75 1 25 2174.8 75 1 1 1809.3
200 15 25 2433.9 75 1 25 1891.5
200 15 1 2541.0 200 15 25 1930.4
75 1 1 3413.7 200 15 1 1939.0
200 1 25 3513.1 200 1 1 2487.3
200 1 1 4406.5 200 1 25 2704.6
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• In all cases the introduction of ACC has resulted in a very significant reduction of
the CPL, in most case it is at least 2 times shorter than for non-parallel version.

• The data generated by RB graph is more hard to optimize. The difference between
the best and the worst result is far larger than in the case of the FS graph generator.

• It is worth noting that the most geared up version of ACC with 15 clients and a pool
of 25 solutions handles RG data almost as efficiently as the data from a much more
stable FS graph.

• The various tested versions of ACO achieve not much different results.
• PACO and immigrant versions of ACO are more susceptible to the community

introduction than the basic version.
• Decreasing the number of iterations is necessary but not sufficient.
• Increasing the number of clients is useful. It the hardware resource do not allow for

large number of clients, increasing the pool size may help.

Increasing the number of clients makes higher demands on used computer power.
This is not necessary a significant disadvantage. The ACC is supposed to utilize the
previously not utilized computer idle time. In the paper [11] contains a method of
estimating workload of a hardware configuration and balancing it so it does not harm
the responsiveness of a workstation.

6 Conclusions

The results of all reported here experiments strongly indicate that the ACC approach
offers a substantially decreases the length of routs found by all tested versions of ACO.
The dynamics of route lengths described in the paper is in our opinion capable of
simulating many real life phenomena. These are the main contributions of the paper.

Parallelism relies on computer power but it is not a significant disadvantage.
Ubiquitous of computers power and its ever decreasing cost prompt us to look at
proposed methods from a slightly different angle. We have interests not only in the
computational complexity of a solution but also in a degree to which its operation could
be run in parallel. The paper follows that way of thinking. The distribution of tasks to
computers spread over local area network or even the Internet makes it highly scalable.
The communication overhead necessary for the ACC to operate is not great and the
experiments show, that the lack of direct cooperation of individual ants from different
colonies does not impact much the achieved results.

The optimization of Ant Colonies parameters is an hard task. It’s inherent inde-
terminism and the complexity of interactions between ant make analytical optimization
not possible. Experiments show that the higher the number of ants is the better is the
quality of delivered solutions. ACC makes it possible to increase their number without
increasing the processing time.

ACC was previously successfully applied to static TSP but is real power is visible
when we use it for the DTPS. The paper documents an initial stage of work on the
subject. The next stage will involve a more detailed analysis of the impact of the
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number of iterations. This should enable us to propose an adopting schema to ACO to it
adjusts the iteration number to the current changeability rate of the distance matrix as
well as more advanced routines for pool handling and an adaptation of these ideas to
the Hadoop version.
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Abstract. Physical layer security (PLS) approach for wireless commu-
nication can prevent eavesdropping without upper layer data encryp-
tion. In this paper, we consider the transmission of confidential message
over wireless channel with the help of multiple cooperating relays in
the Decode-and-Forward cooperative scheme. Based on an information-
theoretic formulation of problem we take into account a wireless network
system, in which an one-way relay wireless system including a source, a
legitimate destination, multiple trusted relays and multiple eavesdrop-
pers. For decode-and-forward beamforming protocol in the presence of
one eavesdropper, the closed-form optimal solution is derived for the
relay weights. For another case, when the communication system has the
presence of multiple eavesdroppers, it becomes more difficult to find the
optimal solution of the secrecy rate maximization problem. Hence, there
are several criteria were considered leading to a suboptimal but simple
solution. Specifically, nulling out the message signals completely at all
eavesdroppers results in a simpler form of this problem and a suboptimal
solution is explicitly obtained. In this paper, we propose a new approach
based on the well known method, DC programming and DCA to solve
the original problem, without considering any additional constraints.

Keywords: Decode-and-Forward · Relay beamforming ·
Physical layer security · DC programming and DCA

1 Introduction

In wireless communication systems, generally security measure are implemented
in the upper layers of protocol stack by using cryptographic algorithms. How-
ever, current advances in computation technology pose threats for such sys-
tems, prompting many researchers to explore alternatives a secrecy method such
as PLS.
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Since 1975, the PLS approach was introduced by Wyner [1] and subsequent
works [2,3] have been interested in the information-theoretic aspects of PLS.
There are three common cooperative models in PLS in literature, they are
Decode-and-Forward (DF), Amplify-and-Forward (AF), and Cooperative Jam-
ming (CJ). In this paper, we concentrate to deal with DF scheme.

The remaining paper is structured as follows. The state-of-the-art in PLS
on DF relaying networks and short introduce DC programming and DCA are
presented in the rest of Sect. 1. In Sect. 2, we showed the secrecy rate maximiza-
tion problem derived from the system model. The existing work is described
in Sect. 3. In Sect. 4, we showed how to apply DC programming and DCA for
solving the considered problem. Finally, Sects. 5 and 6 reported the numerical
results and the conclusions, respectively.

1.1 PLS with DF Beamforming Scheme

DF relaying cooperative network for improving transmission quality in the
absence of any eavesdropper were presented in many papers in several years
ago, but this relaying cooperative scheme for improving communication secu-
rity in the present of one or more eavesdroppers were considered in recent years
[10–12].

If the communication system has one eavesdropper, the achievable secrecy
rate will be is

Rs = max{Rd − Re} (1)

In which the maximum is taken over possible input covariance matrices, Rd and
Re are the achievable rates of the channel between the source and destination,
and the channel between the source and eavesdropper, respectively.

When the total relay power constraint was considered, the maximal secrecy
rate problem is completely solved by the generalized eigenvalue [10,12]. In the
case of individual power constraint, the above problem becomes more difficult
to solve, it is nonconvex problem and thus intractable. A general method to deal
with this case is the semidefinite relaxation (SDR) technique, and in [12], we
showed that it can be solved efficiently by using DC programming and DCA.

If the communication system have multiple eavesdroppers, the achievable
secrecy rate will be is

Rs = max min
j

{Rd − Rj
e}, (2)

In which the maximum is again taken over possible input covariance matrices, Rj
e

is the achievable rate of the channel between the source and the jth eavesdropper.
The problem (2) always is nonconvex and difficult to solve. The existing method
for solving this problem [10] is showed in the Section below.

1.2 Brief Introduction to DC Programming and DCA

DC (difference of convex functions) programming and DCA (DC algorithms)
were launched by Pham Dinh in 1985 and have been well exploited by Le Thi
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and Pham Dinh since 1994 [5–7]. These tools are increasingly used by many
researchers all over the world due to their advance and efficiency. Many works
show the success of DC programming and DCA in solving many large-scale non-
smooth non-convex programs in various fields such as communication system
[8] and other areas [9]. Furthermore, the performance of DCA is shown to be
superior to that of the other standard methods. That is reason why we choose
the method based on DCA in order to find a better solution compared with the
proposed one for the problem described above.

A standard DC program involves minimizing a function f(x) = g(x) − h(x)
on a convex set C in which g(x) and h(x) being lower semicontinuous proper
convex functions on C. In other words, a DC program can be stated as follows.

m = inf{f(x) := g(x) − h(x) : x ∈ C}

Where the function f(x) is called a DC function, g(x) − h(x) is a DC decompo-
sition of f(x), g(x) and h(x) are DC components of f(x).

DCA is for dealing with the DC program above. The idea of DCA is simple,
thus it is not difficult to implement DCA. From an initial point, the second DC
components h(x) is approximated by its linear minorant at that point, which
results in a convex subproblem. The optimal solution of this convex subproblem
is used to approximate the second DC component in the next iteration. This
process is repeated until a stopping condition is satisfied. The steps of DCA can
be summarized below

1. Initialization. Choose an initial point x0.

2. Repeat.
Step 1. Calculating yk ∈ ∂h(xk)
Step 2. Compute xk+1 as the solution of the subproblem
inf{g(x) − [

h(xk) − 〈x − xk, yk〉] : x ∈ C}
Step 3. k ← k + 1,

3. Until stopping condition.

To the best of our knowledges, DCA can efficiently solve even large-scale
DC programs and not many existing algorithms can do that like DCA. The
simplicity but efficiency, robustness and the scalability of DCA make it more
and more popular and become one of top choices for researchers when handling
optimization problems (see the list of references in [9] and those therein).

Notation: In this paper, the notations (Δ)T , (Δ)† and (.)∗ are transpose, con-
jugate transpose and conjugate, respectively; Ik denotes the identity matrix of
size k × k; E{.} represents for expectation; 〈., .〉 is the inner product and ‖.‖ is
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the Euclidean norm. Column vectors are denoted by bold lowercase letters while
matrices are denoted by bold uppercase letters. D(a) is the diagonal matrix with
a on its main diagonal. Re(.) and Im(.) are the real and imaginary part of its
argument, respectively.

2 System Model

The system consists of a single source (S), a single destination (D),M relays
nodes (i ∈ M = {1, 2, ...,M}) and K eavesdroppers k ∈ K = {1, 2, ...,K}, as in
Fig. 1. In this system, we assume that there is no any direct transmission from
the source to the destination or to the eavesdroppers. The channel gain from a
node p to a node q is denoted by a complex constant hpq.

Fig. 1. Channel model

There are two phases in DF protocol. In the first phase, the source (S) broad-
casts signal xs to its trusted relays using the first transmission slot with power
E(|xs|2) = 1. The received signals at the M relays, stacked in vector y(M × 1),
equal

yr =
√

PshSRxs + nr (3)

Where nr is the background noise vector at relays that has a Gaussian distribu-
tion with zero mean and variance of σ2

r , and Ps is the average transmit power
of source. Recalling that P is the overall power for transmitting the symbol, it
holds that 0 < Ps < P.

In the second phase, we assume that all M relays successfully decode the
source message, then re-encode the message and cooperatively transmit the re-
encode symbols to the destination, using the second transmission slot. Specif-
ically, each relay normalizes the decode message and then multiplies it by the
weight factor, stacked in vector w(M ×1), and let xr be the re-encode symbol at
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relays. When transmitting the symbol xr, the received signal at the destination
and the eavesdropper jth are given by

yd = ΣM
m=1hrdwmxr + nd, (4)

ye,j = ΣM
m=1hre,jwmxr + ne,j (5)

Where hrd = [h1d, · · · , hMd] and hre,j = [h1e,j , · · · , hMe,j ] , j = 1, ..,K are the
channel coefficients between the relays and the destination, and the relays and
the jth eavesdropper, respectively; nd and ne,j are the Gaussian background
noise components at the destination and the jth eavesdropper.

The transmit power budget for second phase, on relays, is Pr = P − Ps.
Based on the (4) and (5), the rate at the destination and the jth eavesdropper

are

Rd =
1
2

log(1 +
w†Rrdw

σ2
), (6)

Re,j =
1
2

log(1 +
w†Rre,jw

σ2
), (7)

where Rrd = hrdh
†
rd and Rre,j = hre,jh

†
re,j . From (6) and (7), the achievable

secrecy rate is given by

Rs = max
w

min
j

{Rd − Re,j} ,

which can be written as

Rs(w) = max
w

min
j=1..K

(
1
2

log(1 +
w†Rrdw

σ2
) − 1

2
log(1 +

w†Rre,jw
σ2

)
)

. (8)

The optimization problem (8) could be formulated as

max
w

min
j=1..K

(
1
2

log(1 +
w†Rrdw

σ2
) − 1

2
log(1 +

w†Rre,jw
σ2

)
)

(9)

s.t. w†w ≤ Pr.

The problem above is called the original secrecy rate maximization problem.
Determining the weights factor (w) for the original problem of secrecy rate
maximization (9) might be difficult. In the following, we present the existing work
to solve this problem and then we propose a method which uses DC programming
and DCA for that problem.

3 Existing Work

In [10], the original problem (9) was transformed to an easier form and a simple
closed-form solution was found.

By introducing addition constraints w†Rre,jw = 0, ∀j ∈ 1..K, the signal
is completely nulled out at all the eavesdroppers in Stage 2. Note that in this
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case the condition M > K is needed. In the case of M ≤ K we cannot null out
signals at all eavesdroppers.

By nulling the signals at the eavesdroppers, the capacity to the eavesdroppers
in Stage 2 becomes zero, the problem (9) is reduced to

max
w

1
2

log(1 +
w†Rrdw

σ2
) (10)

s.t. w†w ≤ Pr

w†Rre,jw = 0, ∀j ∈ 1..K.

Because of the feasible set of (10) is narrower than that of (9), thus (10) only
provides a suboptimal secrecy rate.

The optimization problem of maximizing the achievable secrecy rate in (10)
can be equivalently formulated as

max
w

w†Rrdw (11)

s.t w†Rre,jw = 0, ∀j ∈ 1..K

w†w ≤ Pr.

In [10], it is shown that the use of the equality power constraint (w†w = Pr)
is equivalent to the inequality constraint (w†w ≤ Pr). The optimization problem
of maximizing the achievable secrecy rate in (11) is referred to as the null-steering
beamforming in the array signal processing literature, and its optimal solution
is given by [10]

w =
√

Pr

‖(IN − Pre)hrd‖ (IN − Pre)hrd. (12)

Where Pre = Rre(R†
reRre)−1R†

re is the orthogonal projection matrix onto the
subspace spanned by the columns of Rre.

4 DC Programming and DCA for Problem (9)

In this section, we offer a DC decomposition then design a DCA for solving the
original secrecy rate maximization problem (9). The objective function of this
problem can be rewritten as follows

Rs(w) = max
w

1
2

log(1 +
w†Rrdw

σ2
) − 1

2
log max

j=1..K
(1 +

w†Rre,jw
σ2

)

=
1
2

max
w

log
σ2 + w†Rrdw

maxj=1..K(σ2 + w†Rre,jw)
. (13)

The optimization problem of maximizing the achievable secrecy rate in (13)
with the total relays power constraint can be equivalently formulated as the
following problem.
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min
w,τ

−σ2 + w†Rrdw
τ

(14)

s.t w†w ≤ Pr

σ2 + w†Rre,jw ≤ τ,∀j ∈ 1..K

τ > 0.

The problem (14) can be transformed to a real form as below.

min
τ,x

−σ2 + xTZx
τ

(15)

s.t xTBjx ≤ τ − σ2,∀j ∈ 1..K

xTx ≤ Pr

τ > 0,

where

x =

[
Re(w)
Im(w)

]
, Z =

[
Re(Rrd) − Im(Rrd)
Im(Rrd) Re(Rrd)

]
and Bj =

[
Re(Rre,j) − Im(Rre,j)
Im(Rre,j) Re(Rre,j)

]

The above problem is restated as a standard DC program below:

min
τ,x

G(τ,x) − H(τ,x) (16)

s.t xTBjx ≤ τ − σ2, j = 1, ..,K

xTx ≤ Pr

τ > 0,

where G(τ,x) = 0 and H(τ,x) = σ2+xTZx
τ .

The function H(τ,x) is smooth when τ > 0 and its gradient at the point
(τ l,xl) is

yl = ∇H(τ l,xl) =

⎡

⎢
⎣

− σ2

(τl)2
− (xl)TZxl

(τ l)2

2Zxl

τ l

⎤

⎥
⎦ .

The DCA scheme corresponding to the DC decomposition G(τ,x) − H(τ,x)
in (16) is designed as follows.
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DCA Scheme:
Initialization: Choose a random initial point x0, τ0 > 0, and set l =
0, v0 = (τ0,x0)
Repeat: l = l + 1, Calculating vl = (τ l,xl) by solving this convex sub-
problem:

min
v=(τ,x)

0 − 〈
yl−1,v

〉
(17)

s.t xTBjx ≤ τ − σ2,∀j ∈ K

xTx ≤ Pr

τ > 0.

Until: (‖vl−vl−1‖
1+‖vl‖ ≤ ε or |f(vl)−f(vl−1)|

1+|f(vl)| ≤ ε), where f(vl) = σ2+(xl)TZxl

τ l

5 Numerical Results

In this section, the performance of DCA is compared with that of the former, Null
steering algorithm. The channel coefficients are drawn from a complex Gaussian
distribution with zero mean and variance σ2 = 1. The number of relay is set to
M = 10 while the number of eavesdroppers is set to K = 5, 7, 9 respectively.
The reported results were taken average over 100 independent trials.

Fig. 2. Secrecy rate vs. power relay constraint
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It can be observed from Fig. 2 that the secrecy rate achieved by both algo-
rithms is increasing with the relay power while decreasing with the number of
eavesdroppers. DCA always provides better secrecy rates than the Null steering
does in all cases. Especially, when the number of eavesdroppers is larger, the
secrecy rates produced by DCA are far superior to those of the existing one.

6 Conclusion

In this work, we have solved the secrecy rate maximization problem derived from
a Decode-and-Forward relay beamforming networks having multiple eavesdrop-
pers. We restate this problem in a form of DC program and design the DCA
scheme for solving it. The numerical results show that DCA is more efficient
than the existing one in terms of secrecy rate. In particular, the larger number
of eavesdroppers is, the bigger gap of optimal values obtained by DCA and the
existing one is. In other words, our DCA-based approach designed the beam-
forming coefficients that achieves better secrecy for the considered system while
satisfying the relay power constraint.
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Abstract. This paper presents a group recommendation system that
focuses on helping users to search for an item that is agreed upon by all
users in a group. We consider the case with a group of two users as a
starting point and regard the search process for the recommended item
as a negotiation process between the two users. More specifically, after
the user’s preferences are inputted in the proposed system, the system
maps possible items on a two dimensional-plane according to the item’s
utility values for the two users. The users are expected to negotiate their
preferences to reach an agreement. To examine the characteristics of the
proposed system, simulation experiments are conducted with four differ-
ent user models, which are created based on conflict resolution behaviors
as described in human psychology literature. These four user types are
represented by different parameter values to control their behaviors. The
paper presents the simulation experiments and their results.

Keywords: Group recommender system · Negotiation model ·
User model · Simulation

1 Introduction

With the development of Web technology, the amount of information that users
can access has increased in recent years; moreover, an increasing amount of
research has focused on developing a recommendation system [12]. Many of these
studies have focused on recommending things to individuals, while many recom-
mendation scenarios involving multiple users can be considered in such domains
as TV programs, music, collaborative learning support, and electronic libraries,
which are promising target areas for group recommendation systems [8].

An implicit goal of a group recommendation system is to recommend an
item that satisfies each group member [5]. Thus, simply aggregating results of
the recommendations targeted for each group member often does not suffice.
For example, for the task of finding a travel destination for a group trip, the
recommendation fails if one member of the group is not satisfied with the rec-
ommended destination. It is therefore necessary to identify the item that group
c© Springer Nature Switzerland AG 2019
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members can agree on. To cope with this, we view the process of finding an item
as a negotiation process [1], and we thus create a recommendation system that
helps users to explore possible recommendations and adjust their preferences to
find an item that each member is satisfied with.

In this paper, we use a case with two users as a starting point. After the users
input their requirements, the system shows a recommended item. If both users
are satisfied with the recommended item, the recommendation process ends.
Otherwise, the system lets the users change their preferences so that another
item can be recommended. Since a user’s preferences may depend on the other
user’s preferences, it is difficult for a user to know his/her exact preferences from
the start. Thus, it is important to allow a user to change his/her preferences to
reach an agreement.

With two users, we can plot items on the two-dimensional plane where the
x-axis corresponds to the item’s utility value for one user and the y-axis corre-
sponds to the item’s utility value for the other user. In that way, the system can
provide users with a global view of the current search space and offer a hint to
update their preferences to reach a possible agreement. In a sense, the role of
the proposed system is to act as a facilitator to prompt users to change their
preferences.

The remainder of the paper is organized as follows: Sect. 2 describes related
work, and Sect. 3 presents our proposed mechanism for a group recommendation
system. Section 4 presents the simulation experiments conducted to examine the
characteristics of the proposed mechanism, and Sect. 5 presents and discusses the
experimental results. Section 6 concludes the paper and describes some future
work.

2 Related Work

Several studies have proposed different approaches for a group recommendation
system. For example, a dialog function is equipped in the system and through
dialogues among multiple users, users’ preferences are extracted [11]. Changing
the degree of importance of the recommended items based on users’ feedback or
critiques and reflecting the users’ preferences to the recommendation are shown
to be effective approaches [9,10]. For a group recommendation method, Delic et
al. generated a user model based on the human-specific dynamics in a group [3].
To improve the effectiveness of the item recommendation, a method to maximize
the average satisfaction of group users was also proposed [2].

To solve the problem of being able to satisfy all group users, a system was
proposed that urges group users to negotiate among themselves to determine
their preferences [6,16]. The system assigns an intelligent agent to each group
member, and the agent negotiates on behalf of the group member.

It is the user’s role to judge whether the recommended item is useful or not.
The recommendation system is considered to act as a neutral facilitator and
support the user’s decision-making process; thus, a good quality of recommen-
dation and satisfaction of item selection can be expected [1,14]. While Rossi
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et al. considered the conflicting styles among group users in negotiation situa-
tions and used them to support users’ decision-making [15], we apply conflict
resolution styles among group users to construct user models for the simulation
experiments in this paper.

3 Proposed Group Recommendation Mechanism

3.1 Data Model

We assume that there are m items from which a recommendation is made.
Each item is characterized by n attributes. That is, item ti (1 ≤ i ≤ m) has
n attributes to describe its features. For each attribute j (1 ≤ j ≤ n), item ti
has an evaluation function eval

(ti)
j , which accepts user’s requirement value for

the corresponding attribute and returns a score that represents how much the
user’s requirement is satisfied by the item regarding the attribute. We set the
range of this evaluation function to be between 0 and 1.

The users’ requirements are represented as a list of values, each of which
corresponds to attribute j. The requirement of user uk for attribute j is repre-
sented as r

(uk)
j . Note that the range of a requirement differs from one attribute

to another. For example, an attribute that corresponds to the price of an item
has a different value range from an attribute that corresponds to the size of an
item.

To select an item to recommend, we calculate a utility of item ti for user uk,
utility(uk)(ti) as follows:

utility(uk)(ti) =

∑n
j=1(w

(uk)
j · eval(ti)j (r(uk)

j ))
∑n

j=1 w
(uk)
j

, (1)

where w
(uk)
j is a weight to represent how much the corresponding attribute j has

an effect on user uk’s utility value. This weight is assumed to be in the range of
1 . . . 5, and its default value is set to 3. We call a combination of a user’s require-
ment r(uk)

j for an attribute and attribute weights w(uk)
j , user preferences. In the

process of searching for an agreement, the user updates their user preferences.

3.2 Control Flow

Figure 1 shows the overall control flow of the proposed system. First, users input
their initial preferences, which consist of requirement values for all attributes
and weights of attributes. Then, the system calculates the utility value of each
item for the two users. Here, we assume that the two users negotiate the items to
reach an agreement. If the two users adopt a monotonic concession protocol [4]
for negotiation and they follow Zeuthen strategy [17], it is known that they can
reach an agreement that maximizes the product of both users’ utility values [13].
Based on this observation, we calculate the product of both users’ utility values
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Gather users' initial preferences. 

Are both users satisfied?  

Start

Calculate items' utility for each user.

Recommend an item whose product of
utilities is the largest. 

End

Yes

Let an unsatisfied user(s) change their
preferences. 

No

Are there remaining items  
to be recommended? 

End

No

Yes

Fig. 1. Overall control flow of the proposed system

of all the possible items and select the item that has the maximum value. If
there are multiple items with the highest value, one item is selected at random
and presented to users as a recommended item.

If both users are satisfied with the recommended item, the recommendation
process ends. If either user is unsatisfied with the recommended item, the system
enters the exploring phase.

3.3 Exploring Phase

In the exploring phase, the user who is not satisfied with the recommended
item is required to change their preferences. The system plots items on the two-
dimensional plane, where the x-axis corresponds to the item’s utility value for
one user and the y-axis corresponds to that for the other user. Figure 2 in Sect. 4
shows an example of these plots.

The users are expected to change their preferences (weight or requirement)
so that another item can be found that both parities agree on. Changing the
weight will change the utility value of the items, leading to a change in the
recommended item. We also allow the user to change their requirements as the
search for an agreement continues. To avoid falling into an infinite loop, a pre-
viously recommended item is not recommended again.
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4 Simulation Experiments

To examine the characteristics of our proposed recommendation system, we con-
ducted simulation experiments as explained below.

Table 1. Initial user preferences for uA and uB

Attribute price distance access landscape crowdedness barrier free

Requirement (r
(uk)
j ) 1000 10 3 4 3 4

Weight (w
(uk)
j ) 3 3 3 3 3 3

4.1 Dataset

We manually created a dataset of sightseeing spots in Okinawa prefecture, Japan.
The dataset contains 12 sightseeing spots (m = 12), and each sightseeing spot
is described by six attributes (n = 6), which we define as follows:

– price: amount of money expected to be needed at the sightseeing spot.
– distance: distance from the nearby airport (assumed to be Naha airport in

this dataset).
– access: how easy it is to access the sightseeing spot.
– landscape: how beautiful is its landscape.
– crowdedness: how crowded it is.
– barrier free: how easy it is for people with disabilities to visit.

Here, access, landscape, crowdedness, and barrier free are represented as the five-
star scores from reviews. Thus, the value range of these attributes is between 1
and 5. Table 1 shows the initial user preferences of two users uA and uB . Note
that a weight of an attribute is in the range 1 to 5.

4.2 User Model

To simulate the different personalities of the users, we considered four types of
user models based on the interpersonal conflict-handling behavior, as described
by Kilmann et al. [7], who considered personality dimension on two axes: coop-
erativeness and assertiveness (Table 2).

In our simulation experiments, these user types determine the threshold
value of whether the user is satisfied with the recommended item or not. Here,
we assume that if the minimum value of the results of evaluation function
for each attribute is equal to or higher than the satisfaction threshold, the
user is satisfied with the recommended item. That is, minj eval

(ti)
j (r(uk)

j ) ≤
satisfaction threshold. To reflect the characteristics of each user type in the sat-
isfaction threshold, it is set according to the first column of Table 3.

Since an avoiding user type avoids any confrontation, the threshold value is
set to 0, meaning that the user agrees on any item the system recommends.
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Table 2. User types used in the simulation experiments (based on [7])

User type cooperativeness assertiveness Description

collaborating high high They retain their preferences,
and they respect others’
preferences

accommodating high low They prioritize others’
preferences and suppress
their own preferences

competing low high They prioritize their
preferences without
considering others’
preferences

avoiding low low They show no interest in
their preferences or those of
others

Table 3. Characteristics of each user type

User type satisfaction threshold How to change the user’s preferences

collaborating 0.8 Change requirements (r
(uk)
j )

accommodating 0.7 Change requirements (r
(uk)
j )

competing 0.9 Change attribute weights (w
(uk)
j )

avoiding 0.0 —

In the exploring phase, there are two options for changing a user’s preferences:
requirement or attribute weights. Since collaborating and accommodating user
types have higher levels of cooperativeness, for these user types, changing a user’s
preference is implemented by changing user’s requirement (r(uk)

j ). By contrast,
a competing user type has lower cooperativeness, and their user preferences are
updated by changing attribute weights (w(uk)

j ). Note that, as the avoiding user
type does not participate in the exploring phase, it is not necessary to define the
method used for changing the user’s preferences.

When the user’s requirement needs to be changed, we select the attribute
with an evaluation value that is lower than the threshold value of 0.8 and change
its requirement value. The amount of change depends on the attribute; in the
simulation experiments, the value of the price attribute is set to 500, meaning
that the price requirement is loosened by 500; the value of distance attribute is
set to 10 and the other attributes are set to −1. As for changing a weight, we
select the attribute(s) with an evaluation value that is lower than the threshold
of 0.9, and we increase their weight(s) by 1 and decrease the weights of the other
attributes by 1.
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4.3 Example Execution

Let us assume that the two users, uA and uB , have initial preferences as shown
in Table 1. We calculate the items’ utility values for uA and uB and plot the
items on the two-dimensional plane: the x-axis represents utility(uA) and the
y-axis represents utility(uB) as shown in Fig. 2(a). Since both users have the
same preferences, all items are plotted on the line of y = x. The system will
recommend the item that is the furthest from the origin.

Let us also assume that both users are not satisfied with the recommended
item. They change their preferences, and the items’ utilities are recalculated as
shown in Fig. 2(b).

Figure 3 shows a snapshot of sightseeing spots during the simulation run.
This chart shows a sightseeing spot’s evaluation value of each attribute being
plotted on the two-dimensional plane whose x-axis corresponds to uA and whose
y-axis corresponds to uB .
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Fig. 2. Example visualization of items based on their utility (x-axis: utility(uA); y-axis:
utility(uB))

5 Experimental Results and Discussion

Since there are four user types, and two users are assumed to have the same
user preferences, there are 10 different patterns for pairing the user types in
the experiment. Table 4 presents the simulation results, showing the product of
the two users’ utility values when the agreement is reached, and the number of
rounds needed to reach the agreement. In Table 4, fail means that the agreement
could not be reached even if all the items were tried.

As seen in the results, out of 10 possible patterns, an agreement was reached
for six patterns ({collaborating, collaborating}, {collaborating, accommodating},
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Fig. 3. Example snapshots of a sightseeing spot’s evaluation value for each attribute

Table 4. Simulation results (the product of users’ utility values when the agreement is
reached and the number of rounds before the agreement is reached) for a pair of user
types

uA uB

collaborating accommodating competing avoiding

collaborating 0.94/3 0.94/3 fail 0.81/3

accommodating — 0.94/3 fail 0.81/3

competing — — fail fail

avoiding — — — 0.85/1

{collaborating, avoiding}, {accommodating, accommodating}, {accommodating,
avoiding}, and {avoiding, avoiding}).

This result indicates that it is essential to consider the preferences of the
other user, because collaborating and accommodating user types could reach an
agreement after just three rounds. Since there are 12 items in the dataset used
in the simulation experiments, the number of possible maximum rounds is 12.
In this sense, these two user types contribute well to reaching an agreement.

By contrast, the competing user type did not reach an agreement. Since
the competing user type has low collaborativeness, we modeled it to change the
attribute weights instead of changing the user’s requirements when the recom-
mended item is not satisfactory. However, this method turned out to be less
effective for reaching an agreement, and the competing user type did not succeed
in finding an agreement.

In addition, for the avoiding users, an agreement was reached immediately,
since the avoiding user type considers any item satisfactory. Thus, the exploring
phase was not required to reach an agreement.
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6 Conclusion and Future Work

This paper proposed a method for exploring possible agreements in a group
recommendation system, in which a user’s preferences might depend on other
users’ preferences. We viewed a group recommendation system as a support
for negotiation among group members, which let users update their preferences
while exploring possible recommended items. To examine the characteristics of
the proposed system, we constructed different user models based on the behav-
ioral patterns of human personality, and we conducted simulation experiments.
Although the user types greatly influenced the results, certain user models could
reach an agreement.

With two users, the proposed system used a monotonic concession protocol
to derive the recommended items and visualized the search space on a two-
dimensional plane. Our future work will lift this limitation of being applicable
for only two users. In addition to applying a monotonic concession protocol, our
future work will consider various social choice functions for selecting an item. A
visualization method is also needed to adapt to the method of selecting an item
for recommendation.

The current recommendation mechanism visualizes items’ utility values and
waits for a user to change their preferences. However, the system might need
to actively participate in the negotiation process. For example, when a system
detects that a user is not an active participant, the system needs to give such
advice as “Please critique the recommended item,” or “Please change your prefer-
ences.” The timing of giving such advice also needs to be considered; one possible
option would be when the system detects that a user fails to make significant
changes to their user preferences.

From the viewpoint of evaluating the recommender system, another venue for
future work would be to make a more elaborate user model. The current model
reflects different user types in terms of the difference in the threshold values and
how the user preferences are updated. Thus, we may need to consider the number
of rounds in the exploring phase. For example, after a certain number of rounds
have elapsed, the threshold may need to be lowered or the user preferences may
need to be changed. More detailed user models would make it easier to evaluate
a group recommender mechanism more realistically.

In our simulation experiments, we used virtual user models created from
the theoretical user types in the negotiation process. However, we also plan to
conduct evaluation experiments with real users to show the effectiveness of our
proposed system and to verify how much the virtual user models we created
reflect real users.
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Abstract. The paper presents a new differential cryptanalysis attack
based on memetic algorithms. A prepared attack is directed against the
ciphertext generated by one of the most popular ciphers named Data
Encryption Standard (DES) reduced to six rounds of an encryption algo-
rithm. The main purpose of the proposed MASA attack is to indicate
the last encryption subkey, which allows the cryptanalyst to find 48 from
56 bits of decrypting key. With a simple comprehensive search, it’s pos-
sible to get the remaining 8 bits. The memetic attack is based on the
simulated annealing algorithm, used to improve the local search process,
to achieve the best possible solution. The described algorithm will be
compared with a genetic algorithm attack, named NGA, based on an
additional heuristic operator.

Keywords: Differential cryptanalysis · Memetic algorithms · DES ·
Cryptography · Simulated annealing

1 Introduction

The growing popularity of computers entails an increase in demand for more and
more advanced security measures. This is primarily related to the improvement
of security techniques currently in use. Over the last few decades, engineers in
this area have designed special protocols and encryption algorithms covering
such security aspects as confidentiality, integrity and undeniability. The main
objective of the cryptography is to maintain the secrecy of the real image of the
plaintext and of the decryption key [1]. The purpose of the encryption algorithm
is not to hide the fact of the existence of information, but to transform it into a
form that remains unreadable [2].

The discipline dealing with searching for weak points of cryptographic sys-
tems, consisting mainly in recreating plaintext or decryption key, is dealt with by
cryptanalysis. In most cases it is assumed that the attacker knows the details of
the cipher, and sometimes even its implementation. If it is not possible to break
the cryptographic algorithm, knowing how it works, it is certainly not possible

c© Springer Nature Switzerland AG 2019
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to break it without knowing how the algorithm works [1]. Therefore, the security
of the cipher is based only on the security of the key.

In 1990 Biham and Shamir developed a new cryptanalytic attack, based on
the analysis of the difference between prepared pairs of plaintexts, namely dif-
ferential cryptanalysis [3]. Until today this technique is used as one of the most
popular methods of attack against symmetric block ciphers. Modern crypto-
graphic algorithms carry out the encryption process by means of several encryp-
tion rounds, based on Feistel’s network assumptions and a generalized network of
substitutions and permutations S-P [2]. The high complexity of these algorithms
made the verification of basic security measures, and thus the use of differential
cryptanalysis too time-consuming.

In order to improve the efficiency of the attack, a combination of memetic
algorithms (MA) and the differential cryptanalysis algorithm has been proposed.
The developed attack enables automatic rejection of subkeys with the worst value
of the fitness function. This allows for an optimal narrowing down the solutions
space. Additional analytical properties of MA improve the process of local search
in order to achieve the best possible solution in the shortest possible time. Good
results of MA suggest their effective use when testing the immunity of other
symmetric block ciphers and cryptographic systems used in industry. Breaking
the cryptographic algorithm is equivalent to solving the NP -hard problem [4].

Evolutionary computation (EC ) methods, such as genetic algorithms (GA)
or MA, are becoming more and more popular in the field of computer security.
In 2007 the first attacks using GA on a simplified version of the DES cipher
were published [5,6]. In recent years, many publications have been published
focusing on the optimization of cryptanalytic processes with the use of various
evolutionary techniques, such as evolutionary algorithms (EA) and GA [6–8],
MA [9,10], cuckoo search algorithms (CSA) [11,12] or the particle swarm opti-
mization algorithm (PSO) [13].

The next chapter of this paper presents the DES encryption algorithm. In the
third chapter the basics of differential cryptanalysis of DES cipher are discussed.
The next chapter describes the proposed memetic attack. The fifth chapter con-
tains the results of individual tests together with a comparison with the NGA
algorithm mentioned in [7]. In the last section a summary and future plans are
presented.

2 Symmetric Block Ciphers

The basic feature of symmetric block ciphers is the presence of one K key
used simultaneously for encryption and decryption of information. These ciphers
divide the message into a finite set of blocks of equal length that are processed
one by one. Each block of data is transformed into a block of encryption of
the same length. Most block ciphers have been designed in such a way that
the avalanche effect is as large as possible and has been present from the very
beginning on encryption algorithm [1].
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2.1 Data Encryption Standard (DES)

DES is an encryption algorithm that transforms 64-bit plaintext blocks into
64-bit encryption blocks using a 64-bit encryption key [2,14]. The encryption key is
reduced to 56 bits, by removing every eighth bit, used to verify key correctness. The
key is then decomposed into a set of six 48-bit subkeys dedicated to each round of
the algorithm, K1, ...,Kn [1]. Figure 1 shows a 6-roundDES encryption algorithm.

Fig. 1. DES encryption algorithm reduced to 6 rounds

From the point of view of differential cryptanalysis, the round function f,
shown in Fig. 2, is quite important. At the beginning, a 32-bit part of data is
passed to an extension permutation E. The purpose of this permutation is to
equalize the block length to the subkey. The sequence generated in this way is
subject to a symmetrical difference operation with bits of the Ki subkey.

Fig. 2. Round function f of DES encryption algorithm

Generated string is divided into eight 6-bit blocks B1, ..., B8. Each of them
will be passed to a special base array called S-blocks Sj . They are used to
compress the input data. It is worth mentioning that these matrixes are the
only non-linear element of the DES encryption algorithm. At the end of the f
the generated Cj blocks are merged into one data string, which is passed to the
final permutation P [1].
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3 Differential Cryptanalysis of the DES Algorithm

It is assumed that a cryptanalyst has continuous access to the encryption algo-
rithm, which allows him to select appropriate pairs of plaintext and analyze the
generated cryptograms. This type of attack is known as chosen-plaintext attack
[15]. The pairs indicated by the attacker may be generated in a pseudo-random
manner, although it is a necessary condition they differ in a one certain way.
Next, it is analyzed how the difference of the given pair changes over the course
of successive rounds of the encryption algorithm. Owing to the detailed analysis
of changes in the mentioned difference it is possible to determine the probabilities
for each pair suggesting the correctness of some subkeys [1,3].

Each of the differences is described by a certain probability, hereinafter
referred to characteristics Ω. Every characteristic determines how often the
round function f will return the expected value [3]. Owing to the knowledge
of the function f and assuming that E = E(Ri−1) it is possible to determine
the input symmetric difference B′ with the following expression:

B′ =
8�

j=1

Bj ⊕ B∗
j =

8�

j=1

(Ej(Ri−1) ⊕ Ki) ⊕ (Ej(R∗
i−1) ⊕ Ki) =

8�

j=1

Ej ⊕ E∗
j . (1)

On the basis of the above formula it can be stated that B′ is completely
independent from the Ki subkey. With B′

j for each j it is possible to determine
the set of all ordered pairs (Bj , B

∗
j ) for the input symmetric difference on the

basis of the expression presented in [15]:

Δ(B′
j) = {(Bj , Bj ⊕ B′

j) : Bj ∈ (Z2)6}. (2)

By calculating the output symmetric difference C ′
j = Sj(Bj)⊕Sj(B∗

j ), it is pos-
sible to determine the distribution of all possible inputs to all output differences:

INj(B′
j , C

′
j) = {Bj ∈ (Z2)6 : Sj(Bj) ⊕ Sj(Bj ⊕ B′

j) = C ′
j}. (3)

In general, this distribution, described in [15], will be uniform. The main
task of the attack is to find distributions with the greatest possible degree of
inconsistency. Formula 3 can be used to determine the test set testj [15]. If the
number of elements of this set equals the power of the INj set, then this set
must contain bits of the Kij subkey.

testj(Ej , E
∗
j , C ′

j) = {Bj ⊕ Ej : Bj ∈ INj(E′
j , C

′
j)}. (4)
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4 Memetic Algorithms

MA were developed by Moscato in 1989 [16]. They are a hybrid solution, combin-
ing EA - used to explore the current solutions space, together with local search
algorithms - responsible for the process of exploitation of selected subspace solu-
tions. MA have additional information acquired during the evolution process,
which makes it possible to obtain much better results than these obtained e.g.
with the use of classic EA [16,17].

MA operate on a finite set of solutions called a population - in this case a
set of n-bit subkeys. In the initial phase of the algorithm, the initial population
of P(0) is generated. Each individual is evaluated to determine its usefulness by
means of a fitness function. Through successive iterations of the algorithm, under
the influence of genetic operators, individuals evolve and improve the quality of
their adaptation.

After prior selection, individuals can be crossed-over to form a new popula-
tion of offspring. This operator is used to explore the solutions space. Moreover,
each of the newly generated individuals may be subject to a mutation operator.
This operator relies on the perturbation of a genotype of one offspring - small
perturbations are more likely than large ones [18]. This operator is used to leave
the algorithm of the local extremum in order to find an even more interesting
solution.

An additional step responsible for the exploitation of a part of the solution
space can be placed behind any genetic operator.

5 Proposed Memetic Attack

IP and IP−1 permutations can be completely omitted - they do not add any
value from the attack point of view. The algorithm starts with the selection of
the two most probable 3-round Ω1

P and Ω2
P characteristics mentioned in [15,19].

The probability of each of the characteristics is PΩ = 1
16 . In the fourth

round of the encryption algorithm S-Blocks S2, S5, S6, S7, S8 for Ω1
P and

S1, S2, S4, S5, S6 for Ω2
P for some input symmetric difference B′

j return the out-
put symmetric difference C ′

j equal to zero. From this observation it is possible
to determine sets I1 = {2, 5, 6, 7, 8} for Ω1

P and I2 = {1, 2, 4, 5, 6} for Ω2
P . The

further description of the attack is identical for Ω1
P and Ω2

P , therefore it was
decided to generalize it by introducing a set I containing elements from set I1
and then elements from set I2.

The next stage is to generate a set of pairs of clear texts, whose symmetric
difference corresponds to the characteristics of Ω1

P and Ω2
P . On the basis of this

set, a set of cryptograms is also determined. The number of pairs is determined
by the signal-to-noise ratio:

S/N =
m · p

m · α · β/2k
=

2k · p

α · β
=

230 · 1/16
45

= 216, (5)
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where m is the number of generated pairs not affecting S/N , p is the prob-
ability of the selected Ω characteristic, k is the number of bits of the searched
subkeys, α is the average number of subkeys suggested by one pair, and β is the
ratio of the pairs analyzed to all possible.

According to the suggestion described in [3] for S/N = 216, 7–8 correct pairs
are needed for each of the characteristics. Due to the probability of PΩ at least
120 pairs of clear text should be generated [3].

The set of generated pairs is additionally filtered. For each pair, a test set is
determined from formula 4. If the power of the testj set, for at least one element
from set I, is equal to 0, then the pair will be rejected:

∧

j∈I

|testj | > 0. (6)

The purpose of the proposed attack is to guess the last encryption key K6.
When the difference C ′ and part of R5 is known, it is possible to analyze different
subkeys by comparing the output of S-blocks with C ′. Application of brute force
attack would require checking all 230 possible solutions. Using MA can serve as
an excellent optimization tool, finding the right solution in a shorter time and
checking much smaller set of potential subkeys.

Each individual is represented by a 30-bit Kj subkey. The fitness function is
defined as follows:

Ff =
n∑

i=0

L − H
∑

j∈I

(Sj(Bj) ⊕ Sj(B∗
j )), P−1(R′

6 ⊕ L′
3)), (7)

where H is the Hamming distance, L is the length of the subkeys, with
a probability of PΩ . It is possible to estimate the value of L′

3, and R′
6 can

be obtained by analyzing a pair of generated codes. Ff counts the number of
overlapping bits between the difference obtained from S-blocks and the difference
C ′.

The algorithm uses single-point crossover operator. The intersection point is
selected in pseudo-random way from 1 to 30. The newly created chromosomes
can be perturbed by the mutation operator, whose purpose is to replace two
randomly selected bits of the subkey. The proposed algorithm uses tournament
selection to perform a correctly executed crossover operator with parents char-
acterized by high fitness function value. Out of all subkeys, only one tournament
leader is selected. The selection process is then repeated to select a second parent.

At the end of the algorithm an additional operator responsible for the local
search process is activated. The classic algorithm of simulated annealing is
responsible for this step. MASA attack pseudocode, for ΩP characteristics, is
presented on Algorithm 1:
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Before running the local search algorithm, the initial T and minimal TMIN

temperatures are set. In subsequent iterations the temperature T is lowered by
the α ∈ [0, 1] constant until the TMIN value is reached. In each iteration of
the algorithm, a new key K ′

6 is generated by replacing the random bit with the
opposite one. If the new individual turns out to be better than its predecessor,
it is automatically replaced by it. In addition, a definition of an additional prob-
ability function shall be introduced to accept a worse solution if the algorithm
cannot find a better subkeys. It is defined according to the following expression:

Probability = exp
(Ff (K ′

6) − Ff (K6)
k · T

)
, (8)

where k is the Boltzmann’s constant.
Running the MASA algorithm for Ω1

P will make it possible to guess 30 of
the 48 bits of the K6 subkey. Restarting the algorithm, this time for Ω2

P , makes
it possible to find additional 12 bits. In order to obtain the remaining 6 bits of
the K6 subkeys - coming from the S-block S3, can be guessed using a complete
overview. With the K6 sub-key it is possible to restore 48 of the 56 bits of the
decryption key by reversing the key distribution process. The remaining 8 bits
can be guessed by once again using a complete overview.

6 Experiments and Results

The analysis of the proposed MASA and NGA algorithm sin terms of quality and
number of obtained solutions was an important element of the research. It was
important to check whether the proposed algorithms make it possible to improve
the time of finding solutions by checking a smaller number of subkeys. Among
other things, the influence of selected parameters on the similarity of the algo-
rithm and the quality of the obtained solutions was examined. The parameters
are set as follows (Table 1):

Table 1. Parameters of the NGA and MASA algorithms

Parameter NGA MASA

Maximum number of iterations ItMAX 100 100

Population size N 70 20

Number of plaintext pairs γ 200 200

Tourney size TSIZE 5 10

Crossover probability Pc 0,8 0,9

Mutation probability Pm 0,01 0,2

Heuristic operator probability Pn 0,25 -

Initial temperature T0 - 1

Minimal temperature TMIN - 0,1

Cooling rate α - 0,9
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As part of the conducted tests the values of parameters were used in vari-
ous combinations, and for subsequent experiments the best values in terms of
algorithm operating time were determined.

Tests were conducted on the same cryptograms and encryption keys. All
experiments were carried out on the same computer equipped with a 2.1 GHz
Intel i7 processor and 8 GB of RAM. Each attack was run thirty times.

Table 2. Fitness function values for NGA algorithm

ID Ω1
P Ω2

P

Min. Med. Avg. Max. Std.
Dev.

It. Min. Med. Avg. Max. Std.
Dev.

It.

1 1635 1763 1773,6 1923 62,9 32 1382 1545 1561,1 1762 108,5 37

2 1391 1612 1587,2 1678 71 22 1480 1721 1701,5 1845 74,8 13

3 1703 1851 1865,8 2023 95,2 18 1298 1430 1420,9 1582 71,6 27

4 1526 1778 1764,8 1949 105,7 15 1435 1642 1647,6 1834 98,8 21

5 1590 1859 1836,3 1999 123,9 12 1343 1474 1483,3 1626 47,4 26

6 1378 1641 1583,8 1685 93,2 26 1379 1615 1591,6 1712 96,8 23

7 1457 1728 1702,1 1878 124,7 11 1419 1653 1613,8 1748 91,2 37

8 1610 1845 1815,6 1966 93 15 1456 1633 1618,7 1775 80,3 12

9 1457 1621 1623,6 1743 61,5 - 1440 1604 1606,9 1744 75,5 15

10 1446 1645 1635,6 1837 96,9 26 1330 1482 1470,7 1613 86,9 -

In case of the DES encryption algorithm there is no Ω characteristics fully
guaranteeing the correctness of the solution. The best available characteristics
are characterized by a probability of PΩ = 1

16 . As mentioned in the description
of the attack, in order to correctly determine the 30-bit subkeys two independent
characteristics Ω1

P and Ω2
P are required.

Table 2 presents a summary of the results for the NGA algorithm. It contains
the first ten tests of thirty. In the last column there is a parameter It. which
denotes the number of the iteration in which the correct decryption key was
found. In most cases, the NGA algorithm found all 30 bits of the subkeys. In
general, up to 40 iterations of the algorithm. Only in one case, successively for
Ω1

P characteristics in test 9, and for Ω2
P characteristics in test 10, it was not

possible to find a correct solution.
Table 3 shows the results for the MASA algorithm. Unlike the previous

attack, the correct subkey was broken every time. In most cases the solution
can be found in up to 30 iterations of algorithm work, with the help of much
smaller population than in the case of the NGA algorithm.

Figure 3 shows the number of all verified subkeys for each experiment under
consideration. On the basis of the bar graphs presented below, it can be seen
that the memetic algorithm MASA checks a smaller number of subkeys than its
genetic equivalent.
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Table 3. Fitness function values for MASA algorithm

ID Ω1
P Ω2

P

Min. Med. Avg. Max. Std.
Dev.

It. Min. Med. Avg. Max. Std.
Dev.

It.

1 1642 1770 1790,2 1923 78,4 9 1398 1554 1573,6 1762 120,6 11

2 1484 1619 1608,1 1678 57,7 17 1492 1716 1695,3 1845 99,8 13

3 1725 1963 1922,8 2023 85,3 20 1333 1448 1459,6 1594 90,6 11

4 1529 1725 1758,3 1949 123,9 27 1444 1680 1677 1834 111,96 30

5 1619 1907 1860,9 2012 125,5 19 1278 1485 1507,2 1626 79,4 11

6 1413 1654 1632,1 1685 73,4 30 1366 1656 1614,5 1723 105,1 22

7 1477 1773 1721,2 1878 130,3 12 1482 1577 1606,7 1773 82,1 28

8 1613 1890 1852,7 1966 116,9 8 1453 1659 1662,5 1775 89,1 4

9 1471 1597 1621,9 1755 65,5 16 1472 1607 1604,8 1744 87,7 13

10 1477 1696 1667,4 1837 83,3 15 1356 1492 1490,1 1613 85,3 16

Fig. 3. Number of checked subkeys for each attack with characteristics Ω1
P and Ω2

P

A more comprehensive overview reflecting the number of all proven solutions
for each attack and the corresponding characteristics is presented in Table 4.

It is clearly visible that the proposed MASA algorithm checks on average
4000–5000 fewer subkeys than its genetic equivalent. On a scale of all running
experiments, MASA checks 130000–140000 fewer subkeys than the previously
proposed NGA algorithm.
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Table 4. Comparison of checked subkeys between NGA and MASA attacks

Attack Total number of checked
subkeys

Average number of checked
subkeys

NGA algorithm

Ω1
P 593815 19793,8

Ω2
P 581037 19367,9

MASA algorithm

Ω1
P 465470 15515,6

Ω2
P 440870 14695,6

7 Conclusions

The paper presents the results of works for the NGA genetic algorithm, based on
the use of an additional heuristic negation operator and the MASA memetic algo-
rithm using a standard simulated annealing algorithm. These attacks undoubt-
edly improve the classic process of differential cryptanalysis. In particular, it is
visible due to the acceleration of cryptanalysis process achieved by minimizing
the number of reviewed subkeys. This improves the efficiency and effectiveness
of the attack, which is important from the cryptanalyst’s point of view.

The GA, as well as the MA, finds the correct solution already in the middle
of the algorithm - up to 30–40 iterations.

On the basis of the developed research it can be seen that the MASA performs
slightly better, using a much smaller population, than the previously proposed
NGA attack. Although it always manages to find the correct solution, the MASA
algorithm checks fewer possible solutions in order to guess the correct subkeys.

An adaptive version of the Memetic Algorithm is expected to be developed
in the future. This would allow for automatic adjustment of parameters. It is
also planned to introduce modifications for the crossover operator, which would
allow for faster exploration of the space of the solutions. The algorithm should
also be directed against more advanced symmetric block codes, such as AES or
Twofish.
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Abstract. One of the routine tasks in the Orthopedics practice is the articular
cartilage assessment. Proper cartilage assessment includes a precise localization,
and recognition of spots indicating the cartilage loss caused by the osteoarthritis.
Unfortunately, such tasks are performed manually, without the SW feedback,
which leads to various clinical outputs based on the physician’s experience.
Based on such facts, a development of the fully automatic systems bringing
automatic modeling and classification of the cartilage is clinically very impor-
tant. In our paper we have proposed a local thresholding multiregional seg-
mentation method for the cartilage segmentation from the MR (Magnetic
Resonance) images. In our approach, an optimal configuration of the fuzzy
triangular sets is driven by the FCM clustering to obtain an optimal segmen-
tation model based on the thresholding. We have verified the proposed model on
a sample of the 200 MR image records containing the early osteoarthritis signs.

Keywords: Articular cartilage � Image segmentation � FCM � MR �
Local thresholding

1 Introduction

Articular cartilage assessment is one of the most challenging issues in a clinical practice
of the orthopedics. This clinical procedure is standardly connected with two issues
which are done by the clinical experts. Firstly, the articular cartilage should be precisely
located. This crucial task ensures recognition of its morphological structure from other
knee elements [1, 2]. There are plenty MR imaging modalities generating various
image records with better and worse image parameters. It leads to a wide range of the
image results with different recognition of the articular cartilage structure [3, 4]. Second
important related to the articular cartilage is a classification of spots having clinical
signs of the cartilage loss. Here, we have to mention that there are four levels of the
cartilage osteoarthritis according to them the knee cartilage is more or less deteriorated.
The higher state of the deterioration is found, the more severe cartilage complication it
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causes. This fact points out that SW tools able to automatically recognize and classify
just early state of the cartilage loss would be worth for the clinical practice [5, 6].

One of the most important aspects of the cartilage assessment is the medical
imaging systems. The articular cartilage is exclusively exanimated on the MR due to a
lot of its benefits, including a great spatial resolution and contrast of individual knee
structures. Also, the MR offers plenty sequences allowing for different imaging. For the
cartilage imaging, the Proton-dense (PD) and Fat Saturation (FS) sequences are con-
ventionally used.

Besides the MR imaging, there are also clinical alternatives, which may be used for
the cartilage assessment. Since the cartilage is located in the knee area, which com-
plexly represent dense tissue, the X-ray imaging may be used. This method well reflects
tibial and femoral bones, where the cartilage is located between them. Unfortunately,
the cartilage has lower density thus, only fissure between the mentioned bones is
observable. Similar problem can be found when using the ultrasound imaging. This
method is also able to just imagine interface between bones. In the Fig. 1, we report the
MR image of the knee area including the basic description.

2 Related Work

In this section, we describe important facts regarding segmentation methods for the
cartilage segmentation. Generally, we require to segmentation methods would be
reliable and robust even in the noisy environment. Regarding the cartilage segmenta-
tion, this task may be done, based on a level of the user’s intervention, by three ways.
Manual segmentation usually serves as a gold standard for evaluation and verification
of the segmentation methods. Semi-automatic methods standardly require a certain
level of the user’s intervention by setting the initial parameters, nevertheless the entire
segmentation process works automatically.

In the recent literature, the following segmentation methods have been utilized for
the cartilage semi-automatic segmentation: thresholding [7, 8], watershed [9], edge

Fig. 1. MR 1.5 T image showing knee separated into tibial and femoral area.
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detection [10], energy-minimization [2], Live Wire [11], graph-cuts [12] and active
contours [2]. Contrarily, recent trends for the cartilage segmentation is focused espe-
cially to the fully autonomous methods, which should completely work automatically
not regarding particular MR images, here we can mention the texture analysis [12] and
supervised learning (Neural networks kNN) [13] which may be adopted for this task.

Regardless the mentioned methods, we should be aware differences, when seg-
menting the healthy cartilage and pathological modified cartilage structures. Mostly,
the segmentation methods are tested only for the healthy cartilage, thus it is not
completely clear whether such methods are same effective, when the cartilage loss is
present.

3 Problem Definition

From the clinical point of the view, attention should be paid to precise identification of
the cartilage boarders in order to properly specify the cartilage morphological structure
for both the healthy cartilage and pathological changes. In this task we cooperate with
the University hospital of Ostrava, where we were given data of 200 patients suffering
from the osteoarthritis in the early stage. Particularly, we are focused on the early
cartilage loss manifesting by tiny cracks impairing originally homogenous cartilage
structure. Such findings are badly observable, even by the naked eyes. Therefore, a
development of the sensitive segmentation methods is really challenging. In our work,
we proposed a multiregional segmentation model relying on the histogram decompo-
sition based on the triangular fuzzy functions. Based on the experimental results, this
approach appears to be effective even for the MR data not having optimal parameters
due to the image noise artifacts.

4 A Proposal of Local Fuzzy Thresholding for Cartilage
Segmentation

In the conventional image hard thresholding, the image histogram is partitioned into a
predefined number of classes on the base on the hard boarders. Such approach
exclusively defines a pixel’s membership in the respective class. When segmenting
pixels belonging on the boarder of adjacent tissues, it is complicated to determine a
unified rule defining such pixels membership. These situations represent segmentation
inaccuracies, when using the hard thresholding methods [1, 2].

In our approach, we are using a histogram thresholding segmentation based on a
sequence of the triangular fuzzy functions, where each of them represents one seg-
mentation class. This classification procedure ensures that each pixel relatively belongs
to respective class depending on its membership level. This soft thresholding seems to
be much more robust especially when segmenting edge pixels or such pixels repre-
sented weak contrast. It is particular problem of the early cartilage loss.
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4.1 Soft Thresholding for Cartilage Segmentation

In this section, we introduce a concept of the fuzzy thresholding algorithm. Supposing
we have a knee MR image being represented by the histogram. We have to define a
finite number of the segmentation classes. Each of the triangular fuzzy sets is defined
by centroid. This centroid represents a histogram spot with a significant concentration
of the pixel’s intensities for respective region. When using the triangular fuzzy func-
tion, its vertex determines the class centroid. Mathematically, each tissue intensities
range is approximated by the lðIðrÞÞ fuzzy membership function, where r stands for
the pixel intensity. Such configuration is perceived as a fuzzy descriptor classifying
individual pixels. Here, we are getting over the main limitation of the hard thresholding
because pixel can be theoretically classified into more classes with strength depending
on the membership level. The final classification is done by the operator maxima.
When using the triangular function, each pixel can be classified into two classes, as it is
reported in the Fig. 2. Thus, this fuzzy descriptor assigns a vector of membership
degrees to each pixel, as is stated:

l I rð Þð Þ ¼ ½l1 I rð Þð Þl2 I rð Þð Þ. . .lLðIðrÞÞ� ð1Þ

4.2 Definition of Centroid Class

As we stated before, each of the triangular classes is determined by its centroid. The
main issue is definition of a method for finding the centroid location. We also stated
that such point represents a part of the knee tissue corresponding with significant
concentration of the intensities having higher frequency. It means that we are seeking a
cluster identifying such location. Centroid of respective class is given as center of
initial cluster.

Theoretically, more clustering methods may be adopted for the centroid definition.
For this task, the Fuzzy c-means (FCM) clustering appears to be sensitive.

Fig. 2. Configuration of a set of the triangular membership functions approximating the image
histogram.
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This iterative clustering method producing an optimal c partition on the base of min-
imizing the weights within sum of squared error objective function JFCM .

JFCM ¼
Xn

k¼1

Xc

i¼1

uikð Þqd2 xk; við Þ ð2Þ

where X ¼ x1; x2; . . .; xnf g�Rp represents the image intensities, c stands for the
number of clusters, where 2� c\n, uik is a membership degree of xk belonging to the
ith cluster, q is the weighted exponent of membership, d2 xk; við Þ is a distance between
object xk and cluster center vi. An objective function JFCM is figured out based on
iterative process, which is described by the following way:

• Setting values for c, q, and e.
• Initialize the fuzzy partition matrix.

• Calculate the cluster centers c vðbÞi

n o
with UðbÞ

vðbÞi ¼
Pn

k¼1 uðbÞik

� �q
xk

Pn
k¼1 uðbÞik

� �q ð3Þ

• Calculation of membership Uðbþ 1Þ. For k=1 to n calculate the following procedure:
Ik ¼ i 1\i� cj j; dik ¼ xk � vik k ¼ 0f g; ~Ik ¼ 1; 2; . . .; cf g � Ik for the kth column of
the matrix. The new membership values are computed:

uðbþ 1Þ
ik ¼ 1

Pc
j¼1

dik
djk

� �2=ðq�1Þ ð4Þ

5 Segmentation of Real MR Image Records

In this section, we report results of the articular cartilage modeling. In this task we
cooperate with the University hospital in Ostrava, Czech Republic where we were
given patient’s MR results. The major issue is recognition of the early cartilage loss to
quantify a level of the osteoarthritis severity. Since we suppose that cartilage takes
relatively small part of the knee area we are using the Region of Interest (RoI) ex-
traction (Fig. 3). Since we extract relatively small part of the image area containing
fewer pixels, we have to count with worse image parameters. This unfavorable fact is
partially compensated by the cubic image interpolation. For our analysis, we have used
the cubic interpolation of the fourth degree.

The Soft thresholding requires definition of number of the segmentation classes, as
an input. There is not exact method would doing this task. We have empirically set six
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segmentation classes, which appearing as a relevant compromise for the cartilage
segmentation. As we reported on the Fig. 3, the image interpolation has favorable effect
on the image quality. Besides that, it influences the segmentation quality as well. When
segmenting low-contrast images, we come across lower segmentation effectivity. This
unfavorable fact is also compensated by the image interpolation. When processing the
non-interpolated RoI we obtain less accurate segmentation results, as we report on the
Fig. 4.

Contrarily, when using the interpolation procedure, individual image structures
appear smoothly in the segmentation model (Fig. 5). The segmentation model performs
decomposition of the knee structure into segmentation classes via the fuzzy functions.
Mathematically, we obtain segmentation results in a form of the index matrix, where

Fig. 3. Native MR 1.5 T image taken from fat suppression sequence (a), native RoI (b) and RoI
completed by cubic interpolation.

Fig. 4. Native RoI (a), Result of the cartilage Soft segmentation (six classes) applied on native
RoI (b).
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each of the classes is represented by a unique number denoting respective class. Such
matrix may be shown via sequence of the artificial colors, as we report on the Fig. 5.

In the segmentation model, the articular cartilage is identified as red contour. When
comparing with the native MR image record (Fig. 3), the early cartilage loss may be
reliably identified. It is apparent that the soft thresholding is able to identify even tiny
intensity variations in the cartilage structures. The Fig. 6 shows complex situation of
the model building. The red class represents the cartilage structure. This structure is
apparently interrupted, which is caused by the early cartilage loss well manifesting in
the cartilage model. Since we are using the index matrix for the segmentation, classes
not representing the cartilage structure may be suppressed, when extracting the
cartilage.

Fig. 5. Soft segmentation with six classes applied on the interpolated MR image.

Fig. 6. Example of native MR 1.5 T data, where RoI indicates the early cartilage loss (left), Soft
segmentation model (middle), and extraction of the cartilage morphological structure, where the
early cartilage loss indicating osteoarthritis is marked blue (right). (Color figure online)
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6 Quantitative Testing and Comparison

In the last section, the quantitative comparison and testing is carried out. Previously, we
have mentioned an inaccuracy of boarder pixels classification when using the hard
intensity thresholding. Therefore, we are focused on the articular cartilage edge pixels,
regarding their proper classification.

We have carried out quantitative assessment in a contrast of gold standard images.
These reference images have been generated by the clinical experts tracing the cartilage
edges manually (Fig. 7). We have done a comparative evaluation of the Soft thresh-
olding against three state of the art segmentation methods: Otsu thresholding
(thresholding segmentation), K-means clustering and Region growing method. For the
quantitative comparison, the following parameters are considered:

• Correlation (Corr) representing a strength of the linear dependence between the
gold standard and tested model.

• Mean Square Error (MSE) represents an average value of squared differences
between the gold standard and tested image.

In order to evaluate the segmentation method’s robustness, we have incorporated
the artificial Gaussian image noise generators deteriorating quality of the image
records. We should be aware working with various MR images taken in different
quality. Thus, reproducibility of such results is wide. Noise generators can simulate
variable quality of the image records. The Fig. 8 shows four different segmentations,
where the Gaussian noise is applied. The Table 1 reports of the averaged segmentation
results for 200 images.

Fig. 7. Gold standard image generated by the clinical expert by the manual tracing of the
cartilage boarder (left) and binary mask of its contour.
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7 Conclusion

In this paper, we present the multiregional soft thresholding for the articular cartilage
segmentation, and objectification of the early cartilage loss. Due to many advantages of
the MR imaging, we use the MR knee images.

Soft segmentation, contrarily from the hard thresholding methods, classifies pixels
to respective classes based on membership degree. Thus, each pixel may be classified
into more regions. Consequently, higher membership denotes higher probability of
assignment. This soft segmentation model is optimized based on the fuzzy c-means
clustering performing initial clustering. Consequently, we take centers of individual
clusters as centroids of the individual segmentation classes of the segmentation model.

We have experimentally set six classes in the soft segmentation model. This con-
figuration appears as optimal when segmenting the cartilage from the MR. The pro-
posed model is able to identify the articular cartilage morphological structure, and

Fig. 8. Articular cartilage segmentation with the Gaussian noise: (a) l ¼ 0, r ¼ 0:01, (b) l ¼ 0,
r ¼ 0:08, (c) l ¼ 0, r ¼ 0:1 a (d) l ¼ 0, r ¼ 0:8.

Table 1. Quantitative comparison of correlation coefficient (Corr) for the segmentation model
against the gold standard.

Native
data

Gaussian
noise (0, 0.01)

Gaussian
noise (0, 0.08)

Gaussian
noise (0, 0.1)

Gaussian
noise (0, 0.8)

Gaussian
noise (0, 0.2)

Soft
thresholding

0.96 0.91 0.91 0.89 0.87 0.81

K – means 0.78 0.76 0.71 0.65 0.65 0.62
Region
growing

0.79 0.77 0.74 0.71 0.69 0.66

Table 2. Quantitative comparison ofMSE for the segmentation model against the gold standard.

Native
data

Gaussian
noise (0, 0.01)

Gaussian
noise (0, 0.08)

Gaussian
noise (0, 0.1)

Gaussian
noise (0, 0.8)

Gaussian
noise (0, 0.2)

Soft
thresholding

32.25 33.16 35.63 36.87 39.87 42.15

K – means 44.12 44.89 45.78 46.81 46.99 53.55
Region
growing

41.87 42.69 43.98 44.54 45.78 47.96
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pathological spots representing the early cartilage loss, where the cartilage is missing.
Extraction of the cartilage is done based on the index matrix, where other classes, not
corresponding with the cartilage, are suppressed.

Lastly, we have compared the segmentation results against the gold standard rep-
resented by manually segmented images by the clinical experts. Based on the objective
evaluation reported in the Tables 1 and 2, the Soft thresholding appears as the most
robust segmentation, when comparing with alternative segmentations utilizing the hard
thresholding for pixels classification even in the noisy environment.
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Abstract. Tracking of the bone reparation is one of the crucial task in the
clinical traumatology. Such reparation period is conventionally subjectively
observed by the clinicians. Such procedure leads to subjective errors. Therefore,
mathematical model would autonomously classify respective stage of the bone
healing would have significant impact to clinical practice of the traumatology.
We have proposed a time deformation segmentation model based on the fitting
Gaussian energy for detection and modeling of the periosteal callus which is
clinically perceived as one of the dominant features determining stage of the
heel bone fracture, as well as speed of the heeling. In our analysis we have
compared two groups of the patients: controlled and granted group where each
of them was differently loaded after placing heel bone fixator. This analysis
leads to objective classification of such therapeutic procedure corresponding
with the most optimal healing process.

Keywords: Heel bone � Fracture � Active contour � Periosteal callus � Fixator

1 Introduction

The bone fracture period, including the heel bone is composed from sequence of the
events. Such events include initial hemorrhage, thrombotic factors, tissue’s breakdown
release mediators causing the migration of the blood cells. In the secondary stage we
start observing an indirect bone healing, where the external periosteal callus is being
formed. This element stabilizes the fracture fragments over the healing period [1–4].

For proper fracture healing, adequate blood supply and mechanical stability repre-
sent necessary elements. Next important aspect is the oxygen. This element is important
for many aspects of cell metabolism. Most of these biological aspects being responsible
for the heel bone fracture healing are badly observable during the healing period. On the
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other hand, periosteal callus is clinically perceived as an object observable from the
clinical image records well reflecting a process of the bone healing [5–7].

Secondary reparation of the bone healing is accompanied with forming the peri-
osteal callus. In the clinical practice, they recognize several stages over which the
periosteal callus is being formed:

• Stage of proliferation (0–7 days).
• Stage of differentiation (8–21 days).
• Stage of the ossification (since 4th week).
• Modeling and remodeling phase (8–12 week).

The Fig. 1 shows situation of the healing period. As it is apparent, the periosteal
callus is badly observable from the native X-ray records due to insufficient contrast.
Periosteal callus recognition is subjective with inter-physician variability of 20–25%.
In this regards it is important to automatically track the periosteal callus evolution over
the time. Such procedure would be able to confirm hypothesis whether the periosteal
callus growth is dependent on the physical load after heel bone surgery. Based on these
facts we would obtain predictive mathematical model would autonomously estimate a
progress of stage of the healing based on the automatic modeling of the periosteal
callus. It would represent a significant improvement for the clinical practice [8–10].

2 Clinical Notes of Periosteal Callus

Periosteal callus may be tracked by several ways. One of the alternatives is the X-ray
imaging. This clinical method well shows hard tissues having a great density. On the
other hand, soft tissues are partially suppressed depending on their density. When
speaking about the periosteal callus it represents a tissue with a middle density. This
fact is bit complication because it is imagined under weaker contrast. It leads to worse
observation. Therefore, a robust and sensitive segmentation method should be
considered [11, 12].

Fig. 1. Manifestation of the periosteal callus (in blue RoI) during bone healing. (Color figure
online)
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Regarding to tracking the periosteal callus, we are going to extract geometrical
featureswell reflecting its dynamical development. Based on the clinical assumptions, the
size and diameter of the periosteal callus should be considered for development tracking.

By the clinical assumptions we can theoretically predict a direction of the devel-
opment. Immediately after the surgery we can observe tiny structure of the periosteal
callus nearly merging with bone structure. Over the time, its structure is getting
expanded. This development is supposed to be tracked over the time to obtain pre-
dictive model reflecting the healing period [13–15].

Another challenging area deals with adjacent factors being more or less responsible
for the periosteal callus growth. In this regard a process of the heel bone loading is very
important. Besides the automatic modeling of the periosteal callus, we have done a
comparative analysis between two significantly different physical loading in order to
evaluate prediction of the most suitable heel bone loading based on the dynamical
callus features [16–18].

3 Materials and Methods

In the task of the dynamical modelling of the periosteal callus we cooperate with the
University hospital of Ostrava, department of traumatology. We were given both X-ray
and CT clinical image data. Although the CT data have significantly higher contrast,
when comparing with the X-ray images, CT images are deteriorated by the artefacts,
especially hard beaming artefact. Based on this fact we are using the X-ray images for
the periosteal callus modeling.

According to the needs of the clinical practice, we have developed fully automatic
segmentation model completely working without user intervention. User only specifies
an initial curve being consequently modified during the segmentation process. We
assume to obtain a binary model classify the periosteal callus area from other X-ray
structures. Such model consequently allows for features extraction which are related to
healing procedure.

We analyze two groups of the patients: controlled and granted group. Each of them
was differently physically loaded, and we expect it would appear on the callus model.
By this experimental procedure we will be able to objectively select the most suitable
loading of the heel bone fracture based on the callus evolution.

4 Design of Segmentation Algorithm

For the periosteal callus segmentation, we are using the Active contour model driven
by local Gaussian distribution fitting energy by using the local means and variables. In
this model, we describe local image intensities by the Gaussian distributions having
different parameters (means and variances). Firstly, the energy functional is defined:

ELGDF ¼
Z
X

XN
i¼1

Z
Xi

�x x� yð Þ log pi;x I yð Þð ÞdyÞ
 !

dx ð1Þ
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In this term, each region Xi is represented by the probability density (pi;x I yð Þð Þ.
Conversion from the maximization to the minimization is ensured by the term �log.
The method supposes classification the whole image area into two binary classes
characterizing the periosteal callus.

We need to achieve a precise and smooth evolution of the active contour. This
assumption is done by incorporating a regularization term of the level set function U.
This procedure is done by the penalization procedure. Penalization is based on the U
deviation from the sign distance function (Eq. 2).

P /ð Þ ¼
Z

1
2
ð r/ xð Þj j � 1Þ2dx ð2Þ

The penalization procedure (Eq. 3) utilizes the Heaviside function H.

L /ð Þ ¼
Z

rHð/ xð ÞÞj jdx ð3Þ

In the next step, the entire energy functional is defined:

/; u1; u2; r
2
1; r

2
2

� � ¼ ELGDF /; u1; u2; r
2
1; r

2
2

� �þ vL /ð Þþ lP /ð Þ ð4Þ

Weight constants are represented by: v; l[ 0. The time evolution of the level-set
function @/

@t is defined by the Eq. 5.

@/
@t

¼ �de /ð Þ e1 � e2ð Þþ vde /ð Þdiv r/
r/j j

� �
þ l r2 /ð Þ � div

r/
r/j j

� �� �
ð5Þ

where terms e1 xð Þ and e2 xð Þ are defined by the Eq. 6, respectively 7.

e1 xð Þ ¼
Z
X
xðy� xÞ log r1 yð Þð Þþ u1 yð Þ � IðxÞð Þ2

2r1ðyÞ2
" #

dy ð6Þ

e2 xð Þ ¼
Z
X
xðy� xÞ log r2 yð Þð Þþ u2 yð Þ � IðxÞð Þ2

2r2ðyÞ2
" #

dy ð7Þ

Smoothness of the segmentation process is driven by the parameters reported in the
Table 1.
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5 Results of Periosteal Callus Model

In this analysis, we do modeling of the periosteal callus time-dynamical progress
indicating a process of the heel bone healing. During this analysis, two patients groups
are being compared. In the granted patient’s group, the physical heel bone loading
starts since from the third week. It leads to assumption of faster periosteal callus
growth. In the controlled group, the heel bone is loaded from the sixth week. It leads to
assumption to a slower callus growth.

Based on the segmentation model we take advantage the fact that the segmentation
curve is well propagated in such environment not containing rapid intensity changes, it
means that the intensity spectrum is nearly focused. Steep intensity changes, as if an
interface bone-periosteal callus reliably terminates the segmentation curve thereby the
segmentation model is determined. In the initial phase of the segmentation, we are
using the initial circle with a radius lower than the periosteal callus.

During the segmentation process this curve is being gradually formed, and such
way adopts the periosteal callus shape within a predefined number of the iterations. We
have experimentally set 500 iterations appearing as optimal settings. The Fig. 2 shows
an application of the active contour on three X-ray image records of same patient taken
in the third, sixth and ninth week after surgery.

In the consequent step, we have built a segmentation model classifying the peri-
osteal callus area (inside the segmentation curve), and adjacent heel bone structures

Table 1. Parameters setting for active contour model

Parameter Description

Dt Time step
e Width of Dirac impulse
r Kernel size
v Weighted constant
l Weighted constant
n Number of iterations
k1 Outer weight
k2 Inner weight

Fig. 2. Segmentation curve, indicated blue, for periosteal callus: 3 weeks (left), 6 weeks
(middle) and 9 weeks after surgery. (Color figure online)
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(area outside from the curve). For this task we are using the energy map of the active
contour. When the active contour is spreading, its energy is being formed. Inside the
active contour curve there is a negative energy, contrarily outside the curve is indicated
by the positive energy. Based simple energy thresholding the periosteal callus can be
formed (Fig. 3).

The proposed segmentation model, besides the visualization, allows for the features
extraction reliably evaluate dynamical progress of the periosteal callus. We have cal-
culated area, horizontal and vertical diameter of the respective model. The Table 2
represents periosteal callus area computed for seven anonymized patients from the
granted group (Fig. 4).

Fig. 3. Binary segmentation model overlapped with the native X-ray images of periosteal callus
for period: 3 weeks (left), 6 weeks (middle) and 9 weeks after surgery.

Table 2. Results of the periosteal callus (PC) size calculated in pixels for individual tracked
weeks in the granted group

PC size – 3 weeks PC size – 6 weeks PC size – 9 weeks PC size – 12 weeks

Patient 1 13057 17611 21566 29909
Patient 2 11439 15688 19998 23981
Patient 3 11987 14998 20145 23991
Patient 4 13884 15889 19882 22115
Patient 5 13962 15992 19445 23186
Patient 6 10897 14854 16992 19981
Patient 7 11864 15667 18754 24551

Fig. 4. Binary segmentation model of periosteal callus for period: 3 weeks (left), 6 weeks
(middle) and 9 weeks after surgery.
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In the Fig. 5, we report the regression model making a prediction trend for the
granted group.

As a contrast to the granted group, we have also analyzed the controlled group of
the patients. In this group of the patients, we have expected a slower periosteal callus
development due to a lower loading. From the clinical point of view they suppose that
bone tissue has delayed reactions, in the result this phenomenon should be observable
on the periosteal callus geometrical features. The Table 3 represents extract of three
patients having heel bone fracture which are assigned to the controlled group.

As same as in the previous case we report the linear regression model reflecting
trend of the periosteal callus based on the proposed model (Fig. 6).

In the concluding step of this analysis we report an objective comparison between
both groups. We have measured a slope of the linear regression models. As it is
expected, this parameter is significantly different for both cases (Fig. 7).

Fig. 5. Prediction model for the granted group based on the linear regression.

Table 3. Results of the periosteal callus (PC) size calculated in pixels for individual tracked
weeks in the controlled group

PC size – 3 weeks PC size – 6 weeks PC size – 9 weeks PC size – 12 weeks

Patient 1 13113 14556 17991 18099
Patient 2 11441 13441 15442 16991
Patient 3 10911 12422 13991 15845
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6 Quantitative Comparison and Evaluation

In the last part of our analysis we have carried out the objective evaluation of the
proposed model against some state of the art segmentation techniques including the
Otsu multiregional segmentation, K-means and FCM clustering and Region growing
segmentation method. In the all cases we have compared individual method against the
ground truth images representing a gold standard for the periosteal callus given
manually by the clinical ophthalmologists. Table 4 brings average results for 50 X-ray
images where the best result for each test is highlighted. For this objective comparison
the following parameters are considered:

• Rand Index (RI) measures a similarity level between two regions. This parameter
compares pair of the elements based on the correctly classified against all the
elements. RI is a normalized parameter where 0 indicates no similarity, and 1 stands
for totally same areas.

Fig. 6. Prediction model for the controlled group based on the linear regression.

Fig. 7. Comparative analysis for linear regression model for controlled group (red) and granted
group (blue). (Color figure online)
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• Variation of Information (VI) measures a distance between two regions regarding
their conditional entropy. Lower values of VI stand for higher similarity. This
parameter is given by the Eq. 8.

VI C1;C2ð Þ ¼ H C1ð ÞþH C2ð Þ � 2IðC1;C2Þ ð8Þ

H �ð Þ represents entropy of the respective region, and Ið�; �Þ mutual information of
two regions.

• Linear correlation (Corr) measures a level of the linear dependency between two
vectors. In our analysis we are using the Pearson correlation coefficient in a nor-
malized range where 0 stands for no linear dependence, contrarily 1 stands for
complete linear dependence.

• Mean Square Error (MSE) measures an average quadratic difference between two
regions. More are two regions dissimilar, the higher MSE we obtain.

7 Conclusion

In this paper we have proposed a segmentation model for periosteal callus modeling
and tracking. Such procedure allows for prediction of the heel bone fracture devel-
opment which is crucially important for the clinical practice. The proposed segmen-
tation model iteratively approximates area of the periosteal callus based on the
Gaussian energy fitting. The model has been utilized for a classification of the callus
development regarding different physical load represented by controlled and granted
group which have been clinically observed. We have objectively evaluated different
steepness of the time predictive model on different heel bone fracture load. Other word
speaking such analysis also serves as a prove that the healing period is dependent on a
physical load. As an important part of the analysis, we have compared efficiency of the
model against some other state of the art segmentation methods with satisfactory
results, reported in the Table 4.

We are aware certain limitations. We must mention the X-ray image parameters
may influence the image quality. In this regard it would be worth focusing on the
periosteal callus segmentation, when the image noise and artefact are present. Such
analysis would give robustness of the method even in the noisy environment. Also, we

Table 4. Quantitative comparison for the proposed model and alternative segmentations against
the gold standard

Proposed model Otsu K-means FCM Region growing

RI 0.96 0.88 0.74 0.91 0.86
VI 3.12 3.92 4.54 3.11 4.21
Corr 0.94 0.91 0.65 0.88 0.45
MSE 33.12 35.15 36.85 33.95 44.15
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are going to focus on parameters may influence the dynamical model, as if age or
alcohol drinking – generally parameters are responsible for bone density.
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Abstract. In the clinical ophthalmology, the retinal area is routinely investi-
gated from the retinal images, by the naked eyes. Such subjective assessment
may be apparently influenced by ineligible inaccuracies. Therefore, objective
assessment of the retinal image records plays an important role for the clinical
evaluation and treatment planning. Retinal lesions in premature born children
represent one of the most frequent retinal findings which may endanger their
vison. These findings are mostly connected with the Retinopathy of Prematurity
(RoP). In this paper, we have proposed a novel segmentation model utilizing the
SURF blob detector and locally adaptive binarization. The proposed model is
able to autonomously detect, and consequently classify retinal lesions. In the
result, we obtain a segmentation model of the retinal lesions, where the retinal
posterior is effectively separated. As a part of the proposed analysis, we have
done objectification and quantitative comparison of the proposed method against
some of the state of the art segmentation models by selected evaluating
parameters. The proposed method has a potential to be used in the clinical
practice as a feedback for the automatic evaluation of the retinal lesions, and
also for dynamic retinal lesion’s features extraction.
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1 Introduction

The retinal area represents a thin multilayer structure which is composed mostly from the
neuronal cells. The main aim of the retina is receiving, modulating and transmitting
external visual stimuli. These are led to the optical disc (nerve) and to the visual cortex of
the brain. The retinal area is composed from two essential parts, comprising the optical
disc (OD) and blood vessels. Our research is exclusively focused on the Retinopathy of
Prematurity (RoP). This disease is connected with two significant clinical, pathological
signs. Firstly, the retinal blood vessels may be affected. No blood vessel is narrow, but
each of them is curved along its length. Within the RoP, some blood vessels exhibit steep
oscillations. Such phenomenon is clinically called as the pathological tortuosity. Second
sign of the RoP deals with the retinal lesions. Retinal lesions are usually represented by
the circular shape, and they are filled by blood [12–14].

From the clinical point of the view, the RoP is perceived as a vasoproliferative
disease, especially affecting the prematurely-born infants having a low birth weight.
The main aim of the RoP screening is the early detection of the first signs of this
disease. This procedure allows for ophthalmologists an optimal scheduling the
examination plan. Thus, ophthalmologist experts can prevent a development of the
severe vision deterioration. As we have stated before, the most significant clinical signs
of the RoP are the oscillating retinal blood vessels and retinal lesion [15, 16]. These
objects are imagined in the retinal images from the RetCam 3 (Fig. 1).

2 RetCam 3

The premature born infants suffering from the RoP are standardly exanimated by the
system RetCam 3. This medical imaging device represents a powerful diagnostic
system equipped by the retinal fixation. RetCam 3 is a retinal probe with the image
resolution 480 � 640 px. Besides the single retinal images, system also offers
acquiring the retinal video sequences, lasting up to the two minutes. The RetCam 3 also
enables changing the lens in order to achieve the retinal images with an optimal wide-
angle. In the case of the RoP screening, lens with 130° are conventionally used. 120°
lens are also sometimes used for achieving a higher contrast, but less accuracy. There is
also the high contrast lens with the scale 80°, suitable for the children and adult

Fig. 1. Example of the retinal records containing the bloody retinal lesions. The most significant
lesions are marked, as black.
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patients, and 30° with a high focusing and resolution for the yellow spot examination or
the optical nerve (Fig. 2).

The imaging system RetCam 3 is mainly focused to be used for the retinopathy
prematurity diagnostic due to the early screening possibility from two weeks after born.
Based on the international standards, each newborn having a born-weight lower than
1500 g should be exanimated on the RoP presence. On the other hand, the RetCam 3
can be also used for other retinal diseases, like is the retinal cancer (Retinoblastoma) or
further retinal findings (Fig. 3).

3 Problem Definition

Retinal lesions represent a significant issue in the clinical ophthalmologic. Unfortu-
nately, conventional imaging systems, including the RetCam 3 contain only basic
visualizing functions for the retinal image processing. Therefore, all the clinical
evaluations are done manually, by the naked eyes. Such procedure is of course

Fig. 2. Complex system RetCam 3 for retinal examination.

Fig. 3. SW environment of RetCam 3.
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accompanied by the subjective error. Recent trends in the clinical ophthalmology are
focused on a development of the autonomous models enabling retinal features
extraction. These procedures bring much more accurate diagnosis results, when com-
paring with the manual examinations [17].

A proposed model of the retinal lesions allows for automatic segmentation and
classification of the retinal lesions from the RetCam 3 image data. The proposed model
utilizes the SURF blob detector and locally adaptive binarization. The retinal lesion’s
model brings a classification of the retinal lesions from the retinal image posterior. The
most important aspect of the retinal lesions in the clinical practice is the features
extraction. Such features serve for objectification of individual retinal features. One of
the clinical features is a ratio between characteristics of the optical disc to the respective
retinal lesions. The proposed model allows for automatic calculation of such geometric
features, which can be compared with the optical disc [17].

4 Proposed Method for Retinal Lesions Segmentation

The RGB retinal images used in the current study, are observed to contain more visual
contrast in the green channel as compared to the other two. Therefore, proposed
algorithm first extracts the green channel image (Igreen) from the original RGB input
(IRGB) to ease the subsequent processing [1, 2]. Following this step, the rest of the
algorithm can be partitioned into three logical groups as: (i) Adaptive Binarization and
Morphological Operations, (ii) Blob detection using SURF and (iii) Semi-Supervised
learning to identify the ambiguous lesion regions. Each of these three stages are dis-
cussed as follows.

4.1 Adaptive Binarization and Morphological Operations

As the retinal lesions regions are supposed to be darker in intensity than the back-
ground, in the first stage our algorithm tries to simply identify the dark patches in the
Igreen image. The easiest way to do so is to convert the grayscale green channel image
(Igreen) to a binary image by making pixel values as 0 or 1 based on whether their green
channel intensity is below or above a predetermined threshold respectively. However,
choosing a particular global threshold for an image is difficult due to wide variation in
intensity and brightness in the image background [3, 4]. In such case, local threshold
based adaptive binarization [3, 5] comes into rescue and so here we used that. Igreen is
passed through ‘adaptthresh()’ function available in MATLAB® R2018a with ‘Fore-
groundPolarity’ set to ‘dark’ and ‘Statistic’ set to ‘median’ to compute a local threshold
for each pixel as median of its neighborhood. The neighborhood size is calculated
using the Eq. 1.

Neighborhood Size ¼ 2 � floorðsizeðIÞ=16Þþ 1 ð1Þ
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Where I is the input image i.e. Igreen in this case. With that local threshold map, the
green channel image is converted to a binary image (IBin).

IBin captures all the dark regions in Igreen. However, in that process it also includes
the blood vessel areas which are not regions of interest for the current study. Therefore,
to exclude those regions some morphological operations are performed on IBin. To be
specific, IBin is passed through median filtering, hole filling, erosion with square
structuring element and finally image complementation to obtain the initial mask
(IInitMask) in which the white patches are likely to correspond to lesion regions.

4.2 Blob Detection Using SURF

SURF or Speed Up Robust Feature serving as a local feature detector and descriptor [6]
is widely used in Computer Vision to primarily detect blobs in scale and transformation
invariant manner. It uses box-filters and Difference of Gaussian (DoG) to approximate
Laplacian of Gaussian (LoG) to identify the blob regions in an image [6, 7]. In this
section of the proposed algorithm, Igreen, followed by a median filtering based
smoothing, is passed through SURF algorithm (‘detectSURFFeatures()’) with
‘NumOctaves’, ‘NumScaleLevels’ and ‘MetricThreshold’ parameters empirically set to
4, 4 and 500 respectively to detect the blobs.

As this blob detector detects both bright and dark blobs, a further filtering is done to
keep only those blobs which correspond to some white patches in IInitMask. Thus,
conceptually we are taking an intersection between the regions in IInitMask and the blobs
detected by SURF to generate a new binary image (IConfLesion) which contains only the

Fig. 4. The flowchart of the Proposed Segmentation Algorithm. (Values inside parenthesis
denotes the output of the corresponding operation).
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regions detected by both SURF and Adaptive Binarization methods. White patches in
IConfLesion are assumed to be confirmed Lesion regions, as those are detected by both the
methods.

4.3 Semi-Supervised Learning to Identify the Ambiguous Lesion Regions

A set difference of IInitMask and IConfLesion yields IAmbiguous. Regions in IAmbiguous are
ambiguous i.e. not all are lesions and not all are non-lesions either. So, to do further
filtering among the ambiguous regions, a Semi-Supervised learning approach is used.
A Semi-Supervised learning is a mix of Supervised and Unsupervised Machine
Learning approach, where majority of the data is unlabeled and a small subset is
labeled [8, 9].

To adapt the Semi-Supervised strategy in the present work, first, the regions in
IInitMask are clustered into two groups based on their morphological properties. For each
region in IInitMask, ‘Eccentricity’, ‘EquivDiameter’, ‘Solidity’, ‘PerimeterPerArea’,
‘Circularity’ and ‘MinorToMajorAxisRatio’ are taken as features:

• Eccentricity: Eccentricity of an ellipse is the proportion of distance between the
foci and the length of its major axis. In our current context, ‘Eccentricity’ refers to
the eccentricity of the ellipse having the same second moments as the region.

• Equivalent Diameter: ‘EquivDiameter’ refers to the diameter of a circle having
same area as that of the region patch. The Eq. 2 is used to calculate this feature for
each region.

EquivDiameter ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 � Area=p

p
ð2Þ

• Solidity: ‘Solidity’ is the fraction of area of the region to the area of the convex hull
of the region. It is calculated as:

Solidity ¼ RegionArea
ConvexHullArea

ð3Þ

• Perimeter per Area: ‘PerimeterPerArea’ refers to the ratio of perimeter of the
region to its area. It is calculated in the same way as of [10].

• Circularity: It is one of the shape factors and calculated as:

Circularity ¼ Perimeter2

4 � p � Area ð4Þ

• Minor to Major Axis Ratio: This is the ratio of Minor Axis Length to Major Axis
Length of the ellipse having the same normalized second moments as the region.

The features, as discussed above, are used to congregate the regions into two
groups using well known k-means clustering algorithm [11]. Thus, we obtain
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IInitMaskClustered, in which each region corresponds to either one of the two cluster
indices.

Even though IInitMaskClustered contains two clusters of regions, the cluster indices do
not have any information on which index corresponds to Lesions and which index
corresponds to non-Lesions and hence comes the concept of Semi-Supervised Learning
to solve the issue further. Here, let us first define a term called ‘MostSignificantBlob’. It
refers to the strongest SURF blob which corresponds to a white patch in IInitMask. Once
the ‘MostSignificantBlob’ is defined, corresponding location and cluster index can be
obtained from IInitMaskClustered. Quite logically, the cluster index of the ‘MostSignifi-
cantBlob’ will correspond to the Lesion regions and another cluster index will corre-
spond to non-Lesion regions. Now, to produce I 0mask, only those regions are kept from
IInitMaskClustered, which have same cluster indices as that of ‘MostSignificantBlob’ and
not already taken in IConfLesion. Finally, an ‘OR’ operation is performed between
IConfLesion and I 0mask, or in other words ‘Set Union’ is done on those two images to create
the final mask (IFinalMask) which can be used to segment out the Lesions from the retinal
images. The Fig. 4 summarizes the whole algorithm in a flowchart form.

5 Testing and Quantitative Comparison

In this section, we introduce the testing results of the retinal lesions modeling. We
generally suppose that the resulting model is represented by the binary classification of
the retinal area, where the surrounding retinal structures are suppressed. Such model
reflects the retinal lesions features, which can be used for clinical evaluation of a state
of the respective retinal lesions in the particular time. Clinically, the optical disc
geometrical features are utilized as a reference for the retinal lesions objectification and
quantification.

In this analysis, we cooperate with the University hospital in Ostrava, Czech
Republic, particularly with the Ophthalmology ward. We are currently processing
retinal image data from the RetCam 3, containing 2800 images, from 80 patients
having clinical signs of the RoP. All the images have been acquired in the standardized
resolution 480 � 640 px. Each patient record is also accompanied with the clinical
diagnosis, containing particular signs of the RoP (a level of pathological tortuosity and
presence of the retinal lesions).

One of the limitations is a lower retinal image resolution, which is connected with a
worse recognition of the retinal structures, including the retinal lesions. Therefore, we
firstly report the image preprocessing results and the SURF features (Fig. 5). Note that
the native retinal data are provided in the RGB format. By the decomposition of the
RGB model, we have found out that the G channel the best reflects the retinal lesion’s
features.
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Finally, we report the final detection and classification of the retinal lesions. We
report two stage of the modeling. Firstly, the binary model is done based on the binary
classification, which suppresses other retinal structures. Consequently, the binary mask
is used for localization of the retinal lesions in the native retinal images. The experi-
mental results of the retinal lesions modeling is reported in the Fig. 6.

Lastly, we have done a quantitative comparison of the proposed method against
selected state of the art segmentation methods. We have done a quantitative compar-
ison on a sample of twenty patients, which have been diagnosed the retinal lesions. For
these patients, the ground truth images have been generated by the ophthalmologist
experts. These images serve as a gold standard for the objective evaluation. In order to
test the method robustness, we have applied the artificial Gaussian noise (Gðl; r2Þ),
which gradually increasingly deteriorate the retinal image quality (Fig. 7).

Fig. 5. Processing of the retinal images: (a) native retinal image from the RetCam 3, (b) green
channel extraction and contrast enhancement, (c) image smoothing by using the median filtration
and (d) SURF features location. (Color figure online)
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The objective comparison is carried out based on a set of the evaluating parameters
enabling measurement of a difference level between the gold standard images and the
proposed model. The following parameters are considered for the comparison:

• Rand Index (RI) measures a level of the similarity between two segmentation
regions. RI evaluates a compatibility of the assignment between pairs of the ele-
ments in two segmentation regions. RI is given by the following expression:

RI C1;C2ð Þ ¼ 2ðn11 þ n00Þ
NðN � 1Þ ð5Þ

where N stands for the total number of the pixels, n11 stands for a number of pairs
belonging to the C1 and C2 and n00 stands for a number of the pairs belonging to
different segmentation regions.

Fig. 7. Noise analysis for the quantitative comparison: (a) native retinal image, (b) G(0,0.01),
(c) G(0,0.05)

Fig. 6. Process of the retinal lesions modeling for three cases (a), (b), (c): first column: native
retinal images, second column: binary model of the retinal lesions and third column: retinal
lesions modeling in the native image area.
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• Correlation coefficient (Corr) measures the linear dependence between two
regions. This parameter gives numbers in the range: 0; 1½ �, where 0 indicates no
linear similarity, contrarily 1 stands for the full linear similarity.

• Mean Squared Error (MSE) measures differences between two segmentation
regions. MSE computes a squared average difference of the pixels in the same
positions. MSE is given by the formulation:

MSEðC1;C2Þ ¼ 1
N

XN
k¼1

C1 kð Þ � C2ðkÞð Þ2 ð6Þ

The following Tables 1, 2 and 3 bring the averaged results of the quantitative
comparison for twenty patients. The quantitative comparison is done against the
regional segmentation methods, including K-means, FCM, Active contours and Region
growing.

Table 1. Quantitative comparison of the retinal modeling for RI

Native
retinal
data

Gaussian
noise (0,
0.01)

Gaussian
noise (0,
0.03)

Gaussian
noise (0,
0.05)

Gaussian
noise (0,
0.07)

Gaussian
noise (0,
0.2)

Proposed
method

0.94 0.88 0.84 0.82 0.69 0.58

K-means 0.69 0.64 0.68 0.67 0.44 0.32
FCM 0.83 0.81 0.78 0.74 0.63 0.41
Active
contours

0.91 0.88 0.81 0.81 0.65 0.61

Region
growing

0.66 0.63 0.53 0.48 0.41 0.33

Table 2. Quantitative comparison of the retinal modeling for Corr

Native
retinal
data

Gaussian
noise (0,
0.01)

Gaussian
noise (0,
0.03)

Gaussian
noise (0,
0.05)

Gaussian
noise (0,
0.07)

Gaussian
noise (0,
0.2)

Proposed
method

0.95 0.92 0.87 0.82 0.74 0.64

K-means 0.88 0.64 0.61 0.61 0.58 0.32
FCM 0.91 0.86 0.81 0.76 0.71 0.53
Active
contours

0.89 0.91 0.85 0.82 0.78 0.68

Region
growing

0.64 0.55 0.51 0.43 0.43 0.34
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6 Discussion

In this paper, we present a novel method for the retinal lesions modeling. Retinal
lesions represent significant issue for the clinical practice. The retinal lesions are one of
the most significant signs of the RoP. From the clinical point of the view, in a com-
parison with the optical disc, the retinal lesions exhibit dynamical features over the
time, mostly they are expanded. Therefore, clinicians need to objectively track their
development, regarding the optical disc features, which are supposed to be stable over
the time.

The proposed method is focused on the autonomous extraction and classification of
the retinal lesions from the retinal records. Binary model reflect the geometrical fea-
tures and manifestation of the retinal lesions. Such features will be clinically applicable
for tracking their development. As a part of the proposed analysis, we report the
quantitative comparison against some well-known state of the art methods, where the
proposed method seems to be very sensitive, even in the noisy environment.

In this analysis, we primarily devote to a proposal of the segmentation method.
Clinically, when detecting the multiple lesions, these lesions should be recognized from
one another due to its individual tracking. Another way of the future research will be
focused on the classification procedure for individual detected lesions. Second part of
the future research will be a clinical evaluation of the detected lesions based on the
optical disc features.
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Abstract. This paper deals with the design of an automated algorithm for
segmentation and modeling pathological areas of MR brain imaging data. For
segmentation purposes was used namely active contouring method in
MATLAB. The proposed algorithm was tested on a dataset of 21 MR frames.
This work also deals with the comparison efficiency of preprocessing image

to improve segmentation results and subsequently testing and verifying the
proposed algorithm for real image data.

Keywords: Brain � Pathological area of the brain � Magnetic resonance �
Detection � Image processing � Active contours � MATLAB

1 Introduction

Pathological areas of the brain are manifested in a different bright spectrum from
physiological structures. In the brain, these pathological areas are malignant or benign
tumors. Malignant tumors grow very fast, they are unlimited and metastasized. Benign
tumors grow very slowly, they are bordered and non-metastasis. Yet benign brain
tumors can kill the affected person as they grow in the closed space of the skull [1].

One type of brain tumor is glioblastoma multiforme, which affects predominantly
elderly people. The average survival time is about one year. This type grows
unbounded, it is soft consistency, bloody and necrotic. In most cases is benign but
threatens man with his growth. Further benign meningiomas is well defined with
spherical or ovoid shape. Glioblastoma is malignant tumor; its limitlessness and
irregularity cannot be exploited, and it reacts badly to other healing methods. In
addition to the tumor, at the CT and MR images are observable also brain abscesses [2].
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From this reason, it is aim analysis and genesis of algorithms for segmentation
pathological areas from MR images.

Brain magnetic resonance, CT, PET and more are used to visualize brain tissue and
brain pathologies. Magnetic resonance uses a very strong magnetic field and physical
properties of hydrogen’s nucleus. Hydrogen nucleus are exposed to strong magnetic
field and they are source of radio frequency wave. This signal is captured by the
receiving coils. Images give to doctors very important information about all organs in
the body. The advantage is that the patient is not exposed to X-rays, unlike computed
tomography. The disadvantage is the relatively long examination, usually takes 20–
50 min. Magnetic resonance is the most important imaging method for imaging brain
tissues and spinal cord. T2-weighted sequences with suppressing signal of cere-
brospinal fluid (FLAIR) are used to assess the structure tissue and fat suppression
(STIR) that are used to detect spinal cord injury [3].

Another imaging method for visualize the brain is CT. The examination is per-
formed without the use of contrast medium and assessing the state of the brain tissue,
the width of the ventricular system or presence of bleeding. Principle of computed
tomography is the mathematical reconstruction of the transverse cut of the body patient.
Using functional magnetic resonance (fMRI) are displayed areas of brain, which
actively working, they consume more oxygen. Therefore, they are more blooded than
areas at rest. Examination of fMRI is time-consuming, usually takes 30–60 min [4, 5].

Sonography is used for assessment brain tissue of fetuses, newborns and infants
until a large fontanel has closed them [4].

2 Related Work

This paper deals with image processing of brain from MR. In related works are used
many segmentation methods for detection pathological areas of brain. Exists algorithms
can classificate to three groups: manual, semi-automatic and fully automatic.

One of methods is watershed transformation, which it is based on similar principle
as the method dividing and merging areas. The method is used to extract area of tumor
from the brain’s MRI image. The image is understood as a relief that is gradually filled
with water. Water floods the relief from the local image minima [6–8].

Another method is region growing. Firstly, starting points of areas are manually
selected. In the next steps pixels in the area are examined seed and are then incorpo-
rated into particular region, if they satisfy a certain homogeneity criterion [9].

Algorithm K-means is used to find tumors by detecting edges and ranks between
nonparametric cluster analysis methods. The principle of the algorithm is the classi-
fication of objects into the final count clusters. The centers of the clusters are the center
of mass. Initial values of the center of mass must be set manually [10–12].

Algorithm BIANCA serves for detection WHM (white hyperintensity) with
assumed vascular origin. This is, for example, multiple sclerosis, acute infarctions or
brain tumors. The BIANCA algorithm uses k-NN algorithm [13].

Algorithm Fuzzy C-Means allows clustering one object into multiple clusters. The
Fuzzy algorithm works with a degree of truth, which determines membership to a
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particular cluster. The algorithm divides the final number of points into clusters
according to the criterion, such as color, distance and more [14, 15].

3 Description of Dataset and Image Preprocessing

Images of patients with cancers were chosen from free available database http://www.
cancerimagingarchive.net/. These images represent a large archives of medical images
Data are broken down by disease area (Fig. 1). In this work were selected groups of
pathological findings in brain (low grade malignancy gliomas, glioblastoma, glioblas-
toma multiforme, gliomas of low and high degree of malignancy). Image resolution is
256 � 256 pixels, except group Glioblastoma with resolution of 512 � 512. Several
test images were selected from each group. The DICOM format from database is not
suitable for segmentation purposes, so it needs to be converted to PNG.

Appropriate image preprocessing will increase the success of further lesion
detection steps. Algorithm of image preprocessing, were composed from image
sharpening, bright transformation and specification of ROI (Region Of Interest). Image
sharpening is based on subtracting the blurred image of original, so it is created new
image with high frequency components (edges) (see Fig. 2). Second step is bright
transformation, specifically, point transformation that means new pixel value is cal-
culated only from the value of the same element (see Fig. 3). Creating ROI can reduce
the count of pixels in the image. Object of interest are lesion area, they are selected
manually (see Fig. 4).

Fig. 1. Block diagram of preprocessing image.

Fig. 2. Native image (left), image after application sharpening (right).
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4 Segmentation of MR Images with Active Contour

Active contours are called “snakes”, is one of the more advanced image segmentation
methods. It is a curve inside the image, deformed by energy. Internal energy influences
the smoothness of the waveform, the image energy deals with the deformation of the
contours to the edges, and the external energy draws the curve to the local minima.
Total energy can be expressed as the sum of the internal and external energy and
energy of image. Deformation of its shape takes place until it reaches the boundary of
segmented interest object [16].

Active contour is defined as parametrical equation:

v sð Þ ¼ x sð Þ; yðsÞ½ �; s 2 0; 1½ � ð1Þ

where, s ¼ 0 means start of curve and, s ¼ 1 means end of curve. x sð Þ; yðsÞ½ � are
coordinates of point, which is at curve. Total energy of active contour is:

Z1

0

Esnake v sð Þð Þds ¼ Z1

0

Einternal v sð Þð ÞþEimage v sð Þð ÞþEcon v sð Þð Þ� �
ds ð2Þ

where Einternal is internal energy, Econ is energy of contour’s starting points, Eimage is
energy of image. Internal energy is defined by equation:

Eint ¼ a sð Þ @s
@s

����
����
2

þ bðsÞ @s
@s

����
����
2

ð3Þ

Fig. 3. Image after brightness transformation (left) and after brightness transformation (right).

Fig. 4. Native image with selected lesion (left), extracted ROI (right).
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where a represents curve strength and parameter b indicates the stiffness of the contour.
Using these parameters, it can determine how the contour will be shaped. Energy of
image is defined by equation:

Eimage ¼ wtineEtine þwedgeEedge þwtermEterm ð4Þ

Etine determines how the contour will be tilted to light or dark areas of the image of
choice wtine. Function Eedge the contour is attracted to locations with high gradient
value (local minimum). Eterm has the task of detecting sharp corners and end of edges
by examining curvature. Blurred image is used here due to possible noise [16].

4.1 Implementation of Algorithm

In the first step it is necessary to set the following optimal parameters for detection the
object of interest (Fig. 5):

• NumIter – the number of iteration steps.
• Timestep – time step of the curve shift. The larger value of the parameter is, the less

the exact curve, but the faster it moves.
• mu – the constant providing the curve so that it does not deviate far from its position

during the development.
• sigma – the Kernel’s function parameter, examining the luminous intensity inho-

mogenity. The higher is this parameter, the curve moves away from the actual
position.

• epsilon – determines the Dirac pulse width, which accelerates the initial movement
of the initialized contour. The higher value is, the lower accurate is the contour at
the end.

• c0 – the constant multiplies the pixel values inside the contour (negative value) and
outside (positive value). The higher constant is, the faster is the initial contour
motion.

• lambda1 – the constant, the weight of the area of the inner contour when moving the
curve.

• lambda2 – the constant, the weight of the area of the outer contour in the curve
movement. It also depends on the ratio between lambda1 and lambda2. If lamb-
da1 > lambda2, the curve shrinks. If lambda1 < lambda2, the curve expands.

• nu – the constant determining the length of the contour. The higher value is, the
shorter is the contour and the attraction of any undesirable artifacts in the image.

• alf – a parameter that can set an emphasis on image energy, drawing the curve to the
edges [16].

Fig. 5. Block diagram of algorithm.

328 J. Kubicek et al.



The next step is to place the initialization contour. For each image, it needs to set
the size of the initialization circle individually. At Fig. 6, you can see the individual
steps of the algorithm. Once all the iterative steps have been taken, a contour is created.
It borders the object, which we choose. Evolution of the contour is accompanied by the
energy function E (/) differentiating the image area to:

• outside: area outside the segmented object (positive energy)
• inner: area outside the segmented object (negative energy)
• border: zero energy representing the edges of the object

At Fig. 7 shows an energy map, which shows the energy distribution during
contour development. The pathological tissue is depicted in blue and has got negative
value, the surrounding yellow area has got positive value. In the right window, the
interest object is extracted by thresholding, where the negative area is white and the
positive area is black.

5 Quantitative Testing and Comparison

Algorithm was tested on native images, preprocessed image without specifying the
ROI and the ROI from the images. For testing was chosen 21 images. In the figures
below, the upper image always features images with unclear boundary of object, the
image in the middle is well-contrasting and the lower image represents images, where it
is not entirely clear.

Fig. 6. Evolve contour from initialization to final step, number of iteration steps = 300.

Fig. 7. Energetic map (left), binary model of object (right). (Color figure online)
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Only parameters of algorithm NumIter, Timestep and sigma were changed. The
other parameters were set same at all testing. Values of these parameters show Table 1
below.

5.1 Testing on Native Images

For testing on native images were used parameters with values according to the
Table 2.

Figure 8 shows in the left window final contours on the native images, map of
energy is displayed in the middle window and the object of interest is extracted in the
right window. Segmentation for these images was successful.

Table 1. Set parameters for testing images

Parameter Values

epsilon 1
c0 2
lambda1 1,02
lambda2 1,2
Nu 0,0005*255*255
Alf 20

Table 2. Set parameters for testing image below

Parameter Top image Middle image Bottom image

NumIter 300 400 200
Timestep 0.01 0.1 0.01
sigma 5 10 12

Fig. 8. Testing on native images: native MR images (left), energetic map of active contour
(middle) and binary model of object of interest (right).
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5.2 Testing on Preprocessed Images Without ROI

Segmentation of preprocessed images without ROI was complicated, due by using
image sharpening and bright transformation. For efficient segmentation, it was neces-
sary to increase the sigma value. Average sigma value for native images was 9.63,
while for images from this section average value was 23.05. Increasing sigma value had
a negative impact on computational demands. For testing on native images were used
parameters with values according to the Table 3.

Top image of Fig. 9 shows inaccurate extraction. This is due to the unclear
boundary between the object and the surrounding tissues. The image in the middle
shows degraded results compared to the native image. The contour does not break open
to the folds and the result is inaccurate. Much worse results have the bottom of the
image, where the resulting extraction is incomplete.

5.3 Testing on Image with Defined ROI

ROI from images were testing and it shows, that often it occurs to distort the results by
adding pixels to unwanted objects. If unwanted objects with a similar shade of gray
appear in the ROI, unwanted pixels are added to the undesirable parts. Parameters of
setting are showing below in the Table 4.

Table 3. Set parameters for testing preprocessed images

Parameter Top image Middle image Bottom image

NumIter 1100 100 400
Timestep 0.001 0.01 0.01
sigma 15 25 20

Fig. 9. Testing on preprocessed images: native MR images (left), energetic map of active
contour (middle) and binary model of object of interest (right).
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In the image below (see Fig. 10), the contour does not approximate the entire
object. This is again caused by an inaccurate boundary between the subject and the
background. The middle image is comparable to preprocessed images without ROI. In
these images, glioblastoma was successfully detected. The image below does not
restrict the entire object again and the resulting extraction is incomplete.

5.4 Definition of Objectification Parameters

Evaluation of segmentation’s effectivity is based on correlation coefficient. Correlation
coefficient expresses the degree of “linear bond tightness,” since the correlation anal-
ysis describes the linear relationships between the variables. The correlation coefficient
R is from −1 to +1. The second power of the correlation R2, called the coefficient of
determination, takes values from 0 to +1, where 0 means no dependency and 1 means
full dependence [17].

5.5 Results of Quantitative Testing

Testing of the segmentation model contrasted with the gold standard, which is given by
manual segmentation. Gold standard is given for each image, which is compared with
the binary model (Fig. 11). This is determined by the method of active contours. The
correlation coefficient is calculated, and then this coefficient is converted to percentages
(see Table 5). Testing was done only on native preprocessed images, as ROI images
did not achieve satisfactory results.

Table 4. Set parameters for testing ROI image

Parameter Top image Middle image Bottom image

NumIter 300 400 800
Timestep 0.01 0.1 0.01
sigma 10 10 8

Fig. 10. Testing on ROI images: ROI MR images (left), energetic map of active contour
(middle), binary model of object of interest (right).
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The resulting average value of native images is 90.92% and the average value of
preprocessed images is 90.52%. The highest percentage difference is recorded for the
tenth image, where it is 8.01%. This image has a dark background and the lesions are
lighter, so the contrast is enhanced by preprocessing and lesion is better bordered and
visible.

Table 5. Objective evaluation of active contour

Image Image resolution [px] Native images
[%]

Preprocessed
images [%]

1. 512 � 512 1. 95.63 1. 92.24
2. 94.11 2. 92.76
3. 95.71 3. 92.64
Average 95.15 Average 92.54

2. 512 � 512 1. 89.05 1. 93.07
2. 88.77 2. 92.74
3. 87.19 3. 92.92
Average 88.33 Average 92.91

3. 512 � 512 1. 92.88 1. 90.80
2. 94.39 2. 91.72
3. 94.96 3. 92.24
Average 94.07 Average 91.58

4. 256 � 256 1. 92.87 1. 87.97
2. 95.96 2. 88.87
3. 95.85 3 86.54
Average 94.89 Average 87.79

5. 256 � 256 1. 87.98 1. 93.99
2. 89.07 2. 94.98
3. 90.90 3. 94.41
Average 89.31 Average 94.46

6. 256 � 256 1. 93.36 1. 89.34
2. 92.49 2. 87.57
3. 92.22 3. 87.08
Average 92.69 Average 87.99

Fig. 11. Binary model of image (left), gold standard (right).
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6 Conclusion

The Active Contour method was implemented on test images. The optimal combination
of parameters for each image was selected individually for the detection of the
respective object.

A great effect on the resulting segmentation has the location of the initialization
contour. If the object has unclear border, the contour has nothing to attach. Two images
failed to detect at all due to the low visibility of the object. Therefore, the clearly visible
boundaries of the tumors and surrounding tissues are very important. The next point is
the size of the initialization contour. If a small contour is used, the curve decreases until
it disappears. In the case of large contours, it can attach itself to other structures.

The best results are native data, on the other hand the worst results have been
achieved with ROI images. This is evidenced by the fact that 19 images from 21 native
data were detected, and only 15 images from 21 images with ROIs were detected. If the
subject is brighter than the background of the native image, it will help to preprocessing
of image. There is highlighting light colors and better contrast between the subject and
the background.

However, if the tumor is darker than background, the background will be high-
lighted by preprocessing. The subject is not highlighting. The result is inaccurate
segmentation.

The Active Contour method was evaluated to verify the success of this method for
segmentation and extraction of the pathological regions of the brain and also to
determine whether better native or preprocessed images are best for this method. The
resulting values are very similar, it cannot determine exactly whether better native or
preprocessed images are for the active contour method.
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Abstract. This paper deals with the method of removing the noise in MRI
images- During data capture and transmission, the data is disturbed by a noise
component that cannot be completely reproduced exclude. Noise is defined in
signal theory as additive information that was added to the original purchasing
equipment or during the transport. Study of noise models is a very important
part of image processing. On the images are applied noise generators, and design
LMMSE filter, which is used for shaded images. They were tested salt and
pepper noise, Gaussian noise and Rican noise. For each noise, more than one
level of this noise. Another task was objective and subjective evaluation of the
success of the filtration.

Keywords: Noise � Gauss distribution � Rican distribution � LMMSE filter

1 Introduction

Many imaging applications for MRI (magnetic resonance) images are based on
stochastic methods, which are based on knowledge of noise statistics. This work deals
models of noise and filters that play an important role in the noise reduction process. To
eliminate noise can also lead the signal estimate by removing the noise, which must be
preceded by a well-defined noise statistical data model (usually Gaussian distribution).
Magnetic resonance contains noise from various sources (including noise from
stochastic variation and noise from eddy currents and many physiological processes)
and artefacts caused by magnetic sensitivity between adjacent ones tissues, rigid and
unstable movement of the body and other sources.

Electrically conductive tissue in the body the patient creates thermal noise, which is
the main source of MRI noise. Noise is also the result errors that occur during the
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acquisition. Random noise that enters the display system from external sources, typi-
cally has a Gaussian or normal distribution.

If we want to compare more models of noise and discuss their use, we must accept
a reasonable one a compromise between the accuracy of the model and its general-
ization capability. The data are obtained in k-space 1 using regular Cartesian sampling.
Noise contributions are independent, total noise is the sum of the noise from each
single source. For noise modeling, we also take into assumption the power of noise,
whose value is constant [1].

Noise can be removed by various techniques such as spatial and time filters, ani-
sotropic diffusion filtering, filter of nonlinear dimeter (NLM; non local means), bilateral
an trilateral filter, wavelet transform, linear minimal estimates quadratic errors,
approaches with maximum probability, or statistical estimates nonparametric analysis
of neighboring and singular functions [1].

2 Related Work

Noise filtering methods in MRI can be divided into three groups: methods defined in
spatial domain, methods working in the transformed domain and methods using sta-
tistical properties signals. Heat noise occurs during signal acquisition and is one of the
most common causes of image degradation.

There are many ways to reconstruct an image or set of data. An important property
of good filter is that it should completely remove the noise and keep the edges.
Traditionally, there are two types of models – linear and nonlinear. They are more used
linear filters. Their advantage is the speed, and the disadvantage insufficient ability
effectively to protect the borders of images that are blurred. We can divide filters for
high frequency and low frequency [2, 3].

After applying these types of filters, the edges in the image are deleted, and the
image is smoothed. The smoothing effect depends on the size of the mask used. These
filters are used to remove noise and blur image. This group includes, for example,
average, Gaussian and median filter.

The median filter is used to remove the noise known as salt&pepper. Which rep-
resenting the impulsive noise model [4].

Wiener’s filter based on statistical approach. The filter principle is based on min-
imizing the mean quadratic error between the original matrix and the reconstructed
matrix.

Gaussian filter represents an extension of the filter by averaging, namely Gaussian
layout [5].

High-frequency filters include Laplacian filter, Sobel’s filter. This filter is used for
edge detection in the image. However, the method is susceptible to noise, so it is good
use to any filter to remove the noise from image [14].

The Sobel’s filter highlights the edges either in the horizontal and vertical plane.
Alternatively, it is possible combine both possibilities and obtain Sobel’s overall
gradient. However, this is a filter becomes nonlinear.

Prewitt’s, Robertson’s or Kirch’s filter work on the same principle as the Sobel’s
filter [6, 7, 12, 13].
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3 Methods

3.1 Analysis of Test MR Data

Describing MR image structures according to signal strength of a given sequence is
used to indicate hypersensitive for a tissue that is represented by a bright part of the
brightness spectrum, isosignal or also hyposignal for the tissue, which is represented by
the dark part of the brightness spectrum, and for tissues the black color is the term
assigned. It is also important to indicate the sequence in which the image was generated
because the signal variability analyzed in the different sequences occurs tissues.

MR examination provides an advantage in showing the structures of both soft
tissues (as for example ligaments, muscles, tendons, etc.), as well as bones and
meniscus, and is therefore widely used in the diagnosis of pathologies musculoskeletal
system.

The knee is one of the most investigated joints by just this one MR method. MR
images of knee and CT images of knee areas were tested in this work. Figure 1 shows
two knee images that have been tested [1].

The MRI image shows knee, where the cartilage is represented as the lightest area
of the image. Can be recognized two cartilages around the knuckles of the femur and
the tibia and the third is in the area of the patella. Visible gray areas belong to the
muscle tissues, among which in the knee area belong m. gastrocnemius and m. vastus
medialis. Bone tissue is presented with the large black areas, which are femur and tibia
bones.

Due to the absence of ionizing radiation, MRI is the ideal imaging method for
repeated examination in the context of long-term monitoring, which can be used in
angiography. This method is suitable, for the examination of calcifications blood
vessels, in which a gadolinium contrast agent is applicated. During projection the area
under investigation belongs to the significant light regions, while another vessel
appears only in gray. Selected image MR image is used in tested dataset (see Fig. 2).

Fig. 1. Input dataset (images of knee) – CT image (left), MRI image (right).
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The tested dataset includes next MR images as pathological image of human brain
and cavity image abdominal (see Fig. 3). The resolution of all images is shown in
Table 1.

Fig. 2. Input dataset (vascular systems).

Fig. 3. Input dataset (brain and belly walls).

Table 1. Resolution of input data

Input image Resolution

Knee (CT) 600 � 600
Knee (MR) 600 � 600
Contrast MR image of blood vessels of descending aorta 640 � 640
Calcification of the femoral vascular system 960 � 960
Contrast MR image of the vascular system of the calf 640 � 640
Contrast MR image of the vascular system of division of the descending aorta 640 � 640
Brain (MR) 256 � 256
Belly (MR) 480 � 480
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3.2 Used Synthetic Generators of Image Noise

In this work are used generators for three types of image noise salt&pepper, Gauss
noise and Rician noise, which are applied to MR images.

Salt&pepper noise is often named as impulsive noise. Impulsive noise is very
common in digital images. It is always independent of the pixels of the image and is
distributed over the image. This type of noise generally damages the digital image by
disturbing the pixel elements in camera sensors, insufficient memory space, errors in
the digitalization process, and many others. Pixels randomly acquire three values. The
pixels will gain values for the color white, black or does not change [5, 7] (Fig. 4).

Gaussian noise is also called electronic noise, because it arises in amplifiers or
detectors. This noise is caused by natural sources such as thermal vibrations of atoms
and discrete disposition of radiation warm objects. Gaussian white noise affects the
image by adding a value from normal distribution to each pixel, the normal distribution
has a certain scattering, zero mean value, and intensity typically less than the maximum
intensity in the image. The noise spectrum is uniform, which means that all image
frequencies are equally affected. This is broadband noise [4, 7] (Fig. 5).

Fig. 4. Analysis of vascular system: contrast MRI image with superposed salt&pepper noise of
different levels.

Fig. 5. Cartilage analysis: image with superposed Gaussian noise with different values l (mean
value) and r (standard deviation).
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Probability distribution of the Rician noise is given by the equation:

pM Mð Þ ¼ M
r2

e�
M2 þA2

2r2 I0
A :M
r2

� �
ð1Þ

where M is measured intensity of pixels, r is standard deviation of Gaussian noise in
real and imaginary image, A is intensity of pixels in the absence of noise, I0 is modified
zero order Bessel’s function of the first type [7, 9, 10].

3.3 Objectivization Parameters of Filtration Efficiency

To evaluate the effectiveness of the filters were used the parameter SNR, which indicate
the signal-to-noise ratio, and MSE expressing a mean quadratic error. The SSIM
(structural similarity index) is also used to compare output quality, which is based on
local variance QILV (quality index) and covariance.

SSIM expresses the structural similarity of two images. The index takes values
from 0 to 1, when 1 expresses the same images. For color images, it is usually only
calculated in the brightness folder.

QILV is based on comparing the local distribution of scattering between the image
and the “gold standard”. The index is suitable for better image instability evaluation, so
it explicitly focuses on image structure.

The simplest relationship of two metric variables is a linear relationship whose rate
can be ascertained correlation coefficient. Filtration was considered based on 2D cor-
relation. Pearson’s correlation coefficient (r) takes values from −1 to +1, which indi-
cates the perfect linear relationship (negative or positive) [11].

3.4 Design of LMMSE Filter

In statistics and signal processing is estimation of minimal mean quadratic error
(MMSE) which minimizes the central quadratic error (MSE), which is a common
measure of quality estimation of the measured values of the dependent variable.

LMMSE filter is based on minimizing MSE, works on noise estimation (by the
method of statistical moments). Perhaps the best filtration results is achieved when it is
assumed, that the signal and the noise are statistically dependent on Rican distribution.
Estimation noise of single MRI image is usually done from background pixels (bina-
rization), where the signal is assumed to be zero. The bright pixel component un that
background is zero. LMMSE estimate for 2D signal with Rican distribution can be
written as:

Â
2
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n o
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2
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where: Aij is an unknown pixel intensity value (i, j), Mij is brightness magnitude of
signal, CA2

ijM
2
ij
is vector of cross covariance, CM2

ijM
2
ij
is covariant matrix.
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After simplifying estimation to point with vectors and matrices become scalar
values. Modification we can get the shape:
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Assuming local ergodicity, the final listing for LMMSE can be defined as:
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It follows from this equation, that the value r2n must be properly estimated. This is
mostly done from the selected area from the pixels in the background. The performance
of the overall is therefore highly dependent on quality estimation of noise variance.
However, it does not just work with such a selection, it can also be used as distribution
a local second order moment [1, 9].

3.5 Testing on Real Data

Data testing phase can be divided into several steps in MatLab. First, the above types of
noise were applied to the loaded data. For each type of noise, it was selected more that
one parameter of level noise. Work with cell fields has been selected to simplified the
code. Into cell fields were saved individual images. The next phase after was appli-
cation of LMMSE filter. After filtering, the new images were also stored in a new
cellular field, totally two fields were created.

The first field contain images with noise. The field has a size of 8 � 11 – it contains
eight rows and eleven columns. The first column consists of input images, the other
columns are images with added noise. Algorithm continues with the cell field always
working so that the entire first column is input variable for noise-adding command.

The main part is the analysis and testing of the efficiency of the LMMSE filter for
the selected MR image data. For all images is applicated filtration with several values
of the parameter Ws, which determines size of mask filter. Selected values Ws were 5, 7,
9, 13, 15 and 17. For all of these filter levels were calculated objectivization parameters
SNR, MSE, SSIM, QILV, correlation and their values have been entered into tables for
easier evaluation of the level of filtration.
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3.6 Filtration for Noise Salt&pepper

Filtration of impulsive noise of type salt&pepper based on the LMMSE filter appears to
be ineffective in terms of test results. This filter is ineffective for all mask size values
Ws. From this testing, it can be assumed, that the LMMSE filter can not be applied to
impulsive noise, as shown in Fig. 6.

The result corresponds to expectation, because many sources state that for this type
of noise is available to use median filter. This is not necessary in more detail to deal
with parameter values whose averages are shown in Table 2.

3.7 Filtration for Gaussian Noise

The shape of the Rician and Gaussian noise distribution curve is very similar (see
Fig. 7) and manifestation of noise LMMSE filter in MR images assumes Rician
distribution.

Gaussian noise can be expected to be more successful than salt&pepper. Four levels
of Gaussian noise were tested, namely:

1. Mean value 0,1; variance 0,1
2. Mean value 0,1; variance 0,01
3. Mean value 0,5; variance 0,01
4. Mean value 0,05; variance 0,01

Fig. 6. Images of the vascular system with the application salt&pepper noise at different levels
after filtering with mask Ws

Table 2. Average parameter values for the filter salt&pepper

Parameter Value

SNR 0,9270 dB
MSE 0,0275
SSIM 0,0710
QILV 0,0175
r 0,1590
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Various mask size values have also been tested. Table 4 contains average values of
monitored parameters for different noise levels. These specific values were calculated
as the averages of the eight filtered images on which they were applied filter with value
Ws = 5. Parameter SNR is significantly higher than in the salt&pepper. MSE is low,
which is as the error is desirable. QILV, SSIM and correlation as parameters with
maximal value 1 can also be rate as higher (Table 3).

Effective can be defined as filtering with parameters l = 0,1 and r2 = 0,01 (third
column of the table) and l = 0,05 and r2 = 0,01 (fifth column of the table). The image
output of one of the efficient filters is shown in Fig. 8. On the other hand, inefficient
filtration is shown in Fig. 9.

Fig. 7. (a) Rician distribution for different values SNR and A
r , (b) PDF (function of the

distribution probability) of gaussian noise [4, 10].

Table 3. Average parameters for filtration of Gaussian noise

Parameter Value
l = 0,1
r2 = 0,1

l = 0,1
r2 = 0,01

l = 0,5
r2 = 0,01

l = 0,05
r2 = 0,01

SNR 3,625 dB 8,507 dB 2,036 dB 9,295 dB
MSE 0,039 0,019 0,173 0,019
SSIM 0,135 0,411 0,232 0,396
QILV 0,182 0,661 0,250 0,666
R 0,543 0,822 0,519 0,823
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3.8 Filtration for Rician Noise

MRI images with Rician noise were filtered with values of variance 0,05; 0,08; 0,1 and
0,5. For testing were used different mask sizes of filter (Ws 5, 7, 9, 13, 15 and 17). The
resulting parameters are in Table 4. Size of the filter mask were changed and did not
make any major changes in average values, therefore only the lowest and highest
values are listed [8].

Fig. 8. Images with noise (Gauss; l = 0,1 and r2 = 0,01).

Fig. 9. Ineffective filtration of Gaussian noise (average 0,5; variance 0,01).

Table 4. Average values of parameters for filtration Rician noise

Parameter Value
l = 0,1
r2 = 0,1

l = 0,1
r2 = 0,01

l = 0,5
r2 = 0,01

l = 0,05
r2 = 0,01

Ws = 5 SNR 11,739 dB 9,982 dB 9,373 dB 1,037 dB
MSE 0,019 0,019 0,019 0,078
SSIM 0,538 0,461 0,424 0,116
QILV 0,647 0,604 0,571 0,172
r 0,842 0,853 0,857 0,646

Ws = 17 SNR 11,299 dB 9,509 dB 8,791 dB 1,750 dB
MSE 0,019 0,019 0,020 0,067
SSIM 0,518 0,467 0,452 0,247
QILV 0,543 0,467 0,415 0,103
r 0,869 0,857 0,849 0,699
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The most efficient filtration was achieved for variance 0,05 and Ws = 5, as insuf-
ficient on the other hand is filtration with set variance 0.5 and Ws = 17, which can be
objectively to judge based on parameters above and subjectively according to Fig. 10.
Still it is obvious the grain areas, which should be homogeneous, and transitions
between different levels of brightness are blurred.

Increasing variance of noise changes the calculated parameter values. At Rician
noise and variance from 0,5 to 1, there are dependencies, which are demonstrated
graphs in Fig. 11. With increasingly variance of noise have parameters SNR, SSIM and
QILV decreasing character. Parameter values are plotted on the vertical axis. On the
other hand MSE value rises, which corresponds to expectation, because MSE is
parameter specifying average quadratic error.

Fig. 10. Comparison of effective and ineffective filtration of Rician noise.

Fig. 11. Independence of each parameters during filtration Rician noise.
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Parameters SSIM, SNR, QILV have the most efficient filtration, because their
values are the highest and parameter MSE has the lowest value. The charts were crated
from the output for the mask size 5. Size of parameters are changed slightly with
change of mask size (see Table 4), but the behavior is always the same, so graphs for
the other mask size looked very similar.

4 Conclusion

Eight MRI images were tested, each image was infiltrated for ten different levels of
noise. Size of mask filter were tested for six different values. The total set obtained after
filtration was 480 images of MRI. These images have been evaluated for filtration
efficiency.

Since alone the mathematical basis of the filter is based on Rician distribution, it
can be assumed that for Rician and Gaussian noise is the best application for the filter.
In many sources is also presented the fact that for impulsive noise type of salt&pepper
is more convenient to select low frequency filter such as median filter or diameter filter.
For Rician noise, also applies, that the quality of filtration decreases with increasing
variance.

If variance above 0,1, filtering is significant and the images are already too
degraded. For Gaussian noise was filtration is achievable at variance of 0,01 and mean
[0,05; 0,1].
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Abstract. Continuous glucose monitors (CGMs) are minimally invasive
sensors that detect blood glucose levels (usually in patients with diabetes)
at high frequency. The devices produce considerable volumes of sensor
data when used for weeks and months. We consider the following research
question: is it possible to uniquely identify a patient from a fragment of
their CGM data? That is, supposing a patient’s medical records are stored
in a database along with a large sample of their CGM data, could an
attacker with a much smaller sample of data from a different time period
match the two time series and positively identify the patient? If the answer
is yes, then significant patient privacy concerns are raised since many
health records are now stored online. Our investigations using existing
public CGM datasets reveal that many subjects can be uniquely identi-
fied using a simple nearest neighbour-based analysis approach.

Keywords: Continuous glucose monitors · Diabetes ·
Nearest neighbour analysis · Time series data · Privacy ·
Medical Internet of Things · Data security

1 Introduction

In this paper we use techniques from machine learning, information retrieval and
statistics to investigate the question of whether is it possible to uniquely identify
a patient with diabetes from a sample of his or her blood glucose data recorded
using a continuous glucose monitor (CGM) device.

A sample of data from such a device is given in Fig. 1. The figure outlines
in red the desired target zone for a healthy individual’s blood glucose, the point
of least risk (given by the central red line), and boundaries indicating mod-
erate hypo- or hyperglycemia [6]. This figure shows blood glucose fluctuations
characteristic of diabetes sampled by a CGM every five minutes.

We consider the scenario of an attacker gaining access (authorized or unau-
thorized) to a fragment of CGM data and using it to retrieve other medical
records in a database by matching the attacker’s CGM data fragment to larger
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samples of the same type of data stored in the database. The database may be
public and de-identified or it may be private and have been compromised by the
attacker.
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Fig. 1. Fragment of the blood glucose data
from a subject consisting of 700 continuous
samples over 2–3 days. (Color figure online)

If the attacker knows the iden-
tity of the victim, then patient pri-
vacy could potentially be compro-
mised since CGM data is likely
linked to other electronic health
record (EHR) data in a comprehen-
sive medical database.

The investigation presented in
this paper is novel and as far as
we are aware this issue has not
been considered to date. CGM tech-
nology is a relatively recent devel-
opment, and explorations of the
potential misuse of data gener-
ated by these devices has not been
explored in the literature.

2 Background

2.1 Wearable CGM

Wearable CGM devices provide non-invasive or minimally invasive blood glucose
readings every 1–5 min [4,5]. This is in distinct contrast to the self-monitoring
of blood glucose (SMBG) approach (involving a lancet device for drawing a
blood sample) where samples are typically taken only a few times a day. Most
current commercial CGMs use a needle sensor inserted into the subcutaneous
tissue that measures the electric signal generated by the glucose-oxidase reaction.
This signal is converted into an estimate of the patient’s interstitial glucose
concentration [4], which in turn is a reasonable estimate of the blood glucose
concentration (subject to a varying time lag).

First generation commercial CGMs have been available since 2005 but suf-
fered from lower accuracy than SMBG [4]. Recent developments in the technol-
ogy include greater accuracy, greater user comfort, longer wear time, and the
reduced need for regular calibration [1,4,10]. Such advances have led to CGM
devices being more widely accepted by patients and doctors as a means of mak-
ing clinical decisions. The most accurate devices may now potentially be used
safely as the sole means of glucose monitoring [10]. Other recent developments
include efforts to develop non-invasive wearable devices that can continuously
monitor glucose concentrations via the skin, sweat, breath, saliva and ocular
fluid [2].

Medically, use of CGM devices has been shown to improve glycemic (i.e.
blood glucose concentration) control in both patients utilising continuous insulin
pumps as well as those following a multiple daily insulin injection regime. These
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devices can be used by patients with both type 1 and type 2 diabetes, as well as
pregnant and hospitalized patients [10].

CGM has been shown to reduce the number of hypoglycemic episodes in
patients at high risk of hypoglycemia, but not reduce the risk of severe hypo-
glycemic episodes that may lead to seizure, coma or hospital admissions. The
reasons for this are currently not clear, but this may in part be because the
frequency of severe hypoglycemic episodes are linked to factors other than blood
glucose levels alone [10]. Therefore linking CGM data to a larger dataset of more
general EHR data may be invaluable for research, despite the security risks.

CGM has other potential applications in diabetes treatment and research.
Masked (or professional mode) CGM provides data to doctors so they can mon-
itor compliance or response to therapy, but not to patients (who might alter
their normal behavior based on real-time feedback) [10]. A minimum of 14 days
of monitoring appears needed to establish a good profile of the patients’ activities
and blood glucose profiles [10].

CGM is also used synergistically with other technologies to improve glycemic
control. For example, CGM can be one of the components of an “artificial pan-
creas” system that actively regulates blood glucose through the controlled deliv-
ery of insulin and/or glucagon [10]. CGM data combined with an intelligent
driven decision support system (and a telemedicine system that allows medical
supervision) can allow patients to modify their insulin doses based on glucose
predictions [9].

In contrast to HbA1c (which shows long term glycemic control) and regular
SMBG (which shows the level at the time of monitoring), CGM can also pro-
vide data on nocturnal patterns, and the duration, severity and frequency of
previously undetected hypo- and hyper-glycemic episodes [10]. This makes these
devices extremely useful in evaluating the effects of new drugs in clinical trials.

2.2 Interpreting CGM Measurements of Blood Glucose Control

The standard blood glucose range (approximately 20 to 600 mg/dl) is not
symmetrical. Moderate hypoglycemia is defined as bt < 70 mg/dl where bt is
the blood glucose level at time t, while moderate hyperglycemia is defined as
bt > 180 mg/dl. The range considered clinically normal (around 112.5 mg/dl) is
therefore not the same as the middle of the interval of possible blood glucose
readings, which is approximately 310 mg/dl. This fact potentially makes para-
metric statistics inappropriate, which may have clinical implications if statistical
methods are used that make normality assumptions about the data [6,10].

In order to account for this, therefore, [6] proposed an appropriate logarithmic
transform mapping blood glucose sensor readings to the so-called risk domain.
The risk domain transform [7] is defined as follows, where rt denotes the risk
domain value and bt is a raw blood glucose sensor reading in mg/dl:

rt = 1.509(ln(bt)1.084 − 5.381) (1)
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Following the risk domain transform, the point of lowest risk is defined as rt = 0,
and the target range for healthy blood glucose levels is transformed to approxi-
mately [−0.9, 0.9].

Research shows that low risk domain values predict the incidence of severe
hypoglycemia better than low blood glucose readings and HbA1c. Similarly,
high risk values correlate to HbA1c, which can be used to assess hyperglycemic
control [6].

2.3 Datasets

This study uses datasets from the following three sources: Mauras et al. (2011)
[8], Buckingham et al. (2013) [3] and The Nightscout Foundation (2014) [11].
The Mauras et al. [8] dataset consists of CGM data from young children aged
4 to 9 years with Type 1 diabetes who were part of a randomised clinical trial.
The Buckingham et al. [3] dataset consists of CGM data from a group of care-
fully chosen individuals who went through a clinical trial. Inclusion criteria for
Buckingham et al. [3] included age 6 to <46 years, clinical diagnosis of type 1
diabetes, and initiation of insulin therapy within seven days prior to the trial.
The Nightscout [11] dataset is a set of CGM data from type 1 diabetic subjects
who have shared their data for the purposes of research. We use the version of
the Nightscout dataset dated 14th November 2017.

Table 1. Datasets used in the evaluation study, following removal of subjects with less
than 5,000 samples.

Dataset #Subjects Samples/subject (min; median; max)

Mauras et al. [8] 127 (5,478; 21,827; 71,359)

Buckingham et al. [3] 63 (5,246; 66,062; 237,114)

Nightscout [11] 18 (13,693; 54,644; 208,410)

Table 1 gives a summary of the datasets. The CGM monitor readings for all
three datasets have a frequency of five minutes. However, the length of the each
time series varies between datasets and individual subjects within datasets due
to differences in device usage. For this study, each sensor reading from a CGM
is referred to as one “sample”. The length of a CGM trace will be reported as a
number of samples, since CGM device usage is generally intermittent and there-
fore two different time series with the same number of samples will likely cover
different amounts of absolute time. We have excluded data from the patients with
less than 5,000 samples. Table 1 provides the minimum, maximum and median
of the samples per subject of the datasets after removal of the excluded subjects.
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3 Methodology

3.1 Pre-processing of Dataset

Blood glucose sensor reading (mg/dl)
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Fig. 2. Blood glucose readings from a CGM
for one subject from Nightscout [11] dataset,
n = 17,892.

As explained in Sect. 2.2, the stan-
dard glucose range is not symmet-
ric. Figure 2 depicts a frequency his-
togram of raw blood glucose sam-
ples for the same subject whose data
is depicted in Fig. 1. It is evident
that the data is left-skewed with
unevenly spread hypo- and hyper-
glycemia readings.

Figure 3 presents the same data,
but after the risk domain transform
defined by Eq. 1. Clearly the trans-
formed data more closely approxi-
mates a normal distribution. We therefore applied this risk domain transform to
all of the data before continuing.

3.2 Experimental Methodology
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Fig. 3. Same data as shown in Fig. 2, but
following the risk domain transformation
given in Eq. 1.

We set out to show that if an attacker
holds a fragment of a victim’s CGM
data disjoint from the main portion of
the victim’s CGM data (which might
be stored in an online EHR database),
then it is possible to unmask the
specific victim’s identity or at very
least retrieve the victim’s other medi-
cal records associated with their CGM
data.

To achieve our goal, we use a near-
est neighbor analysis approach inspired
by the K-Nearest Neighbour algorithm
from machine learning. In our app-
roach, a privacy attack is “simulated” by iteratively picking one subject in the
current database to be the victim. On each iteration, the attacker attempts to
correctly retrieve the victim’s full CGM time series by matching the query frag-
ment with every other CGM trace in the database. The other CGM traces are
then ranked by similarity to the attacker’s fragment. Clearly, if the attack is
successful, then the victim’s CGM data will be the top ranked match; on the
other hand, if the attack is only partially successful or unsuccessful, then the
victim’s CGM data will be poorly ranked.

Statistically, the results of such an approach (i.e. the averaging matching
rank across all subjects in a database) should give an expected estimate of how
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difficult it is to match disjoint CGM data from the same individual using a
nearest neighbour technique. More formally, our experimental methodology is
outlined in Algorithm 1.

Algorithm 1. Experimental Methodology. Experimental parameters are (i) a
database DB = {S(1), S(2), . . . S(n)} where S(i) is the CGM time series in the
risk domain belonging to the ith subject; (ii) a distance function Dist designed
for fixed-length vectors; and (iii) a time delay gap.

for all S(i) ∈ DB do
Let s

(i)
1 , s

(i)
2 , . . . s

(i)
t be individual CGM samples belonging to the current subject

S(i).
T (i) = s

(i)
1 , s

(i)
2 , . . . s

(i)
t−1000−gap is the database version of the current subject’s

CGM data.
Q = s

(i)
t−999, s

(i)
t−998, . . . s

(i)
t is the attacker’s fragment of the current subject’s CGM

data
Temporarily replace S(i) in DB with T (i).
for all S(j) ∈ DB, j �= i do

Set d(j) = Dist(f(S(j)), f(Q)), where f is a function to extract a fixed number
of features from a time series of sensor readings.

end for
Rank elements in DB by distance to Q (where rank 1 is best, and rank |DB| is
worst).
Record the ranking rank(i) of the target time series T (i) according to the given
distance function.
Delete T (i) from DB and put back into DB the original S(i) for the next round.

end for
Return the list of rankings rank(1), rank(2), . . . rank(|DB|), where each individual’s
rank will be a reflection of how easy/difficult is was to match that individual’s CGM
data.

The basic idea is to iteratively perform the following for each subject in
each database: firstly, extract their CGM data. Next, split the time series into
a database portion and a portion held by the attacker, after accounting for a
time delay. We assume that the attacker holds only the last 1,000 samples from
the time series, so this data and the samples occurring during the time delay
are temporarily deleted from the database, but they will be put back for the
next iteration. We then match the attacker’s portion of the time series with
each subject’s time series in the database. When this is done, the subjects in
the database can then be ranked by similarity of their data to the attacker’s
fragment. The rank of the victim (i.e. the true owner of the attacker’s fragment)
can then be determined. This rank will either be 1, indicating a perfect match,
or a number between 2 and the number of subjects in the database, indicating
an increasingly imperfect match.

To illustrate the methodology, consider a simple database with CGM data
from three hypothetical subjects. The database is DB = {S(1), S(2), S(3)}, with
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lengths in samples of 5,000, 10,000 and 15,000 respectively. Suppose we wish
to determine if an attacker can unmask the second subject. Assuming a time
delay of 3,000 samples, we take the second subject’s original data and split it
such that the first 6,000 samples are assigned to T (2), the next 3,000 samples are
discarded, and the last 1,000 samples are assigned to Q, the attacker’s fragment.
The database DB is temporarily changed to DB = {S(1), T (2), S(3)} so that
Q does not exist in DB. Upon matching Q to each element in DB, a set of
distances will be calculated. The distances, for example, may be 0.15, 0.1 and
0.09. Thus, the attacker’s query Q is a best match for subject 3’s CGM data,
which is incorrect. The actual owner of Q is subject 2, whose full CGM time series
data has rank 2. Further analysis by the attacker (e.g. filtering the rankings by
demographic information such as gender) may improve the ranking of the victim,
perhaps even enabling the attacker to go from nearly a perfect match to a perfect
match if such information is available.

Table 2. Features computed from risk domain time series. For features x5–x14, the
percentiles used are 0.9, 0.75, 0.5, 0.25 and 0.1.

Feature Description

x1 Median risk domain value

x2 Risk domain interquartile range

x3 Fraction of samples with rt ≤ −0.9

x4 Fraction of samples with rt ≥ 0.9

x5,6,7,8,9 Percentiles from sample distribution where rt < 0

x10,11,12,13,14 Percentiles from sample distribution where rt > 0

x15 Fraction of samples s.t. rt ≥ 0.9 but rt−1 < 0.9

x16 Fraction of samples s.t. rt ≤ −0.9 but rt−1 > −0.9

In order to implement our methodology, we require a function f for comput-
ing a fixed number of features from a varying-length time series of sensor read-
ings, and a distance function Dist for matching features. Table 2 gives details of
the features that we compute. Briefly, feature x1 gives the median risk domain
value over the entire time series and can be considered a rough proxy of HbA1c
after the risk transform. Feature x2 is a measure of the general volatility of the
blood glucose levels. Features x3 and x4 capture the general amount of time
spent in the hypo/hyperglycemic ranges while features x5 to x14 are an attempt
to be more specific about which parts of the ranges are visited. For example, if
a patient has relatively frequent and intense excursions into the hyperglycemic
range, then the value for x14 will be high compared to other patients. Finally,
features x15 and x16 are an attempt to measure the number of excursions into
the hyper- or hypoglycemic ranges, and exploit the notion that −0.9 and 0.9
are boundaries in the risk domain and therefore crossing them is significant.
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These features can therefore be thought of as another means of measuring the
volatility of the blood glucose levels in addition to x2.

After computing the raw features, we standardized them across all subjects in
the dataset (excluding the attacker’s fragment Q) such that all features have zero
mean and unit standard deviation. Two distance metrics were then employed
to measure the similarity between attacker and database fragments: Euclidean
(Dist(x,y) =

√∑
i(xi − yi)2) and Manhattan (Dist(x,y) =

∑
i |xi − yi|), both

of which are widely known distance metrics.
In our initial set of experiments, we carried out the methodology described in

Algorithm 1 with (i) the three different CGM datasets described in the previous
section; (ii) the two distance metrics defined above; and (iii) two different time
delays: 0 samples and 3,000 samples. Varying the time delay was of interest
to use so that we could assess the impact of the most recent samples on the
matching precision. These three experimental parameters with their different
settings led to 3 × 2 × 2 = 12 different configurations. We did not mix patients
from different datasets as we did not want to inadvertently end up exploiting
general differences between the datasets.

After these initial experiments, we further performed experiments to explore
the impact of the attacker having demographic information about the victim as
well, and we also considered a longer time delay scenario.

In all experiments, we recorded the median rank of the victim’s CGM data
after the attack. Since in many cases the victim’s CGM data is not the top
ranked time series, we also considered the precision@K metric for three values
of K, namely 1, 5 and 10. Differences between the distance metrics, and the
effects of the time delay, were assessed using a Wilcoxon signed rank test for
statistical significance.

4 Evaluation

4.1 Initial Experiments

Fig. 4. Precision results for the Maurus et al.
[8] dataset.

Following execution of our first
round of experiments, Table 3 pro-
vides the median rank over all sub-
jects in a given dataset. For each
dataset, results are presented for
both no time delay and with a
time delay. It is evident that, even
with only a small fragment of the
CGM data held by an attacker, the
median rank across all datasets is
reasonably high. This indicates that
patient glycemic variability is rea-
sonably unique, a fact that a privacy
attacker could take advantage of.
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A statistical test was performed comparing the rankings across all subjects
against those that would be expected if the rankings were random. The p values as
shown in the table are all extremely small indicating a strongly significant effect.

Table 3. Median rank over all subjects for a target subject’s CGM data following
a query by an attacker who holds a disjoint query fragment from the same subject.
Results are given by time delay (i.e. number of samples between the database copy and
the query) and the distance metric used for matching. The p value is computed using
a one sample Wilcoxon signed rank test comparing the ranking against the expected
rank obtained if the query results were random.

Dataset Delay
(samples)

Distance metric Median
rank

p

Mauras et al. [8] 0 Euclidean 12/127 9.65E−20

0 Manhattan 13/127 2.38E−20

3, 000 Euclidean 12/127 1.49E−17

3, 000 Manhattan 13/127 1.44E−18

Buckingham et al. [3] 0 Euclidean 17/63 1.91E−06

0 Manhattan 13/63 4.37E−07

3, 000 Euclidean 17/63 4.09E−05

3, 000 Manhattan 15/63 7.73E−06

Nightscout [11] 0 Euclidean 1.5/18 3.21E−04

0 Manhattan 3/18 2.93E−04

3, 000 Euclidean 1.5/18 3.60E−04

3, 000 Manhattan 3/18 3.18E−04

Figures 4, 5 and 6 present the precision results for the three datasets. It
is evident from these more detailed plots that for a small number of subjects,
their CGM data is so distinctive that they can be easily uniquely identified. For
example, for the smaller Nightscout foundation [11] datasets (see Fig. 6), 33%
or 39% of subjects were perfectly matched depending on the matching method.
For the larger datasets, the perfect match rate drops to between 6% to 16%.
However, if we consider whether or not the correct match occurs in the top 10
ranked places then even for the large datasets the precision improves considerably
to 35–45%.

Table 4. Result of six Wilcoxon signed rank tests comparing distance metrics
(Euclidean vs. Manhattan) with and without the 3,000 sample time delay.

Dataset p (no time delay) p (time delay)

Maurus et al. 0.86 0.57

Buckingham et al. 0.48 0.33

Nighscout 0.48 0.48
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Table 5. Result of three Wilcoxon signed rank tests comparing time delay (0 vs. 3,000
samples) using the Euclidean distance metric.

Dataset p

Maurus et al. 0.10

Buckingham et al. 8.69E−4

Nightscout 0.16

We next compared the differences in rankings due to the choice of distance
metric. Table 4 presents the p values of the Wilcoxon signed rank tests compar-
ing the Euclidean distance metric-produced rankings to that of the Manhattan
metric-produced rankings, both with and without a time delay. The table shows
no significant difference between distance metrics when the time delay is con-
stant, since all p values are >0.05.

Table 5 presents the p values when comparing the time delay with no time
delay for Euclidean distance metric. It is evident that there is an effect on the
rankings due to time delay for the Buckingham et al. [3] dataset, but no effect
(if p ≤ 0.05 is considered the criteria for significance) for the other datasets.

Fig. 5. Precision results for the Buckingham [3] dataset.

4.2 Further Experiments

In our next round of experiments, we explored the effects of longer time delays
and filtering using demographic information, in the event that the attacker has
access to it. In these experiments, we focus on the single largest dataset with
127 subjects.

A longer time delay of 21,000 samples was considered for subjects with
more than 21,000 samples. Table 6 presents median rank over all subjects in
the Mauras et al. [8] dataset, following a query by an attacker with a fragment
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of 1,000 samples but a time delay from the database copy of 21,000 samples
instead of 3,000 samples, which we considered previously. A statistical test com-
paring the rankings produced after using the two distance metrics did yield a
significant difference between the metrics this time, with a p value of 4.15E−3.
Therefore we can conclude that when the time delay is long, using Manhattan
distance rather then Euclidean distance allows a more effective attack.

Fig. 6. Precision results for the Nightscout
[11] dataset.

We next explored the effects on
the ranking precision by filtering
the attacker’s query results by gen-
der. Table 6 also presents the median
rank over all subjects in the Mauras
et al. [8] dataset, following an attack
where the results are filtered by gen-
der, for both male and female sub-
jects separately. Compared to the
results presented in Table 3 for the
same dataset, it is evident the median
rank improves dramatically. As pre-
viously, the p values comparing the
mean rank against the expected rank
if the query results were random are very small.

Table 6. Further results additional to those in Table 3 but for three subsets of the
Mauras et al. [8] dataset instead.

Dataset Delay
(samples)

Distance metric Median rank p

Subjects with
>21, 000 samples

21, 000 Euclidean 12/64 1.46E−04

21, 000 Manhattan 9.5/64 1.01E−05

Males subjects 0 Euclidean 6/69 4.93E−12

0 Manhattan 7/69 5.36E−12

3, 000 Euclidean 8/69 1.90E−11

3, 000 Manhattan 6/69 1.49E−11

Female subjects 0 Euclidean 5/58 4.35E−09

0 Manhattan 6/58 1.30E−09

3, 000 Euclidean 5/58 1.24E−07

3, 000 Manhattan 5.5/58 1.45E−08

Finally, we also examined the precision@K values and found similar trends
of precision increase as K is increased. The increases under gender filtering were
quite striking especially for the precision@10 metric which reached values in the
50–60% range. The plots for these experiments, however, are omitted due to
space restrictions.
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5 Conclusion

We have shown that an attacker possessing even a relatively small fragment of
CGM data can unmask some patients’ identities in a larger set of EHRs with
relatively high precision. The accidental or intentional release of even a minor
amount of CGM data (half a week’s worth of recording could yield the 1,000
CGM sensor used in this paper) may pose privacy and identity theft risks, given
a sufficiently motivated attacker.
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Abstract. Use of NS1 as a biomarker in saliva has led to the non-invasive and
early detection of Flaviviridae related diseases. Saliva is preferred as medium of
detection because of its advantages such as non-invasive, painless and easy to
collect. Work here intends to compare the performance of KELM classifier with
linear and RBF kernels for classification of NS1 from salivary SERS spectra.
Prior to KELM, PCA with different termination criteria (Cattle Scree test, CPV
and EOC) are used to extract important features and reduce the dimension of
SERS spectra dataset. Regularization coefficient (C-value) for linear kernel and
Regularization coefficient (C-value) and c-value for RBF kernel are varied to
find the optimum KELM classifier model. For linear kernel, 100% accuracy,
precision, sensitivity, specificity is achieved for Linear model with EOC crite-
rion and C-value set to 0.1, 0.2, 0.5, 1 and 2. For RBF kernel, 100% perfor-
mance of accuracy, precision, sensitivity and specificity is achieved with RBF
model with EOC criterion and values of 0.04, 0.06, 0.08, 0.1, 0.2, 0.4, 0.6, 0.8
and 1. The C-value is fixed to 1. The best Kappa value of 1 is obtained when all
performance indicators scored 100%. For both Linear-KELM and RBF-KELM,
EOC termination criterion gives the highest performance. It also observed that
KELM classifier is data dependent.

Keywords: NS1 � Saliva � SERS � PCA � KELM �
Linear kernel and RBF kernel

1 Introduction

Dengue is known as arboviruses (arthropod-borne viruses) that mostly found in
countries that have tropical and sub-tropical climate. It is spread by two types of Aedes
mosquitoes; Aedes aegypti and Aedes albopictus (Asian tiger mosquito) [1]. Dengue
virus (DENV) is classified as genus of Flavivirus in the family of Flaviviridae, which
also includes the West Nile, Japanese encephalitis, Yellow fever and Tick-borne
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encephalitis virus [2]. DENV consists of four serotypes namely DENV1, DENV2,
DENV3 and DENV4. Malaysia is placed as ninth most dengue-infected country as
reported by WHO. Under Ministry of Science, Technology and Innovation (MOSTI),
Malaysian Remote Sensing Agency (MRSA) [3] Malaysia has recorded 22, 564 cases
from the January until May 2018 with 49 fatal cases.

There are several methods used to detect the dengue virus, yet the most common is
using enzyme-linked immunosorbent assay (ELISA) based on detection of dengue-
specific antibodies; Immunoglobulin M (IgM) or Immunoglobulin G (IgG). Yet, this
method has several limitations such as prolonged time to seroconversion (3 to 7 days)
thus it decreases the feasibility to detect dengue in acute phase.

In recent years, many studies have been conducted to acknowledge the detection of
non-structural protein 1 (NS1) antigen as a potential alternative biomarker using var-
ious methods such as ELISA [4], RT-PCR [5], lab-on-a-disk [6], circular dichroism [7]
and immunochromatographic rapid test [8]. NS1 is encoded in ribonucleic acid
(RNA) of Flavivirus genome and made up of structural and nonstructural proteins.
During acute phase (day 1 up to day 9), NS1 is found in the blood serum of dengue
patients and therefore, NS1 has been categorized as an early biomarker for Flavivirus
infection diseases. By looking on the advantages of saliva which have been described
in [9], saliva is seems suitable to be used as a medium of detection that circumvent the
disadvantages of blood.

Raman spectroscopy is a specific spectroscopic technique which is capable to pro-
duce unique molecular fingerprint of a molecule based on the vibration of molecular
structure. The Raman signal is noticed to be very weak since Raman scattering phe-
nomenon occurrence is very rare comparative to Rayleigh scattering [10]. Surface-
Enhanced Raman Spectroscopy (SERS) is an enhanced technique of Raman spec-
troscopy with ability to produce stronger Raman scattering. By using noble metals e.g.
gold (Au), silver (Ag) and copper (Cu) as substrate, normally, SERS can amplify the
Raman signal with amplification from 104 to 106. With special substrate, the amplifi-
cation can be high as 108 to 1014. The use of SERS has been proved in other diseases such
as urinary tract infections [11], acquired immune deficiency syndrome (AIDS) [12], lung
cancer [13], bacterial meningitis [14] and hepatocellular carcinoma (HCC) [15].

Feature extraction method known as Principal Component Analysis (PCA) is a
technique introduced by Karl Pearson in 1901 that used to decompose data with large
dimension into smaller dimension while extracting important features from the data
[16]. The new uncorrelated with lower dimension variables produced by PCA is known
as principal components (PCs). Extreme Learning Machine (ELM) classifier has been
successfully applied in detection of diseases such as breast cancer [17], heart disease
[18], Parkinson’s disease [19], pathological brain disease [20], diabetic molecular
edema disease [21] and, Amyotrophic Lateral Sclerosis (ALS) and myopathy disease
[22]. However, no attempt has been reported on classification of dengue fever based on
the presence of NS1 feature from salivary Raman spectra.

In this study, PCA and ELM are used as feature extraction and classification
method for classification of dengue fever from salivary Raman spectra. Simulated
saliva samples of dengue infected patients are produced by mixing NS1 protein with
saliva of healthy volunteer. The mixtures are named as NS1 adulterated saliva samples
and are used to evaluate the performance of PCA-ELM algorithm developed for this
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study. To the best of our knowledge, the methodology proposed in this study is novel.
Section 2 elaborates in detail on theoretical background of PCA and ELM. Section 3
presents the methodology which includes dataset, termination criteria of PCA and
selection of the kernel parameters. Section 4 presents the performance of KELM
classifiers for each termination criteria in term of accuracy, sensitivity, specificity,
precision and Kappa value.

2 Theoretical Background

2.1 Principal Component Analysis

It is very important to estimate the number of PCs to be retained because it will
summarize important information resides within the dataset. Underestimation will
cause the loss of information while overestimation will include the unnecessary
information with bigger data dimension. Thus, termination criteria can be used as
guidelines to select the number of PCs suitable for the analysis. There are many
termination criteria available in literature, amongst the popular are Kaiser, Cattle scree
test and Cumulative Percent of Variance (CPV) [23, 24]. Kaiser’s stopping rule or
known as Eigenvalue-One-Criterion (EOC) is a procedure that includes all PCs with
eigenvalues larger than 1 and discards PCs with smaller eigenvalues [23]. Cattell’s
scree test uses Scree plot to estimate the non-trivial PCs to be retained. Scree plot is a
plot PCs versus its’ eigenvalues. The number of non-trivial PCs to be retained is
corresponding to PCs where a sharp changes in slope (known as elbow) is observed on
the Scree plot [24]. CPV is a criterion that preserves all PCs within the appointed
threshold or higher. Typically, the threshold value for CPV is in the range of 70% to
99% of cumulative variance [16].

2.2 Kernel Extreme Learning Machine

ELM has been developed by Huang et al. in 2004 [25]. It uses single hidden layer feed-
forward network (SLFN) and with advantages of better generalization, faster learning
speed and less human intervention. Unlike the conventional algorithm such as Back
Propagation (BP) which requires initial setting of learning parameters, the only
parameter that need to be specified in ELM is the number of hidden nodes. The other
learning parameters of the hidden nodes such as input weight and biases are auto-
matically specified by the ELM algorithm [26]. Kernel based ELM (KELM) are
introduced with several variants to overcome the shortcomings of standard ELM. ELM
algorithm can be summarized as follows:

ELM Inputs: Dataset for training, N, activation function f and the number of hidden
nodes L.

ELM Output: Weight of output layer, b.
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Step 1: Assign randomly ai and bi; i ¼ 1; . . .; L for parameters of hidden nodes ðai; biÞ
define by Eq. (1),

oj ¼
XL

i¼1
Gðai; bi; xÞbi ð1Þ

Where Gðai; bi; xÞ is the activation function and L hidden nodes for standard SLFN
is defined by Eq. (1), whereas ai is the input weight vector connecting the ith hidden
node and the input nodes; bi is the weight vector connecting the i

th hidden node and the
output node; bi is the threshold or bias of the ith hidden node.

Step 2: Calculate H using Eq. (2).

H ¼
hðx1Þ
. . .

hðxNÞ

2
4

3
5 ¼

Gða1; b1; x1Þ . . . GðaL; bL; x1Þ
. . . . . . . . .

Gða1; b1; xNÞ . . . GðaL; bL; xNÞ

2
4

3
5 ð2Þ

Step 3: Calculate b using Eq. (3), where the Moore-Penrose generalized inverse of H is

represented as Hy.

b ¼ HyT ð3Þ

Where,

T ¼
tT1
. . .
tTN

2
4

3
5 ¼

t11 . . . t1m
. . . . . . . . .
tN1 . . . tNm

2
4

3
5 ð4Þ

3 Methodology

3.1 Salivary Raman Spectra Dataset

The datasets used in this study are obtained from UiTM-NMRR-12-1278-12868-NS1-
DENV database. It consists of Raman spectra of saliva acquired from the saliva of
healthy volunteers and saliva adulterated with NS1protein. The datasets are named as
control group saliva and NS1 adulterated saliva, respectively. NS1 adulterated saliva is
a mixture of saliva and NS1 protein (ab64456) purchased from Abcam. NS1 protein
was diluted to concentrations less than 1 ppm and mixed with the saliva of the healthy
volunteers to simulate the saliva of dengue infected patients. The control group saliva
were collected from healthy volunteers with range of 22 to 34 years old. Details on the
Raman spectra acquisition procedure was described in our previous study [27]. The
dimension of each dataset is [64 � 1801].
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3.2 Classification of NS1 Based on Salivary Raman Spectra

Figure 1 shows the overall algorithms developed for classification NS1 based on
Raman spectra of saliva. First, the datasets were pre-processed to remove the unwanted
features and improve it SNR. The pre-processing algorithm has four stages which are
background subtraction, baseline removal, smoothing and normalization [28]. Then,
the pre-processed spectra were analyzed using PCA for feature extraction and
dimension reduction. According to the termination criteria discussed in Sect. 2.2, the
number of estimated PCs based on Cattle Scree test, CPV and EOC are 7, 70 and 115,
respectively.

Fig. 1. Overall flowchart of classification of NS1 adulterated saliva.
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Next the estimated PCs are normalized into [−1, 1] using Eq. (5) as recommended
in [29].

Y ¼ ðymax � yminÞ � ðx� xminÞ
ðx� xminÞþ ymin

ð5Þ

where, Y is the normalized value of every row; ymax is equals to +1; ymin is equals to −1;
x is real finite value to normalize; xmin is minimum value of every row x and xmax is
maximum value of each row.

Finally, the normalized PCs are fed into KELM algorithm as input. For every set of
PCs proposed by the termination criteria, the datasets were divided for the training and
testing of the algorithm with ratio of 70% to 30%. The control group outputs are
labelled as ‘0’ and the NS1 adulterated are labelled as ‘1’. The performance of KELM
classifier is highly dependent on the variable parameters of the used kernels. For
Linear-KELM classifier, the values of C were varied from 0.1 to 10000. And for the
RBF-KELM, the variation of the C value does not show any significant effect to the
classifier performance thus was fixed at 1 while the value of c were varied from 0.01 to
10. The classifiers performance were evaluated based accuracy, precision, sensitivity,
specificity, and Kappa value. All the algorithms were implemented in Matlab version
R2014a environment.

4 Result and Discussion

4.1 Linear-KELM

Figure 2 shows the performance of Linear KELM with input of 5 PCs as proposed by
Cattle Scree test. It is observed that all the performance parameters do not change as the
C-value varies. The accuracy, precision, sensitivity, specificity and Kappa are main-
tained at 97.37%, 95%, 100%, 94.74% and 0.9474 respectively.

Fig. 2. Accuracy, precision, sensitivity, specificity, Kappa-value for Linear-KELM model with
Cattle Scree test criterion.
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With reference to Fig. 3, increasing the number of PCs to 70 as proposed by CPV
criterion, it is observed that for all values of C; sensitivity is maintained at 100%.
A decreasing trend is observed on specificity performance thus effecting the accuracy,
precision and Kappa value with the similar trend. However for C-values of 0.1, 0.2 and
0.5, all the performance parameters scored 100% which gives better performance than
the Cattle Scree test criterion.

The performance of Linear KELM with 115 PCs as proposed by EOC criterion is
shown in Fig. 4. At C value of 0.1, 0.2, 0.5, 1 and 2, all the performance parameters
scored 100%, then as C-value increases to 5 the sensitivity performance drops to
94.74% thus reducing the accuracy performance to 97.37%. Increasing the C-value
further to 50, causing the specificity and precision performance to drop from 100% to
94.74%. This reduces the accuracy performance to 94.74%.

Fig. 3. Accuracy, precision, sensitivity, specificity, Kappa-value for Linear-KELM model with
CPV criterion as C-value varies.

Fig. 4. Accuracy, precision, sensitivity, specificity, Kappa-value for Linear-KELM model with
EOC criterion as C-value varies.
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In summary, the performance of Linear-KELM classifiers increases as the number
of PCs increase. However, as more PCs are included, the performance of the classifier
model decrease as C-value increase. From findings, EOC termination criterion is
selected as the optimal classifier model for Linear-KELM because it gives better
performance for wider range of C-value.

4.2 Radial Basis Function (RBF)-KELM

For RBF-KELM classifier, the C-value is fixed at 1 as the classifier performance do not
shows significant variance as C-value varies. Thus, for this study the performance of
RBF-KELM classifier is observed as c is varied from 0.01 to 10.

Figure 5 shows the performance of RBF-KELM with 5 PCs as proposed by Cattle
Scree test criterion. It shows that the sensitivity performance is maintained at 100%
regardless the value of c. The performance of specific scored 94.74% for small c-values
(0.01, 0.02, 0.04, 0.06, 0.08, 0.1 and 0.2) and as c-value increases to larger values, the
specificity reduces to 89.47%. The reducing trend of specificity is triggering the
accuracy, precision and Kappa value reducing trend as observed in Fig. 5. The best
accuracy performance at 97.37% is observed at small c-values with the corresponding
precision and Kappa-value of 95% and 0.9474, respectively.

Figure 6 shows the performance of RBF-KELM with 70 PCs proposed by CPV
criterion. Initially, at c-value of 0.01, the sensitivity, specificity, accuracy, precision and
Kappa value start at 89.47%, 100%, 94.74%, 100% and 0.8947, respectively. As c-
value increases to 0.02, the only performance parameter showing an increasing trend is
sensitivity while the others parameter are decreases in performance. However as c-
value increases to 0.04, the other parameters performance starts to increase and scored
100% as c-value set to 2.

Fig. 5. Accuracy, precision, sensitivity, specificity, Kappa-value for RBF-KELM model with
Cattle Scree test criterion as c-value varies and C-value is fixed at 1.
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Figure 7 shows the classification performance of RBF-KELM classifier with 115
PCs proposed by EOC criterion. It is observed that the specificity performance scored
100% for all c-values. The sensitivity performance shows some variation as c-values
varies where it starts at 68.42% and increase to 100% when c-values is 0.04. It
remained at 100% until c-values increases to 1. For larger c-values at 2, 5 and 10, the
sensitivity performance reduces slightly to 94.74%. The variation of sensitivity causing
similar variation trend in accuracy and precision.

Overall, it is observed that the performance of the RBF-KELM is increase as the
number of retained PCs increase. RBF-KELM with EOC criterion is considered as the
optimal model since 100% of accuracy can be achieved with wider range of c-values.

Fig. 6. Accuracy, precision, sensitivity, specificity, Kappa-value for RBF-KELM model with
CPV criterion as c-value varies and C-value is fixed at 1.

Fig. 7. Accuracy, precision, sensitivity, specificity, Kappa-value for RBF-KELM model with
EOC criterion as c-value varies and C-value is fixed at 1.
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5 Conclusion

This paper is intended to explore the performance of KELM classifier in classifying
NS1 from salivary Raman spectra. It is observed that the classification performance
varies with variation of the kernel parameters. Moreover, the number of PCs used as
classifier inputs also effects the classification performance. Overall, RBF-KELM with
EOC criterion is selected as the optimal model for this study.
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Abstract. Continuous glucose monitors generate significant volumes of
high frequency blood glucose data. Analysis of this data by a physician
may entail the calculation of various glycemic variability metrics. In this
paper, we consider the problem of metric robustness to sensor dropouts.
We show that the standard metrics for glycemic variability are unreliable
with missing data. A more recent metric, glycemic variability percent-
age, is shown to consistently underestimate glycemic variability as the
amount of missing data increases. We therefore propose a new algorithm
based on random sampling combined with linear regression to correct
this underestimation, and show that the metric’s accuracy is significantly
increased with our correction.

1 Introduction

Glycemic variability (GV) is an important issue in the management of patients
with diabetes. Normal (healthy) patients usually exhibit low GV compared to
patients with type 1 and type 2 diabetes. High GV implies that fluctuations in
blood glucose concentration are significant. Patients with high GV are at risk
of complications arising from hypoglycemia if blood glucose levels fall too low
or hyperglycemia if glucose levels rise too far. Both conditions, if left untreated,
are generally dangerous.

To assess a patient’s GV, a number of approaches are used by doctors. Self
monitoring of blood glucose (SMBG) [1] is one such approach, and currently the
predominant one. Under an SMBG regime, a patient receives lancet device for
obtaining blood samples (typically from the finger) along with a blood glucose
meter that measure glucose levels from blood droplets that are applied to a
reagent strip and inserted into the meter. The patient will typically measure
his or her own glucose levels 3–4 times per day (hence the “self” in SMBG),
recording the values for subsequent analysis.

More recently, continuous glucose monitoring (CGM) systems [1] have
become popular. A CGM consists of two parts: a sensor and a receiver. The
sensor consists of a small needle inserted into the subcutaneous region around
c© Springer Nature Switzerland AG 2019
N. T. Nguyen et al. (Eds.): ACIIDS 2019, LNAI 11432, pp. 373–384, 2019.
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the abdomen or the upper arm. When the needle is inserted, the sensor measures
blood glucose levels at a specified temporal frequency (e.g. every five minutes)
and sends the data wirelessly to the receiver, either in real time (these are the
so-called “real time” CGMs, or rtCGMs [4]) or whenever a patient “scans” or
“swipes” the receiver past the sensor (these type of CGMs are known as “flash”
or “intermittent” CGMs, or iCGMs [4]). A clear difference between CGMs and
SMBG is the amount of data acquired: with a sampling frequency of five min-
utes, a CGM can be used to obtain up to 288 blood glucose readings in 24 h
compared to the small handful of readings that is typical with SMBG.

An example of four days of CGM data for one patient is shown in Fig. 1. If the
point of least risk in the chart is 112.5 mg/dl, then that chart shows significant
and frequent excursions above and below this safe value. This quality of data is
clearly not obtainable using SMBG. Since CGMs record date- and time-stamps
with each blood glucose sensor reading, the data forms a natural time series.
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Fig. 1. Four days of CGM data for one real subject sampled at a frequency of five
minutes. Points denote actual samples. Glucose is measured in mg/dl.

A flip side to the much greater volume of data obtainable using CGMs is
that the data needs to be handled and analysed correctly. Several approaches
are available to a doctor in this respect. The obvious one is that the data can
be visualised, as is done in the figure above.

GV metrics may also be computed from the data. The purpose of a metric is
to assess in a single number the glycemic state of a patient. This metric can then
be compared to a reference population in order to estimate the severity of the
patient’s condition. Similarly, metrics taken from the same patient at different
points in time can be used to assess how well the patient is self-managing the
condition.

An example of a GV metric is the mean glucose level over the past month,
which can give a doctor an idea of whether a patient’s average glucose levels are
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safe or not. However, the mean gives no indication of the size of fluctuations in
glucose levels nor their frequency, and therefore other metrics may also be used.

To date, many GV metrics have been proposed in the literature. A recent
paper discussing the international consensus among physicians treating patients
with diabetes using CGMs recommends a handful of GV metrics [4] and provides
guidelines for the minimum amount of data needed before metrics should be
calculated. This minimum level of data is two weeks, of which data must exist
for at least 10 days.

In this paper, we consider the effect of missing data on these metrics. With
CGM devices, missing data is prevalent because patients do not wear the devices
for every hour of the day. There are many reasons why a CGM cannot sometimes
be worn, e.g. swimming, skin irritation caused by the sensor, running out of
calibration strips etc. Moreover, iCGMs have the added limitation that sensors
can only store a limited number of hours worth of data: therefore if the subject
forgets to scan the sensor in time, valuable data may be lost.

We show that most of the standard GV metrics are not robust to missing
data. We also examine a very recently proposed metric (glycemic variability
percentage, GVP) and show that this metric is also not robust to missing data.
The main novel contribution of this paper is the observation that GVP responds
in a unique way to missing data compared to the other metrics: in the case
of other metrics, missing data causes an increase in error magnitude but the
direction of the error is more or less random; in the case of GVP, the metric is
consistently underestimated when data is missing. Therefore we propose a new
method for correcting the GVP metric according to the amount of missingness
in the data. We show using data from ten patients that our new approach better
approximates the “true” gold standard GVP compared to simply ignoring the
missing data and calculating GVP according to the published definition.

2 Background

A single sensor reading from a CGM can be denoted by the tuple (xi, yi) where
xi is the time of the sensor reading, yi is the blood glucose reading, and i is an
index. An analysis frame F = {(x1, y1), (x2, y2), . . . (xn, yn)} consists of n sensor
readings occurring during a determined period of time.

Two common metrics for assessing GV are the mean and the coefficient of
variation (CV), both of which are straightforward. The mean is defined as:

mean(F ) =
1
n

n∑

i=1

yi (1)

and the CV metric can be written as:

cv(F ) =

√
1
n

∑n
i=1 (yi − mean(F ))2

mean(F )
(2)
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The mean blood glucose value clearly assesses the average glucose level over
the entire analysis frame (which clinically speaking may be high, low, or in the
target range) while the CV metric measures the size of the fluctuations relative
to the mean. A high CV even if the mean glucose is reasonable may indicate
extreme excursions into the hypo- or hyperglycemic ranges.

One issue with simple metrics calculated directly from raw glucose sensor read-
ings is that of balance between the hypoglycemic and hyperglycemic ranges. For
example, the level 2 hypoglycemic range is defined as a blood glucose concentra-
tion of <54 mg/dL (3.0 mmol/L) while the level 2 hyperglycemia range is defined
as>250 mg/dL (13.9 mmol/L) [4]. Since the maximum possible blood glucose con-
centration is 600 mg/dl (33.33 mmol/L), and most CGMs have a maximum sensor
reading of 400 or 500 mg/dl, then the ranges are skewed and distributions of blood
glucose values therefore tend not to be normally distributed [7].

Recognising that this could lead to problems with statistical analyses that
make the assumption of normality, [7] proposed the risk domain as an alternative
space in which analysis of blood glucose concentrations could be carried out. The
risk domain transform is defined as:

ri = 10 × (1.509(ln(yi)1.084 − 5.381))2 (3)

where yi are blood glucose concentrations in mg/dl units, and ri is a non-linear
transformation.

An advantage of the risk domain transform is that it equalises the hypo- and
hyperglycemic ranges. The point of least risk on the raw scale (defined by [7]
as 112.5 mg/dl [6.25 mmol/L]) now has a risk value of zero, while the extremes
of the ranges (approx. 20 mg/dl at the low end and 600 mg/dl at the high end)
have risk values close to 100.

From the values produced by applying this risk transform, two further metrics
can be defined: the low blood glucose index (LBGI) and the high blood glucose
index (HBGI), both of which were introduced in [8]. The LBGI has been demon-
strated to be a good predictor for the occurrence of severe hypoglycemia [3] while
the HBGI characterises time spent in the hyperglycemic range, which in turn
can be a risk predictor for diabetic complications such as diabetic nephropathy.

Both of these metrics are defined simply once the risk transform has been
applied to the y values in the current analysis frame:

LBGI(F ) =
1
n

n∑

i=1

{
ri if yi < 112.5 mg/dl
0 otherwise

(4)

HBGI(F ) =
1
n

n∑

i=1

{
ri if yi > 112.5 mg/dl
0 otherwise

(5)

According to [5], key low/medium/high risk zones for the LBGI and HBGI met-
rics are LBGI < 2.5, LBGI between 2.5 and 5, and LBGI > 5; and HBGI < 4.5,
HBGI between 4.5 and 9, and HBGI > 9. Since both metrics were originally
defined with SMBG in mind, [5] conducted a study to determine if the same
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metrics could be used for CGM data as well. It was concluded that LGBI com-
puted from CGM measurements tends to underestimate risk, and therefore the
following linear correction was suggested for computing LBGI from CGM data:

LBGI′(F ) = 1.0199(LBGI(F )) + 0.6521 (6)

HBGI, however, was found to require no changes for CGM data.
The final metric considered in this paper is the glycemic variability percent-

age (GVP). The metric was very recently proposed in 2018 by [10]. Unlike other
metrics computed solely from the blood glucose levels, a key feature of this metric
is that it incorporates time into the metric calculations.

The definition of GVP is as follows:

GVP(F ) = 100.0(
L
L0

− 1) (7)

where

L(F ) =
n∑

i=2

√
(�x2

i + �y2i ) (8)

and

L0(F ) =
n∑

i=2

�xi (9)

The �xi and �yi terms are defined as the consecutive changes in value of x and
y: that is, �xi = xi − xi−1 in minutes and �yi = yi − yi−1 in mg/dl. Thus, the
metric sums over the Euclidean distances between consecutive points on a 2D
plot of the blood glucose concentrations, and divides by the time taken. Therefore
a patient with many high amplitude/rapid fluctuations in blood glucose will
have a high GVP because of the higher degree of “distance travelled” on the 2D
plot, while a patient with small or slower moving fluctuations will have lower
GVP. Analysis in [10] showed that healthy patients have a median GVP of 18.4
while type 1 diabetic adults have a median GVP of 42.3, which is a significant
difference.

The mean, CV, LBGI and HBGI are all recommended risk metrics to be
used when assessing a patient from CGM data [4]. The GVP metric, being more
recent, is not currently “recommended” but it none-the-less has been shown to be
more effective at capturing frequency variations in blood glucose concentration
than mean, CV and other metrics not described here [10]. GVP is also one
component of a larger system aiming to better characterise a patient’s risk [6].

In terms of the amount of data that is required before computing these
metrics, a recent international consensus [4] was that two weeks worth of data
with a minimum coverage of 70–80% or 10 days is the minimum size for the
analysis frame.
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3 Sensitivity Analysis of Existing Metrics to Sensor
Dropouts

In this section, we introduce mathematically the notion of sensor reading cov-
erage and use it to define an objective metric for measuring the missingness of
sensor readings in an analysis frame. In turn, this will enable us to evaluate the
effect of missing data on the risk metrics described in the previous section.

Let the total amount of time (in minutes) between the first and last sensor
readings for an analysis frame F be denoted by mins (F ). If the sampling fre-
quency f (also in minutes) of the CGM device used to produce F is known then
we can easily calculate the maximum possible number of sensor readings that
could be made in the given time period by dividing mins (F ) by f .

The coverage is therefore defined as the fraction of actual sensor readings
taken. That is, if n is the number of actual sensor readings taken, then the
coverage is defined as:

cov(F ) =
n

(mins(F )
f )

=
nf

mins(F )
(10)

This quantity ranges between 0 and 1 with a coverage of 1 indicating full coverage
and 0 indicating no coverage at all.

Next, we define our notion of missingness in the context of CGM data. Let
a “sensor dropout” be a block of time during which the CGM sensor is not
recording data. This could be for a variety of reasons as previously mentioned.

Due to the way in which CGMs are used, it makes sense to model missing
data as missing contiguous blocks of sensor readings, as opposed to randomly
missing sensor readings. The randomly missing approach works best when the
samples are statistically independent, but in our case they are not, because the
sensor readings are ordered in time and in practice would be “missing in blocks”.

We define a simulated sensor dropout, then, as the random removal of a con-
tiguous sequence of sensor readings spanning a fixed amount of time, e.g. four
hours. The coverage prior to and after the simulated dropout can be recorded,
and GV metrics prior to and after the removal can likewise be calculated. More-
over, we can perform multiple random sensor dropouts to simulate data being
lost on multiple occasions over a longer period such as two weeks.

An example of this is given by Fig. 2. This figure depicts the same data as
shown in Fig. 1, but random four hour blocks have been removed to reduce the
coverage from 0.99 in Fig. 1 to 0.60 in Fig. 2.

To conduct our experiments, we used publicly available CGM data sources.
The first source is from a clinical trial (CT) involving 68 patients with type 1
diabetes who used a CGM for varying amounts of time [2]. In some cases, over
one year’s worth of data is available for one patient. The second source of data
was from the Night Scout (NS) Data Commons project [11], a repository where
individuals experimenting with closed loop artificial pancreas systems (of which
CGMs are integral parts) can deposit and share their data.
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Fig. 2. The same data as shown in Fig. 1 but with several four-hour blocks of sensor
readings randomly removed to reduce the coverage.

From the two different sources of CGM data, we selected ten random sub-
jects, six from the CT dataset and four from the NS dataset. Inclusion criteria
were that the frequency of the sensor readings was five minutes, and there was
sufficient data to obtain at least one analysis frame of length two weeks with
coverage greater than 0.9. One such frame was then chosen at random for each
subject. Statistical details of each analysis frame and the corresponding gold
standard metrics are shown in Table 1. Characteristics of each patient in the
analysis frame’s time period can be deduced from the table. For example, patient
CT6 has a very high value for HBGI and GVP, indicating significant fluctua-
tions into the hyperglycemic range. Conversely, subject NS3 scores highly with
the LBGI metric implying high risk of hypoglycemia-related complications.

Table 1. Gold standard analysis frames chosen randomly from ten random subjects.
Each analysis frame spans two weeks.

Subject n cov mean cv LBGI HBGI GVP

CT1 3,661 0.91 128.84 0.30 1.22 2.35 33.75

CT2 3,679 0.91 125.01 0.25 0.86 1.63 22.84

CT3 3,848 0.95 109.14 0.31 2.50 1.13 28.74

CT4 3,654 0.91 140.17 0.25 0.38 3.07 28.48

CT5 3,768 0.94 101.57 0.27 3.05 0.51 17.41

CT6 3,678 0.91 204.28 0.48 1.08 16.50 57.45

NS1 3,647 0.92 195.81 0.33 0.32 12.78 35.63

NS2 3,887 0.96 105.01 0.24 2.06 0.54 25.03

NS3 3,613 0.93 145.72 0.39 6.55 4.80 31.54

NS4 3,874 0.96 128.21 0.33 1.22 2.67 41.04
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Our first analysis considered the robustness of GV metrics to missing data. To
achieve this, we took each of the analysis frames F in turn and copied the frame
80 times obtain copies F1, F2, . . . , F80. Each copy Fi was then “corrupted” by
randomly removing i four hour blocks of data. Blocks were allowed to overlap,
but each block was required to be completely enclosed inside the bounds of
the analysis frame and to consist of at least one sensor reading that would be
removed. This gave us, for each gold standard analysis frame F , a set of realistic
subsets of F with coverage values ranging from very low all the up to cov (F ).

We then computed our five metrics of interest for each corrupted analysis
frame and plotted coverage vs. metric value. For gold standard analysis frame
CT1, the results are depicted in Fig. 3. All of the remaining gold standard anal-
ysis frames shows similar trends, so we omit those figures for reasons of space.
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Fig. 3. Plots showing various risk metrics vs. coverage for subject CT1’s analysis frame.
The horizontal lines indicate the gold standard for the same analysis frame without
any missing data, values of which are given in Table 1.

Figure 3 shows that for the “standard” metrics (mean, CV, LBGI and HBGI)
listed in [4] the error magnitude clearly has a linearly increasing trend as coverage
decreases. For coverage values of 0.7, the error on the metrics is approximately
10–20% in most cases. At lower coverage, the LBGI metric appears to over-
estimate the risk slightly (see Fig. 3c) while HBGI appears to underestimated
slightly (Fig. 3d). Beyond that, there is no clear trend in error direction with
decreasing coverage.
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GVP, on the other hand, shows different behaviour: as coverage decreases,
GVP consistently underestimates the gold standard. This relationship appears
to be strongly linear. Furthermore, unlike the other metrics, the variance of the
error does not increase with decreased coverage. Instead, it appears to increase
very slowly initially and then remain constant as coverage decreases below 0.8.

This property of the GVP follows intuitively from its definition in Eqs. 7, 8
and 9. Since the L quantity in the equations measures distanced travelled in
the time vs. mg/dl space 2D plot, then removing points from this space must
naturally decrease L since “zig/zag” patterns in the data are being replaced
by straight lines that have a shorter distance. Since for most individuals, the
patterns of GV are usually constant over a two week time frame, the decrease
in L is linear with the decrease in coverage.

4 GVSD: A New Metric Robust to Sensor Dropouts

This curious property of the GVP metric suggests the following possibility: to
better account for sensor dropouts, we could (for each patient) fit a linear model
that can be used to estimate a patient’s true GVP from his or her estimated
GVP given the available data. For example, suppose a patient presents with two
weeks of CGM data but that data has a coverage of only 0.6. According to our
previous analysis and the guidelines [4], this is an insufficient amount of data for
computing reliable metrics. However, if we can generate a set of points similar
to those shown in Fig. 3e from the patient’s data, then we could in turn fit a
trend line to the data and therefore estimate the “true” GVP that would have
been calculated if the coverage was 0.9 or 1.0.

The main question is how to achieve this. The answer is to use a similar
process to that described in the previous section: start with the initial low-
coverage data, iteratively create corrupted copies of the data by simulating sen-
sor dropouts of varying degrees, then compute the coverage and GVP metric
for each corrupted copy of the original dataset. If the original dataset has low
coverage, then the corrupted versions of the dataset will have even lower cov-
erage. However, if the trend is still linear at these lower levels, then it should
be possible to estimate what the GVP would have been with coverage at higher
levels using simple univariate linear regression.

An example of this algorithm in action will now be described for the dataset
shown in Fig. 2. Recall that this CGM dataset has coverage 0.6, and it is a
corrupted version of the gold standard analysis frame CT1 shown in Fig. 1 which
has coverage 0.9. The GVP metric for the data shown in Fig. 2 is 23.90 which is
clearly a significant underestimate compared to the “true” GVP at coverage 0.9
which is 33.75.

Let us create twenty corrupted versions of the 0.6 coverage dataset. Each
corrupted version of the data has a different set of random sensor dropouts,
with sensor readings being randomly removed in blocks of size four hours. As a
consequence, each corrupted version of the data will have a different coverage
and a different calculated GVP score.
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Fig. 4. Example of the algorithm applied to a dataset with coverage 0.6. Each point
is a corrupted version of the original dataset with coverage less than 0.6. The figure
shows the GVP computed from each dataset along with the line of best fit.

Figure 4 gives an example of this approach. The figure shows twenty points,
one for each corrupted version of the original dataset. It can be observed clearly
that there is a wide range of coverages. Linear regression from the machine learn-
ing toolkit scikit-learn [9] with data normalisation turned on was then applied
to this data to produce a linear model relating coverage and GVP. The slope of
the linear model is 41.33 and the intercept is −0.45. The coefficient of determina-
tion (R2) value is 0.97, indicating a strong fit. Using this model to estimate the
patient’s GVP with coverage of 0.9 or 1.0 yields GVP values of 36.75 and 40.88
respectively – both estimates are considerably higher than the estimate derived
from the incomplete version of the data presented by the patient.

To test this algorithm, we repeated this experiment for all nine remaining
analysis frames. Random four hour blocks of data were removed from each frame
until coverage was below 0.6. It was assumed that this version of the data with
missing blocks was the only version of the data available, although for experi-
mental purposes we also retained the complete (at least, with coverage of 0.9)
versions of the data for use as gold standards. We then computed the GVP
metric from the sample with missing data.

Next, we applied the algorithm outlined above to compute new estimates of
the GVP. Even though the coverage of each original sample is approximately
0.6, once the linear model was fitted to the available low-coverage data, we were
able to estimate the GVP for coverages of 0.9 (close to coverage of our gold
standard) and 1.0 (probably the more realistic estimate).

Table 2 summarises our results. The columns labelled GVSD (“Gylcemic
Variability Percentage Robust to Sensor Dropouts”) give our algorithm’s esti-
mates of the GVP. The gold standard GVP values are the same as Table 1.
Comparing the sample and gold GVPs to the GVSD values, it is clear that the
algorithm effectively estimates the gold standard GVP values better than a direct
calculation of GVP from the available data. In all cases, the GVP(gold)/GVSD
error is 10% or less, in stark contrast to the GVP(gold)/GVP(sample) error
which is much greater.
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Table 2. Results showing the estimation of GVP using our new algorithm compared
to the standard method.

Subject n cov GVP (sample) GVP (gold) GVSD (0.9) GVSD (1.0)

CT1 2411 0.60 23.90 33.75 36.75 40.88

CT2 2392 0.59 14.23 22.84 22.07 24.50

CT3 2400 0.60 17.57 28.74 26.52 29.44

CT4 2401 0.60 19.34 28.48 29.20 32.41

CT5 2385 0.60 11.25 17.41 16.92 18.74

CT6 2410 0.60 41.49 57.44 60.29 66.47

NS1 2366 0.60 24.38 35.63 35.10 38.60

NS2 2378 0.60 15.29 25.03 23.77 26.44

NS3 2287 0.59 20.55 31.54 30.07 33.18

NS4 2375 0.59 25.53 41.04 38.69 42.76

5 Conclusion

To summarise, this paper describes a new metric for measuring glycemic vari-
ability. This new metric is a variant of GVP, but one that takes into account
the effect of sensor dropouts on the metric and corrects for such dropouts. An
open question for future research is whether or not this approach could also be
applied to other metrics. Clearly, as Fig. 3 shows, the method would not be suit-
able for metrics such as HBGI where the sign of the error is nearly random and
the variance of the errors increase as coverage decreases. There are several other
“distance travelled”-type metrics in the literature however which may benefit
from our approach. Another question is under what conditions the correction
proposed in this paper is accurate. We have considered only two week analysis
frames so far. However, we could also consider larger frames, e.g. three months.
Finally, we have modelled missing data as the random removal of “blocks” of
sensor readings of size four hours. Is this a realistic assumption? A future inves-
tigation could look at patterns of real missing data in iCGM and rtCGM devices
and develop a more realistic approach for modelling sensor dropouts.
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Abstract. There can be a data boom in the near future, due to cheaper
methods make possible for everyone to keep their own DNA on their own
device or on a central medical cloud. With the development of sequencing
methods, we are able to get the sequences of more and more species.
However the size of the human genome is about 3 GB for each person.
And for other species it can be more.

The need is growing for the efficient compression of these data and
general compressors can not reach a satisfying result. These are not aware
of the special structure of these data. There are already some algorithms
tried to reach smaller and smaller rates. In this paper, we would like to
present our new method to accomplish this task.

Keywords: Bioinformatics · Biology · Compression · Genetics

1 Storing of the DNA

Deoxyribonucleic acid (DNA) is a complex molecule which contains the genetic
information. These are built up by nucleotides. Each nucleotide is built up by 3
components: nucleobases (adenine - A, guanine - G, cytosine - C, thymine - T),
a sugar called deoxyribose and a phosphate group.

In bioinformatics, we store DNA sequences as strings, which are composed
by the 4 characters for the 4 nucleobases: ‘C’, ‘G’, ‘A’ and ‘T’. Similarly, we can
store RNA and protein sequence data too.

Because we have only 4 types of possible characters, we can store every base
on 2 bits. However it is not enough, so far DNABit had its worst compression
rate at 1.58 bits/base and COMRAD even reached 0.25 bits/base with small
datasets. These are dictionary based methods, so we aimed to start our research
with methods like these.

[1] presents 2 scenarios about how one should choose the compression algo-
rithm. The first case is when the data are transferred over a network and then
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decompressed. The second case is when the are accessed in real-time. Our algo-
rithm gives an alternative for the first case.

We know that similar species have much in common in their genomes, like
the different kind of viruses have more in common than a virus and a fungus for
example. Our method uses this, builds different dictionaries based on different
classifications of species, using the same dictionaries for the same classes. Differ-
ent classes have different frequencies of subsequences in their genomes, but in a
given class, species have a lot in common.

Our method greatly depends on how we choose our parameters, so in our
worst case we can get great compression rate, but our best case can produce
really small compression rate.

2 Related Works

As we mentioned, there are some algorithms that have already reached below 2
bits/base rate.

Biocompress-2 1994 searches for exact repeats and complement palindromes
and encodes them with the length of the repeat and the position of the previous
repeat. If there’s no repeat, then it uses order-2 arithmetic encoding [2].

Cfact 1996 is searching for the longest exact matching repeat. It uses suffix
tree to find it [3].

Gencompress 1999 has better compression rate than Biocompress. It searches
for approximate matches, that are satisfy the C condition. The algorithm finds
the optimal prefix and uses order-2 arithmetic encoding. It also finds the approx-
imate complement palindromes. Their compression rate is 1.7428 average [4].

CTW+LZ 2000 is the combination of GenCompress and CTW. Uses local
heuristics for problem of greedy choice. It has slow running time [5].

DNA compress 2002 reaches a little better compression rate than Gencom-
press. Finds all approximate matches, including the complement palindromes
and encodes the approximate repeating regions and the non-repeating regions.
It has 1.7254 average compression rate. It uses PatternHunter to preprocess. It
has good running time [6].

DNASequitor 2004 is a language based compressor. The modified version of
Sequitor (1997) to DNA [7].

DNAPack 2005 searches for the repeats with dynamic programming and uses
context tree and 2 bit encoding for the non-repeating parts [8].

Exploring Three-Base Periodicity for DNA Compression 2006 uses the 3 base
periodicity in protein coding zones with the help of a DNS model that has 3
deterministic states [9].

Relative Lempel-Ziv Compression 2010 stores the index of base sequences
and compresses every further sequences relative to the bases. Uses suffix arrays,
self-indexes, relative Lempel-Ziv factorization and compressed integer sets [10].

GenBit 2010 segments the input to parts of 4 characters, so 256 combinations
exists. Every 4 segments of 4 bases are replaced by a binary number of 8 bits. If
parts following each other are equals, then 1 bit comes as the 9th, else 0 [11].
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DNABit 2011 assigns binary bits to smaller DNA base segments to compress
repetitive and non-repetitive DNA sequences. It has 1.58 bits/base compression
rate at worst case [12].

COMRAD 2012 reaches a really impressive rate: 0.25 bits/base as an exam-
ple for smaller datasets, also it gives random accesses to subsequences with-
out decompressing. Finds exact repeats and uses expensive process of multiple
passes [13].

In 2016 researchers implemented and compared 4 different algorithms to com-
press DNA: LZW algorithm, run length encoding algorithm, Arithmetic coding
and Substitution method with various species. They found that different organ-
isms can be encoded effectively with different algorithms [14].

In 2017 an algorithm presented using multiple dictionaries with LZW, but it
have not been implemented and tested yet [15].

3 The Algorithm

The main idea is that we have prebuilt, efficient dictionaries for the different bio-
logical classes that have similarities. Based on these similarities we can have the
dictionary of the most frequent sequences in these species. In these dictionaries
we assign much shorter bit words, than the others.

In this way, when encoding, first we must select our dictionary (e.g. virus,
fungus, ...), then break the sequence into equivalent sized parts. If we found a
part that appears in the dictionary of the frequent parts, then we start with a
0 bit, then the bits from the dictionary, else we start with a 1 bit, then the bits
from the non-frequent dictionary.

If there is a k-mer which can not be found in neither dictionaries, then the
non-frequent dictionary can be extended dynamically.

Sample code snippet to compress genome, where genome is the genome to com-
press, k is the size of subsequences in the disctionary, d1 is the dictionary for
frequent subsequences and d2 is the dictionary for non-frequent subsequences:

FUNCTION genomeToBits(genome,n,d1,d2):
bits=’’
i=0
while i<len(genome):

IF genome[i:i+n] in d1:
bits+=’0’
bits+=d1[genome[i:i+n]]

ELSEIF genome[i:i+n] in d2:
bits+=’1’
bits+=d2[genome[i:i+n]]

ENDIF
i+=n

ENDWHILE
RETURN bits

ENDFUNCTION



388 P. Lehotay-Kéry and A. Kiss

Decoding is very simple. If we see 0, we get our subsequence back from the
dictionary of frequent subsequences, otherwise if it is 1, we get our subsequence
from the non-frequent dictionary.

Sample code snippet to decode the compressed genome, where bits is the encoded
genome, n is the length of the bitwords for the frequent subsequences, k is the
length of the bitwords for the non-frequent subsequences, r1 is the reversed dic-
tionary for the dictionary of the frequent subsequences and r2 is the reversed
dictionary for the non-frequent subsequences:

FUNCTION bitsToGenome(bits,r1,r2,n,k):
genome=’’
i=0
while i<len(bits):

IF bits[i]==’0’:
i+=1
genome+=r1[bits[i:i+k]]
i+=k

ELSE:
i+=1
genome+=r2[bits[i:i+n]]
i+=n

ENDIF
ENDWHILE
RETURN genome

ENDFUNCTION

When we first built up the dictionaries, for a dictionary with sequences of
length k, we ran through species of that specific family, took out every k-mer
of their genome, ordered them by frequencies, and put some of the beginning of
this list into the more frequent dictionary with smaller bit words and the others
into the less frequent dictionary.

So the first step is building substring indexes for the given family, like in
[16], except we do not store the positions of the occurrences, but the frequencies
instead.

If we would simply store all possible k-mers, it would be 4k entry and we
would have to generate bit word for every one of these. But if we chose k big
enough, not all possibilities will appear as k-mers in the genomes and we can
spare 1 or 2 bits for each k on this too.
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Sample code snippet to build dictionaries, where ind is an index is a dictionary
of subsequences with their frequencies, in descending order by frequencies:

FUNCTION generateDicts(ind):
d1,d2={},{}
n=math.sqrt(len(ind))
j=0
for i in ind:

IF j<n:
bits=bin(j)[2:]
while len(bits)<(math.sqrt(n)/2)+1:

bits=’0’+bits
ENDWHILE
d1[i[0]]=bits

ELSE:
bits=bin(j)[2:]
while len(bits)<math.sqrt(math.sqrt(len(ind)))+1:

bits=’0’+bits
ENDWHILE
d2[i[0]]=bits

ENDIF
j+=1

ENDFOR
RETURN d1,d2

ENDFUNCTION

4 Compression Rates

For the first measurements, we chose to classify species based on the biologi-
cal kingdoms defined by Cavalier-Smith in 1998: bacteria, protozoa, chromista,
plantae, fungi, animalia [17].

It is not yet decided if viruses can be included in the tree of life [18,19], now
we have put them into a class too.

Name Bases

Herpes 211518

Lambda 48502

E coli 5277676

Abiotrophia defectiva 2041839

Zymomonas mobilis 2061413

Candida tenuis 10747050

Absidia glauca excerpt 2999927

Mortierella verticillata excerpt 2999885
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For the measurements, we got the viruses from the NCBI database [20],
bacteria and fungus from the Ensembl Genome databases [21]. For some species,
we only used excerpts. On this table you can see each genome with its length:

As our first measurement (Fig. 1), we checked the compress rates of bacte-
ria with different ks. We can see that with the increasing of k, we can reach
lower rates. But inside this biological kingdom, with same k, there is not much
difference between the compression rates of the species.

Fig. 1. Compression rates of bacteria with different ks. y = bits/base

As our second measurement (Fig. 2), we checked the compress rates of fungus
with different ks. These are longer sequences, so with the same ks we get greater
compression rates, but the result is similar in that perspective, that bigger k gives
lower compression rates and the there is little difference between the species of
the biological kingdom.

Fig. 2. Compression rates of fungus with different ks. y = bits/base

So we can conclude that we can reach lower rates with greater k inside a
biological class, but with longer sequences with the same k we get bigger rates.
Let us see how much we can compress really small sequences: viruses (Fig. 3).
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Fig. 3. Compression rates of virus with different ks. y = bits/base

We can reach really small rates with greater ks and smaller sequences, as
we suspected. Now let us check the connection between the choice of k and the
running times.

5 Running Times

We can see that, there’s not much connection between the decompression time
and k. It seems decompression time is only affected by the length of the genomes
(Fig. 4).

Fig. 4. Average decompression time of genomes with different lengths and ks. y = sec

However as we can see that, with greater k, the compression time decreases
(Fig. 5). But then what is the cost of increasing k?

Generating the indexes and the dictionaries takes much longer time. Good
thing is the user will not have to do this, the dictionaries will be ready for the
user. But with increasing k, the generation time increases too (Fig. 6).

We made our measurements with Intel i5-8350U CPU @ 1.70 GHz 1.90 GHz,
16.0 GB RAM. We used python as the implementation language.
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Fig. 5. Average compression time of genomes with different lengths and ks. y = sec

Fig. 6. Average time to generate index and dictionaries for different species with dif-
ferent lengths and ks. y = sec

6 Conclusion

Our algorithm works well to compress the genetic data, with good choice of k it
reaches the compression rate that other algorithms reach, or even better rates.

General compression mechanisms does not work well with DNA strings,
because of the special structures of these. We have only 4 types of possible
characters, so we can store every base on 2 bits. We build up the indexes of
different biological classes, then make two dictionaries for each race based on
the occurrence frequencies of the subsequences. We assign shorter bit words to
the more frequent subsequences and longer to the less frequent ones.

We must consider that not the user will have to set k, but the dictionaries
will be prepared with an optimized k. Most ideally these dictionaries would be
available online as a web service.
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7 Future Work

We are planning to extend the functionalities of our secured bioinformatic
database library with our compression and making efficient processing functions
on these compressed formats.

We are also planning to increase the efficiency in memory usage and running
time. For example it would be easy to make the compression parallel.

Moreover we will develop our compressing dictionaries as a web service.
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Abstract. Tuberculosis (TB) is determined as a major health threat resulting in
approximately 1.8 million people died in 2015 in most of the low and middle
income countries. Many of those deaths could have been prevented if TB had
been diagnosed and treated at an earlier stage. Nevertheless, recent advanced
diagnosis techniques such as the methods of frontal thoracic radiographs have
been still cost prohibitive for mass adoption due to the need of individual
analysis of each radiograph by properly experienced radiologists. In addition,
current outperformances of deep learning accomplish significant results for
classification tasks on diverse domains, but its capability remains limited for
tuberculosis detection. Therefore, in this study, we examine the efficiency of
deep convolutional neural networks (DCNNs) for detecting TB on chest
radiographs using public ChestXray14 as training dataset and Montgomery and
Shenzhen as two external testing datasets. Multiple preprocessing techniques,
tSNE visualization and data augmentation are first performed. Three different
pre-trained DCNNs, namely ResNet152, Inception-ResNet and DenseNet121
models are then used to classify X-ray images as having manifestations of
pulmonary TB or as healthy. We observe that appropriate data augmentation
techniques are able to further increase accuracies of DCNNs. We achieve the
best classifier having an average AUC of 0.95 with DenseNet121 while 0.91 and
0.77 with Inception-ResNet and ResNet121, respectively.
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1 Introduction

As an infectious disease caused by the bacillus Mycobacterium tuberculosis, Tuber-
culosis (TB) has been leading cause of death worldwide, alongside human immuno-
deficiency virus–acquired immune deficiency syndrome (known as HIV-AIDS). TB
mainly affects the lung region and typically manifests near the clavicles showing
different pathological patterns or manifestations in the lungs corresponding to various
factors and no single or specific sign can confirm its presence. However, TB, as a
curable disease, can be effectively detected and treated under powerful techniques.

It was reported that there is an insufficient resource of radiology interpretation
expertise with diagnosis agreements among skilled radiologists in detection of TB-
prevalent locations. Thus, developments of computer-aided diagnosis (CAD) systems
for automatic detection of TB from chest radiographs (CXRs) has been a great func-
tional tool for under-developed and developing countries where high burden of patients
and poor medical services are currently challenging in TB diagnosis. Traditionally,
CAD systems consist of four phases, including pre-processing, segmentation, feature
extraction and classification. In these systems, the region-of-interest of TB is seg-
mented and thereafter important texture and features are manually extracted. However,
there is a need to discover more strategies in TB diagnosis and treatments that
promising deep learning techniques in radiology has been outperformed conventional
CADs. By building the end-to-end architecture, best features are automatically
extracted and can be usable for further purposes.

Deep learning techniques have recently earned outstanding results in a broad range
of machine learning tasks. Convolutional Neural Networks (CNNs), known as one of
the powerful architectures, handle four different manners: training the weights from
scratch done on very large available datasets, fine-tuning the weights of an existing pre-
trained CNN with much smaller datasets, using the unsupervised pre-training to ini-
tialize the weights before putting inputs into CNN models and using pre-trained CNN
called an off-the-shelf or out-of-box CNN as a feature extractor. CNNs have especially
proved it powers in image classifications and being successfully applied in disease
diagnosis either on detection of pleural effusion and cardiomegaly at chest radiography,
mediastinal lymph nodes at computed tomography (CT), lung nodules at CT, pan-
creatic and brain segmentation or others [1–5], but its application on TB detection still
remains limited. Therefore, in this study, we evaluate the efficacy of different DCNN
models for TB detection on Chest X-ray14 and two external Montgomery and Shen-
zhen datasets.

The rest of the paper is organized as follows. Section 2 briefly presents the related
works done till date. Visualization of the complexity of our chosen dataset, data
augmentation techniques and proposed DCNNs models are described in Sect. 3.
Section 4 summarizes experimental results using proposed models with three public
datasets. The paper concludes in Sect. 5 with a short future works.
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2 Related Works

Chest radiographs typically have the presence of different types of manifestations,
including cavities, opacities, consolidation, focal lesions and nodules that lead to the
difficulty to detect solely TB. Among the first proper methods proposed for automatic
TB detection, [6] extracted and analyzed the local texture of CXRs to detect different
abnormalities. Lung regions were first divided into several overlapping areas. K-nearest
neighbor was thereafter used at region level to facilitate classification tasks based on the
combination of each region with the weighted multiplier. [7] proposed a hybrid method
that suspected cavities to be detected using adaptive thresholding and active contour
model. Bayesian classifier was thereafter used to confirm or discard the suspected
cavities. A dual scale method to detected TB was proposed by [8] with three major
steps. Cavity candidates at the coarse level was first identified using Gaussian template
matching, local binary pattern and histogram of oriented gradient features. Then, these
cavity candidates were segmented using active contour-based method. Lastly, at the
finer level, Support Vector Machine (SVM) was performed to remove false positives
based on different features. This works gave 82.6% of accuracy on testing 35 CXRs.
[9] composed a proposal to detect TB using a MIL technique. Each CXR was divided
into unlabeled sub-regions called instances and features based on pixel intensity dis-
tributions were extracted. In this approach, the label of each sub-region was unknown
while label of whole images was known that leading to not capable to classify
abnormalities on CXR at instance levels using standard SVM. Authors, hence, pro-
posed the usage of MiSVM which enabled the classification of groups of samples. By
utilizing three private proprietary datasets (Gambia, Tanzania and Zambia), they gave a
competitive result with current literation with AUC of 0.86 to 0.91.

Regarding deep learning-based approaches for CXR abnormality detections, a
survey of automated disease prediction literature revealed the usage of pre-trained
CNNs, known as feature extractors. [10] reported the acceptable pre-trained models in
identifying pleural effusion and cardiomegaly on frontal CXRs. By combining features
extracted from pre-trained CNN and Pico-Descriptors, their performance achieved
promising results with AUC of 0.93 and 0.89 for the detection of the right pleural
effusion and cardiomegaly, respectively. Toward TB detection, in particular, the
capability of CNN was demonstrated by [11] using a customized CNN model with
AlexNet framework and transfer learning trained on private 10K CXR images.
Although their customized model gave fair results when trained with initializations of
random weights, they obtained competitive results on the publicly available Mont-
gomery and Shenzhen datasets with AUC of 0.884 and 0.926, respectively. [13] also
used the same fine-tuned deep learning models with the shuffle sampling methods and
cross validation on the unbalanced datasets. They achieved 85.56% of classification
accuracy. [12] aimed to evaluate five pre-trained CNNs such as AlexNet, VGG-16,
VGG-19, Xception and ResNet towards improving the accuracy of TB screening from
CXRs. Based on the learning from task-specific features from the posterior-anterior
(PA) CXRs, authors tried to proposed models that could be optimized for hyper-
parameters in minimizing the classification error during training process. As a result,
VGG19 gave the best AUC of 0.956.
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In addition, another proposed DCNNs-based model to classify CXR images into
different categories of TB manifestations was presented by [14]. By modifying the
GoogleNet model from Caffe as the pre-training network and developing a new
machine learning and mobile health screening system to minimize the wait-time for
diagnosis, they achieved 89.6% of binary classification after 100,000 iterations,
whereas their accuracy for multi-class classification (in five classes, including normal,
cavity, lymphadenopathy, infiltration and pleural effusion) was 67.07% after 10,000
iterations. [15] increased the number of original TB images using data augmentation
such as 90, 188 and 270° rotations, mirror images and histogram equalization. They
then put the augmented images into AlexNet and VGGNet for desire classification
purposes. [16] proposed a potential CNN architecture comprising of seven convolu-
tional layers and three fully connected layers. With three different optimizers, including
Adam, momentum, and stochastic gradient descent (SGD), they evaluated that the
Adam optimizer gave the best accuracy. Their further works have been expanded by
applying a ResNet model for the same classification objective [17]. Here, they
increased the datasets with more data augmentation techniques resulting in the best
features which could be automatically extracted. [18] aimed to present three different
approaches to the usages of CNN such as simple and direct feature extraction, multiple
instance learning and ensembles of classifiers to create s complementary screener of TB
diagnosis CXR. Each of those proposed approaches used three pre-trained CNN
architectures (GoogleNet, ResNet and VGGNet) as feature extractors, Support Vector
Machine was later applied to identify whether the images contain tuberculosis. Their
obtained results were fairly competitive with other published works demonstrating the
potential of pre-trained CNN in medical image extractors.

3 Materials and Methodology

3.1 Datasets

Our experiments use three publicly available datasets from ChestX-ray14, Mont-
gomery, Maryland and Shenzhen, China, maintained by the National Library of
Medicine, National Institute of Health. Details pertaining to the origin and character-
istics of each dataset are illustrated by Table 1.

3.2 Preprocessing

All CXR images are initially resized to specific range pixels based on deep models
being applied due to the different sizes of three datasets. As mentioned previously,
ChestX-ray14 is used for our training dataset, but two classes were unequally repre-
sented, called imbalanced datasets. Often real-world datasets are predominately con-
sisted of normal samples with a small percentage of abnormal samples. Hence, it is the
case that the cost of abnormal sample misclassification from normal ones is much
higher than the cost of the reverse error. We therefore propose the data augmentation
techniques to balance the number images of two classes. While under-sampling of the
majority (CXRs from healthy control patients) is applied as a good classifier of
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increasing sensitivity to the minority class (CXRs from TB patients), we also apply
over-sampling approach in which the minority class is over-sampled by data aug-
mentation techniques, including rotation 25°, flipping left-to-right, random cropping
with 0.8 and 0.9% areas, histogram equalization and 25° shearing.

As a technique to visualize the variant distribution and its complexity, we perform
the combination of Principle Component Analysis (PCA) and T-Distributed Stochastic
Neighboring Entities (t-SNE) to first reduce dimensions in the training dataset whilst
retaining most information, then to visually explore the two-class ChestX-ray14 data
distributions before and after augmenting techniques. Particularly, PCA uses the cor-
relation between some dimensions and tries to offer a minimum amount of variables
keeping the maximum amount of variation or information about the original dataset is
distributed. Thus, we first create new dataset containing 50 dimensions generated by
PCA algorithms and it roughly hold around 87.71% and 88.16% of total variation in
the data before and after augmenting, respectively. t-SNE thereby minimizes the
divergence between two distributions: one measures pairwise similarities of inputs and
one measures pairwise similarities of the corresponding low dimension and tries to
present our data using less dimensions by matching both distributions. Here, PCA
inputs can be fed into t-SNE algorithm. We use 10,000 samples out of 54611 samples
(before augmenting) and 10,000 samples out of 97844 samples (after augmenting) (see
Fig. 1).

3.3 Proposed Deep Convolutional Neural Networks (DCNNs)

Since CNN models become increasingly deep, a new research problem emerges. For
example, the input’s information or gradients pass through many layers, it can vanish
by the time when it reaches the end or beginning of the network. Various recent
publications have addressed this problem to ensure maximum information flow
between layers in the network. One of an orthogonal approach for making networks
deeper is to increase the network’s width. The Inception module, known as GoogleNet
concatenates feature maps produced by filters of different sizes. A variant of ResNet, on
the other hand, is proposed with the wide generalized residual blocks. In fact, ResNets
can improve its performance provided the sufficient depth by simply increasing the
number of filters in each layers. In comparison, instead of exploring the representation
of extremely deep and wide architectures like Inceptions and ResNets. DenseNets
exploit the network’s potential through feature reuse, yielding condensed models to be
easier in training with highly parameter-efficient. By concatenating feature maps

Table 1. CXR datasets and characteristics

Origin No. of
positive cases
for TB

No. of
healthy control
patients

File
type

Bit
depth

Resolution

Chest-Xray14 [19] 5689 48922 PNG 8-bit 1024 � 1024
Montgomery [20] 58 80 PNG 8-bit 4020 � 4892
Shenzhen [20] 336 326 PNG 8-bit 948-3001 � 1130-3001
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learned by different layers, DensNets also can increase variation of inputs of subse-
quent layers and training efficiency compared to ResNets. Compared to Inception
networks which also concatenate features from different layers, DenseNets are much
simpler and effective. Based on their outperformances compared to existing models
proposed previously such as AlexNet, VGG, MobileNet, etc., we adopt three different
DCNN architectures to our TB study, ResNet152 [21], Inception-ResNet [22] and
DenseNet [23] including pre-trained models that were already trained on 1.2 million
color images for ImageNet consisting of 1000 categories.

Images are down-sampled to 299 � 299 and 224 � 224 pixel resolutions to match
the input sizes for pre-trained ResNets, Inception-ResNet and DenseNet. They are then
loaded onto a Linux operating System (Ubuntu 16.04) with Tensorflow deep learning
framework with CUDA 9.0/cuDNN 7.5 dependencies for graphics processing unit
acceleration. Each layer of pre-trained CNNs produces an activation map that match
primitive features such as blobs, edges, colors from earlier layers. The deeper layers
then capture the previous information and formulate higher level features to present
more affluent representation. The architecture and weights are downloaded from
GitHub repository. We also experimentally determine the optimal layers from three
pre-trained DCNNs for improving usable feature extractions and TB detection accuracy
right after.

4 Experimental Results

Of over 10,000 patients from ChesX-ray14 datasets, 1266 (12.7%) random patients are
selected for internal testing. Of these 1266 patients, 633 are positive and 633 are
healthy. Among the remaining 8734 patients, it is randomly split 80:20 ratios into 6987
patients used for training whilst 1747 patient for validation. Data augmentation tech-
niques are then applied for training and validation datasets, as mentioned in Sub-
sect. 3.2. Moreover, two external testing sets, Montgomery and Shenzhen, are also
used for evaluating our model efficacies.

Fig. 1. PCA – t-SNE visualization of two categories (0: Healthy Control Patients and 1: TB
Patients) from ChestX-ray14 datasets before (left) and after (right) augmenting data.
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A summary of our results are reported by AUC results and plots (see Table 2 and
Fig. 2). The best performing model with AUC of 0.9872 on internal ChestX-ray14,
0.9139 on Montgomery testing set and 0.9384 on Shenzhen testing set is DenseNet121.
It is significantly greater than the performances of two remaining pre-trained models,
ResNet152 and Inception-ResNet. Table 3 also compares our results obtained with
other available studies in the literature on TB detection using two public datasets. It
shows that our proposed pre-trained DenseNet121 achieved a competitive result in
comparison with a customized DCNN from Hwang et al. [11], pre-trained AlexNet and
VGG19 from Sivaramakrishnan et al. [12].

5 Conclusions

In this study, we compare the performances of three different pre-trained DCNNs
model toward improving the accuracy of TB detection from frontal CXRs. Due to the
scarcity of data and highly imbalanced distribution across two classes form ChestX-
ray14 dataset which directly impact to the performance of each model, we first
demonstrate the appropriate data augmentation techniques. We then observe that pre-
trained DenseNet121 model significantly yields better results compared to pre-trained
ResNet and Inception-ResNet models on three categories of testing datasets, including

Table 2. AUC results of three different testing sets

Pre-trained model Internal ChestX-ray14 Montgomery Shenzhen

ResNet152 0.8675 0.7002 0.7496
Inception-ResNet 0.9606 0.8552 0.9179
DenseNet121 0.9872 0.9139 0.9384

Fig. 2. Comparison of ROC curves for the pre-trained ResNet152, Inception-ResNet and
DenseNet121 models (from left to right).

Table 3. Comparison AUC results with literature on Montgomery and Shenzhen datasets

Datasets Proposed Hwang et al. [11] Sivaramakrishnan et al. [12]

Montgomery 0.939 0.926 0.926
Shenzhen 0.914 0.884 0.833
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internal ChestX-ray14, Montgomery and Shenzhen sets. As our future works, further
improvements can be evaluated in terms of using different settings of DNNs’ config-
urations and different existing standard pre-trained CNN models to determine capa-
bilities of transfer learning and fine-tuning schemes. Moreover, classifying CXRs
images into distinguished TB manifestations, for which a larger dataset is needed, is
indispensable topic to address.
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Abstract. Neural network models have achieved a human-level performance in
many application domains, including image classification, speech recognition
and machine translation. However, in credit scoring application, neural network
approach has been useless because of its black box nature that the relationship
between contextual input and output cannot be completely understood. In this
study, we investigate the advanced neural network approach and its’ explanation
for credit scoring. We use the LIME technique to interpret the black box of such
neural network and verify its’ trustworthiness by comparing a high interpretable
logistic model. The results show that neural network models give higher
accuracy and equivalent explanation with the logistic model.

Keywords: Neural network � LIME � Credit scoring

1 Introduction

Credit scoring model accurately estimates the borrowers’ credit risk as well as explains
the association between borrowers’ characteristics and their credit scores. Although
neural network models achieve a higher predictive accuracy of the borrowers’ credit-
worthiness, their decision-making process is rarely understood because of the models’
black box nature that they are currently neither interpretable nor explainable. Without
explanations, neural network approach cannot meet regulatory requirements, and thus
cannot be adopted by financial institutions and would likely not be accepted by
consumers [1].
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Therefore, this study investigates the advanced neural network models and their
explanations for credit scoring in order to fill the gap between experimental studies
from the literature and the demanding needs of the lending institutions [2].

More recently, Ribeiro et al. [3] proposed the LIME technique, short for Local
Interpretable Model-agnostic Explanations, in an attempt to explain any decision
process performed by a black box model. We adopt this technique to interpret our
models as well as explain the black box of neural networks. However, LIME could
explain the black box of neural network models, but it is essential to verify its trust-
worthiness. In order to evaluate the trustworthiness of LIME, we compare our result to
the logistic model constructed by Logistic regression [4]. This is the most popular and
powerful white-boxing method that commonly used on credit scoring application. Here
are some properties of logistic regression that make it a benchmark - good predictive
accuracy, high-level of interpretability and the modeling process is faster, easier and
makes more sense [5]. Therefore, we can utilize it to verify the trustworthiness of
LIME by comparing the unbiased logistic regression coefficients with contextual input
data and its significance.

In the experimental part, we apply the advanced neural network approach with
LIME explanation to over three real-world credit scoring datasets. Then we perform an
extensive comparison between the neural network and logistic models for both simple
and complex neural network architectures. The performance of model interpretability is
measured by R-squared and the Wald chi-squared test is used to determine significance
of variables. In addition, the model’s predictive performance of test set is evaluated
against four theoretical measures, an area under the curve (AUC), AUC-H, H-measure,
and accuracy [6].

This paper is organized as follows. Section 2 briefly presents advanced neural
network approach and LIME. Section 3 indicates the performance of neural network
and logistic models, explanation of black box model and its trustworthiness. Finally,
Sect. 4 concludes and discusses the general findings from this study.

2 Methods

2.1 Advanced Neural Networks

Neural networks are a set of algorithms that can learn to approximate an unknown
function between any input and output. Nowadays, neural networks are being popular
because these methods have dramatically improved the state-of-the-art in visual object
recognition, speech recognition, object detection, genomics, energy consumption as
well as financial domains [7]. In addition, Multi-Layer Perceptron (MLP) is widely
used approach in neural network applications [8–10]. This study utilizes MLP for credit
scoring application.

MLP is a general architecture in an artificial neural network that has been devel-
oped similar with human brain function, the basic concept of a single perceptron was
introduced by Rosenblatt, (1958) [11]. MLP consists of three layers with completely
different roles called input, hidden and output layers. Each layer contains a given
number of nodes with the activation function and nodes in neighbor layers are linked
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by weights. MLP achieves the optimal weights by optimizing objective function using
backpropagation algorithm to construct a model as:

argmin
x

1
T

X

t

l f xxþ bð Þ; yð Þþ kX xð Þ ð1Þ

where x denotes the vector of weights, b is the bias and f(*) is the activation function,
x is the dependent variables, y is the independent variable and X(*) is a regularizer.
There are several parameters that need to be determined in advance for the training
model such as number of hidden layers, number of their nodes, learning rate, batch size
and epoch number. In addition, there are several methods to avoid overfitting problem.

Early Stopping. An Early Stopping algorithm for finding the optimal epoch number
based on given other hyper-parameters. This algorithm is to prematurely stop the
training at the optimal epoch number when the validation error starts to increase. It also
helps to avoid overfitting [12]. However, overfitting is still a challenging issue when
the training neural networks are extremely large or working in domains which offer
very small amounts of data. If the training neural networks are extremely large, the
model will be too complex and it would be transformed into an untrustworthy model.

Dropout. The dropout technique was proposed for addressing this problem [13]. This
method is able to efficiently prevent overfitting by randomly dropping out nodes in the
network. Dropping nodes creates thinned networks during training. At test time the
results of different thinned networks are combined using an approximate model
averaging procedure. Dropout has significantly reduced overfitting and gave such
improvements in many applications including image classification and automatic
speech recognition [14].

Optimizer. The choice of optimization algorithm in neural network has a significant
impact on the training dynamics and task performance. There are many techniques to
improve the gradient descent optimization and one of the best optimizer is Adam [15].
Adam computes adaptive learning rates for different parameters from estimates of first
and second moments of the gradients and realizes the benefits of both Adaptive Gra-
dient Algorithm (AdaGrad) and Root Mean Square Propagation (RMSProp). There-
fore, Adam is considered one of the best gradient descent optimization algorithms in
the field of deep learning because it achieves good results and faster [16].

2.2 LIME

Mostly machine learning algorithms are notoriously difficult to interpret because of the
model’s black box nature. Recently, in order to overcome this issue, Ribeiro et al.,
proposed the LIME technique that explains the predictions of any classifier in an
interpretable and faithful manner, by learning an interpretable model locally around the
prediction [3]. The key idea is that the simple model can be used to explain the
predictions of the more complex model locally. Accordingly, LIME attempts to
approximate an interpretable model based on a specific combination of the original
representation of an instance being explained, x, made by the uninterpretable model
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(neural network) f(x). This explanation model is defined as a g 2 G, where G is a class
of potentially interpretable simple models such as simple regressions, decision trees,
etc. But not every g is simple enough to be interpretable, thus the complexity of g is
measured with X( g). The locality around x is defined as the distance measure px and
the local unfaithfulness between uninterpretable model f(x) and g(x) is expressed with
the function L f ; g; pxð Þ. The explanation obtained from LIME can be expressed as:

n xð Þ ¼ argmin
g2G

L f ; g; pxð ÞþX gð Þ ð2Þ

n(x) is the explanation model g that minimizes the locality-aware loss L f ; g; pxð Þ,
without making any assumptions about f(x) since the explainer is model-agnostic. Then
it is suggested to let G be a class of linear models in which case the minimization
search can be implemented using perturbed samples of x. LIME uses the local behavior
of f(x) by sampling from the instances around x to obtain the interpretable represen-
tations based on slightly different inputs, x0. Thus x is treated as context used to express
x0. Distance-based context creation allows for the creation of an accurate representation
of neural networks expressed with a simple linear model.

Ribeiro et al. [3] used the locally weighted square loss function as L:

L f ; g; pxð Þ ¼
X

x;x0
px x0ð Þ f xð Þ � g x0ð Þð Þ2 ð3Þ

where px x0ð Þ ¼ exp �D x; x0ð Þ2=r2
� �

is an exponential kernel defined on some distance

function D, with width r, which is picked depending on the classification problem.
Moreover, LIME also provides the explanation fit that allows us to understand how
well that model explains the local region and the weighted importance for each variable
that best describes the local relationship.

3 Results

3.1 Experimental Set-Up

In this section, MLP neural network method and its explanation with LIME is com-
pared with the white-boxing logistic model in terms of three real-world credit datasets.
Two datasets from UCI repository [17], namely German and Taiwan, and other one
dataset from FICO’s explanation machine learning challenge [18], namely FICO.
A summary of all the datasets is presented in Table 1.

Table 1. Summary of the three datasets.

Dataset Instances Variables Training set Validation set Test set Good/bad

German 1000 21 640 160 200 700/300
Taiwan 30000 23 19200 4800 6000 23364/6636
FICO 9871 24 6318 1579 1974 5136/4735
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Regarding logistic regression, in order to create unbiased estimators, we have to
detect severe multicollinearity because it provides insignificant estimates or estimates
with wrong signs for important contextual variables [19]. A popular technique to
correct multicollinearity is to drop one or more of the highly correlated explanatory
variables. Therefore, in data preprocessing, correlation and random forest variable
importance were used to identify the most important ones from highly correlated
variables – for example: in German dataset, credit amount and duration are contextually
correlated (0.64), and credit duration variable is more important than credit amount,
thus we dropped credit amount variable according to random forest feature importance.
In a similar way as with the mentioned previously, 1, 9 and 6 variables were dropped
from German, Taiwan and FICO datasets, respectively.

In the advanced neural network, we compared 12 neural networks that consist of
different number of hidden layers, nodes and with or without dropout. We also set the
learning rate to 0.001, maximum epoch number for training to 1000 and use a mini-
batch with 32, 128 and 64 instances at each iteration for the German, Taiwan and FICO
datasets, respectively.

All experiments are performed using R programming language, 3.4.0 version, on a
PC with 3.4 GHz, Intel Core i7, and 32 GB RAM, using Microsoft Windows 10
operating system. Particularly, this study used several libraries such as ‘Fselector’,
‘Keras’ and ‘lime’ in R [3, 20, 21].

3.2 Predictive Performances

Our aim in this empirical evaluation is to display that the advanced neural network
approach can lead to better performance than the industry-benchmark logistic regres-
sion in terms of different evaluation metrics. To validate neural network approach and
to make a reliable conclusion, Tables 2, 3 and 4 compared the performance metrics of
the 12 neural network classifiers that consist of a different number of hidden layers,
nodes and with or without dropout, and logistic regression on the three datasets. The
experiments are looped 5 times to enhance their robustness and to avoid sample
dependency, and the evaluation measures are averaged in the comparison of results.

For the German dataset (see Table 2), logistic model indicates the best performance
in terms of the all evaluation metrics. Logistic model achieves 76.9% AUC, 79.3%
AUC-H, 0.304 H-measure, and 78.5% accuracy, which are 0.00%, 0.003%, 0.08 and
0.01% better than neural network model that consists of 3 hidden layers, 64 nodes in
each hidden layer and without dropout, respectively. The AUC and AUC-H indicate
classifying ability between borrowers as good and bad. Whereas, H-measure is better at
dealing with cost assumptions among credit classes. In general, it is found that with the
German dataset, logistic model shows promising predictive performances over the most
evaluation metrics, indicating that logistic regression is an appropriate approach with
the small dataset in credit scoring and results for logistic model consistent with con-
clusion by Lessman et al. [5].

In the Taiwan dataset (see Table 3), the neural network that consists of 5 hidden
layers, 64 nodes in each layer, and without dropout model provides improvement over
logistic model by 2.8% AUC. The AUC of network model achieves 75.4%, which
indicates its classification ability between bad and good borrowers. In addition, the H-
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measure proves that the network model is better at dealing with cost assumptions
between classes, as it scores 0.257, better than logistic model by 0.36. Finally, for the
accuracy, the neural network that has 3 hidden layers, 64 nodes at each hidden layer
and without dropout model achieves the best accuracy of the probabilities, at 82%. The
reason why the AUC, H-measure and accuracy give better results than logistic model in
the German dataset might be that the Taiwan dataset contains more instances.

Regarding the FICO dataset (see Table 4), the neural network that has 3 hidden
layers, 16 nodes at each layer and without dropout model improves the predictive
performance over the logistic model by 0.01% AUC, 0.01% AUC-H and 0.04%
accuracy respectively. In terms of the AUC, the neural network model achieves 80.9%.
The H-measure of the advanced neural network approach achieves 0.332, which is very
nearly to the performance of logistic regression. Lastly, the accuracy of neural network
model succeeds the best accuracy of the probabilities with 74.3%. This again provides
evidence that the neural network models constructed on the datasets, which contain
more instances, are better than the logistic model. Overall, regarding the FICO dataset,
the logistic regression’s results indicate that it is a close rival to the neural network
models for all evaluation metrics. Since it has proven that the advanced neural network
approach is an efficient and promising classifier for developing credit scoring models
when dataset contains a large number of instances, we will consider its explanation
ability with LIME by comparing it to the white-boxing logistic model in the next
section.

Table 2. Predictive performances for the German dataset over the different evaluation metrics.

Models AUC AUC-H H measure Accuracy

Logistic 0.769 � 0.021 0.793 – 0.022 0.304 – 0.053 0.785 – 0.022
MLP (1-16) 0.759 ± 0.015 0.781 ± 0.017 0.275 ± 0.038 0.773 ± 0.027
MLP (1-64) 0.767 ± 0.020 0.789 ± 0.022 0.294 ± 0.050 0.768 ± 0.027
MLP with dropout (1-16) 0.752 ± 0.012 0.780 ± 0.012 0.278 ± 0.033 0.769 ± 0.017
MLP with dropout (1-64) 0.763 ± 0.016 0.786 ± 0.016 0.289 ± 0.042 0.772 ± 0.019
MLP (3-16) 0.759 ± 0.017 0.784 ± 0.019 0.280 ± 0.039 0.773 ± 0.028
MLP (3-64) 0.769 ± 0.022 0.790 ± 0.020 0.296 ± 0.044 0.775 ± 0.020
MLP with dropout (3-16) 0.752 ± 0.006 0.776 ± 0.004 0.264 ± 0.021 0.731 ± 0.007
MLP with dropout (3-64) 0.762 ± 0.012 0.786 ± 0.011 0.284 ± 0.031 0.750 ± 0.016
MLP (5-16) 0.759 ± 0.012 0.785 ± 0.010 0.288 ± 0.033 0.742 ± 0.014
MLP (5-64) 0.767 ± 0.018 0.789 ± 0.015 0.293 ± 0.034 0.761 ± 0.024
MLP with dropout (5-16) 0.752 ± 0.004 0.775 ± 0.004 0.266 ± 0.020 0.724 ± 0.007
MLP with dropout (5-64) 0.762 ± 0.015 0.785 ± 0.014 0.285 ± 0.035 0.757 ± 0.010
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3.3 Model Explanation with LIME

In this section, firstly, we choose the best model which provides the trade-off between
prediction and explanation. As mentioned above, LIME provides the model explana-
tion fit and the interpretation for why a borrower has been assigned a specific model
score by giving each input variable an importance weight.

Figures 1, 2 and 3 illustrate the trade-off between prediction and explanation of the
neural network models for the German, Taiwan and FICO datasets, respectively.
Although the neural network models cannot show the best predictive performance on
the German dataset, we compared their explanation using LIME with the logistic

Table 3. Predictive performances for the Taiwan dataset over the different evaluation metrics

Models AUC AUC-H H measure Accuracy

Logistic 0.726 ± 0.001 0.731 ± 0.000 0.221 ± 0.000 0.805 ± 0.002
MLP (1-16) 0.747 ± 0.002 0.751 ± 0.002 0.251 ± 0.003 0.819 ± 0.000
MLP (1-64) 0.75 ± 0.002 0.754 ± 0.002 0.255 ± 0.002 0.818 ± 0.001
MLP with dropout (1-16) 0.741 ± 0.002 0.746 ± 0.002 0.245 ± 0.002 0.817 ± 0.001
MLP with dropout (1-64) 0.741 ± 0.002 0.745 ± 0.002 0.245 ± 0.001 0.818 ± 0.001
MLP (3-16) 0.753 ± 0.001 0.757 ± 0.001 0.256 ± 0.002 0.819 ± 0.001
MLP (3-64) 0.752 ± 0.001 0.756 ± 0.001 0.255 ± 0.002 0.820 – 0.001
MLP with dropout (3-16) 0.744 ± 0.003 0.748 ± 0.004 0.248 ± 0.002 0.818 ± 0.001
MLP with dropout (3-64) 0.751 ± 0.001 0.755 ± 0.002 0.254 ± 0.002 0.819 ± 0.001
MLP (5-16) 0.746 ± 0.016 0.751 ± 0.013 0.252 ± 0.008 0.818 ± 0.002
MLP (5-64) 0.754 – 0.002 0.758 – 0.002 0.257 – 0.002 0.819 ± 0.001
MLP with dropout (5-16) 0.739 ± 0.011 0.745 ± 0.008 0.247 ± 0.003 0.818 ± 0.001
MLP with dropout (5-64) 0.751 ± 0.001 0.754 ± 0.001 0.253 ± 0.002 0.819 ± 0.001

Table 4. Predictive performances for the FICO dataset over the different evaluation metrics

Models AUC AUC-H H measure Accuracy

Logistic 0.808 ± 0.007 0.813 ± 0.007 0.332 ± 0.013 0.739 ± 0.007
MLP (1-16) 0.809 ± 0.006 0.814 ± 0.006 0.332 ± 0.012 0.738 ± 0.005
MLP (1-64) 0.81 ± 0.005 0.815 ± 0.006 0.332 ± 0.01 0.74 ± 0.005
MLP with dropout (1-16) 0.804 ± 0.008 0.808 ± 0.008 0.322 ± 0.016 0.737 ± 0.008
MLP with dropout (1-64) 0.807 ± 0.008 0.812 ± 0.008 0.329 ± 0.016 0.74 ± 0.009
MLP (3-16) 0.809 – 0.006 0.814 – 0.005 0.332 – 0.01 0.743 – 0.006
MLP (3-64) 0.808 ± 0.006 0.813 ± 0.006 0.33 ± 0.011 0.737 ± 0.007
MLP with dropout (3-16) 0.803 ± 0.01 0.808 ± 0.01 0.321 ± 0.019 0.737 ± 0.007
MLP with dropout (3-64) 0.808 ± 0.007 0.813 ± 0.008 0.332 ± 0.015 0.738 ± 0.01
MLP (5-16) 0.809 ± 0.005 0.814 ± 0.005 0.332 ± 0.01 0.74 ± 0.006
MLP (5-64) 0.808 ± 0.007 0.813 ± 0.006 0.332 ± 0.013 0.739 ± 0.006
MLP with dropout (5-16) 0.805 ± 0.008 0.81 ± 0.008 0.324 ± 0.015 0.737 ± 0.009
MLP with dropout (5-64) 0.808 ± 0.007 0.814 ± 0.007 0.333 ± 0.014 0.737 ± 0.009
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model. From Fig. 1, there are two models that we can choose, the first neural network
model is the one that has 3 hidden layers, 64 nodes at each layer and without dropout
model achieves the highest predictive performance, but its explanation fit is lower than
the neural network that has a hidden layer with 64 nodes and without dropout model. In
addition, we compared the interpretable models’ variable coefficients produced by
LIME to the regression coefficients of the logistic model as shown in Tables 5, 6 and 7.
The results show that the interpretable models’ all variable coefficients are consistent
with the white-boxing logistic model in terms of signs and significance of the
regression coefficient, and there is no critical difference between two interpretable
models’ variable coefficients, thus we can choose the model with higher predictive
performance. Moreover, it can be observed that if the significance level of the
regression coefficients in the logistic model is lower, the absolute values of variable
coefficients of the interpretable model are close to zero. This indicates that those
variables are not associated with the borrower’s creditworthiness.

Since the variable coefficients of the interpretable model produced by LIME are
consistent with regression coefficients in the logistic model, we can make some
explanations – for instance, if an account balance (Acc.Bal) held by a borrower
increase, the borrower’s creditworthiness would be higher and this can be the most
important variable to explain the borrower’s credit score. For the other two datasets, we
can designate the conclusions same as the German dataset.

To summarize, the following conclusions can be drawn according to the inter-
pretable model results produced by LIME:

Fig. 1. The trade-off between prediction and explanation for the neural network models on the
German dataset. There are two models which can be used to predict and to explain borrower’s
creditworthiness as expressed by red color. (Color figure online)
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1. LIME produces a simple and easily understandable explanation for the neural
network as a black box.

2. Those local interpretable models produced by LIME are consistent with white-
boxing logistic regression and logically related to the real world.

3. The explanation fit of the interpretable model does not depend on the number of
nodes in the neural network. However if the number of the hidden layers increases,
the explanation fit of the interpretable model deteriorates.

4. As mentioned above, if our dataset can be predicted well by a simpler neural
network architecture, we can obtain good performances for both prediction and
explanation as the results of the German and FICO datasets.

Table 5. The comparison between the simple model of the neural network produced by LIME
and logistic model for the German dataset. The ***, **, * and 0 denote significance of p-value at
0.001, 0.01, 0.05, and 0.1 respectively.

Variables Logistic MLP (3-64) MLP (1-64)
Regression coefficients Coefficients of the simple models

produced by LIME

Acc.Bal 0.579*** 0.321 ± 0.041 0.327 ± 0.024
Savings.Stocks 0.232*** 0.193 ± 0.052 0.19 ± 0.046
Pay.Status.Prev 0.386*** 0.156 ± 0.026 0.147 ± 0.04
Marriage 0.250* 0.124 ± 0.036 0.115 ± 0.049
Guarantors 0.342 0.118 ± 0.018 0.106 ± 0.013
Type.apartment 0.2840 0.111 ± 0.01 0.095 ± 0.019
Concur.Credits 0.244* 0.091 ± 0.021 0.083 ± 0.025
Foreign 1.0520 0.081 ± 0.028 0.082 ± 0.025
Length.employ 0.160* 0.069 ± 0.022 0.066 ± 0.027
Age.years 0.008 0.066 ± 0.019 0.076 ± 0.016
Telephone 0.214 0.044 ± 0.003 0.047 ± 0.007
Purpose 0.033 0.002 ± 0.022 −0.003 ± 0.027
Dur.address −0.012 0.005 ± 0.003 −0.006 ± 0.004
Dependents −0.165 −0.022 ± 0.004 −0.017 ± 0.004
Occupation −0.039 −0.048 ± 0.051 −0.04 ± 0.049
Credits.Bank −0.261 −0.062 ± 0.006 −0.054 ± 0.009
Inst.percent −0.218** −0.089 ± 0.024 −0.098 ± 0.032
Valuable.asset −0.203* −0.106 ± 0.01 −0.117 ± 0.012
Dur.Credit.M −0.037*** −0.328 ± 0.038 −0.326 ± 0.065
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Table 6. The comparison between the simple model of the neural network model produced by
LIME and logistic model for the Taiwan dataset. ***, **, * and 0 denote significance of p-value
at 0.001, 0.01, 0.05, and 0.1 respectively.

Variables Logistic MLP (5-64) MLP (1-64) MLP with
dropout (1-16)

Regression
coefficients

Coefficients of the simple models produced by LIME

Limit_Bal 0.18*** 0.162 ± 0.011 0.156 ± 0.012 0.113 ± 0.002
Pay_Amt2 0.048*** 0.104 ± 0.006 0.109 ± 0.009 0.12 ± 0.008
Pay_Amt4 0.048*** 0.086 ± 0.005 0.088 ± 0.005 0.092 ± 0.006
Pay_Amt1 0.055*** 0.077 ± 0.02 0.095 ± 0.021 0.129 ± 0.01
Marriage 0.158*** 0.05 ± 0.008 0.066 ± 0.011 0.056 ± 0.007
Education 0.082*** 0.048 ± 0.014 0.073 ± 0.005 0.057 ± 0.002
Pay_Amt6 0.014** 0.028 ± 0.007 0.02 ± 0.009 0.025 ± 0.004
Pay_Amt5 0.012* 0.029 ± 0.003 0.013 ± 0.01 0.027 ± 0.002
Sex 0.093** 0.019 ± 0.002 0.018 ± 0.002 0.019 ± 0.002
Bill_Amt4 −0.000 −0.03 ± 0.014 −0.034 ± 0.009 −0.021 ± 0.005
Bill_Amt1 −0.006 −0.043 ± 0.046 −0.074 ± 0.012 −0.033 ± 0.01
Age −0.007*** −0.056 ± 0.011 −0.027 ± 0.011 −0.053 ± 0.009
Pay_6 −0.224*** −0.334 ± 0.02 −0.337 ± 0.015 −0.293 ± 0.008
Pay_0 −0.554*** −1.078 ± 0.058 −1.042 ± 0.018 −1.019 ± 0.019

Fig. 2. The trade-off between prediction and explanation for the neural network models on the
Taiwan dataset. There are three models which can be used to predict and to explain borrower’s
creditworthiness as expressed by red color. (Color figure online)
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Table 7. The comparison between the simple model of the neural network model produced by
LIME and logistic model for the FICO dataset. ***, **, * and 0 denote significance of p-value at
0.001, 0.01, 0.05, and 0.1 respectively.

Variables Logistic MLP (1-64)
Regression
coefficients

Coefficients of the simple
model produced by LIME

Num.Inq.Last6 M 0.092*** 1.208 ± 0.058
Net.Frac.RevBurd 0.01*** 0.636 ± 0.009
Num.RevTr.wBal 0.055*** 0.542 ± 0.012
Percent.Install.Tr 0.011*** 0.212 ± 0.029
Net.Frac.InstBurd 0.000 0.058 ± 0.004
Num.InstTr.wBal −0.001 −0.024 ± 0.011
Most.Recent.Delq −0.027** −0.032 ± 0.034
Percent.Tr.wBal −0.001 −0.08 ± 0.021
Max.Delq.Last12M 0.007 −0.123 ± 0.073
Most.Recent.Inql7D −0.038 −0.158 ± 0.117
Num.Tr.Open.Last12M −0.065** −0.157 ± 0.01
Num.Trades.60Ever −0.03*** −0.217 ± 0.002
Num.Satisf.Trades 0.005* −0.436 ± 0.289
Percent.Never.Delq −0.028*** −0.455 ± 0.013
Avg.Months −0.018*** −0.462 ± 0.009
MSince.Recent −0.01*** −0.772 ± 0.033
External.Risk −0.064*** −1.133 ± 0.03

Fig. 3. The trade-off between prediction and explanation for the neural network models on the
FICO dataset. There is only one model which can be used to predict and to explain borrower’s
creditworthiness as expressed by red color. (Color figure online)
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4 Conclusions

One of the main focuses of lending institutions is an efficient credit scoring model that
provides good ability of both prediction and explanation. This study has shown that
advanced neural networks with LIME approach can provide better predictive and
explanatory power in the context of credit scoring compared to the well-known white-
boxing logistic model. LIME produces simple and easily understandable explanations
for the neural network as a black box and those local interpretable models are con-
sistent and logically related to the real world.
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Abstract. Contextual neural networks which are using neurons with condi-
tional aggregation functions were found to be efficient and useful generalizations
of classical multilayer perceptrons. They allow to generate neural classification
models with good generalization and low activity of connections between
neurons in hidden layers. The key factor to build such solutions is achieving
self-consistency between continuous values of weights of neurons’ connections
and their mutually related non-continuous aggregation priorities. This allows to
optimize neuron inputs aggregation priorities by simultaneous gradient-based
optimization of connections’ weights with generalized BP algorithm. But such
method additionally needs initial setting of connections groupings (scan-paths)
to define priorities of signals during first x epochs of training. In earlier studies
all connections were initially assigned to a single group to give neurons access
to all input signals at the beginning of training. We found out that such uniform
solution not always is the best one. Thus within this text we compare efficiency
of training of contextual neural networks with uniform and non-uniform, ran-
dom initialization of connections groupings. On this basis we also discuss the
properties of analyzed training algorithm which are related to characteristics of
used scan-paths initialization methods.

Keywords: Classification � Self-consistency � Scan-paths initialization �
Aggregation functions

1 Introduction

Contextual neural networks (CxNNs) were proposed as generalization of feedforward
neural models. They are using conditional, multi-step aggregation functions to express
nonlinear relations between inputs of neurons [1, 2]. Both for benchmark and real-life
problems such solution allows to limit internal activity of connections between neurons
without decreasing accuracy of classification [2, 3]. It was shown that CxNNs can be
effective for detection of fingerprints for crime-related analyses [4]. They were also
used with success for spectrum prediction in cognitive radio as well as for research
related to measuring awareness of computational systems [5].

The structures of contextual neural networks can be used to build classifiers with
properties better than their non-contextual versions including MLP [2]. But what is
more important they possess also ability to strongly limit activity of connections
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between neurons without lowering accuracy of network outputs – during as well as
after training process [3]. In highly constrained applications it can help to reduce time
and energy costs of usage of trained neural networks.

Moreover, limiting of activity of neurons’ inputs in CxNN is done adaptively to
processed data. Neurons that build contextual neural network are aggregating input
data in multiple steps instead of one. During each step of aggregation given subset of
input signals is read-in to check if already analyzed information is enough to calculate
the output value of the neuron with acceptable precision. The composition and order of
groups of inputs are built for each neuron during the training process. The ordered list
of groups of input connections is realization of Starks’ scan-path theory due to multi–
step character of conditional aggregation functions [2, 6]. Such functions aggregate
signals from groups of inputs in following steps until cumulated activation of the
neuron is lower than given constant threshold. RFA, CFA, OCFA and Sigma-if are
examples of such functions used to build contextual neural networks [3].

Finally, usage of contextual neurons modifies the character of the neural network
from black-box to grey-box model. This is because in CxNN it can be checked which
data attributes are needed to calculate output values of the network for each input
vector. It can be done by analyzing activity of inputs of neurons in the first hidden layer
of the neural network. Finally, this allows to order data attributes by their importance
found by the CxNN during processing of vectors that define given problem [1].

The construction of CxNNs can be done by using generalized error backpropa-
gation algorithm (GBP) [2]. What is interesting, during training of contextual neural
network the GBP algorithm initially assumes that for every neuron with conditional
aggregation function all connections belong to the same single group. Thus for first x
epochs of training the network is treated as classical MLP neural network trained with
error backpropagation algorithm. When number of epochs becomes equal to the
interval of inputs grouping x connections groupings are updated according to weights
of related connections. This forces conditional aggregation functions to prioritize inputs
of neurons and this process is repeated after every x epochs.

In this paper we explore properties of different version of generalized error back-
propagation algorithm. The proposed modification makes it to assume that for first x
epochs of training the connections of neurons do not belong to the same group. Instead,
for every neuron with conditional aggregation function connections belong to random
groups. This assignment to groups is made before the first epoch and is not related with
weights of connections.

We have observed that for many analyzed benchmark problems proposed modi-
fication of GBP algorithm has two beneficial influences on the process of training and
properties of best constructed neural networks. First, it allows to achieve neural models
of lower average internal activity of connections. And second - it helps to finish the
training much faster, both in terms of number of training epochs as well as of time.
While the latter benefit can be viewed as a direct result of the decrease of internal
connections activity, the former is more interesting. As it was shown earlier [1, 2], the
decrease o connections activity of CxNNs can be also related with additional increase
of their classification accuracy.

The rest of the paper is constructed as follows. After the introduction, in the second
section the GBP algorithm and contextual neural networks are presented with their
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most important properties. Next, in the section three, we define the proposed solution of
randomized initialization of connections grouping for GBP algorithm. Fourth section
includes results of experiments conducted to verify expected properties of modified
GBP algorithm. Finally in section five we give conclusions with description of further
research plans.

2 Generalized Backpropagation Algorithm

The GBP algorithm is a well known error backpropagation modified to be able to train
contextual neural networks [2, 3]. The key modification is based on using self-
consistency paradigm frequently used in physics [7]. It allows to use gradient based
method to optimize both continuous (connection weights) and non-continuous, non-
differentiable parameters of neuron’s aggregation functions. The source of such
properties of the GBP algorithm is keeping mutual relation of those both groups of
parameters. It is done by defining non continuous behavior of multi-step aggregation as
function X of continuous weights. The X relation can be formulated as a join of two
operations: sorting N dendrites of neuron according to their weights and then dividing
those ordered inputs into list of K equally-sized groups. N/K connections with highest
weights are assigned to the first, most important group, next N/K inputs with highest
weights are included into the second group, etc. In the effect a scan-path can be defined
as the list of groups from first to last. It can then be used within aggregation function to
read-in groups of inputs one after another until given condition is met. It was formally
proven that GBP can train neural networks using various types of multi-step condi-
tional aggregation functions [3]. The block diagram of the modified form of GBP
algorithm without details of aggregation function can be found on the Fig. 1.

It is interesting to notice how the value of interval x sets the strength of self
consistency between weights of neuron inputs and parameters of aggregation functions.
During the first x training epochs all neurons have all input connections assigned to the
first group of their scan-paths. The idea behind such solution is to not make any
assumptions about the importance of inputs of neurons and to not limit their access to
possibly crucial information. Then, after each x epochs scan-paths are updated with use
of X function according to the values of weights of connections. In the effect, the value
of interval x can significantly influence the training process. For x = 1 (or number of
groups K = 1) the GBP algorithm behaves like the classical error backpropagation, and
CxNN works like MLP. In the case when K > 1 and the value of x is close to one the
parameters space of the CxNN is reconfigured frequently due to the changes of scan-
paths of neurons after each x epochs. Such way of operation can decrease the effec-
tiveness of the training. But it was shown for many problems that for K > 1 and 5 <
x << ∞, the output error of the CxNN can increase after the update of the scan-path,
but during following epochs it typically decreases again, together with the activity of
neural network connections.

In the effect of described construction of the GBP algorithm, CxNNs built with it
can show better classification properties as well as lower average activity of neurons’
inputs than their non-contextual versions trained with error backpropagation method.
This can be caused by the fact, that cyclic changes of scan-paths of the neurons during
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the GBP together with evolution of decision space of each neuron during conditional
signals aggregation, create mechanism similar to the dropout technique. But one can
easily find also important differences. While dropout does not depend on the data
processed by the neural network, the decision spaces of neurons of contextual neural
network change accordingly to processed data vector and during GBP take into account
what the whole model has learned before given epoch. Dropout decreases the internal
activity of the network connections only during the training, and CxNNs limit it both
during and after the training. This makes GBP algorithm and contextual neural models
valuable solutions to be used in place of feedforward neural networks such as MLP as
well as within convolutional neural networks.

3 Randomized Initialization of GBP Connections Grouping

From the previous section one can find out that one of the most important phases of the
GBP method is the modification of scan–paths of neurons done by inputs sorting. The
reason for that is that scan–paths update merges gradient-based search of the error
backpropagation algorithm with self-consistency paradigm. But one can also notice that
while results of BP strongly depend on initial connection weights selection, the
behavior of GBP algorithm should depend not only on initial values of connection
weights, but also on initial selection of scan-paths (inputs groupings) of neurons.

All previously described versions of GBP were setting initial scan-paths to single
step aggregation of the whole input space (all connections in single group). This was
making CxNNs to behave as MLP during first epochs of training. The rationale behind
such solution was to not block GBP from finding data important for solving given
problem by improper selection of scan-paths. We assumed, that it will be better to give
CxNN access to all signals at the beginning of training, and then let every neuron to
filter out less important inputs at later stages of GBP.

But during our analyses of context distribution within various data sets [5] it turned
out that for many real life data sets the information needed to solve the problem is
distributed between many data attributes. At the same time CxNNs can achieve good
accuracy of classification with final connections activity much lower than 100%. Thus
we formulated hypothesis that initial setting of scan-paths of hidden neurons to single
step grouping (all inputs belong to one group) is not needed to train contextual neural
network. Moreover, in such case it can be expected, that when all inputs of neurons will
not belong to single group prior to first scan-paths update, the average time of training
should be lower than when initially CxNN neurons behave like in MLP. This would be
the result of decreased activity of connections between neurons which should emerge
from the very beginning of CxNN training with GBP. Such effect could be very
valuable especially for problems described by large data sets with big number of input
attributes.

Using the above as a guideline, we have modified the standard version of Gener-
alized error Backpropagation method. This formed a solution in which the initialization
sequence of GBP uses random assignments of neurons’ inputs to groups with non
uniform numbers of inputs within each group. This means that some groups initially
can be larger than others and some of them can include only one connection or be
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empty. But even empty group is not a problem for the GBP algorithm – in such case it
just skips the group during signals aggregation because such group does not contribute
to the neuron activity. For clarity we present the modified GBP algorithm on the Fig. 1.

In the effect of proposed modification even before the first scan-paths update, i.e.
during training epochs from 1 to x, the average activity of hidden connections (hca)
can be lower than 100%. It is good to note that in this period of epochs connections
grouping can be highly not related with connections weights – such relation is
established during first scan-paths update after x epoch. But this also should not be a
problem for GBP algorithm, because in its’ previously analyzed form with initial
inclusion of all input connections to a single group such assignment was also not
related with connections weights.

4 Results of Experiments

Proposed modification of the GBP algorithm changes values of initial parameters of the
training process. As it was suggested earlier, this can have considerable influence on
the results of this gradient-based method. Thus it was needed to check experimentally if

Begin

Initialize neural network (random 
weights, all groupings of input 

connections are random); epoch=0

End

Calculate errors of output and hidden 
layers of neurons

(error backpropagation; connections 
not active during forward propagation 

do not generate errors)

Adjust the weights of connections in 
each layer of neurons

(only connections active during 
forward propagation are updated)

Stopping criterion met?

Get next training vector d from D 

Create random order D
of training vectors;
epoch=epoch+1

All training vectors 
used?

epoch mod  =0 ?

Calculate outputs of all layers of 
neurons for vector d

Calculate neural network 
output error E
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scan-path= (weights)
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No
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Output neural network 
(without scan-paths)
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Fig. 1. General flowchart of the modified generalized error backpropagation algorithm
(GBP) for given scan–path creation function X. Initial grouping of connections is set by
function R as random with non-uniform numbers of connections within groups. Scan-paths
update interval x is controlling the strength of self–consistency between weights of connections
and parameters of aggregation functions of neurons. Temporary neuron scan-paths are not
needed after the end of the training because can be re-created from values of weights with use of
function X.
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such effect exists and if obtained results of training justify usage of analyzed change of
GBP initialization. To do that we have performed a set of experiments of training
contextual neural networks with GBP algorithm with uniform and non–uniform, ran-
dom initialization of scan-paths. As a point of reference we have used selected UCI ML
repository benchmarks [8] as well as three real-life data sets with cancer gene
expression microarray data, namely ALL-AML Leukemia (Golub), ALL-MLL Leu-
kemia (Armstrong) and Small Round Blue Cell Tumors (SRBCT) [9–11]. Basic
properties of considered classification problems and architectures of trained artificial
neural networks are given in Table 1.

Attributes were represented with one-hot encoding. Values of parameters of
training method were: SGD training step a = 0.1 (0.01 for Armstrong data set) with
batch size = 1, connection weights are from range (−0.2, 0.2), interval of groups
actualization x = 25, aggregation function threshold u� = 0.6. Activation functions of
neurons was bipolar sigmoid. Aggregation function of neurons in CxNNs was Sigma-
if. Momentum was not used. The stopping criterion was: perfect classification of
training data or maximal number of 300 training epochs without decrease of training
error.

All results were obtained as averages of measurements from 10-fold cross vali-
dation. For each type of analyzed initialization of connections grouping and MLP, the
same architectures and random weights were used within neural networks. Experiments
were done with use of Pentium 4 CPU working at 2597.2 ± 0.2 MHz and pseudo–
random generator built in the Delphi 7 environment. The statistical differences of
groups of measurements were checked with two-sample T-Test (confidence above
90%). The normality of series was analyzed with Shapiro-Wilk normality test. Results
for MLP are presented in Table 2. Results for contextual neural networks with uniform
and random initialization of connections groupings are given in Tables 3 and 4,
respectively.

The results show what was observed in previous experiments: CxNNs can decrease
average activity of hidden connections without decrease of classification accuracy for
test data. At the same time CxNNs can use the contextual processing of signals to solve
selected problems with higher accuracy than their non-contextual counterparts
(Table 3, Wine and Armstrong). Both effects are statistically significant. But it can be

Table 1. Basic properties of data sets and neural networks used within experiments

Data set Number
of
attributes

Number
of
classes

Number
of data
vectors

Number
of hidden
neurons

Number of
hidden
connections

Number
of
groups

Iris 4 3 150 3 21 4
Wine 13 3 178 10 160 5
Sonar 60 2 208 10 620 7
Golub 7129 2 72 10 71310 10
Armstrong 12582 2 72 10 125840 10
SRBCT 2308 4 83 10 23120 10
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also noticed that with uniform initialization of connections groupings the hidden
connections activity of CxNN models for most of considered data sets is close to 100%.
In such case hca dropped significantly in relation to MLP only for Sonar and Iris
problems (Table 3). Moreover, this doesn’t guarantee decrease of the training time: for
Sonar and Iris the average training times increased without change of classification
accuracy for test data.

Table 2. Average results with standard deviations for MLP neural networks trained with BP
algorithm. Highlighted values are statistically better than related values measured for CxNNs.

Data set Training epochs
[1]

Training time
[s]

Test error
[%]

Hidden conn. activity
[%]

Iris 219.6 ± 93.8 2.06 – 0.82 5.3 ± 6.9 100 ± 0
Wine 67.3 ± 103.7 0.25 ± 0.38 3.9 ± 4.6 100 ± 0
Sonar 97.7 ± 56.6 6.4 – 3.7 16.0 ± 11.7 100 ± 0
Golub 12.7 ± 5.4 52.6 ± 20.9 8.4 ± 9.9 100 ± 0
Armstrong 35.7 ± 43.8 301.3 ± 351.0 5.7 ± 7.3 100 ± 0
SRBCT 6.5 ± 1.4 1.9 ± 0.4 5.0 ± 8.7 100 ± 0

Table 3. Average results with standard deviations for CxNN with GBP algorithm and uniform
initialization of connections groups. Highlighted values are statistically better than related values
measured for MLP.

Data set Training epochs
[1]

Training time
[s]

Test error
[%]

Hidden conn. activity
[%]

Iris 292.0 ± 104.1 5.3 ± 1.9 6.6 ± 8.3 82.3 – 3.9
Wine 8.3 – 2.2 0.04 – 0.01 1.1 – 2.3 100 ± 0
Sonar 282.9 ± 172.6 15.2 ± 8.5 17.3 ± 8.8 50.2 – 11.4
Golub 13.2 ± 3.9 51.0 ± 12.9 4.1 ± 6.6 100 ± 0
Armstrong 18.1 ± 9.3 128.9 – 51.8 2.9 – 6.0 96.1 ± 12.3
SRBCT 7.2 ± 2.4 2.2 ± 0.7 7.5 ± 12.1 100 ± 0

Table 4. Average results with standard deviations for CxNN with GBP algorithm and random
initialization of connections groups. Highlighted values are statistically better than related values
measured for MLP.

Data set Training epochs
[1]

Training time
[s]

Test error
[%]

Hidden conn. activity
[%]

Iris 296.8 ± 114.3 5.4 ± 2.1 4.7 ± 5.5 82.3 – 3.9
Wine 142.1 ± 87.1 0.6 ± 1.1 5.0 ± 6.7 68.3 – 8.0
Sonar 340.3 ± 163.0 18.5 ± 8.4 21.2 ± 8.6 51.2 – 5.3
Golub 32.4 ± 2.0 41.2 – 3.1 8.2 ± 9.8 35.4 – 6.3
Armstrong 35.1 ± 5.1 94.6 – 15.1 8.2 ± 11.4 34.6 – 4.5
SRBCT 33.0 ± 4.2 4.2 ± 0.3 13.2 ± 14.8 39.6 – 6.1
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On the other hand, when random connections initialization was used average hca of
best CxNN models measured for test data dropped for all considered problems
(Table 4). And what is more important this modification of properties happened
without statistically significant change of classification accuracy for test data in relation
to MLP. Also the training time has not changed in most cases. And when training time
changed the result was positive - it significantly decreased for two data sets: Golub and
Armstrong (by 22% and 69%, respectively). This is the type of effect which was
expected from the random initialization of scan-paths during proposed, modified GBP
algorithm.

The source of presented behavior is as follows. In the case of uniform initialization
of scan-paths all inputs of each neuron belong to single group and at least for first x
epochs the CxNN is working as MLP. The value of x controls the strength of the bond
of gradient descent and self–consistency methods used by GBP training algorithm.
Thus its’ low value can cause too frequent changes of evolving error space of CxNN
making training too difficult. And it was found in earlier experiments that safe values of
x are in the range from 5 to 40. In the effect, for big contextual neural networks before
e.g. x = 25 training epoch one can expect enormous amount of computation identical
as in the case of MLP. On the other hand, with proposed non-uniform, random ini-
tialization of connections groupings in hidden layers makes CxNN to process infor-
mation with number of active connections reduced from the very first epoch of training.
The level of initial activity reduction is proportional to assumed number of inputs
groups K, but can change during training.

Even if the general mechanism causing the above effect is clear, at the current stage
of experiments it is hard to explain the detailed reasons why the proposed modification
of GBP algorithm decreased its’ time of training only for Golub and Armstrong
problems. But one can suppose that this is related to the number of hidden connections
within neural networks. The number of hidden connections in CxNNs for Golub and
Armstrong problems is at least 3 and 5 times greater than in the next biggest considered
neural network for SRBCT data, and over 100 and 200 times greater than in the case of
Sonar benchmark (see Table 1). And earlier experiments suggest that decrease of hca is
most effective in neural networks with higher number of hidden connections. Still, this
should be the subject of further analyses.

5 Conclusions

In this paper we have presented new, random method of connections groupings ini-
tialization for use at the beginning of the GBP algorithm. As expected, the method
allowed for statistically significant reduction of hidden connections activity of CxNNs
without decrease of classification accuracy on test data. At the same time for contextual
networks with big number of hidden connections such initialization can considerably
reduce the time of training and amount of related computations. This in turn can be
used in energy limited applications of CxNNs to save energy and extend potential
battery life of related devices.

To evaluate proposed method we have used a set of benchmark problems from
UCI ML repository as well as three real-life data sets with cancer gene expression
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microarray data. To extend presented analysis it would be needed to perform analogous
experiments for wider set of benchmarks and for various values of x. Next interesting
question to ask would be if CxNNs created with use of the GBP algorithm with random
scan-paths initialization also express Miller’ effect (decrease of hidden connections
activity and increase accuracy of classification of training data for number of groups
K between 5 and 9) [2, 12]. It would be also valuable to find out if proposed solution
can be successfully applied also for problems other than classification (e.g. regression).

The continuation of above work can include analysis of changes of activity not only
of hidden connections but also activity of neural network inputs and of data attributes.
In relation to the research on context distribution within training data, this can shed
light on the sources of the observed phenomenon that limiting hca with random initial
scan-paths does not decrease classification accuracy of contextual neural networks for
test data. Finally, in further studies we plan additionally to explore properties of other
possible scan-paths initialization methods that can be valuable modifications of GBP
method.
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Abstract. Contextual neural networks utilizing conditional multi-step aggre-
gation functions have many useful properties. For example, their ability to
decrease the activity between internal neuron connections may decrease com-
putational costs, whereas their built-in automatic selection of attributes required
for proper classification can simplify problem setup. The research of contextual
neural networks was motivated by a limited number of satisfactory machine
learning solutions providing these features. An implementation of the CxNN
model in the H2O.ai machine learning framework was also developed to vali-
date the method. In this article we explain relevant terms and the implementation
of contextual neural networks as well as conditional multi-step aggregation
functions. To validate the solution, experiments and their results are presented
for selected UCI benchmarks and Cancer Gene Expression Microarray data.

Keywords: Aggregation functions � H2O.ai � GBP � Scan-paths � Sigma-if

1 Introduction

The implementation of contextual neural networks and conditional multi-step aggre-
gation functions could have been done from scratch. However, many parts of machine
learning software are reusable and have been collected into frameworks, allowing
developers and scientists to focus on the new solutions, which increases effectiveness
of ML and related research [1, 2]. Thus, for this research project, the H2O.ai framework
was chosen. It contains many classifier models, selected by the H2O.ai developers, and
supports training them and analyzing their properties. This selection includes well
known machine learning algorithms like deep learning networks (DNN), distributed
random decision forests (DRF), generalized linear model (GLM) and Naive Bayes
[3, 4]. The H2O.ai environment is used in over 9,000 reputable organizations such as
PayPal Holdings Inc. and Cisco Systems indicating its reputability and reliability [5, 6].
Thanks to its’ open-source license and very efficient data processing system based on
distributed processing and other technologies, H2O.ai is a freely accessible, powerful
platform for data processing and analysis [4, 7, 8]; this is also why it was chosen as the
framework for the implementation of contextual neural networks and conditional multi-
step aggregation functions. Promoting automation, existing software integration and
research, the H2O.ai developers included an extensive server-side API as well as
interfaces to Python, Scala or Java languages [9]. Measurements can be collected and
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exported into single or separate files to speed up solution analysis. Finally, H2O.ai
Flow is the user-friendly graphical web interface to the H2O.ai framework [5, 9].

The H2O.ai framework was built to be simple to use, where more complex tasks are
partitioned into individual activities. Starting the H2O.ai Flow application server is
done by launching the executable Java jar file, which turns on a web server accessible
at the address http://localhost:54321 unless otherwise configured. Even though one of
its strengths lies in distributed processing, H2O.ai can also be run on a single node,
allowing individual research or undertaking smaller problems. The developers’ focus
on the excellent optimization of the H2O.ai engine took time away from implementing
actual machine learning algorithms, thus only some of the most common ones have
been included so far. This means that some problems won’t be covered by the existing
software, requiring additional development prior to solving them. Nonetheless, they
will still benefit from the efficient H2O.ai engine once this initial work is completed.
Contextual neural networks are one such algorithm and their implementation is
described in this article.

This article has been organized as follows. Section 2 contains a simple description
of contextual neural networks and the Generalized Error Backpropagation algorithm.
Section 3 describes the required changes and additions made in the H2O.ai core
architecture, the H2O.ai API as well as the H2O.ai Flow web application. Utilizing the
newly added functionality, Sect. 4 presents results of experiments performed on data
from the UCI ML Repository as well as on Cancer Gene Expression Microarray data.
Finally, Sect. 5 wraps up with conclusions about the results as well as suggested
directions for further research on contextual neural networks and connected topics.

2 Contextual Neural Networks and Generalized Error
Backpropagation

Contextual neural networks (CxNNs) can solve many well-known machine learning
benchmarks [10, 11, 13, 14]. They can also be used to solve more complex real-life
problems, such as fingerprint detection [12] and problems related to rehabilitation [13].
This proves that contextual neural networks are a viable machine learning algorithm.
What makes them stand out are some of their documented properties [11–13]. The use
of conditional multi-step aggregation functions in CxNNs automates the selection of
attributes preferred during classification; the selections are easily accessible and thus
can be analyzed. This attribute selection allows CxNNs to solve problems using low
number of internal neuron connections while still providing satisfactory results. The
benefits can be seen during the training process and classification process, the most
important of which is the decrease in computational needs and in effect power costs of
computer utilization during machine learning.

For many problems, the activity of internal neuron connections can be effectively
decreased during training by up to ten times compared to standard MLP networks [11].
This effect can be achieved by either CxNNs or by using dropout with standard MLP
networks [14–16]. The difference between these two approaches is that only CxNNs do
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achieve this effect by using knowledge already gathered by the neural network and are
associated with the data processing step. Furthermore, both approaches can decrease
internal neuron connections during the training process, but only CxNNs can decrease
internal neuron connections activity also during the classification process after the
training [14].

The standard choice of aggregation function in neural networks, the sum of
products, can be replaced with conditional multi-step aggregation functions. In these
functions, the aggregation of input signals takes place in multiple steps rather than one
[14]. At each step, a subset of the neuron’s input connections is read, and a decision is
made whether the aggregated information is sufficient to calculate the neuron’s output.
The level of signals that is sufficient to stop aggregation is specified by the aggregation
threshold parameter u*. Thus, the aggregation ends when neuron activation reaches u*
or when all the neuron’s inputs are aggregated. Conditional aggregation functions
include e.g. CFA and Sigma-if [14, 17].

Contextual neural networks do not require many more parameters than standard
MLP networks. All that needs to be added is information about the composition and
propensity of input groups for each neuron [13]. The parameters are as follows: the
already mentioned aggregation threshold u*, the K parameter, which specifies the
number of groups into which neurons’ inputs should be divided, and the “scan-paths”
[12, 14], which are simply the lists of the order of groups and are stored inside the
connections themselves [12]. These scan-paths can be trained together with the neural
network weights by using Generalized Error Backpropagation (GBP) [10, 18]. GBP is
a generalized version of the standard neural network backwards error propagation
algorithm, further extended for use with contextual neural networks with conditional
multi-step aggregation functions. To optimize the output error of the network and the
scan-paths defined by the non-differentiable, non-continuous conditional multi-step
aggregation functions, the GPB algorithm applies the self-consistency paradigm known
from physics [19]. Thanks to GBP, the dependencies between weights and discon-
tinuous virtual parameters, which define groups of neuron inputs and their order, are
preserved by the algorithm. These virtual parameters are calculated by the Ω function
using connection weights. When training the network with the GBP algorithm, the
scan-paths are updated only once per x epochs, to control these dependencies [10].
Therefore, during training the scan-paths must be kept in separate structures from the
weights of the connections, but after training they can be recreated from values of
connections’ weights and number of groups K.

Neurons utilizing conditional multi-step aggregation function use the Ω function to
define scan-paths. This function sorts all inputs of a given neuron according to their
weights and then divides them into K groups. In each group there are N/K neuron
inputs selected according to weight values. Collected into the first group are N/K inputs
with the largest weights, into the second group N/K inputs with the largest weights out
of the inputs not assigned to any group yet and so forth. This division of inputs into
groups defines the scan-paths. The conditional multi-step aggregation function uses
these paths by reading subsequent groups until the specified condition is met [10]. The
following Fig. 1 shows a simplified GPB algorithm.
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Due to the randomness of connection weights between neurons, for the first x
learning epochs, scan-paths have only one group. After the first and each subsequent x
learning epochs, the scan-paths is updated using the Ω function.

3 Implementation

The GBP and BP algorithm work identically when the group update interval is infinite
and contextual neural networks work the same as standard MLP networks when the
number of groups equals 1 [10]. This suggests that the extension of the base imple-
mentation of neural networks and the back-propagation algorithm in the H2O.ai
framework should be possible. A deeper analysis of the code revealed the complexity
of modifying parts of H2O.ai required for the implementation of contextual neural
networks due to the high optimization in the H2O.ai framework.

Fig. 1. Simplified diagram of generalized error backpropagation algorithm
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3.1 Implementation of Aggregation Functions

The third version of the H2O.ai framework implements activation functions as classes
that inherit from the basic class “Neurons” which allows overloading the “fprob” and
“bprob” methods. This approach complicates the development of additional aggrega-
tion functions. Maintaining this structure in the implementation of conditional multi-
step aggregation functions would result in the necessity of creating many combinations
of sub-classes connecting all activation and aggregation functions such as
“SigmoidBipolar_SigmaIf”, “Rectifier_SigmaIf” etc. Developing software in such a
way would lead to unnecessary expansion of the source code, hindering code main-
tenance and slowing code integration with newer H2O.ai versions. Thus, the focus
during the implementation was to keep modifications to the base H2O.ai source code as
small and concise as possible.

With this focus in mind, a satisfactory solution would be to extend the transfer
function class, rather than to replace it. When the new class, called “NeuronsExt”, is
used, activation and aggregation functions can be selected separately without devel-
oping a new class for each combination. The original H2O.ai functionality is available
just as it was before, but now there is an additional, optional operation method.
A welcome side effect of leaving the H2O.ai base functionality intact is the simplicity
of comparing it with the new functionality for analysis. Conveniently, support for the
generalized error backpropagation (GBP) algorithm could also be included in this
extended class. GBP was implemented in the “conditionalBprop” method, which
overrides the previous “bprop” method. The “NeuronConnectionGroups” and “Layer
ConnectionGroups” classes are also new additions and are related to the GBP algorithm
and new transfer functions. Using these new classes, these aggregation functions were
implemented: CFA, Sigma-if and OCFA. Two new activation functions were also
added for comparison purposes: Leaky Rectifier and Bipolar Sigmoid.

3.2 Implementation of Analysis Tools

More effort had to be devoted to the implementation of methods for analyzing the new
functionality, especially for measuring the activity of connections between neurons.
Since the base version of H2O.ai did not offer a satisfactory extension point for such
measurements a new solution was required. The method in which distributed pro-
cessing was developed in H2O.ai complicated adding an analysis tool for measuring
neuron connection activity. Regardless of the number of processors available for cal-
culations, the H2O.ai environment always utilizes more than one thread, adapted to the
computing power of the computer it is run on. To perform measurements in this
architecture, the tool for measuring the activity of neuron connections has been
implemented in a Map/Reduce manner. For simplicity it cannot be used together with
cross-validation in H2O, as the H2O.ai implementation of cross-validation trains dif-
ferent neural networks in each computing node. Therefore, at the time of this writing,
the tool can be used during the training only when cross-validation is disabled. Still, the
activity of all models built during the cross-validation can be measured after the
training.
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The distributed processing implementation in H2O.ai maintains several indepen-
dent local copies of the model. Once the distributed processing is complete, these
models are combined to create a single shared model and returned as the result of the
training process. For this reason, activity of neuron connections is measured only on
local models after each epoch. Disjoint data vectors are processed by computing nodes
to which the shared model has been delivered. Active neuron inputs are counted when
calculating results for data vectors in each of the mentioned models. The number of
active connections for a given local model is obtained by adding the active inputs of
each neuron. To obtain the average activity of internal connections, the number of
active connections of a given model is divided by the number of data vectors. A similar
process is performed after completing training for the shared model.

All activity measurements have been implemented as part of the “LayerNeu-
ronsGroup” class. They were placed in the method responsible for forward propaga-
tion, “fprop”. This function was modified to return a value of type long rather than void
so that it could return the number of active connections for the processed data vector.
The results of the “fprop” method are aggregated and once training ends, averaged. To
facilitate testing, the results of activity measurements are saved in a text file. To
perform the described measurements, the “train_samples_per_iteration” parameter
must be set to zero. This parameter value guarantees that regardless of the number of
nodes, the data vector will be processed exactly once per epoch.

3.3 H2O.ai Flow and API Modifications

H2O.ai Flow and the H2O.ai API also had to be modified to enable the new func-
tionality. Changes were done in the “DeepLearningModel” and “DeepLearn-
ingModelv3” classes to allow specifying new parameters in the H2O.ai API and
interactively selecting the parameters in the H2O.ai Flow web interface. Introduction of
the new “Ext” transfer function to the GUI is associated with the creation of a new
“DeepLearningParameter.ExtActivation” parameter. The modified GUI is shown in
Fig. 2.

Fig. 2. Fragment of modified H2O Flow application.
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One can notice that the name of the original “activation” parameter was not changed.
The reason for leaving the name of this parameter was to keep the solution in sync with
newer H2O.ai versions. Still, to indicate additional use-case of the “activation”
parameter, its’ description was renamed from “Activation function” to “Transfer
function/computation flow”. New parameter controls such as “ext_aggregation” appear
only after selecting the new “Ext” transfer function value of the “activation” parameter.
Other added parameters include “groups_update_interval”, “number_of_groups” and
“aggregation_treshold”, corresponding respectively to Ω, K, u*.

4 Results of Experiments

To ensure that the CxNN implementation is correct, we have performed experiments on
data sets from the UCI Machine Learning Repository Internet Advertisements, Qual-
itative_Bankruptcy and Census Income [20] as well as Armstrong’ Cancer Gene
Expression Microarray data [21]. For good measure, we deliberately chose two small
collections, namely Armstrong and Qualitative_Bankruptcy, as well as two larger
collections, Internet Advertisements and Census Income. The parameters that were
analyzed were the average validation classification error and the average activity of
connections between neurons “avg_hca”.

For the experiments, we left most parameters at their default values and changed
only a few of them. Cross-validation was not used, to analyze changes of connections
activity during training. The “score_training_samples” and “train_samples_per_itera-
tion” parameters have been set to zero, which means that all vectors in the training data
set are used. When it comes to other parameters, “score_each_iteration” and “repro-
ducible” have been set to true. For sets Qualitative_Bankruptcy and Armstrong values
of parameters: “ext_activation”, “ext_aggregation, “groups_update_interval”, “aggre-
gation_treshold” and “score_hca_epochs” were set successively to: Tanh, Sigma-if, 20,
0.1, 1. For bigger collections, Census Income and Internet Advertisements, only
“aggregation_treshold” was changed to 0.7, while the rest of CxNN parameters were
set to the same value as in small collections. The values of other parameters are shown
in Table 1.

Table 1. Structure of CxNN used in experiments for chosen problems

Training data set Number
of inputs

Number
of
hidden
neurons

Number of
connection
between
neurons

Number of
groups of
neuron
inputs (K)

Number
of
classes

Number
of data
vectors

Qualitative_Bankruptcy 7 (17) 10 260 10 2 250
Armstrong 12582

(0)
10 125840 10 3 72

Internet Advertisements 1558 (0) 20 31200 10 2 3279
Census Income 14 (423) 20 8780 10 2 48842
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A single binary input for each value is a representation of nominal attributes,
continuous attributes represent single inputs. In addition, H2O.ai introduces additional
attributes to the list of network inputs whose value is determined by analyzing the
interaction between the attributes of the data set. Table 1 shows the number of addi-
tional attributes in round brackets. Figures 3 and 4 show the results of experiments for
the Qualitative_Bankruptcy and Armstrong problems. There is a visible decrease in the
average classification error in successive epochs using the GPB algorithm. Those
figures also show that in both cases “avg_hca” drops semi-logarithmically as the
average classification error decreases. In the case of Qualitative_Bankruptcy, “avg-hca”
decreased from 100% to 29% and in the case of Armstrong from 100% to 10%.

The decrease in the activity of connections between neurons was expected because
it is characteristic of neural networks using conditional multi-step aggregation func-
tions. The decrease of “avg_hca” is dependent on both the values of aggregation
threshold and number of groups K. We selected K = 10 due to suggestions in [10, 17]
that for many problems it is useful to set K from 3 to 11.

Fig. 3. Average activity of hidden connections and average classification error of CxNN when
solving Qualitative_Bankruptcy benchmark problem.

Fig. 4. Average activity of hidden connections and average classification error of CxNN when
solving Armstrong benchmark problem.
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When the number of neuron input groups K is equal to 1, a CxNN acts as a MLP
network and in both cases “avg_hca” is 100% [10, 18]. Due to the implementation of the
GBP algorithm, in the first x epochs, the number of groups K is set to a value of 1, which
is visible in Figs. 3 and 4, where the activity is equal to 100% at the beginning of training.
After the experiments were conducted, it turns out that for the Qualitative_Bankruptcy
and Armstrong problems, the accuracy of CxNN classification and MLP networks are
comparable. This may be due to dynamic changes in the CxNN architecture observable
when training the datasets with the GBP algorithm, which prevents overfitting. To more
accurately evaluate the new functionality, additional experiments were performed on the
larger data sets available in the UCI ML repository, Internet Advertisements and Census
Income, for which results are shown in Figs. 5 and 6.

In these larger datasets, the classification error stays low while “avg_hca” continues
to decrease down to around 20% for the Internet Advertisements problem and 10% for
the Census Income problem. It is especially in larger problems that such a decrease in
network connection activity could be highly beneficial.

Fig. 5. Average activity of hidden connections and average classification error of CxNN when
solving Internet Advertisements benchmark problem.

Fig. 6. Average activity of hidden connections and average classification error of CxNN when
solving Census Income benchmark problem
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CxNN measurements were also collected with the number of groups K set to 1 so
that it would perform as a standard MLP network (MLP2). The results of its’ training
were compared with MLP (MLP1) network implemented in the H2O.ai version
3.10.0.3 (Table 2).

Experiments indicate that the implemented GBP algorithm and conditional multi-
step aggregation functions work correctly. When the parameter K, the number of
groups, is set to a value of 10, “avg_hca” drops by more than four times in comparison
to a standard MLP network without a significant increase in classification error. In
addition, when the number of groups is set to 1, activity of hidden connections is equal
to 100% by the learning process. These properties are characteristic of CxNN and GBP.

5 Conclusions

The results of experiments, performed on considered data sets, validate the method-
ologies presented. The decrease of hidden connections activity was observed also for
benchmark data sets such as Qualitative_Bankruptcy, Internet Advertisements and
Census Income. This set of new results is extension of earlier experiments [22] done
with CxNNs on other data sets from UCI Machine Learning repository [20]. Additional
experiments for these data sets have confirmed that in special cases, when the number
of groups K is set to 1 CxNN works in the same way as a standard MLP network. Thus
presented results suggest, that prepared software can be used for further research on
CxNNs and their properties. The topics for next experiments include analyzing the
properties of various multi-step aggregation functions and using CxNNs with large data
sets to validate computational performance of prepared software.
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Abstract. The process of image recognition and understanding is not always a
trivial task. The automatic analysis of the image content can be difficult and not
obvious. Usually, it requires the identification of particular objects visible in a
scene, however, this assumption not always provides the expected results. In
many cases, the whole context of an image or relations between objects provide
important information about an image and can lead to other conclusions than in
case of the analysis of single objects separately. Hence, the obtained result can
be considered more ‘intelligent’. The contextual analysis of images can be based
on various features. Amongst them the low-level descriptors are successfully
applied in the problem of image analysis and recognition. Using the obtained
representations of objects one can conclude the context of an image as a whole.
In the paper the possibility of applying selected greyscale descriptors in the
intelligent systems is analytically and experimentally analyzed. The works have
been performed by means of algorithms employing the transformation of pixels
from Cartesian into polar co-ordinates.

Keywords: Image recognition � Object identification � Greyscale descriptors �
Polar co-ordinates

1 Introduction and Motivation

The automatic digital image recognition systems became something natural in our
everyday life for good, becoming its component improving particular activities, giving
handy tools, sometimes only entertaining, but usually significantly increasing our
safety or comfort. Usually, we do not wonder, how an algorithm works, which localizes
a face when we are taking a picture using digital camera or modifies our look in a funny
way, when we already have taken this picture. It surprises us, how quick is the auto-
matic search in Internet for many images similar to the one indicated by us as an
example. Comfort and safety when driving a modern car is improved by automatic
systems for traffic signs recognition, analysis of the driver’s fatigue or detecting change
of the trajectory.

Above-mentioned systems are based on the recognition of images as a whole or
objects placed on them. In the second case one can apply two different approaches. The
most popular and less complicated method is to recognize each object separately.
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However, when considering contextual or intelligent algorithms it is sometimes better
to take into account not only an object but also some more sophisticated data, e.g. the
relation between objects or context of the information. The last problem is especially
tempting in case of intelligent CBIR (Content Based Image Retrieval) systems, in
which one tries to automatically identify the content of images based on pre-assumed
conditions and query details. It is a popular example that an orange ball visible on an
image can be identified as an orange fruit, basketball or the Sun, depending on the
context of the rest of the image under analysis.

Regardless of the applied general approach, the selection of appropriate and
effective features representing objects is crucial. For this purpose, one can apply shape,
color, texture or greyscale. The descriptors of low-level features became very popular
mainly because of their fast and easy derivation [1]. These features have different
properties, usually related to particular applications. The greyscale descriptors can be
very effective, since in real world, greyscale can bring important and useful informa-
tion, sometimes better than in case of other features. However, the greyscale descriptors
are less popular than for example shape or color ones. That is why in this paper the
application of greyscale descriptors for the intelligent approaches designed for image
recognition is considered and analyzed. It is assumed that development of the algo-
rithms for greyscale feature will lead to the achievement of more efficient methods for
intelligent recognition of objects placed on digital images. The effective method for
object description is an important and useful task. However, this efficiency can become
higher when using additionally some particular classification algorithms, as one of the
stages of the final developed approach applied after the object description. Hence, this
issue is also addressed in the paper.

In order to obtain the assumed goals, the paper was divided into the following
sections. The second section describes the state of the art in the area of greyscale
description from various points of view. The third section provides the description of
the selected and applied greyscale descriptors for an exemplary real problem. The next
section is devoted to the discussion of the possibility of improving the results by means
of some modern classification methods. Finally, the last section concludes the paper.

2 Related Works

Greyscale descriptors are less popular than the other ones, as it was already mentioned.
However, there are some applications and works based on them made so far, e.g. the
descriptor based on the moment theory [2]. However, in many cases, the used
approaches are utilized for the image as a whole, above all for the object localization.
The SIFT (Scale-Invariant Feature Transform) algorithm is particularly popular in this
application [3]. It is based on searching for local characteristic points and is especially
useful in the process of searching for objects of interest (OOI) in an image. The
extended SIFT approach was also proposed [4]. The SURF interesting point descriptor
works efficiently for the same problem [5]. Similarly, corner detection is performed in
order to localize features of interest on an image [6]. The detection is a goal for the
authors of the Scale-Invariant Shape Features [7]. Greyscale images were applied for
human detection on images using Histograms of Oriented Gradients [8]. Also, the
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histograms derived for the greyscale can be used as the object descriptor [9], however
this representation is strongly limited. Slightly different approach was described in [10],
where the analysis of scene in greyscale was based on histogram of distances between
characteristic points. The completely another approach is the transformation to the
gradient image and consecutive work on the level of edges in binary image. Such
solution was for example applied in [11]. For the analysis of greyscale feature some
local descriptors were also proposed [12].

The greyscale analysis is in many approaches limited to the textures and not applied
for the description of objects extracted from digital images. Nevertheless, in some cases
the same algorithms could be applied both for textures and segmented objects of
interest, hence, texture descriptors should be mentioned here. Gabor features [13] are
very popular in texture representation, however some other methods were also pro-
posed for this task, e.g. Gaussian Markov Random Fields [14], non-uniform patterns
[15], Local Binary Pattern with Local Phase Quantization [16], connectivity indexes in
local neighborhoods [17], Fisher tensors with ‘bag-of-words’ [18], genetic algorithms
[19], morphological approach [20], and local fractal dimensions [21].

3 Description of the Selected Algorithms

The algorithms selected for the experimental analysis have the same property of
applying the transformation from Cartesian into polar co-ordinates for pixels repre-
sented in greyscale. They were designed for object representation regardless the
planned application. Hence, they can be used for example in the recognition, identi-
fication or retrieval of extracted objects, but their usage is not limited only to the
enumerated and that is why they can be applied in other intelligent and contextual
systems.

The selection of the transformation to polar co-ordinates as the basis of the ana-
lyzed algorithms is not accidental. Above all, the obtained representation is invariant to
translation and scaling. If combined with histogram or Fourier transform, it is also
invariant to rotation. In case of the second mentioned transform, the descriptor can be
additionally robust to noise.

The Polar-Fourier Greyscale Descriptor is the first algorithm selected for the
experiments. It is based on the usage of simple algorithmic approaches – transformation
of the pixels into polar co-ordinates and Fourier transform during the object descrip-
tion, and Euclidean distance at the stage of template matching. The whole algorithm
includes several auxiliary stages, e.g. median filtering, low-pass filtering, the con-
struction of the constant rectangle containing the object, filling the gaps with the
background color, and resizing the polar image to the constant size. So far, this
approach was applied to several problems: recognition of erythrocytes for automatic or
semi-automatic diagnosis of some diseases [22], biometric identification of persons
based on ear images [23], recognition of butterfly species [24] and traffic signs [25].

The second approach is based on polar transform and vertical and horizontal
projections. The first part of the algorithm is similar to the above-mentioned approach,
i.e. the pre-processing and transformation of co-ordinates system is performed. How-
ever, later instead of the Fourier transform applied at the end, the horizontal and
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vertical projections are obtained. In result, the representation is invariant to scaling and
translation, but not to the rotation of the object in the image plane. The described
approach was so far applied only to one real problem – identification of persons based
on ear images in greyscale [26].

As it was already mentioned, the most important element of the selected algorithms
is the transformation of the pixels from Cartesian into polar coordinates. It results in a
significant change in the object’s appearance. As an example, in Fig. 1 some objects
and their polar-transformed representations are given [26]. For this example, two dif-
ferent applications were selected. On the left, the erythrocytes are shown. The recog-
nition of red blood cells can be applied for example in automatic or semi-automatic
diagnosis of some diseases (e.g. anemia or malaria), because they significantly change
the cell’s appearance. On the right, the butterflies are presented. In this case the
automatic species recognition would be performed.

The details of both selected for the experiments and analysis algorithms are pro-
vided below.

3.1 The Polar-Fourier Greyscale Descriptor

Step 1. Median filtering of the input sub-image I, with the kernel size 3.
Step 2. Low-pass filtering, realized through the convolution with mask 3 � 3
pixels, and normalization parameter equal to 9.

Fig. 1. Examples of polar transformed greyscale objects, belonging to two different classes and
applications – erythrocytes in the process of automatic diagnosis and butterflies in the species
recognition.
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Step 3. Calculation of the centroid by means of the moments [27]. Firstly, m00, m10,
m01 are derived, and then the centroid O = (xc,yc):

mpq ¼
X

x

X
y
xpyqIðx; yÞ; ð1Þ

xc ¼ m10

m00
; yc ¼ m01

m00
: ð2Þ

Step 4. Finding the maximal distances dmaxX, dmaxY for X- and Y-axis respectively
from the boundaries of I to O.
Step 5. Expanding the image into both directions by dmaxX − xc and dmaxY − yc and
filling in the new parts using constant greyscale level, e.g. 127.
Step 6. Derivation of the polar coordinates and insertion in the image P:

qi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xcÞ2 þðyi � ycÞ2

q
; hi ¼ atan

yi � yc
xi � xc

� �
: ð3Þ

Step 7. Resizing P to the constant rectangular size, n � n, e.g. n = 128.
Step 8. Derivation of the two-dimensional Fourier transform:

C k; lð Þ ¼ 1
HW

XH

h¼1

XW

w¼1
P h;wð Þ � e �i2pH k�1ð Þ h�1ð Þð Þ � e �i2pW l�1ð Þ w�1ð Þð Þ���

���; ð4Þ

where:
H, W — height and width of P,
k — sampling rate in vertical direction (k � 1 and k � H),
l — sampling rate in horizontal direction (l � 1 and l � W),
C (k, l) — the coefficient of discrete Fourier transform in k-th row and l-th
column,
P (h, w) — value in the resultant image plane with coordinates h, w.

Step 9. Selection of the spectrum sub-part, e.g. 10 . . . 10 size and concatenation
into vector V.

3.2 The Approach Based on Polar Transform and Vertical
and Horizontal Projections

Step 1. Median filtering of the input image I, with the kernel size 3.
Step 2. Low-pass filtering, realized through the convolution with mask 3 � 3
pixels, and normalization parameter equal to 9.
Step 3. Calculation of the centroid by means of the moments [27]. Firstly m00, m10,
m01 are derived, and later the centroid O = (xc,yc):

mpq ¼
X

x

X
y
xpyqIðx; yÞ; ð5Þ

xc ¼ m10

m00
; yc ¼ m01

m00
: ð6Þ
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Step 4. Transforming I into polar coordinates (resultant image is denotes as P), by
means of the formulas:

qi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xcÞ2 þðyi � ycÞ2

q
; hi ¼ atan

yi � yc
xi � xc

� �
: ð7Þ

Step 5. Resizing P to the constant rectangular size, n � n, e.g. n = 128.
Step 6. Deriving the horizontal and vertical projections of P:

Hi ¼
Xn

j¼1
Pi;j; Vj ¼

Xn

i¼1
Pi;j: ð8Þ

Step 7. Concatenating the obtained vectors H and V into one, C = HV, representing
an object.

4 Conditions and Results of the Experiment

The goal of the performed experiment was the comparison of the two selected algo-
rithms for greyscale object representation in an exemplary real application. For this
purpose, the problem of traffic signs recognition was selected by means of The German
Traffic Sign Recognition Benchmark [28], one of the most popular publicly available
benchmark databases. Some examples of applied images are provided in Fig. 2.

The extracted road signs were used. In total, 10000 images for 20 different classes
were taken from the database in order to constitute the test data. For each class 50
instances were randomly selected from 500 images and used as the learning examples
(i.e. they were the templates) and 200 random images were employed as the test data.
This procedure was repeated ten times and the average recognition rate was obtained.
The same test procedure was applied for both analyzed descriptors. The results for the
Polar-Fourier Greyscale Descriptor were taken from [25], but the second algorithm was

Fig. 2. Examples of traffic signs images applied for performed experiment.
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applied for the analyzed problem for the first time. By means of the obtained repre-
sentation and the Euclidean distance the template closest to a test object was selected
resulting in the identification of the recognized class. The average recognition rate for
particular classes in case of the first greyscale descriptor is provided in Table 1, and for
the second one – in Table 2.

The obtained results are different for investigated greyscale representation methods.
The Polar-Fourier Greyscale Descriptor worked significantly better in the analyzed
application. The worse results of the second approach are connected with less
sophisticated steps of the algorithm. It is noticeably faster, but less effective. That
brings the conclusion that for the full approach, taking the classification stage into
account, the first descriptor works better.

5 Discussion on the Possibility of Improving the Results
by Means of Properly Selected Classification Methods

The results provided in the previous section are not ideal, especially in case of the
second descriptor. However, one has to take into account that the efficiency of a feature
representation algorithm can become considerably higher when applying after the
object description particular, efficient classification methods. It has to be emphasized
that every intelligent approach or system designed for image recognition depends not
only on the quality of information coded in feature space, but also on properly selected
learning algorithm. The above elements have to work effectively together in order to
give good results.

The proper selection of classification algorithms is crucial, since they would work
well only if the data constituting the input are appropriately prepared. On the other
hand, for particular data a specific classifier would work better than the other ones.

Table 1. The experimental results obtained for the Polar-Fourier Greyscale Descriptor

Class Correct
results

Wrong
results

Recognition
rate

Class Correct
results

Wrong
results

Recognition
rate

1 1630 370 81.50% 11 1821 179 91.05%
2 1832 168 91.60% 12 1875 125 93.75%
3 1728 272 86.40% 13 1750 250 87.50%
4 1743 257 87.15% 14 1876 124 93.80%
5 1715 285 85.75% 15 1412 588 70.60%
6 1910 90 95.50% 16 1694 306 84.70%
7 1863 137 93.15% 17 1945 55 97.25%
8 1535 465 76.75% 18 1837 163 91.85%
9 1901 99 95.05% 19 1712 288 85.60%
10 1959 41 97.95% 20 1954 46 97.70%

TOTAL 35692 4308 89.23%
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Therefore, the research on the selection of classifiers appropriate for the analyzed
greyscale descriptors should be conducted broadly. According to this assumption the
future search for efficient machine learning approach should consider at least testing
accuracy of various simple classifiers (the experiment described in this paper was
limited only to the Euclidean distance) as well as advanced classifiers belonging to
various groups, e.g. Support Vector Machines, perceptron networks, Radial Basis
Function based networks, Hidden Markov Models, decision trees. The application of
ensemble classifiers (such as AdaBoost, RealBoost, random forests) is also taken into
consideration. Some additional approaches, complementary to the above, would also be
taken into account, for example by means of model complexity selection or regular-
ization techniques.

The usefulness of ensemble classifiers would be particularly utilized in order to
compose an effective approach. Above all, the property of high resistance to overfitting
[29] shall be experimentally investigated according to the features given by the
grayscale descriptors. Similarly, the regularization methods as well as the model
complexity selection should significantly improve the future results. In the second case,
the possibility of testing successive supersets of classifiers would result in selection of
an appropriate complexity of a model, with high probabilistic confidence.

Finally, the deep learning algorithms, which won affection and popularity lately,
stimulate hopes for particularly effective approaches in intelligent and contextual
systems designed for image representation and recognition in various applications.
Many results obtained for the Convolutional Neural Networks have proven high effi-
ciency of this approach, when considering the classification results. Thanks to this, they
were successfully applied in various problems of computer vision – in video analysis
[30], traffic sign recognition [31], food recognition [32] and many others. Considering
the way the CNNs are applied, additionally it would be interesting to compare the
usage of CNNs with and without description algorithms.

Table 2. The experimental results obtained for the greyscale descriptor based on polar
transform and vertical and horizontal projections

Class Correct
results

Wrong
results

Recognition
rate

Class Correct
results

Wrong
results

Recognition
rate

1 1432 568 71.60% 11 1645 355 82.25%
2 1635 365 81.75% 12 1690 310 84.50%
3 1518 482 75.90% 13 1538 462 76.90%
4 1559 441 77.95% 14 1582 418 79.10%
5 1518 482 75.90% 15 1138 862 56.90%
6 1835 165 91.75% 16 1308 692 65.40%
7 1724 276 86.20% 17 1691 309 84.55%
8 1317 683 65.85% 18 1615 385 80.75%
9 1809 191 90.45% 19 1527 473 76.35%
10 1718 282 85.90% 20 1709 291 85.45%

TOTAL 31508 8492 78.77%
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6 Conclusions

In the paper two greyscale descriptors were experimentally compared in an exemplary
practical application from the domain of computer vision. The Polar-Fourier Greyscale
Descriptor obtained better results in the traffic signs recognition problem. The algo-
rithms are planned to be applied in intelligent image recognition systems. However, in
order to do so, better approaches for classification are needed. In the experiment, simple
Euclidean distance was applied. It is obvious that usage of more sophisticated algo-
rithms for classification would result in more effective approaches and consequently
better results. In this paper the problem of object representation was only analyzed,
however the stress on the second part of the approach should result in higher efficiency.
That is why, initially, the possibility of applying particular algorithms for this purpose
was discussed in the paper. It is planned to verify the efficiency of other simple
classifiers as well as advanced and ensemble ones. Moreover, model complexity
selection and regularization techniques should give additional benefit to intelligent
approach under development. Also, the deep learning algorithms, very popular lately,
should be applied and analyzed during future works. Finally, the main goal of the
described work was the comparison of approaches based on polar transform. However,
in order to compare the efficiency of the algorithms (by means of the recognition rate
obtained for particular tests) with other related works in this specific problem, more
experimental results will be performed.
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Abstract. This paper, a discussion of fundamental finite-state algorithms,
constitutes an approach from the perspective of dynamic system control. First,
we describe fundamental properties of deterministic finite-state automata. We
propose an algorithm focused on correct finite-state automaton state switching.
This approach will then be used to propose a finite-state automaton to solve real-
time movement in a maze. We also illustrate the use of such a proposed
approach to control movement in a robotic system which requires correct states
to achieve correct movement. Evaluation of achieved outputs is described in the
conclusion, which also includes the future focus of the proposed way of finite-
state automaton state switching.

Keywords: Deterministic finite-state automaton �
Finite-state automaton state switching � Movement in a maze �
Robotics motion controlling

1 Introduction

Finite-state automata were first studied in the 1950’s by Stephen Kleene [6] and found
a number of important applications in computer science: for example, in the design of
computer circuits, and in the lexical analysers of compilers. In the 1960’s and 1970’s,
mathematicians such as Samuel Eilenberg, Marcel-Paul Schützenberger, and John
Rhodes [10] pioneered the mathematics of finite-state automata. More recently, other
mathematicians have come to appreciate the usefulness of automata in such areas as
combinatorial group theory and symbolic dynamics [2].

The theory of finite-state machine is rich. Finite-state devices, such as finite-state
automata have been present since the emergence of computer science and are exten-
sively used in areas as various as program compilation, hardware modelling, database
management, cellular automata, beverage automata, traffic systems, robotic systems,
etc. Finite-state automata techniques are used in a wide range of domains, including
switching theory, pattern matching, pattern recognition, speech processing, handwrit-
ing recognition, optical character recognition, encryption algorithm, data compression,
operating system analysis (e.g. Petri-net), electronic dictionaries, natural language
processing [9], etc. In a sum: systems where states changing in time occur can include a
finite-state automaton.

© Springer Nature Switzerland AG 2019
N. T. Nguyen et al. (Eds.): ACIIDS 2019, LNAI 11432, pp. 455–464, 2019.
https://doi.org/10.1007/978-3-030-14802-7_39

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-14802-7_39&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-14802-7_39&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-14802-7_39&amp;domain=pdf
https://doi.org/10.1007/978-3-030-14802-7_39


The paper is organised as follows. Section 1 is an introduction. Section 2 intro-
duces terminology concerning finite-state automata, especially deterministic finite-state
automaton. Section 3 describes the proposed way of state switching for a finite-state
automaton. Sections 4 and 5 present experimental verification of the proposed algo-
rithm. Section 4 shows a proposal of a finite-state automaton designed for real-time
movement in a maze. Section 5 shows a proposal of a finite-state automaton designed
for a robotic system. Finally, Sect. 6 presents our conclusions.

2 Finite-State Automata

A finite-state machine or finite-state automaton (plural: automata), finite automaton, or
simply a state machine, is a mathematical model of computation [11]. It is an abstract
machine that can be in exactly one of a finite number of states at any given time. There
are two types of finite-state automata (FA): deterministic finite-state automaton (DFA),
and nondeterministic finite-state automaton (NFA). There are slight variations in ways
that state machines are represented visually, but the ideas behind them stem from the
same computational ideas. In DFA, for each input symbol, one can determine the state
to which the machine will move. Hence, it is called Deterministic Automaton. As it has
a finite number of states. DFA can recognize or accept regular languages, and a
language is regular if a deterministic finite-state automaton accepts it. Unlike a DFA,
for some state and input symbol, the next state may be nothing or one or two or more
possible states, i.e. the next state is an element of the power set of the states, which is a
set of states to be considered at once. Both types of finite-state machines are usually
taught using languages made up of binary strings that follow a particular pattern.

As our proposed system is based on deterministic finite-state automata, so only it is
introduced in the following text. A deterministic finite-state automata M is a 5-tuple,
(Q,

P
, d, q0, F), consisting of [9]

• a finite set of states Q
• a finite set of input symbols called the alphabet

P

• a transition function d: Q�P ! Q
• an initial or start state q0 2 Q
• a set of accept states F � Q

Let w = a1, a2, …, an be a string over the alphabet R. The automaton M accepts the
string w if a sequence of states, r0, r1, …, rn, exists in Q with the following conditions:

• r0 = q0
• ri+1 = d (ri, ai+1), for i = 0, …, n − 1
• rn 2 F.

In words, the first condition says that the machine starts in the start state q0. The
second condition says that given each character of string w, the machine will transition
from state to state according to the transition function d. The last condition says that the
machine accepts w if the last input of w causes the machine to halt in one of the
accepting states. The set of strings that M accepts is the language recognised by M and
this language is denoted by L(M).
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There are four possibilities how to represent DFA:

1. To list all elements from the pentad of a finite-state automaton.
2. A table
3. A state diagram (a graph).
4. A state tree.

In the following text, a deterministic finite-state automaton will be used.

3 Switching the States for a Finite-State Automaton

In [7], there are algorithms for searching through a graph, if we stem from a state
diagram. However, the trouble is that most algorithms (search into depth and width)
generate a sequence of states having presented the input and output state. Other
algorithms are mostly for oriented graphs which have valued edges. A solution how to
achieve a sequence – queue, so that a dynamic system switched to a new state, is by
using the following algorithm:

A modified matrix MMS differs from an adjacency matrix MS as follows:

• instead of ones, cells contain a type of edges leading directly to a certain state
• instead of zeros, cells contain a type of edges beginning with a minus
• instead of zeros, cells on the main diagonal have empty spaces

A modified matrix contains information on the type of edges which are to be
followed from the initial state q0 ¼ Sp into the final state

P ¼ SK . If an edge has a
minus sign, it means that the final sate is achieved through one or more states. If we
take into consideration the configuration of the finite-state automaton, a modified
matrix is created using an algorithm of findings ways, Dijkstra’s algorithm. According
to a definition in [7] and one of its implementation in [3], the shortest path from the
initial to the final state can be found as well as a list of individual states it passes
through. The list then can serve to identify the way (a set of edges) along which one can
move from the initial to the final state (although the final state can be switched through
other states).
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4 Proposal of a Finite-State Automaton Designed for a Real-
Time Movement in a Maze

This chapter describes an approach of a finite-state automaton for moving in a maze in
real time. In the maze, the starting position (location of a penguin figure) and the final
destination (in a form of chequered flag) are defined at the beginning. The main task of
the moving figure is to get to the final destination, if possible, by the shortest path.
However, in the running experiment, the location of the final destination dynamically
changes, it means that the path of the moving figure is optimised according to the actual
location of the final destination (see Fig. 1).

In this experiment, a finite-state automaton (see Fig. 2) is used, in which individual
states represent individual squares in the maze (Fig. 2b) defined in Fig. 2a. State
switching occurs according to the transfer function, where its inputs are the actual state
(marked as upper-case letter, this is the position of penguin) and an edge (marked as
lower-case letter) and its output is a new position (a new location of the penguin). The
choice of the relevant edge is solved by the proposed algorithm allowing the way how
to switch states for the finite-state automaton (see Sect. 3).

For this experiment, the parameters of the finite-state automaton according to
definition [9] are set:

• Q ¼ fAA;AB;AC;AD; . . .;US;UT ;UUg
•

P ¼ fa; b; cdg
• q0 ¼ AA
• F ¼ AAf g
• d ¼ fAA!c BA;AB!b AC;AB!c BB; . . .;UT!b UU;UU!d UTg

The total number of elements of set Q is 441 and the number of transfer functions is
885. Modified matrix MMS is generated from finite-state automaton settings (its state
diagram is shown in Fig. 2b). A part of matrix MMS is shown in Table 1. In fact, this
matrix has its size of 441 � 441 according to the total number of elements of set Q.

Table 1. Modified matrix MMS for the maze.
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The experiment progress can be found on YouTube channel https://www.youtube.
com/watch?v=gWK3Kl2rNsQ. During running the experiment, it is not necessary to
perform calculations for generating the shortest path according to the change its final
destination, because the propose approach of state switching is resistant to changes of
the final destination.

Fig. 1. Experimental environment for the maze (cut-out). Start is the position of the
Penguin . Destination is the position of chequered flag .

Motion Controlling Using Finite-State Automata 459

https://www.youtube.com/watch?v=gWK3Kl2rNsQ
https://www.youtube.com/watch?v=gWK3Kl2rNsQ


Maze solving and finding the shortest path or all possible exit paths in mazes can be
interpreted as mathematical problems which can be solved algorithmically. In [4] is
summarized several chemistry-based concepts for maze solving in two-dimensional
standard mazes which rely on surface tension driven phenomena at the air-liquid
interface. In [5] a genetic algorithm is used to solve a class of maze pathfinding
problems, where agents find a complete set of paths directing them from any position in
the maze towards a single goal. Behaviour of these experimental agents is suitable for
games, because they do not always find the shortest paths. Work [1] proposes an
intelligent maze solving robot that can determine its shortest path on a line maze based
on image processing and artificial intelligence algorithms. The developed algorithm
solves the maze by examining all possible paths exist in the maze that could convey the
robot to the required destination point. After that, the best shortest path is determined
and then the instructions are sent to the robot. In [8] the application of Cellular
Automata to the problem of robot path planning in a maze is presented. It is shown that
a Cellular Automata allows the efficient computation of an optimal collision-free path
from an initial to a goal configuration on a physical space for real-time robot path
planning.

The benefits of the proposed solution based on the finite-state automata are the
following:

• Modeling of agent behavior using finite-state automata.
• Determining how to switch states without programming.
• The ability to switch from one state to another one without the use of any planning

algorithms.
• Only one simple operation is performed in each state of the finite-state automata.
• Changes of the state of the finite-state automata do not recalculate the path.

(a) (b)

Fig. 2. Moving in the maze with a finite-state automaton.
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5 Finite-State Automaton Proposal for a Robotic System

A finite-state automaton proposal for a robotic system is another possibility where the
proposed algorithm for state switching can be used. A finite-state automaton becomes a
powerful tool for modelling of robotic system behaviour. It makes us understand what
actual state the system is in and how it is possible to change the state. State changing is
performed by another system or human interaction.

Let’s have a representative of a robotic system, a humanoid robot, and we want to
teach it several activities. Such several activities include basic movements like sitting,
lying, walking, and running. An example of modelled behaviour can be a finite-state
automaton shown in Fig. 3. This finite-state automaton consists of states (position or
robot movement) and transfers (edges representing commands called by the user or
system itself). In every state is a set of individual movements for a given activity. Every
state has a unique edge to preserve the property of determinism.

Initial state q0 is defined as state “Staying”, in which the robotic system waits for
command or command sequence. After commands are inserted, the finite-state
automaton is switched to the state and then the automaton waits for next commands. In
case the robot is in the state “Lying” and we want to get it to state “Sitting”, it is simple
to generate command “lie”. Of course, there is a variant, when we want the robot to run
although the robot is sitting. It means that the robot must pass 5 states to get from state
“Lying” to new state “Running”.

The proposed model of robotic system behaviour is shown in a state diagram in
Fig. 3. The meanings of individual used states and edges are shown in Table 2.

Modified matrix MMS, which is generated from finite-state automaton settings in
Fig. 3, is shown in Table 3.

Table 2. Legend for finite-state automaton from Fig. 3

State legend Transfer legend
State Meaning Transfer (edge) Meaning

A Staying a Go
B Squatting b Stop
C Sitting c Go back
D Lying d Squat
E Walking e Sit down
F Running f Lie down
G Stepping back g Stand up
H Turning right h Jump
I Turning left i Bend your knees
J Knees bending j Run
K Jumping k Turn left

l Turn right
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The proposed algorithm for state switching in a finite-state automaton is presented
as a scenario form. A scenario creation (command generating) can be applied in case
the robotic system is influenced by its surrounding. An example may be obstacle
detection before the robotic system. There are two solutions how the robot could
proceed. The robot either stops, waits for user’s instruction (see the 1st scenario in
Fig. 4), or tries to overcome the obstacle (see the 2nd scenario in Fig. 5). Next use
depends on who generated the command sequence. The proposed algorithm is inte-
grated either into the robotic system or another system which controls the robotic
system.

Table 3. Modified matrix MMS for robot system

Fig. 3. Robotic system state diagram

462 M. Jaluvka et al.



6 Conclusions

This paper, a discussion of fundamental finite-state algorithms, constitutes an approach
from the perspective of dynamic system control. We propose an algorithm focused on
states switching for a finite-state automaton. This approach was experimentally verified
in a proposal of a finite-state automaton designed for real-time movement solution in a
maze, see https://www.youtube.com/watch?v=gWK3Kl2rNsQ. We also illustrate the
use of this proposed approach for movement control in a robot.

A great benefit of the purposed algorithm is simple and secure state switching of the
finite-state automaton which controls a dynamic system. It eliminated a system col-
lapse. With a continuous state switching with commands, which are provided by the
algorithm, we achieve the right control system function. Possible shortcomings in
system activities are fixed only at the state level (penguin moving in the maze, robot
joints). This state switching was demonstrated in the performed experiments.

Go!

Stop!

Step 1 Step 2 Step 3

Fig. 4. Obstacle detected – 1st scenario

Turn 
right!

Go! Go and 
turn left!

Go!

Step 1 Step 2 Step 3 Step 4

Fig. 5. Obstacle detected – 2nd scenario
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In our next work, we would like to focus on a design of finite finite-state automaton
whose state settings and transfer functions are dynamically changed in real time. A part
of this focus is implementation of the existing proposal how to switch states in a
dynamically changing finite-state automaton. In the maze experiment, it would be a
maze where it is allowed to generate and remove obstacles (maze walls). However, the
task of moving a figure remains the same: “To get to the final destination”.
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Abstract. This article presents a deep neural network (DNN) system based on
automatic speech recognition for Kazakh language, developed using the Kaldi
speech recognition tool. DNNs are initialized using the restricted Boltzmann
machines (RBM) and are trained using cross-entropy as the objective function
and the standard back propagation of error. In order to achieve optimal results,
the training has been modified based on peculiarities of Kazakh language. A 76
hours-corpus has been used in training. Results are compared for two different
sets of values between classical models and various DNN settings.

Keywords: DNN � ASR � Kazakh speech recognition � LM

1 Introduction

The creation of natural-language man-machine interfaces and, in particular, automatic
speech recognition systems has recently become one of the main areas and tasks in the
field of artificial intelligence. Speech technologies provide a more natural user inter-
action with computing and telecommunications complexes compared to the standard
graphical interface.

With the development of personal computers and a wide range of public infor-
mation and entertainment services, speech and then multimodal interfaces are now
more focused on application in social intelligent services, which imposes its conditions
on speech processing systems. In particular, the vocabulary of lexical units increases,
the variability of speech increases, and processing should be carried out in real time to
maintain a natural dialogue with the user. The development of a compact way of
presenting the dictionary is especially relevant for agglutinative languages with a rel-
atively rich morphology. To take into account the variability and learning models of
phonemes and words require huge text and speech materials, the preparation of which
requires meticulous expert work.

In [1], three types of speech disruptions that are most characteristic of spontaneous
speech were analyzed: (1) voiced pause, (2) repetition of words, (3) modification of the
sentence from the very beginning. As a material, speech corps Spoken Dutch Corpus
(CGN) and Switchboard-1 were used. The number of voiced pauses made up 3% of all
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lexical units in these corpora.Most often thesewere interjections, and theywere located in
all parts of sentences. The relative number of repetitions was approximately 1%. And the
twenty most frequent repetitions are short words consisting of one syllable.

In [2], an audiovisual detector of voiced pauses was used to filter unwanted speech
failures in multimedia recordings of lectures. The recorded multimedia corpus of lec-
tures lasting about 7 h contained an image of the tablet computer screen, on which the
lecturer made handwritten notes displayed to the audience on a multimedia projector, as
well as a sound stream with the lecturer’s speech and background noise. The analysis of
the body showed that the vast majority of hesitations occurs when the lecturer does not
use a tablet (or pad, data tablet), so a two-stage algorithm was used to filter the pauses.
First of all, the moments of time were determined when the image on the monitor screen
did not change, and then only during these periods of time the search for filled pauses in
the audio stream was carried out. In the analysis, voiced pauses with a duration of more
than 120 ms, pronounced in isolation (i.e., those containing segments with silence
before and after hesitation), as well as within a word, were considered. The use of
preliminary segmentation of the audio segments and the video analysis from a tablet
helped to increase the recognition accuracy of the hesitations up to 85%.

In the rapid development of speech technology is associated with the development
of artificial neural networks and is now becoming increasingly popular research on the
use of DNN for recognition of Kazakh speech. At the same time, there are no effective
systems of automatic recognition of Kazakh speech at the moment and the develop-
ment of ASR is relevant.

In this article, we consider the method of creating an automatic speech recognition
system using DNN using Kaldi tools. In this study, the existing speech corpus was
expanded, the speech and text corpus for the Kazakh language was assembled, and
acoustic and language models were created on the basis of neural network (NN), which
allowed to increase the accuracy of recognition of Kazakh speech.

For speech preprocessing, we used the following algorithms: Mel-cepstral coeffi-
cients (MFCC) and Perceptual Linear Prediction Coefficients (PLP). For acoustic
modeling, it uses the hidden Markov model (HMM), the Gaussian distribution mixture
model (GMM), Subspace Gaussian mixture model (SGMM) and deep neural networks
(DNN). Language modeling is performed using finite transducers (FSTs) with linear
algebra support — the BLAS and LAPACK libraries.

The paper is organized as follows. Section 2 describes the work on the relevant
scientific research area. Section 3 discusses data preprocessing methods Sect. 4 describes
the methodology for automatic speech recognition. Section 5 describes the DNN archi-
tecture and Sects. 6, 7 discuss the results of the experiment and the conclusion.

2 Related Works

Currently DNN is often used in speech research for speech recognition and the results of
the research show good results. For example, studies [3] present a system of recognition
of spontaneous Czech, Slovak and Russian speech for processing interviews of Holo-
caust witnesses. In this paper, basic transcriptions were created automatically using a
specific set of rules, and for many words several transcription variants were generated to
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take into account the phonetic phenomena of continuous speech (for example, assimi-
lation of consonants at the word boundary). Then transcriptions describing spoken
pronunciation variants were created, as well as for the Russian language and accent, as
interviews were taken not only from the residents of Russia, but also from Russians
living in Ukraine, Israel, and the USA. In addition, non-speech phenomena were
modeled. The size of the corpus used to create acoustic models for the Russian language
was 100 h and DNN was used. The language model was a bigram model using the
return method (Katz’s backing-off scheme). With a dictionary size of 79 thousand
transcriptions, the percentage of incorrectly recognized words was 38.57%.

Another class of speech recognition applications is shorthand.
Most often, with such a task, some monologue is carried out, recorded in fairly

good acoustic conditions using a headset microphone. Therefore, in contrast to systems
of mass service, where speech comes through telephone channels and/or is recorded on
the street, automatic transcribing systems receive a speech signal with a much better
recording quality. Since there are softer requirements for recognition speed, the system
can process the speech signal in several passes, using the methods of adaptation to the
voice of the speaker and the applied problem [4].

Scientists from Russia conducted a study on the recognition of continuous Russian
speech usingDNN confidence), described in [5]. Amethod using finite state machine-based
converters was used for speech recognition. It was shown that the proposed method allows
to increase the accuracy of speech recognition in comparison with hidden Markov models.

The study [6] compares the language models constructed using a feedforward
neural network and a recurrent neural network. Three different implementations of the
language model on neural networks were used: (1) LIMSI software tools for creating a
feedforward neural network in which the output layer is limited to the most frequent
words; (2) feedforward neural network with clustering (the entire dictionary is used);
(3) recurrent neural network with clustering. Experimental results showed that lan-
guage models built using a feedforward neural network, work worse than recurrent
neural networks. On the test data, the recurrent network showed an improvement of
0.4% compared to the use of a feedforward neural network.

3 Speech Preprocessing

The conversion of input data into a set of features is called feature extraction. Speech
recognition efficiency deteriorates dramatically in the presence of noise due to spectral
mismatch between training and testing data. With conventional MFCC feature
extraction, the logarithm function is used for the energy of the Mel filter Bank to reduce
their dynamic range. Root cepstral analysis replaces the logarithmic function with a
constant root function and gives the RCC coefficients. The coefficients of the RCC
showed the best resistance to noise. In the RCC method, the compressed speech
spectrum is calculated as shown in (1):

Ld nð Þ ¼ LðnÞs; 0� s� 1 ð1Þ

where Ld nð Þ - compressed spectrum, LðnÞ is the original spectrum, s is the compression
ratio, and m - filter bank index. Feature extraction involves simplifying the amount of
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resources required to accurately describe a large dataset. The feature extraction was
performed using 13 MFCC coefficients [7].

Therefore, relation (1) expands, as shown in (2):

Ld nð Þ ¼ LðnÞsðmÞ; 0� sðmÞ� 1 ð2Þ

where the compression ratio depends on the frequency band and is called non-uniform
spectral compression. We show that by incorporating a speech recognition system into
the process of adjusting the compression ratio, the recognition rate is further improved.

4 The Proposed Automatic Speech Recognition System

The methodology of our work is as follows:

4.1 Construction of Experimental Speech Corpus

Over the past ten years, a number of speech corpuses have been created in the world,
containing up to a thousand speakers recorded in various environmental conditions.
The recording of acoustic data for the creation of an acoustic corpus of the language
was carried out at the Institute of Information and Computational Technologies of the
Scientific Committee of the Ministry of Education and Science of the Republic of
Kazakhstan in Almaty. For this, a sound-proofing, professional recording studio from
Vocalbooth.com was used (Fig. 1). The cabin for recording audio data consists of two
noise insulation layers, with the same hermetic door. The interior design consists of a
pyramid-shaped sound-absorbing acoustic material of red color and the cabin is
equipped with a silent air exchange system. The studio is designed to record high
quality audio data.

Fig. 1. Soundproof professional recording studio of the company Vocalbooth.com (Color figure
online)
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The recorded audio materials have been preserved with expansion .wav. Each
sentence was saved as a separate file, and the name consisted of the following
identifiers:

<Region_code> + <gender> + <birth year> + <initials_name> +
<education_code> + <text_number> + <sentence_number_in_text>

For example, speaker from the Almaty region, named Mamyrbayev Orken, male,
born in 1979, with a higher education, voiced the text number 5 and sentence 82, will
be identified as 05M79OM3_T005_S082.

All audio materials have the same characteristics:

– file extension: .wav;
– method of converting to digital form: PCM;
– discrete frequency: 8 kHz;
– digit capacity: 16 bits;
– number of audio channels: one (mono).

As speakers, people were selected without any problems with the pronunciation of
speech. For research purposes and further use of the data, the speakers were surveyed
according to a previously created template (Fig. 1). 200 speakers of different ages (age
from 18 to 50 years) and genders were used for recording. It took an average of
40–50 min to sound and record one speaker. For each speaker, a text consisting of 100
sentences was prepared. The sentences were recorded in separate files. Each sentence
consists of an average of 6–8 words. Sentences are selected with the most rich phoneme
of words. Text data were collected from news sites in the Kazakh language, and other
materials were used in electronic form. In total 76 h of audio data were recorded.
During recording, transcriptions were created – a description of each audio file in a text
file. The corpus created gives us, firstly, work with large volumes of databases,
checking the proposed system characteristics and, secondly, studying the effect of
database expansion on the recognition rate.

4.2 Acoustic Model

The acoustic model p(x|w) provides conditional probability of a sequence of feature
vectors x, given a sequence of words w has occurred. This can be thought of as a
measure of acoustic similarity of the input features to a sequence of words, regardless
of the grammatical correctness of that word sequence. For an ASR system each word
may be represented by a sequence of sub-word units called acoustic states. During
acoustic model training, the statistics of each state are calculated from the occurrences
of feature vectors corresponding to that state. For ASR with very large vocabulary sizes
of thousands of words, due to data sparsity it is not feasible to accumulate sufficient
statistics for each word separately. We would like to recognize even those words which
may have few or no occurrences in the training data. To alleviate this problem, the
words are defined as sequences of phonetic units called phonemes, just like the word
pronunciations are represented in language dictionaries. Such a representation based on
sub-word units is called a pronunciation lexicon. Each word in the lexicon may have
one or more pronunciations.
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4.3 Kazakh Language Model

Language model - allows determining the most likely word sequences. The complexity
of constructing a language model depends largely on the specific language. So, for the
English language, it is enough to use statistical models (the so-called N-grams). For
agglutinative languages with a relatively rich morphology, statistical models are not
suitable and hybrid models are used.

The language model p(w) gives the prior probability of the word sequence w.
Basically it shows how likely a word sequence is to be uttered, based on grammatical
rules of a language. Since this model only depends on the text and is independent of
acoustic data, therefore large amounts of text available on the books, journal, articles
etc., can be used as input source. Additionally, we want the language model to capture
the topic-specific information for special ASR systems. To capture certain character-
istics associated with human speech e.g. certain grammatical errors common in
speaking, repetitions, hesitations etc., transcriptions of spoken text are also a useful
input data source. Since the total number of possible word sequences is unlimited,
simplifying assumptions have to be made to have reliable non-sparse estimates. The
standard way to calculate the language model probabilities is through accumulation of
counts of neighbouring words. It assumes that the probability of current word w_n
depends only on the previous m−1 words w_n−1 … n−m+1.

A speech recognition involves a number of different components such as feature
extraction, acoustic modeling, language modeling and DNN, as shown in the Fig. 2.

Fig. 2. Overview of an ASR system
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5 The DNN Architecture and Training

For the development of ASR, we used the Kaldi tool and the DNN library in it, the
modified Karel Vesely setting on the CUDA graphics processor was used for training.

We consider the DNN model:
First layers L

vl ¼ f zl
� � ¼ f ðWlvl�1 þ blÞ; for 0\l\L;

where zl ¼ Wlvl�1 þ bl 2 RNl�1; vl 2 RNl�1;Wl 2 RNl�Nl�1 ; bl 2 RNl�1; and Nl 2 R
respectively, the excitation vector, the activation vector, weight matrix, displacement
vectors and the number of neurons in layer l. v0 ¼ 0 2 RN0�1 - observation vector,
N0 ¼ D that is the element size and f �ð Þ : RNl�1 ! RNl�1 activation function in relation
to the excitation vector elementwise. In most applications, the sigmoid function

r zð Þ ¼ 1
1þ e�z

or hyperbolic tangent function

tanh zð Þ ¼ ez � e�z

ez þ e�z

is used as an activation function. Next, we consider the algorithm for this model [8].

Algorithm Direct DNN calculation.

1: procedure ForwardComputation(O) 
     > Each column O is an observation vector. 
2: V0 ← O 
3: for l 1; l<L; l l+1 do  > L total number of 
layers
4:    > Each column is
5: > f (.)may be sigmoidal tanh, ReLU,
other functions
6: end for
7:
8: if regression then > regression task
9:
10: else
11:
12: enf if
13: Return 
14: end procedure
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During training, we use the algorithm of single-stage selection by the Monte-Carlo
method in the Markov chain. RBM have Gauss-Bernoulli units and is trained at an
initial learning rate of 0.01 and other RBM have Bernoulli-Bernoulli units. Training
was not controlled, the number of iterations was 4, the number of hidden layers was up
to 6 and the number of units per layer was up to 2048.

6 Experimental Results

In the course of this work, feature extraction methods such as MFCC and acoustic,
language model, DNN were investigated. The results were evaluated by the word error
rate (WER) for classical models. The results indicating the vertical axis are percent-
ages, and the horizontal axis: training monophonic models (Mono), the passage of the
first (Tri1) and second (Tri2) and third (Tri3) thyryphon (Fig. 3). The best result is
36.76% WER for SAT Training.

The results obtained with the application of DNN using from 0 to 6 hidden layers.
The optimal result of 32.72% WER was obtained for 6 hidden layers, and this was an
improvement over the classical models (Fig. 4).

It is important to note that performance is improved when the volume of the corpus
for training is large. The best results have been obtained using DNN and SMBR
algorithm.

 -
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Fig. 3. The rule set of the classic model.
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7 Conclusion and Future Work

In this article we have developed and implemented a system of automatic speech
recognition of Kazakh speech, which works on the basis of DNN. According to the
results of the study we can see that it is better to use DNN for automatic speech
recognition than classical algorithms. The paper analyzed the existing models and
methods and considered a speech compression algorithm using the MFCC algorithm
and gave an example of the ASR architecture. In this regard, it was stated that the
MFCC and DNN methods provided the best results. The test error rate reached 0.56%
for the corpus with 76 h of speech.

Future work will focus on improving the training corpus and exploring different
optimization approaches for designing and implementing ASR for real-time applica-
tions such as voice-controlled robots.

Acknowledgements. This work was supported by the Ministry of Education and Science of the
Republic of Kazakhstan. IRN AP05131207 Development of technologies for multilingual
automatic speech recognition using deep neural networks.
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Abstract. The paper presents the use of Genetic Algorithm in the
design of registers with linear and non-linear feedback. Such registers
are used, among others, in the diagnostics of digital circuits as Test Pat-
tern Generators, and Test Response Compactors. Of particular impor-
tance are the registers that generate the maximum cycle, and in practice,
respectively long. The length of the test generator cycle is important
to Fault Coverage. The selection of the register feedback structure to
achieve the maximum cycle is a difficult task, especially for the register
with a non-linear feedback function. It is a novelty to propose coding solu-
tions by means of Reverse Polish Notation, thanks to which the simple
mechanism of a stack with automation, realizing a context-free grammar
of logical expressions can be used to evaluate these solutions. This form
of representation of the genotype of solutions is a certain generalization
and gives greater possibilities to search the space of acceptable solutions.
Such solutions must be minimized due to the limitation of area overhead
on the silicon implementation of the tester. The obtained results indicate
that the proposed approach gives positive solutions.

1 Introduction

In the Built-In Self-Test (BIST) technique, it dominates the approach based
on the use of Linear Feedback Shift Registers (LFSR) as Test Pattern Gener-
ator (TPG) and Test Response Compactor (TRC). TRC are realised by use
of Multi-Input Signature Register (MISR) or Single-Input Signature Register
(SISR). This approach is classical and industrially used [1]. Nonlinear construc-
tions are also known in the form of a Self-Test Path (STP) and Circular Self-
Test Path (CSTP), using the Circuit Under Test (CUT) as a feedback. STP and
CSTP structures can be modeled using the Non-Linear Feedback Shift Register
(NLFSR) [2]. NLFSR registers are more difficult to analyze due to the non-linear
nature of feedback, however they can potentially generate longer pseudo-random
sequences of binary test vectors in compared to LFSR registers and Cellular
Automata (CA). An important however, the size of the system implementing
the specified feedback logic of the register is a limitation NLFSR. In self-testing
BIST, the Area Overhead (AO) on the tester’s implementation is limited due to
the available silicon surface of the digital system.

c© Springer Nature Switzerland AG 2019
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Registers, especially LFSR, have many applications outside the domain of
digital circuits testing, for example they are used in encrypting information on
SIM cards, in the coding of car pilot signals and in the hardware implementation
of selected cryptological algorithms [3]. Some CA, especially those generating the
maximum cycle, e.g. with the rule 90/150, can be also used in similar areas, e.g.
in wireless communication [4]. There are no simple mechanisms to select such
feedbacks to get maximum cycle, especially for NLFSR registers [5]. For LFSR
registers, one should indicate the primitive polynomial for obtaining a cycle of
maximum length 2p − 1, where p is a length of register. This difficult task of
designing the feedback was entrusted to the Genetic Algorithm (GA).

GA has some useful features, such as the ability to deliver multiple point
solutions, and so the lack of concentration of solutions around a certain subclass
of LFSR and NLFSR configuration. The algorithm mimics natural evolutionary
processes, and therefore there exists the possibility of self-control calculations
in such a way that a solution better adapted to a greater extent affects the
entire population of solutions. The GA directs the search in the space of feasible
solutions by environmental evaluation of the fitness function of each solution
(Individual) [6]. The new approach, described in this paper, is based on coding
solutions (representation of feedback function) using text expressions.

Typically, matrix notation, also a characteristic polynomial for LFSR, is used
to describe the LFSR or NLFSR register function. The essence of the proposed
approach is the use of Reverse Polish Notation (RPN) expressions to generate
strings, symbolizing the feedback structure of registers, and which are the geno-
type of individuals for the GA. With the help of RPN, it can effectively process
strings of characters, operands and operators without the use of parentheses. This
solution is very important for simplifying the grammar of the language of such
expressions, as well as for the automaton with the stack, which is the implemen-
tation of this grammar. Of course, there is no doubt about the priorities of the
logic activities carried out despite the lack of parentheses. The RPN allows writ-
ing logical and arithmetic expressions without the use of parentheses, but itself
the order of performed operations is strictly defined and unambiguous. Following
the authors of RPN are considered to be Burks, Warren and Wright (1954), as well
as independently F. L. Bauer and E. W. Dijkstra (1960s), who used the concept
stack PDA (Pushdown Automata) for evaluation of arithmetic expressions and
minimization necessary computer resources to accomplish this task [7]. Improved
procedure RPN calculations were presented by the Australian, Charles Hamblin
[8]. One can also use RPN to encrypt information [9]. In RPN, the record of arith-
metic expressions, operands (arguments) and operators, and thus arithmetic func-
tions operating on operands, it has a post-fixed character, i.e. that in the instruc-
tion after operands are placed AAOp operators (Argument, Argument, Opera-
tor) for binary operators. No need to use parentheses to modification of priori-
ties of arithmetic operations and algorithm, based on implementation stack LIFO
(called Last In, First Out) allows one to perform faster calculations in a digital
machine. Some additional information on variations of PDAs can be found in [10].
Therefore, the RPN method was used in calculators Hewlett-Packard, National
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Semiconductor, due to minimizing the length of arithmetic expressions (no paren-
theses) and use stack. Up to now RPN is used in the evaluation of arithmetic
expressions in programming languages as well as in PostScript, BibTEX, as well
as in some software calculators, expressions parsing and translating [11,12]. Thing
obvious, RPN results directly from the Polish Notation, which was developed by
the outstanding Polish mathematician of the Lwow-Warsaw school of mathemat-
ics in the 1920s, Jan �Lukasiewicz; the Lwow school gave many to the world eminent
scholars, including Stefan Banach, Stanis�law Ulam, and Hugo Steinhaus, Stanis-
law Mazur (Scottish Book [13]).

The paper is organized as follows. In Sect. 2 basic information on LFSR and
NLFSR is presented. Section 3 includes some description of RPN notation and
in Sect. 4. the Genetic Algorithm and its using to create feedback structures
is shown. Next, in Sect. 5. some results of evolutionary searching for register
feedback functions are presented, and finally Sect. 6 concludes the paper.

2 Feedback Shift Register

The feedback register is created by means of linear or nonlinear feedback. In
the digital technology, linear feedback is carried out only with ExOR logical
functors, and then such a register can be described by means of a characteristic
polynomial that uniquely identifies the feedback structure. In turn, non-linear
feedback occurs when at least one logical functor other than ExOR participates
in its implementation.

2.1 Linear Feedback Shift Register

The classic approach to designing test generators is based on the use of LFSR
registers, usually those that generate a maximum cycle of 2p−1, where p is the
length of the register (the number of its cells). The register that generates the
maximal cycle is described by the primitive polynomial g(x).

A feedback of register can be realized by set of ExOR logic gates. The equa-
tion of the next state of the register is expressed by the statement (1) in general
and for a register with a length p by (2):

Q(t + 1) = T ∗ Q(t), (1)

where t is discrete clock-time, Q(t) - state of register in an actual t clock-time,
Q(t + 1) - state of register in next t + 1 clock-time and Q = {q0, q1, q2, ..., qp−1}
is a set of register p-number flip-flops (register’s cells), and T is a connection
square matrix.
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LFSR registers can be classified due to the type of feedback connection
schema. And so one can distinguish standard LFSR registers (Fibonacci type)
with external (Fig. 1), modular LFSR (Galois type) with internal (Fig. 2) and
external/internal (Fig. 3) feedback, and the corresponding matrices of connec-
tions are presented in (3), (4) and (5) respectively.
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where

ai,j =
{

1 if hi = gj = 1 ,
0 if hi �= gj or hi = gj = 0 ,

(6)

and gp−1 = h0 = 1, gi, hj , ai,j ∈ GF (2).

Fig. 1. Standard LFSR with external ExOR feedback.
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Fig. 2. Modular LFSR with internal ExOR feedback.

Fig. 3. LFSR with external/internal ExOR feedback.

2.2 Non-linear Feedback Shift Register

By choosing the right feedback, the NLFSR register (Fig. 4) can generate a
cycle longer than LFSR, i.e. 2p. The feedback of such a register is carried out
by logical gates like OR, AND etc. There is no universal method for designing
a nonlinear feedback to obtain the maximum cycle of such a register [5]. The
NLFSR register can simplify modeling the behavior of the STP and CSTP, and
the feedback is realized by the Circuit Under Test (CUT) [2]. A very important
issue of the evaluation of the feedback structure design is an area overhead for
its silicon implementation in BIST, in simplified terms it can be expressed by the
number of elements realizing the designed logic function (logic gates numbers).
The description of the NLFSR register can be described as follows (7), and for
a register with a length p by (8):

Q(t + 1) = T ∗ Q(t) ⊕ F (Q(t)), (7)

where F (Q(t)) = (f0(Q(t)), f1(Q(t)), ..., fp−1(Q(t))) is non-linear feedback func-
tion and the remaining symbols are as previously explained in (1) and the oper-
ator ⊕ is an addition in GF(2). For a register with the length p, the expression
(7) takes the detailed form presented in (8).
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Fig. 4. NLFSR general model.

The selection of NLFSR feedback is usually carried out with the help of com-
puter simulation and heuristic methods [15]. There is a lack of a well-developed
theory of such registers to this day, in contrast to the LFSR registers [16].

3 Reverse Polish Notation

In Fig. 5 an activity diagram is shown illustrating the course of the RPN algo-
rithm. The construction of this algorithm requires using the stack PDA, and the
infix expressions are converted to postfix representation including the value of
operators (Table 1) without using brackets (the symbol ‘!’ will represent a unary
negation operator). In this notation, the interpretation of performing arithmetic-
logic operations is unambiguous.

Table 1. RPN priorities of operators.

Operator Priority

+ 2

∗ 1

! 0

Figure 6 shows a combinational circuit that performs a sample feedback func-
tion. The description of this circuit function in the traditional infix notation is
presented in (9), and its equivalent in RPN (10); the same RPN algorithm for
this translation is presented in Table 2.

y = ! (!(a ∗ b)∗!(c ∗ d)+ !(!(c ∗ d) + !(e ∗ f))) . (9)

y = ab∗!cd∗! ∗ cd∗!ef∗!+!+! . (10)

Encoding solutions using RPN can reduce the size of expressions (compare
expressions (9) and (10)) and gives the possibility of unambiguous interpretation
of the text entry by a simple PDA machine.
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Fig. 5. Reverse Polish Notation UML activity diagram.

Fig. 6. Example of more complicated non-linear feedback.

4 Genetic Algorithm as Method of FSR Design

Genetic Algorithm has some useful features, such as the ability to deliver multiple
point solutions, and so the lack of concentration of solutions around a certain
subclass of LFSR/NLFSR feedback structure and configuration. The algorithm
mimics natural evolutionary processes, and therefore there exists the possibility
of self-control calculations in such a way that a solution better adapted to a
greater extent affects the entire population of solutions (Selective Pressure).
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Table 2. RPN stack automata (PDA)

Input Stack Output Input Stack Output Input Stack Output

! ! * !(*!(* + !(+!(+ !

( !( d d ! !(+!(+!

! !(! ) !(*! * ( !(+!(+!(

( !(!( + !(+ ! e e

a !(!( a ! !(+! * * !(+!(+!(*

∗ !(!(* ( !(+!( f !(+!(+!(* f

b !(!(* b ! !(+!(! ) !(+!(+! *

) !(! * ( !(+!(!( ) !(+! !

∗ !(* ! c !(+!(!( c ) !( +

! !(*! * !(+!(!(* !

( !(*!( d !(+!(!(* d +

c !(*!( c ) !(+!(! * !

The GA directs the search in the space of feasible solutions by environmen-
tal evaluation of the fitness function of each solution (Individual). The fitness
function for the search of a feedback structure is presented in (11).

Fit(x ∈ V (p)) = w0x0+w1(x1max−x1)+w2(x2max−x2)+w3(x3max−x3) , (11)

where x0 is a length of cycle, x1 is a number of ExORs used to create linear
feedback, x2 is a number of T-type flip-flops used to design LFSR/NLFSR,
x3 is a number of logic gates used to create non-linear feedback function, and
∑n=3

i=0 wi = 1.
GA is searching for such x ∈ V (p) that maximizes the following formula:

f(x∗) = maxx∈V (p)fit(x) (12)

The genotype of the solution (individual, feedback function structure) con-
sists of chromosomes formed in the RPN notation. For a Fibonacci type register,
genotype contains a single chromosome encoding the function of element q0, and
for the Galois type register, chromosomes describing all qi for i = 0, . . . , p − 1
cells functions. The rest of the genotype describes initial state of the register and
schema of used D-type or T-type flip-flops as cell of register in ordered sequence
like DTDTD (q0 is D-type, q1 is T-type flip-flops and so on).

5 Results

Figure 7 shows an example generated schema solution of the NLFSR register.
The set of non-linear functions F (Q(t)) is presented in (13), then the equation
describing the operation of the register is showed in (14). If one assumes that in
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this way L(Q) =
∑2

0 qi ∗ 2i a decimal number is created, then transitions graph
of this register is presented in Fig. 8.

f0(t) =!q0(t)!q2(t) + q0(t)q2(t)
f1(t) = q1(t)
f2(t) =!q1(t)q2(t) + q0(t)q2(t)+!q0(t)q1(t)!q2(t)

, (13)

q0(t) = q2(t) ⊕ f0(t)
q1(t) = q0(t) ⊕ f1(t)
q2(t) = q1(t) ⊕ f2(t)

(14)

Fig. 7. NLFSR example solution.

Fig. 8. NLFSR transition graph.
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Fig. 9. Length of cycle and no. of feedback gates vs. number of generations.

Figure 9 presents a representative course of the GA operation (in the sense of
an increase in the value of the observed coefficients of the fitness function (11))
illustrating the increase of the cycle length and decrease no. of feedback gates
in subsequent generations for the 9-bit NLFSR register. It can be seen that a
maximum cycle 29 − 1 was obtained in this experiment. Similar charts can be
presented for other criteria present in the evaluation function (11). Results sim-
ilar to those presented in the work [14,16] were obtained, but the generated
functions are more complex. Therefore GA must, however, be pre-adapted, fre-
quently appearing solutions are excessive in the sense of the number of logic gates
that implement non-linear feedback. It can be remedied by applying the appro-
priate value of the weight of this factor, or the chosen deterministic algorithm
of minimizing logic expressions (local optimization algorithm).

In the Fig. 9 one can see a curiosity that although the register generates
the maximum cycle, it is an ordered sequence, which can not be considered a
pseudorandom sequence (it is an ordered binary counter sequence).

6 Conclusions

The paper presents the use of RPN for genetic coding solutions, i.e. the struc-
ture of register feedback function. Instead of operating on matrices, sequences
of text expressions describing the feedback logic function are processed. It gives
more freedom of expression - the statements can be as long as possible - which
contributes to better coverage of the search space. In turn, too long phrases
can introduce an unacceptable excess to the implementation of the feedback
function. RPN allows the use of a simple mechanism of a PDA machine (LIFO
automata). This simplicity of evaluation of expressions is crucial for machine
processing (PDA). GA requires proper tuning in the selection of the parameters
controlling the evolution of the population of solutions. It also seems necessary
to have the function of penalty for too large trees of cutting the grammatical
sentences describing the feedback. Some solutions are too large trees, hence the
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need to apply the penalty function or the classic algorithm of minimizing log-
ical expressions, i.e. local optimization. The carried out research indicates the
usefulness of processing the text as representation of the feedback structure of
registers and evolutionary design.
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Abstract. Today, in the time of a technological revolution, which has a great
influence on the economy, we can say that the world is smaller than ever. IT
solutions have significantly changed business activities, which can be developed
in almost any place. A specific beneficiary of this amendment is e-commerce.
The customer does shopping online because of lower prices, convenience, a
wider range of products, etc. Beside logistics and marketing reasons, they pay
more and more attention to other aspects, too. One of them is IT solutions which
support the majority of processes in online retailers, especially marketing
communication and website usability. They can have influence on their satis-
faction, and, consequently, on their loyalty. These aspects are relatively rarely
studied. The goals of this paper are to identify the components of value for
customers related to IT, and to present their influence on satisfaction and loyalty
in e-commerce. We administered our survey to managers representing e-tailers,
suppliers, complementors, and to customers.

Keywords: E-commerce � Value for customer � Satisfaction � Loyalty

1 Introduction

E-commerce has quite a short history and initially its meaning was marginal. Nowa-
days, however, e-commerce is recognized as one of the most important sectors of the
economies of many countries, including Poland. The dynamic development of e-
commerce is driven by rapidly expanding Internet access, but also by growing mobility
and popularity of portable devices, via which customers order goods and services at a
convenient time and place more and more frequently. They do not only order things of
greater value, but, more and more often, everyday products to which they want to have
very fast access.

According to the research carried out by Gemius [7], the main reason behind the
fact that we buy online is the convenience of twenty-four-hour access to stores, lower
prices, greater assortment selection than in brick-and-mortar stores and the ease of
comparing different offers available on the market. Sales aspects seem to be very
significant. However, it must stressed that logistics issues, such as a convenient form of
delivery and return of the goods purchased are also taken into account by customers.
That is why logistics plays an increasingly important role in e-commerce. It not only
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attracts new customers, but also helps to retain the existing ones by punctuality,
conformity of the delivered products with the order, no damage. These two aspects are
extensively described in the literature, in particular the one related to sales. However,
there is a deficit of empirical studies on the IT solutions which support the majority of
the processes in e-tailers, especially website usability and marketing communication.
Thanks to them, customers can have access to information about companies and their
products at any time on the e-tailer website, in social media or blogs provided by
experts. They can easily find offers, compare them and read other users’ opinions. They
may also purchase new products in a simple way by registering at online store or even
without registration. All the positive experience in all the processes of online shopping
is positively related to customer satisfaction.

Many different entities are involved in e-commerce. For this reason, e-commerce
should be treated as a system which consists of e-tailers, their customers, suppliers, and
complementors. E-tailers are mostly companies that have their own online shops or
cooperate with other intermediaries such as marketplaces, auction platforms. The cus-
tomers canbealmost any individual or institutional personswhohaveaccess to the Internet
and financial resources. Suppliers include suppliers of products sold through electronic
channels. However, complementors are understood as subcontractors supporting e-
commerce, e.g. providers of logistics services, financial services, IT solutions, etc.

The subject of value in e-commerce, which is analyzed from different perspectives
by different entities, is still little recognized, even though the issue of value has been
discussed in the literature for many years. In particular, there is a lack of empirical
research that would address the issue of value creation for customers from different
perspectives. Therefore, the aim of the article is to identify customer value factors
related to IT created and delivered by e-tailers, suppliers, complementors, and cus-
tomers. The second goal is to present the influence of this value on satisfaction, and,
subsequently, on loyalty of customers in e-commerce.

2 Value for Customer

Originally introduced in 1954 by P. Drucker, the notion of value is defined in the
literature in various ways. Broadly speaking, value can be defined as an evaluation of
the utility of a product understood as a relationship between what has been received
and what has been given – value represents a compromise between what can be
obtained and what should be given. The notion of value in management sciences often
refers to the customer. In that case it is described as a value for customer [12].

The existing body of literature on e-commerce is primarily devoted to explaining
the essence of e-commerce, e-customer characteristics and e-marketing concepts. To a
large extent, it is also focused on the B2B market. Moreover, the literature provides a
little insight into the area of value creation despite the fact that the issue of value and
value creation has been investigated for many years. The research work of Zott et al.
[24], in which the authors focus on relationships between firms operating in the Internet
environment to create a value, can serve as an example. On the other hand Piy-
athasanan et al. [17] in their article analyze how customers perceive value during
contacts with e-tailers.
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The theoretical considerations as well as the research carried out are very frag-
mented, which is manifested in analyzing value creation from an individual market
participant’s point of view. The customers and companies in most cases serve as focal
points. On the other hand, the attempt to simultaneously include the point of view of
both customers and companies is reduced to analyzing value creation in dyadic rela-
tionships. A simplified perspective is adopted in which a single company creates value
for a single customer without taking into account other entities directly or indirectly
involved in the provision of the value.

With the abovementioned characteristics of the research into value creation in
mind, namely fragmentation of the research and the dyadic approach to the problem, it
was postulated to investigate this issue (value creation) in a broad and holistic way.
This requires to include an analysis of all (if possible) market entities involved in value
creation. A reaction to this need is a concept of value networks that can be defined as
spontaneous combinations of actors interacting to co-produce service offerings,
exchange them, and co-create value [14]. The value network includes not only com-
panies but also customers.

3 Value for Customer Related to IT in E-commerce

3.1 Satisfaction and Loyalty

Olivier [16] claims that satisfaction is the customer’s fulfillment response and notices
that satisfaction is not merely about the extent of being pleased, but can be described as
a process as well [15]. According to Kotler [12], satisfaction is understood as the
degree to which the perceived features of the product meet the expectations of the
buyer. Satisfaction is, then, a gradable feeling. In the case of e-commerce, satisfaction
means contentment with the transaction and a sense of understanding the customer’s
needs by the entities of network value.

In turn, loyalty means the customer’s willingness to buy the product of a given
brand or to use a service again. It leads to repeatability of purchases, despite the
situation impacts and marketing efforts to promote competing brands [16]. This means
that the customer will continue to buy even if the products and services offered by other
sellers are more competitive. Loyalty is a determinant of the customer’s trust in the
company and is evident primarily in the customer’s emotional attachment to a given
entity and maintenance of a special type of ties. In the case of e-commerce, loyalty does
not only refer to the product itself, but also to the place where one re-purchases, such as
marketplaces.

Satisfaction and loyalty are well-known constructs widely discussed in the literature
in various industries. Along with the dynamic development of e-commerce, researchers
have started to study e-satisfaction and e-loyalty. This applies in particular to the
impact of satisfaction on loyalty, where most studies show a positive effect of satis-
faction on loyalty [4] or repurchase intention [2, 13]. Moreover, researchers have found
out that the link between satisfaction and customer spending is positive when higher
satisfaction results in more spending in e-commerce [15].
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The above observations are the basis for the research hypothesis, which is as
follows: H1. Satisfaction has positive impact on loyalty in e-commerce.

3.2 Moderation Effect Between Satisfaction and Loyalty

In most studies, many factors, such as trust and commitment, are positively linked with
satisfaction or loyalty [20]. They are increasingly associated with customer value. For
example, Chiou and Pana studied the indirect impact of service quality on customer
loyalty among online bookshop customers. The authors confirmed a positive correla-
tion between perceived quality and customer satisfaction and customer trust, which in
turn affect customer loyalty [2].

Nisar and Prabhakar [15] supported the hypothesis that customer satisfaction has a
positive impact on consumer spending in American-based e-commerce retailers. It is
very important to note that the received value should be conceptualized and measured
as a cognitive construct, but both satisfaction and loyalty should be conceptualized as
affective constructs [16]. However, satisfaction can be a moderator between value and
loyalty in e-commerce. That is why in this paper, apart from exploring the direct
relationship between value for customers and loyalty, the moderation effect between
these two constructs is studied.

3.3 IT-Assisted Marketing Communication

Information technologies are widely used in marketing activities, especially those
related to the Internet, which is known as e-marketing. The researchers describe it as
company activities undertaken to inform customers, communicate, promote and sell by
means of the Internet [19]. Here, the focus is on marketing communication which has
been used for many years with the aim of developing relationships with organizational
stakeholders. Thanks to the Internet this communication has become more interactive.
One of excellent examples of new marketing communication tools is social media
which have provided yet another platform for a multi-step theory of communication
[15]. Social media are based on word of mouth, which has been treated as a major
influence on what people know, feel and do. The rapid development of social media
has led to a transformation of e-commerce from a product-oriented environment into a
social and customer-centered one.

Thanks to media tools such as forums and blogs collective intelligence is provided,
which allows to deepen knowledge about products and services or to solve specific
problems [10]. Blogs are a specific marketing tool which is based on leaders’ opinion.
Consumers often consider opinions of leaders in their purchase decision-making pro-
cesses, not only after buying a product or in order to check how to use it, but also
before the purchase to know more about it [22]. Research shows that many customers
depend on ratings and reviews given by others who have already purchased the
products and are using them [18].

IT-assisted marketing communication brings customers a lot of benefits. One of
them is that more customized information can be communicated in the same unit of
time, which may lead to a reduction of the transaction and coordination costs. More-
over, customers are able to easily access firms and get to know their brands at any time
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[15]. The beneficiaries are also customers. If they have more appropriate information
about e-tailers, their products and services, they can be more satisfied with their
shopping. Electronic word-of-mouth recommendations have significant importance in
shaping customer behavior. According to Hsu and Lin [8], social media based on social
norms and identification are included as additional beliefs and have influence on
customer intentions to use apps and make in-app purchases.

On the basis of the above considerations, we formulated the following hypotheses:
H2. IT-assisted marketing communication has positive impact on loyalty in

e-commerce.
H2a. IT-assisted marketing communication positively moderate the link between

satisfaction and loyalty in e-commerce.

3.4 Website Customization

Around 25 years ago, the first online shops started to be established. Amazon was
founded in 1994 and eBay was opened in 1995. Initially, very simple websites were
used, where orders were placed through a special form. Over time, virtual baskets and
other amenities imitating shopping at a traditional shop appeared. Currently, an
e-tailer’s website is equipped with many tools facilitating the whole shopping process.

The website of a shop, apart from the previously mentioned adverts, social media,
blogs, is an essential form of communication with the customer in e-commerce. Due to
its complexity and lack of occurrence in traditional marketing communications, it has
been treated in this article as a separate construct.

The homepage of the online store is very important, because it is visited most
frequently by customers in the first place. It plays the role of a business imagine of the
shop, represents its strategy and distinguishes it from the competition, so it must
contain information tailored to the profile of the company and its products. In addition
to the homepage, the online shop should have other website categories with various
specific objectives: product category pages that allow customers to browse and com-
pare products freely; a product card that contains detailed information about the pro-
duct and a landing page that is a dedicated website, e.g. with a promotional campaign.

The website of a shop should also include a tool that enables to compare products.
It makes the user spend more time on the website, analyze information about several
products and search for a product most suitable for their needs. Companies also run
cross-selling and up-selling activities, which consist in presenting complementary or
similar products.

Buyers should be offered different options of searching for a product, e.g. by
product category, using a search engine (without a need to leave the store and search,
for example, via Google). The facilitating search for product information [23] is very
important because customers can easily change e-retailers – it is enough to find another
website with the given product. Well-customized websites attract customers and make
them attached to e-tailer brands or Internet platforms. An example is seeking products
by customers who use a search engine of a marketplace or an online retail service (e.g.
Amazon, AliExpress) as their first choice [11].

Another very important aspect of websites is personalization, which allows to keep
your customers by matching products or services to their individuality or preferences.
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Companies have an opportunity to build closer relationships with customers by using
the information that the customer gives when registering or by agreeing to the cookies
policy. According to Fernandez-Lanvin [6], personalization enhances customer reten-
tion and increases sales by improving customer perception of the site quality.

The access to customer information, storage, processing and sharing thereof must
be transparent. E-tailers cannot fail to obey the privacy policy [23]. Research shows
that insufficient, incomplete and wrong information in purchase process decision makes
customers less satisfied, and, subsequently, results in refusal to do shopping. Zhou et al.
[23] suggest that improving the transparency attracts consumers and increases the
purchase rate.

Website customization is related to ease of use as well as shopping directions,
navigation, interaction, personality and review swapping. According to researchers,
website design and the detail extent with respect to product information provided are
some of the main elements influencing customer satisfaction in e-commerce. Moreover,
they proved that website design positively affects the purchase intention [15].

The presented observations lead to another research hypotheses:
H3. Website customization has positive impact on loyalty in e-commerce.
H3a. Website customization positively moderate the link between satisfaction and

loyalty in e-commerce.

4 Methodology

The research presented in this paper was carried out for the needs of a project whose
aim is to develop a model of value network creation in e-commerce. Achievement of
this goal will be possible thanks to conducting three-stage research, which consists of:
an in-depth literature review, empirical research and multi-level modeling. The
empirical research was divided into two parts: research using the qualitative method
and research using the quantitative method. This article presents the results of the
second type of research.

The research assumed that the respondent (representing e-tailers, suppliers, com-
plementors) was to look at the value through the final customer’s “eyes”, regardless of
their role in e-commerce. The main reason of this was that the value network is created
around its customers. The central point of the e-commerce system is the customer who
ultimately evaluates the value and converts it into a monetary equivalent for the other
network members [11].

CATI (computer-assisted telephone interview) was selected as a technique of
information collection, which had been preceded by FGIs (focus group interviews).
The research with the use of qualitative methods was aimed at a preliminary analysis of
the problems of value creation and providing information necessary for the proper
organization of the research by the quantitative method, including, most importantly,
the design of a measuring instrument.

The database of companies operating in e-commerce, suppliers and customers in
Poland was used as the sample. It included, inter alia, data from the Regon database
kept by the Central Statistical Office in Poland and Polish commercial databases, such
as DBMS, Bisnode. Approximately 10 thousand respondents took part. In all four
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general populations, non-random purposeful sampling was applied. The sample was
selected from those entities that had relevant experience in selling (e-tailers) or pur-
chasing (customers) products via the Internet, cooperating with e-tailers (suppliers and
complementors).

The research was conducted between November 2017 and May 2018 by an external
entity – a research and expert agency with extensive experience in empirical research.
In total, 800 correctly completed questionnaires were received (200 records in each
group – customers, e-tailers, suppliers, and complementors). There were not any errors
and incomplete information; that is why no surveys were rejected. All questionnaires
were qualified for further analysis, which, assuming the size of the fraction of 50% and
the confidence level of 95%, gives an acceptable measurement error of 7% in each
group [9].

In the study 5 measures, which correspond to the previously presented theoretical
considerations, were distinguished. These are respectively: IT-assisted marketing
communication, website customization, satisfaction, and loyality. Since relationship
related variables were latent, we adopted multi-item scale approach in this research to
increase item reliability. We used all items for measuring variables of interest from
existing literature. The respondents were asked to indicate the extent to which they
agreed with a given description using a five-point Likert-type scale. In all constructs the
scale was as follows: 1 = strongly disagree to 5 = strongly agree. The quality of the
results were verified using validity and reliability measures (all Cronbach’s alpha
coefficients of constructs were higher than 0.75).

4.1 Analysis and Results

We analysed the data using hierarchical moderated multiple regression, which is par-
ticularly appropriate for testing of moderation effects [1] proposed in hypotheses H2a
and H3a. The empirical models include satisfaction, IT-assisted marketing communi-
cation and website customization variables and the interaction between satisfaction and
IT-assisted marketing communication and satisfaction and website customization as
explanatory variables. To avoid the problem of collinearity of variables in the
regression model with interaction terms all continuous predictors (including both
independent variables and moderators) were mean-centered (i.e., the mean of the
variable was subtracted from it, so the new version has a mean of zero) [5]. We also
include control variables of regions and three dichotomous variables indicating a role in
value network, i.e. e-tailer, supplier or complementor. Table 1 reports means, standard
deviation, and Pearson’s correlation coefficients for all variables used in this study.

Table 2 presents the hypothesised results of main interaction effects. For all the
regressions, we report robust standard error to address the heteroscedasticity.

Model 1 is the baseline model with all control variables included. Model 2 and 3
includes main effects put forward in hypotheses 1, 2 and 3. Model 4 includes the
interaction terms needed to test hypotheses H2a and H3a. Corroborating H1, the effect
of satisfaction on loyalty is found to be significant and positive (b = 0.527, p < 0.001)
as shown in Model 2. The results of Model 3 strongly support H2, which proposes a
positive impact of IT-assisted marketing communication on loyalty (b = 0.215,
p < .001). However, the results of Model 3 do not support H3, which proposes a
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positive impact of website customization on loyalty. The coefficient for website cus-
tomization is non-significant (b = −0.002, p > 0.05). Compared with the baseline
model, Model 2 and 3 explain a significantly greater variance of the firm loyalty
(respectively DR2 = 0.228, p < 0.001 and DR2 = 0.267, p < 0.001). H2a proposes that
IT-assisted marketing communication positively moderates the link between satisfac-
tion and loyalty. In Model 4 this interaction term (b = 0.037, p > .05) is not

Table 1. Descriptive statistics

Variable Mean S.D. 1 2 3 4 5 6 7

1. Loyalty 3.472 0.960

2. Satisfaction 3.901 0.678 0.555**

3. Web customization 3.655 0.705 0.240** 0.231**

4. Communication 3.370 0.818 0.366** 0.167** 0.564**

5. Regions 8.100 4.467 0.004 −0.101** −0.084* −0.080*

6. Role: e-tailer 0.250 0.433 −0.306** −0.410** −0.026 −0.025 0.057

7. Role: supplier 0.250 0.433 0.249** 0.087* 0.108** 0.234** −0.062 −0.333**

8. Role: complementor 0.250 0.433 0.235** 0.186** −0.043 0.080* −0.035 −0.333** −0.333**

*p < .05, **p < .01; N = 800

Table 2. Hierarchical regression analysis results

Y = Loyality

Model 1 Model 2 Model 3 Model 4

Control variables

Regions 0.040
(0.007)

0.082**
(0.006)

0.091**
(0.006)

0.088**
(0.006)

Role: e-tailer −0.097**
(0.087)

0.119**
(0.079)

0.059*
(0.078)

0.072*
(0.078)

Role: supplier 0.323***
(0.087)

0.346***
(0.074)

0.261***
(0.076)

0.266***
(0.076)

Role: complementor 0.311***
(0.087)

0.294***
(0.074)

0.237***
(0.075)

0.248***
(0.075)

Main effects

Satisfaction 0.527***
(0.043)

0.486***
(0.042)

0.490***
(0.043)

Communication 0.215***
(0.040)

0.218***
(0.040)

Web customization −0.002 (0.045) 0.004
(0.045)

Interaction effects

Communication � satisfaction 0.037
(0.054)

Web customization �
satisfaction

0.065**
(0.062)

R2 0.183 0.412 0.451 0.459

Adjusted R2 0.179 0.408 0.446 0.453

D Adjusted R2 - 0.228 0,039 0,008

DF-statistics 44.556*** 308.292*** 28.199*** 5.865***

Note: Standardised beta coefficients reported. Standard errors reported in parentheses. Significance levels: *p < 0.05, **p
< 0.01, ***p < 0.001.
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statistically significant. However, the interaction term between website customization
and loyalty is positive and statistically significant (b = 0.065, p < 0.05). These findings
support H3a. Compared with Model 3, Model 4 does not explain a significantly greater
variance of firm loyalty (DR2 = 0.008). Hence, the interaction effects were supported
only partly.

5 Conclusion

Trade with the use of Internet technology enables expansion on a larger scale for
existing businesses and offers prospects for rapid development of new companies. This
is possible thanks to low barriers to market entry which encourage the sales of prod-
ucts. Customers who have access at all times to information about sellers, and thus their
products, also benefit. They can easily find offers, compare them, read other users’
opinions and, as a result, buy cheaper.

Value in e-commerce is created and delivered not only by e-tailers, but also by
many other entities, such as: product manufacturers, sales platforms, financial insti-
tutions, logistics companies, warehouse service providers and customers themselves.
The research carried out for the purpose of this study confirmed a strong relationship
between customer satisfaction and loyalty in the value network in e-commerce.
Moreover, our analyses lead to the conclusion that communication directly influences
loyalty, but is not a moderator of the satisfaction-loyalty relationship. On the other
hand, website customization does not directly affect loyalty, but acts as a moderator in
the satisfaction-loyalty relationship.

The research results have managerial implications. Entities of the value network in
e-commerce, i.e. e-tailers, suppliers and complementors, should not only take into
account marketing and logistics issues, but also those related to information
technologies.

The limitation of this research is the methodological nature of this study. It is based
on an empirical model which simplifies the economic reality and thus reduces the
complexity of the actual state. Therefore, further research work on the development of
the variable measurement reflecting the value network should be carried out.
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Abstract. While extant research has examined the various areas related
to interactive marketing, techniques to overcome habituation effects
without negative impact on users are still less explored. Usually effects
such as vividness are used and they have an influence on consumer skepti-
cism toward websites and brands, which negatively influences their atti-
tudes. This research contributes to the field through exploration and
identification of consumer responses to multimedia content focused on
reduction of habituation effects through visual elements with high inten-
sity used. The results were obtained from the natural responses of web
users and subjective experiments in which a group of observers rated
differently arranged banners. Proposed decision support model based on
the COMET method helps to validate proposed scenarios towards com-
promise solutions.

1 Introduction

Due to the high intensity of marketing activities, they are performed as a con-
tinuous balance between consumers avoiding advertisements and companies try-
ing different methods to get advertisements delivered and noticed. Increasing
effectiveness is often connected with the growth of intrusiveness. This leads to a
negative impact on the customer and consequent attempts to disable such multi-
media content [8]. Research related to intrusiveness is based mainly on controlled
experiments and deals with selected factors like frequency and size, or the ability
to remove the content [14].

Most research is conducted in artificial and simulated environments and the
results are not based on responses in real web environments, however field exper-
iments have been used as well [9]. Our approach, where we understand an adver-
tisement as multimedia component, combined two sources of knowledge based on
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perceptual and online experiments in a real environment. Experimental advertis-
ing tests were created by using several components that affected the evaluation
of intrusiveness along with measuring the effects online. This approach makes it
possible to identify the level to which it is worth increasing the level of intru-
siveness and how it is related to results from a real environment. Subjective
experiments are based on the forced-choice pairwise comparison method, which
results in the smallest measurement variance and thus produces the most accu-
rate results [10]. This approach may be useful for website services owners to
prevent losing customers through the use of excessively intrusive banners, and
for marketers in searching for trade-off solutions.

Paper is organized as follows: literature review is presented in Sect. 2. The
conceptual framework is illustrated in Sect. 3. Section 4 discusses results from
subjective study and online experiment. Procedure of searching for compromise
solutions is presented in Sect. 5 and concluded in Sect. 6.

2 Related Work

The increasing importance of interactive technologies and especially the Internet
in marketing has been brought about by the development of new media and is
affected by information technology. One of the most important features is the
possibility to interact with the receiver, while the traditional mass media use a
one to many communication model. Such an approach makes it impossible to
analyze the direct effects and influence on consumer behavior [12]. The main
distinguishing feature of electronic media (and the Internet) is two-way commu-
nication, which allows information to be sent and feedback to be received [1].
New stages of interactive communication create areas related to the measure-
ment of interactions and effectiveness, design of multimedia content [5] and call
to action messages, or changing the structure of advertisements using data about
consumer behavior [15].

Because of the extensive use of similar techniques and the high number of
advertisements visible online, a very low fraction of advertisements is clicked
on. Due to habituation effects and limited ability to process information online
users miss online marketing content [2,3]. To increase performance and visibility
of marketing content invasive techniques are often used. They lead to higher click
rates but they can affect brand perception negatively and lead to advertisement
avoidance [11]. Reduction of the overall effectiveness because of limited cognitive
capacity and negative affective response, such as irritation and annoyance, was
also reported [13].

Therefore, the subjective preferences should be analyzed. The goal of these
experimental procedures is to find a scalar valued impression correlate that would
express the level of impairment (in the case of video compression) or overall
impression [4]. In this work we discuss how to interpret such impression correlates
in the context of rating the negative impact of an advertisement. To design the
experiment efficiently we utilized procedures described in [10].

Most of the presented in literature research is based on controlled experi-
ments within artificial environments. The approach based on real advertisements
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were proposed in [9], however the data were gathered only based on perceptual
experiments. Our intention in the paper is to analyze advertisement’ intrusive
elements not only in artificial environment but integrate them with data from
an online campaign and a perceptual experiment.

3 Conceptual Framework

The research presented in this paper uses different approaches to analyze intru-
siveness of multimedia content and extends available solutions to subjective met-
rics with the possibility of evaluating the intrusiveness of advertising content.
The analysis combines knowledge obtained from online data and the results
of a subjective experiment. It shows how increasing intrusiveness affects online
results and enables the selection of a compromise design. The basis for this
research is interactive marketing and the decomposition of the multimedia con-
tent into several sections with a scalable influence on the user. The presented
approach extends our earlier work related to online subjective experiments [10]
and adjustable influence levels [6,9].

Fig. 1. The process of gathering knowledge (KD) from subjective (P) and online (I)
experiments for ADi test advertisement.

Following [4], we called the parameter modified in the advertisement a
condition. For every tested advertisement there is a set of n sections S =
{S1, S2, . . . , Sn} and a number of m possible conditions for each of them defined
as follows: Vi = {vi,1, vi,2, . . . , vi,m}. The research assumes that for each condi-
tion vi,j , the level of persuasion pi,j , can be defined, depending on the number
and size of flushing elements, their frequency, type of animation, and vividness.
Figure 1 depicts an example test advertisement used in the research process.
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Four main sections, S1, S2, S3, S4, can be distinguished within a test adver-
tisement AD1, and for each section there are assigned available conditions and
intensity levels S1(v1,1, v1,2, v1,3, v1,4), S2(v2,1, v2,2), S3(v3,1, v3,2), S4(v4,1, v4,2).
Constructed in this way, the test advertisements can be verified as part of real
campaigns conducted over the Internet (denoted as I), and with the perceptual
experiment (denoted as P). The experiments were conducted for every condition
of the test advertisement. During the tests over the Internet, design variants
with the different conditions were generated and presented to web users. The
response expected by the advertiser was gathered in the form of the number of
clicks. The perceptual experiment, with the use of the forced-choice metrics, was
based on the advertisement pairs-comparison toward intrusiveness. The results
from both parts were gathered and analyzed to select the compromise level C,
at which intrusiveness is on a moderate level and response is at an acceptable
level. The data from a series of experiments were gathered in the knowledge
database KD.

4 Experimental Study

Our goal was to compare the level of negative impact of selected parts of an
advertisement. Negative impact was assessed for ten advertisements, each depict-
ing a different content and prepared at several conditions. The experiment was
run for many observers through the Internet. We collected data through the pair-
wise comparison experiment. Forced-choice pairwise comparison is an ordering
method in which observers decide which of the two displayed images has a higher
negative impact. The method is popular, but is very tedious if a large number
of conditions need to be compared. However, as reported in [10], it results in the
smallest measurement variance and thus produces the most accurate results. The
advertisements were assessed through the Internet by näıve observers who were
confirmed to have normal or corrected to normal vision. The age of the observers
ranged between 20 and 68. Fourteen observers completed the pairwise compari-
son experiment. For additional reliability, all observers repeated each experiment
three times, but no two repetitions took place on the same day in order to reduce
the learning effect. According to [10], collecting 30–60 repetitions per condition is
sufficient. The experiments were run through the Internet; therefore, the condi-
tions were not stabilized. We established that a properly designed advertisement
should have a similar impact on observers despite the display conditions. The
observers were free to adjust the viewing distance to their preference. In real-
world applications images are seen from varying distances on screens of different
resolutions. Therefore, the data is more representative of real-world conditions
if the variability due to uncontrolled viewing conditions is included in the mea-
surements. Five campaigns were designed for the experiments. Each contained
a different layout and content type, including fitness, games, travel agency, vir-
tual reality and social site. We selected four main elements that may negatively
impact on perceptions of an advertisement: vividness, animation (vertical and
horizontal), different frequency (3 level: static, medium and high frequency), the
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size of the animated area (10, 20 and 40% of the whole advertisement area) and
the number of flashing elements (1, 2 and 3). Including all modifications, we had
10 conditions per single advertisement.

Once we collected the experimental data, our goal was to find a scalar mea-
sure for each test advertisement that would rate its intrusiveness on a continuous
interval scale. The following sections describe how this can be done. An online
experiment was conducted in a real environment and natural responses from web
users were gathered based on their clicking on advertisements. The advertise-
ments were the same as in the subjective experiment and were shown with the
same frequency, which resulted in a similar number of impressions; however, the
number of impressions was different for each category. Advertisements related to
games were shown 79998 times and received 105 clicks; advertisements related
to travel were shown 44235 times with 113 clicks; advertisements related to the
virtual world had 64097 impressions and 11 clicks. Advertisements related to
fitness were shown 130751 times and resulted in 107 clicks, while advertisements
related to social platforms were shown 60671 times and got 106 clicks. For each
advertising banner a click-through ratio was computed, representing the number
of clicks in relation to the number of impressions; this is shown in Table 1.

Table 1. Click-through ratios from the online experiment.

Type Games Travel Virtual Fitness Social Avg

Static 0.10% 0.15% 0.16% 0.09% 0.17% 0.13%

Flashing 25ms 0.12% 0.17% 0.20% 0.05% 0.23% 0.16%

Flashing 50ms 0.25% 0.36% 0.21% 0.07% 0.19% 0.22%

Vividness 0.12% 0.18% 0.22% 0.07% 0.14% 0.15%

20% area flashing 0.12% 0.27% 0.11% 0.12% 0.22% 0.17%

40% area flashing 0.08% 0.28% 0.18% 0.06% 0.11% 0.14%

2 elements flashing 0.15% 0.26% 0.13% 0.09% 0.21% 0.17%

3 elements flashing 0.16% 0.23% 0.11% 0.08% 0.13% 0.14%

Horizontal animation 0.13% 0.35% 0.14% 0.12% 0.20% 0.19%

Vertical animation 0.14% 0.36% 0.27% 0.08% 0.16% 0.20%

Avg 0.14% 0.26% 0.17% 0.08% 0.18% 0.17%

SD 0.05% 0.08% 0.05% 0.02% 0.04% 0.03%

The observers may have reported implausible impression scores because they
misunderstood the experiment instruction or did not engage in the task and gave
random answers. If the number of participants is low, it is easy to spot unreliable
observers by inspecting the plots. However, when the number of observers is
very high or it is difficult to scrutinize the plots, the [4] standard, Annex 2.3.1,
provides a numerical screening procedure. We performed this procedure on our
data and found no participants whose data needed to be removed.



504 A. Lewandowska et al.

Fig. 2. Comparison of invasiveness from fixed mean scores computed for all test adver-
tisements. Fixed scores are scores shifted about the absolute score minimum. The thin
black error bars visualize forced-choice statistical testing. If the two thin bars from two
different conditions overlap at any point, the difference between them is too small to
be statistically significant.

Horizontal bars, such as those shown in Fig. 2, are a common way to visual-
ize rating experiment results. In addition to the mean scores, most studies are
expected to also report the 95% confidence interval for the mean, i.e. the range
of values in which the true mean score resides with 95% probability [4]. There is
no significant difference between the vividness and the 40% flashing area. This
means that flashing elements for a small area (about 10% of the whole adver-
tisement area - that was established in our tests) are acceptable to the subjects.
With the growing size of the area and an increasing number of elements, the inva-
siveness is reported as being more irritating. Animated elements also decrease
the positive impression of an advertisement.

The results show that the highest average click-through ratio was obtained
for flashing with 50 ms while the lowest was reported for a static condition.
Surprisingly, the elements with the highest potential intrusiveness, like vividness,
40% space flashing and three flashing elements, did not increase the response
rate. These elements are usually used in online advertising with the intention
of increasing the click rates, but this experiment showed the opposite results.
The response rates varied between categories. The lowest average response at
the level of 0.08% was obtained for advertisements related to fitness, while the
highest response at the level of 0.26% was for the travel category.

5 Searching for Compromise Solutions

Presented results showed different performance for objects used. Then the ques-
tion is what strategy should be selected to deliver results at acceptable level in
terms of clicks and overcome habituation effects without negative influence on
web users. The problem of assessing web content based on its intrusiveness and
conversion is a classic MCDA (Multi-Criteria Decision-Analysis) problem, where
two opposing criteria are involved (intrusiveness is cost criterion, and conversion
is profit criterion). Therefore, the appropriate MCDA method should be selected
carefully [7], what can be effectively done using the generalized framework for
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multi-criteria method selection proposed by W ↪atróbski et al. [16]. In that way,
the COMET (Characteristic Objects METhod) method has been chosen, which
was first presented by Sa�labun [17]. This method is characterized by unique
properties that are rare in the MCDA field. First of all, the COMET is free
of the rank reversal paradox, which is one of the most significant shortcomings
of MCDA methods [18]. This property is the result of fact that the COMET
method provides an alternatives assessment using the model identified on the
basis of characteristic objects. These objects depend on the set of assessed deci-
sion variants. It means that in contrast to many other MCDA methods, there is
no comparison here of the decision-making variants of each other. The assessment
of the decision variants is obtained solely from the obtained model. Therefore,
if we use the same model decision-making, the values of assessments for alter-
natives will not change regardless of the number, so the mentioned paradox will
never occur [19]. The COMET method additionally allows relatively easy iden-
tification of linear and non-linear expert decision functions. We use the COMET
algorithm, which was extensively presented in [17]. The three decision models
have been identified by using the result of presented experiments and expert
knowledge, where in each case the domain of the problem has been presented by
two normalized criteria presented with five triangular fuzzy numbers (presented
in Figs. 3 and 4).
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Fig. 3. The set of five triangular numbers for the normalized conversion criterion (C1).
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Fig. 5. The set of considered alternatives and their assessment, where (a–c) represents
travel; (d–f) social platform; (g–i) games; (j–l) fittness; (m–o) virtual world.; (a, d, g,
j, m) model P1; (b, e, h, k, n) model P2; (c, f, i, l, o) model P3.

We assume that in the first model the most important is maximizing conver-
sion and intensive reduction of habituation due to high visibility (1), the second
model is sustainable model with limited negative impact of user and limited
ability to decrease habituation effect (2), and the third one is minimizing intru-
siveness and visual intensity as well (3). The presented preference vectors allow
to recreate rules base (the lower index means the number of the model) (Fig. 5).

P1 = [0.1667, 0.1250, 0.0833, 0.0417, 0.0000, 0.3750, 0.3333, 0.2917, 0.2500,
0.2083, 0.5833, 0.5417, 0.5000, 0.4583, 0.4167, 0.7917, 0.7500, 0.7083,

0.6667, 0.6250, 1.0000, 0.9583, 0.9167, 0.8750, 0.8333]
(1)

P2 = [0.5000, 0.3750, 0.2500, 0.1250, 0.0000, 0.6250, 0.5000, 0.3750, 0.2500,
0.1250, 0.7500, 0.6250, 0.5000, 0.3750, 0.2500, 0.8750, 0.7500, 0.6250,

0.5000, 0.3750, 1.0000, 0.8750, 0.7500, 0.6250, 0.5000]
(2)
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P3 = [0.8333, 0.6250, 0.4167, 0.2083, 0.0000, 0.8750, 0.6667, 0.4583, 0.2500,
0.0417, 0.9167, 0.7083, 0.5000, 0.2917, 0.0833, 0.9583, 0.7500, 0.5417,

0.3333, 0.1250, 1.0000, 0.7917, 0.5833, 0.3750, 0.1667]
(3)
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Fig. 6. The assessment for ten travel experiments presented as triangular fuzzy
numbers

Based on the obtained results, we can identify triangular fuzzy numbers that
evaluate the generalized assessment of advertising campaigns. From the set of 3
obtained assessment for each campaign, the two extreme ones are the support of
the fuzzy set and the middle value is its core. For travel, this is shown in Fig. 6.

6 Conclusions

The comparison of the results with the online experiment showed a new app-
roach within interactive marketing to evaluating online advertisements regard-
ing their effectiveness in terms of habituation and limiting their negative impact
on users. The results, based on integrated knowledge, showed that the elements
used to attract visual attention such as vividness effects, do not necessarily bring
better results and can negatively affect users; this was confirmed by the percep-
tual experiment. The main contribution of this paper is the hybrid approach
to visual elements selection towards reduced habituation and negative effect on
target users. Integrated knowledge from perceptual and online experiment was
treated as input to COMET method, which was used for searching for compro-
mise solutions. It also provides another step toward making the online environ-
ment friendlier. Future work should include making more extended experiments
with various forms of advertising and building metrics on higher sets of adver-
tisements. Another direction could be to implement the perceptual experiment
within the online environment and conduct the analysis among target users.
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Abstract. Research on technology in tourism has mostly investigated the
benefits and the applications of digitalization, while the risk of structural
dependency and data control has mostly neglected in smart tourism research.
This study aims to investigate the digital transformation changes in tourism.
This research underscores the potential dark side of five digital transformation
drivers in tourism through in depth analysis of four activity system elements.
The findings highlight the long-term economic, political, and social conse-
quences of digital transformation that may lead to digital colonialism in tourist
destination. The research underlines three main digital transformation gaps
(productivity, technology, regulation) that may lock the tourist destinations into
digital colonialism and dependency.

Keywords: E-commerce � Colonialism � Digitalization � Tourism �
Platform economy

1 Introduction

From digitalization to age of acceleration, research on information technology in
tourism has been almost exclusively emphasizing on the benefits and the applications
of technology [3, 5, 9, 18] and rarely on the drawbacks [6, 12]. Today tourism wit-
nesses’ new entrants such as online travel agencies (OTAs), meta-search engines, and
travel service platforms have been reshaping whole tourism value chain [15, 20]. In
most developed and many developing countries, travel and tourism have been heavily
dependent on dominant platforms that providing travel information search, reservation
and booking, accommodation, transportation, and financial services. Consequently, a
powerful elite of private software, Internet, hardware, financial, logistics, and infras-
tructure enterprises have been able to establish control over destination marketing,
operation, and management through dominant travel service platforms such as Google
in travel information search, Booking and Expedia as online travel agencies (OTAs),
TripAdvisor in travel reviews, Uber and Grab in Urban transportation, and AirBnB in
lodging and accommodation sector. Some of these companies go further and start to
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cooperate. For example, Booking has recently invested $200 million in Grab. Thanks
to that those two companies will team up to offer reciprocal services. On the one hand,
transportation services will be integrated into Booking’s system, and on the other hand,
travel accommodation services will be the part of Grab’s application [16]. It is worth to
emphasize that besides Booking.com and Agoda, Booking Holding also is owner of
Kayak, Priceline.com, Rentacars.com and OpenTable.

Meantime, the new regime around global digital economy reveals that the powerful
high tech corporations are aiming to secure the dominancy of the early mover in digital
domain by systematic norm creation and restricting government’s ability to regulate
their technologies and services [13, 14]. Hence, the dominant travel service providers
by having the intellectual property right and dominating both digital ecosystem and
major non-state multi-stakeholder Internet governance forums aim to entrench the
power of incumbent and shape a new era of digital colonialism in tourism destinations
[14]. The term “digital colonialism” is referred to the structural dependency of tourism
destination to technology and knowledge of digital service providers.

There are different studies that have highlighted the potential threat of the digi-
talization and their dominant platforms in various terms such as on user privacy and
ethical concern [7], digital discrimination [4], lodging service [1, 2, 8], housing market
[10], and regulatory challenges [19, 21]. Nevertheless, tourism research has widely
neglected to address the risk of structural dependency and data control, per se, digital
colonialism in destination infrastructure and travel services. The emergence of filling
this gap in tourism research is indispensible and timely. Therefore, this study aims to
address the potential risk of digital colonialism in tourism by elaborating on main
digital transformation drivers.

The paper employs a narrative interpretation to the extant theoretical and empirical
research in order to provide a steal overview of dark side of digital transformation in
tourism. This approach was taken to the quality, scarcity and diversity of the literature
retrieved with less emphasis on evaluation criteria and methodological matters than
other forms of review. Therefore, framing on activity theory, the study proposes a
research model to track the digital transformation impact on tourism activity system.
Figure 1 illustrates how five digital transformation drivers (ecommerce and platform
technology, big data and intelligent system, artificial intelligence and Internet of
Things, policy and governance system, and fiscal and technical architecture) may
unfavorably influence four main elements of tourism activity systems (subject, rule,
community, division of labor) and provoke digital colonialism in extant of digital
transformation gaps (technology, productivity, and policy).

It has to be justified that this study refers to the methodological contribution of
Jørgensen [11] and underlines a subject (tourist, supplier, intermediary) can be affected
by the nature of the subject, subject characteristics, and destination or market char-
acteristics. Similarly, the rules are influenced by explicit rules such norms, legislations,
and cultural values. Likewise, the community can be impacted by individuals, insti-
tutions, companies, or non-human actors. The division of labor is exposed to change by
relational characteristics, decision makers, and influencers.

Dark Side of Digital Transformation in Tourism 511



The structure of the paper is as follows. Section 2 describes five digital transfor-
mation drivers: ecommerce and platform technology, big data and intelligent system,
artificial intelligence and Internet of Things, policy and governance system, and fiscal
and technical architecture. The discussions elaborate how digital transformation drivers
can exert negative forces on a destination by influencing on subject (tourist, supplier,
and intermediary), rules (norms, legislations, and cultural values), community (indi-
viduals, institutions, companies, and non-human actors), and division of labor (rela-
tional characteristics, decision makers, and influencers). Section 3 provides the reasons
behind current threats and highlights the extend digitalization gaps in tourism.
Section 4 summarizes the paper, identifies the research limitations, and points to future
directions of the research.

2 Digital Transformation Drivers

2.1 E-commerce and Digital Platform

E-commerce as centerpiece of global digital economy has primarily induced busi-
nesses, households, communities, and governments to harness centralized networking
platforms and interact with billions of online users across the world. Digital technology
and the Internet soon transformed both service and manufacturing industries and
reformed supply chains that allow giant digital enterprises to run their platform and
algorithm anywhere in the world. Consequently, few mostly US-lead giant tech
companies as early movers have been able to dominate their platform in each sector. In
travel and tourism content, market capitalization comparison of OTAs, Airlines, and
hotels demonstrates the new errant players run some aggregative digital platforms like
Booking Holding (owner of Booking.com, Priceline.com, and Agoda.com) with $70
billion and AirBnB with $30 billion that outpace the largest hotel chains and airline
companies [20]. The report shows that this money migrates from traditional travel

Fig. 1. Proposed research model of digital transformation in tourism
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booking intermediaries and undifferentiated hotels to dominant OTAs and short-term
rentals service providers respectively.

In an increasingly personalization demand for service and product, each company
has been entailed to sense, analyze, and integrate location and spatial information and
knowledge in order to effective and efficient marketing strategy and increase com-
petitive advantage, for instance, Google in travel search, TripAdvisor in online travel
review, Booking Holding group in reservation service mostly aggregating the infor-
mation available to both travelers and tourism firms. Moreover, those seeking to access
international platforms or e-marketplaces to sell products must negotiate with those
aggregators that have already pursing their place in travel and tourism value chain.
Small, medium, and sometimes even large tour and travel companies, hotels, and
airlines lack negotiating power with the aggregators and have to comply with mega-
digital platforms due to their popularity, bigness, and user-friendly features, or lose the
market.

2.2 Big Data and Intelligent System

Digital platforms serve consumers and business to communicate, buy and sell online.
They provide free service in exchange for data. The machine learning and analytic
systems are fed by data using algorithm and artificial intelligence to create required
intelligent controlling the representative sector. In an exponentially cumulative phe-
nomenon, intelligent platforms aggregate information of personalized travel experi-
ences, destination infrastructure and environment, and soon plays as brain of travel and
tourism sector. On the one hand, big data centralized in dominant platforms improves
travel experience by personalization and benefit businesses by growth in online sale,
service revenue and operational profit, but, on the other hand, commodification of big
data enables a business model that surpasses any other in profitability and durability that
cementing the platform dominance. The real costs involved are twofold. First, on an
unbeatable network, dominant digital enterprises begin to leverage their position in
service providers, curbing competition, and in long-term monopolizing tourism
infrastructure. The big data enable the platform owners to block access of other com-
petitors, prioritize content, lower the speed, and extract rent from competitors [13].
Secondly, key national resources of personal and social data, as well as information of
buildings, vehicles, natural resources are siphoned off and exploited by foreign firms and
governments that can lead to geo-economic and geo-political insecurity and instability
[6, 13]. For instance, big data aggregated from short-term accommodation and share
homes can be fed to intelligent systems to influencing the housing market [10].

2.3 Artificial Intelligent and Internet of Things

Artificial intelligence (AI) and Internet of Things (IoTs) facilitate businesses to provide
automated location-based personalized services to travelers in a fully integrated
ecosystem, and monitor, analysis, and control the destination [6, 18]. On the other
hand, there are long-term economic and social consequences. At initial cost, the owners
of customer network platforms are enabled to access local computers, devices, and IT
facility to enrich their database. Secondly, the network created from IoTs acts as nerves
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centers for brain of global network, the platforms. The value data captured by these
nerve centers is being stored at the foreign centers for creating the digital intelligence
required to exercise control over the country’s various sectors and social systems.
Thirdly, most of software, hardware, sensor, and automated device have been patenting
in few developed countries that monopolizing and controlling the technology market.
A multiplicity of rules in the mega-agreement, from source code secrecy and bans on
technology transfer to unrestricted cross-border supply of services and financial flows,
would constrain the development of local AI and its regulation. Fourthly, automation
eliminates many low wages jobs that are critical to developing countries with growing
population, while substitutes new jobs that demands offshoring skilled workers and
training services. Studies show that up to 7 800 000 traditional jobs in hospitality
industry are eliminated, while potential jobs are created outside the industry’s value
chain in the digital ecosystem of IoT, robotics, connectivity, and data analytics [20].

2.4 Digital Industrialization Policy and Governance System

There are currently very few restrictions that govern the Internet and digital ecosystem
[17]. However, the powerful elite of private dominant digital enterprises try to hege-
monize the digital domain and every service sector by submitting mega-trade and
investment agreements and forming strategic norms in respective industry [14]. With
scrutinizing mega-agreements on e-commerce chapter, Kelsey reveals how the group of
giant digital enterprise looking for restricting governments’ ability to regulate the
technologies and services. Under provision of agreements like TiSA (Trade in Services
Agreement), a small group of private mega-corporations are able to hegemony most
valuable global economy’s infrastructure of 4th industrial revolution; technology, digital
platforms, search engine, and big data, and restrict the power of governments [14].

The vast economic and social implications of the mega-trade agreement and the
strategic norm creation on future of tourism industry are yet blurred. Under provision of
ecommerce and economic development, some regulatory factors of digital colonialism
forces can be deciphered: prohibitions on national requirements to store or process data
locally, weak provisions on the protection of consumers and personal information,
promoting actual cross-border commerce by eliminating customs duties on electronic
transmissions [14].

2.5 Fiscal and Technical Architecture

The technical architecture of cross-border e-commerce requires countries to comply
with free flow of data and rules such data source secrecy, non-mandatory of local
presence, and data storage. It means that dominant platforms as major travel and
tourism service providers with blurred and complex corporate structure are able to
circumvent from paying taxes to local governments. Framing from Kelsey [13] study,
with new rules of tax on cross-border transaction, profit earned in foreign country,
custom duty, and tariffs, it will be even more problematic for tax authorities. With more
challenging mega-agreement tax exemption, prohibition requirements of local presence
and data storage let more tax revenue goes out of country for cross-border transactions
and profits earned in a country when local presence is absent in that country [13].
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Moreover, the new global regime around digital would permanently ban the customs
duties on electronic transmissions that WTO members agreed to provisional morato-
rium in 1998. The loss of these revenues or damage to domestic competitors would be
huge. Falling revenue would deprive developing countries of the investment required
for effective digital industrialization strategies and to address the impacts on local
businesses, employment, and communities.

Meanwhile, having the intellectual property right and dominating both digital
ecosystem and major non-state multi-stakeholder Internet governance forums have
brought the technological advantage to dominant digital service providers [14].
Therefore, the giant tech enterprises have required competition rules at the global level
with developing countries that unfairly lead to losing competition for small and
undifferentiated companies in travel and tourism industry. Moreover, dominant OTAs
and travel service provider platforms that are mainly located in the US and few
developed harvest from local tourism revenues while paying taxes to their parent
countries. The cross-border services might provide better quality to local developing
tourism, but lack of commitment to maintain supply will intensify the destination long-
term dependency.

3 Digital Transformation Gaps

3.1 Technology Gap

The technological advancement has surged destination revenue, reduced operational
costs, efficient marketing, and enhance management. However, the dominancy of
digital service providers has been bigger and stronger every day deepening the desti-
nation dependency on technology and knowledge of their providers. Subsequently, this
dependency has exerted a technology gap in digital infrastructure and provision of
technology in tourism destination. The ubiquitous presence of IoTs around destination
infrastructure and environment together with structural dependency of tourists, resi-
dence, businesses, communities, and government on dominant and resourceful digital
platforms expand the technological gap in the destination. Simultaneously, unrestricted
supply of services and uncompetitive activity of dominant players erect extremely
difficult barriers to entry of major tourism stakeholders in digital service ecosystem.
This gap can justify the severe impact of digital colonialism in the destination. For
instance, the dominant digital enterprises that having technology advantage are able to
halt a payment system, cease rival airline operation, limit travel agencies access to real-
time data, disrupt recreational sites, and international hotel chains activities, all by a
faulty software, ISP outage or even a single malware.

3.2 Productivity Gap

The dominant platforms that aggregated destination data for years now act as brain for
travelers and businesses in which no one can technically compete with the big data that
they have. These platform cumulatively optimizes information for both travelers and
businesses using massive content that created by tourist experience and business data
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such as information of accommodation, transportation, and excursions. Therefore,
tourism destinations that have dug more on using these dominant platforms are tech-
nically reliant more on provision of service by them. The dependency on knowledge
and soft skills such as advanced digital content, language, and data analytics can be
referred to productivity gap in the destination. According to World Economic Forum
[20] report on impact of digitalization on aviation, travel and tourism, within next
decade, 940 000 jobs will be eliminated due to demand shift from hotels to short-term
rentals that migrate $55 billion out of hotel industry. However, digitalization has
created new jobs in travel and tourism industry that demand new skills and knowledge.

3.3 Regulatory Gap

E-commerce rules such as prohibition of requirements for local presence, using local
facility that the country invested in establishing, employing local people and train them,
transfer knowledge and technology, and intellectual property right exacerbates this
dependency [14]. This can be referred to extant of regulatory gaps in digitalization of
tourism. As tradeoff between market access and losing the profit, businesses have to sale
their products through dominant channels and implement digitalization rules and norms.
Likewise, e-commerce rules on free data flow and priority of financial service in fast and
secure transaction have underpinned the proliferation of using electronic payment
methods such as major international electronic payment systems (e.g. Visa, MasterCard),
specialist online exchange (e.g. PayPal, Alipay), and integrated platforms (e.g. Google
Wallet, ApplePay) [13]. These payment methods not only shift direct destination income
to platform owners’ parent countries but also they are highly profitable for dominant
digital service providers and challenging for tax authority due to ever more creative and
non-transparent features to circumvent national regulation [14].

4 Conclusions

Digital transformation has been enabling tourism destinations to employ IoTs and AI in
order to monitor, analysis, and optimize the resource utilization, that, in turn, benefits
tourism ecosystem in different ways. Nevertheless the digitalization has engendered
some digital enterprises as early mover have been able to dominant in the travel
services and control over the destination infrastructure. The main contribution of this
study is the conceptualization of digital colonialism through elaborating on digital
transformation changes in four main tourism activity systems (subject, rules, com-
munity, and division of labor). Based on the narrative interpretation, the study found
that three gaps in technology, productivity, and regulation are erecting the risk of
digital colonialism in tourism. It is very important for further studies on technology in
tourism because the risk of structural dependency and data control has so far been
neglected in tourism research. This approach should change the perception and com-
prehension of tourism value chain which is reshaping by OTAs, meta-search engines,
and travel service platforms.

In our paper, we have discussed that the socio-economic consequences of digital
colonialism are more dramatic as current regime around the Internet let few
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monopolistic digital enterprises to run their platforms everywhere and soak up infor-
mation of buildings, vehicles, natural resources and exploit the key national resources
of personal and social data. Technological elements such as big data and intelligent
systems can be employed to analyze and influence social trends, shape public opinion,
and mislead to harm a destination image by propagating negative comments and
manipulating the information different individuals see. These sustainability issues will
be structurally deepened if the digital transformation gaps in productivity, technology,
and regulation do not be puzzled out and settled by tourism researcher, practitioners,
and policy makers. However, the limitation of this research should not be dismissed.

This study has not concentrated on generalizing the model; it has rather limited to
draw the framework to interpret the dark side of digital transformation in tourism.
Therefore, the further studies are indispensible. The next step will be to conduct
empirical research in which interviews with experts (from digital platforms, universi-
ties, e-commerce companies, e-commerce service providers, etc.) will be applied.
Thank to that, we will deepen the phenomena of digital colonialism. In order to check
the theoretical assumptions, especially to expand the awareness of digital colonialism
threat in tourist destinations, we will implement a quantitative method based on
questionnaire which would allow to test the hypotheses on a larger sample, and thus to
identify and explain the poorly recognized phenomena and relationships between them.
They will allow to carry out a statistical description and explanation of the needs
emerging in larger populations on the basis of the representative samples.
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Abstract. The virtual goods sector has become one of the main busi-
ness models for social platforms, games and virtual worlds. While online
systems are under continuous development, their users require frequent
updates of virtual goods, new digital content and functionality. System
developers face dilemmas concerning the frequency of updates or con-
tent drops to decrease the habituation effect and increase the life span
of digital products. The presented research shows how the diversity and
number of virtual products can increase user engagement and interest in
new products. Apart from the empirical study, a multi-criteria decision
support model is proposed for the evaluation of strategies used in system
updates and virtual goods distribution.

1 Introduction

Nowadays, virtual worlds live in symbiosis with the real world. They can be
implemented within games, social platforms or dedicated systems with com-
plex social and economic phenomena observed [3]. They enable the possibility of
correlating real-time communication with respect to economic activity between
users. Together with their evolution, new business models were developed based
on the distribution of virtual goods [4] such as avatars [7]. The sale of virtual
goods has become an important business model for online games and virtual
worlds [1,2]. Virtual goods usually refer to virtual items such as avatar clothing,
weapons, pets, coins, characters and tokens [10,12]. While there is substantial
research on the motivation to purchase virtual goods [11], the research related
to identifying the role of content characteristics for product life span and fac-
tors affecting user engagement is limited. Online systems are continuously being
updated with new game content [20] and then content spreads within the system
[16]. Adjusting the frequency, volume and quality of this new content requires
analysis and planning. The presented research shows how strategies of content
updates affect user engagement and product life span. The empirical study is
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followed by a multi-criteria evaluation of these strategies. The rest of the paper
is organized as follows: Sect. 2 includes the literature review and Sect. 3 presents
the conceptual framework and assumptions for the proposed approach. In the
next section, the empirical results are presented, followed by a multi-criteria
strategy evaluation presented in Sect. 5 and summary in Sect. 6.

2 Related Work

Virtual goods are the basic source of income for many internet ventures and
platforms [10]. There has been a substantial increase in research on the purchases
of virtual goods over the last decade [11]. The literature focuses primarily on
the relationship between game design and the business model of selling content
within games and virtual worlds [11] and their role in creating a positive user
experience [2]. Players motivations to acquire various virtual goods are analyzed,
as well as developing advantages over the competition. An important aspect of
this is related to expressing yourself through, for example, a special outfit, theme
or avatar. The motivation shown by users in participating in activities and using
the services they engage in is related to their attitudes towards virtual goods
[12].

Virtual goods are usually closely related to the specific game in which cus-
tomers buy them. Therefore, game developer should foresee the continuity and
benefits of using and purchasing virtual goods. However, before taking advantage
of this, the intention of further use must be assessed [9]. An important aspect
of this is the subjective assessment of the player based on the psychological
assessment of motivation and exploring the mechanisms of the decision-making
process. This is measured by the level of user involvement when buying virtual
goods.

From the perspective of MMO (massively multiplayer online) games, we can
see a relationship between revenue and the motivation of players [24]. Motivation
itself can result from various aspects such as maintaining distance from other
players, acquiring new things or even identifying with a virtual character. It
was discovered that revenue is strongly correlated with the user’s motivations.
Therefore, we must analyze how these aspects, such as usefulness and attitude,
prompt the user to purchase virtual goods.

Often, because it costs nothing to get the game itself, free online games are
strongly focused on the sale of virtual items. The publishers, however, encourage
the purchase of virtual goods to improve the character’s abilities and collect
unique items such as armor or clothing. They allow the user to emphasize their
individuality. However, users can still use the website’s services free of charge.
This enables the publishers to build a growing base of new customers [13].

There is currently a strong emphasis on customer engagement in the usage
and distribution of digital content. This is achieved with the help of various mech-
anisms of content propagation. People are more willing to promote and distribute
different types of information [8]. People who trust the content themselves are
more likely to recommend it to others whilst also being more susceptible to
receiving this type of information [22].
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Developers face dilemmas related to optimal frequency of virtual goods
updates, their volumes and intensity with focus on continuous development [20].
A low frequency of updates can result in user churn, while frequent develop-
ment of new content increases operational costs. From another point of view,
users may have a limited ability for digital content consumption when content
is updated frequently. This may be considered as an unwise budget allocation
when content production is significantly higher than demand. Another problem
is taking into account limited availability of users within the system [17].

The life span of online gaming products is usually shorter than that of tra-
ditional products, and users are constantly expecting new content and system
updates [18,19]. Another problem is the habituation effect resulting from the
short life span of virtual goods and limited time in which the product can attract
web users. This opens up new directions for research since so far it has mainly
only been studied for traditional markets [23].

3 Conceptual Framework

To gather knowledge about virtual products usage and behavior the system is
monitored towards engagement, content life span and gathered knowledge is used
during platform development. Generalization of presented problem assumes n
content updates U1, U2, ..., Un with the use of m content categories C1, C2, ..., Cm

(Fig. 1). Within each update Ui and category Cj new elements Ei,j,k are intro-
duced, where k represents the number of element from category j assigned to
content update i, where i = 1, 2, ..., n, j = 1, 2, ...,m and k = 1, 2, ..., N(Ui, Cj).

Fig. 1. Evaluation of digital content distribution strategies based on product diversifi-
cation and scale of updates



522 K. Bortko et al.

Value N(Ui, Cj) represents the number of elements within category Cj used dur-
ing update Ui. Content is delivered to target platform’s users P = P1, P2, ..., Pp.
In the following time periods T1, T2,..., Tt user activity and consumption of
each content unit is monitored. Regarding used strategies and content elements
assigned to each update Ui different effect can be observed. For example update
U1 resulted continuous usage of delivered virtual products with long life span.
For U2 high intensity of usage is observed only at the beginning period and
then users loose interest in new product. Update Un resulted growing usage till
saturation point and then dropping user interest observed. Different strategies
for new content introduction can be considered. The complexity of the prob-
lem leads to the need for decision support tools and analytical methods for
better planning and the optimization of system development strategies. It is
assumed that several factors are monitored, such as total product usage or con-
sumption dynamics, over monitored time periods. If updates are based on new
elements, content production costs should be considered alongside the number
of elements in each update and their diversity. A multi-criteria evaluation of
results can deliver guidelines for future development planning. This leads to
multi-criteria problems with preferences assigned to evaluation measures. Var-
ious methods can be used for strategies evaluation and results ranking. The
PROMETHEE method was selected to create the presented research [5,6,21].
It delivers the ability of building of an outranking between different strategies.
It uses be a set of solutions, in our case possible strategies A, each a ∈ A, fj(a)
represents the evaluation of a solution a, to a given criterion fj . The preference
function Pj(a, b) represents the degree of preference of solution a over solution
b for a given evaluation criterion fj . A multi-criteria preference index π(a, b)
of a over b is used. It takes all the criteria into account with the expression:
π(a, b) =

∑k
j=1 wjPj(a, b). In the decision process positive φ + (a) and negative

outranking φ − (a) is used for strategies evaluation and final ranking creation.
In the next sections PROMETHEE method is used for the evaluation of content
development strategies used in empirical research based on multiplayer platform.

4 Empirical Results

Empirical study is based on behavior within virtual world and usage of newly
introduced avatars [14,15]. Content updates where focused on avatars delivered
to users with four types of elements E1, E2, E3, E4. Total twenty one updates
U1–U21 were taken into account with data of user activity gathered after new
content was introduced. Result is shown in Table 1 each content update with
showed number of times each element of avatar was used. The table shows
the division into various types of data, i.e. the number of types of elements
(their diversity), the number of elements, the sum of total changes and statis-
tics for individual types of elements: E1, E2, E3 and E4. Also results divided
into four weeks are presented as well as in aggregated form for all periods
(Figs. 2 and 3). Comprehensive analysis of the dynamics of the division for spe-
cific weeks is presented as a reversed geometric function graph. In first week 59%
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Fig. 2. Percentage of usage and incre-
mental usage

Fig. 3. Number of changes and number
of elements

Fig. 4. Relation between total usage
and product diversity represented by
the number of introduced types of
elements

Fig. 5. Relation between total usage
and the number of elements used for
content update

of all usages take place. This value in the following weeks decreases accordingly:
second week to 16%, third week to 14% and last week to 11%. The values of
changes in individual weeks have changed as follows: Week I equal to 20060,
Week II equal 25484, Week III equal to 30083 and 33797 in Week IV. The first
week had the largest share in the number of changes within analyzed four weeks.
In the next step ANOVA analysis was performed. We analysed number of types
of elements in relation to the sum of changes within 28 days (Fig. 4). Each con-
tent updates could have a maximum of 4 types of elements. The factor F is
greater than one (6.9586), it is close to the dependent variable, i.e. the number
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Fig. 6. Incremental usage after each content update U1–U21

Table 1. Content updates with the division into various types of data, i.e. the number
of types of elements, the number of elements, the sum of total changes and statistics
for individual types of elements: E1, E2, E3 and E4

Content

update

Types of

elements

E1 E2 E3 E4 Number of

elements

Sum of

changes

Week I Week II Week III Week IV

U1 3 0 2 2 2 6 1750 861 300 238 246

U2 1 0 0 0 2 2 871 592 100 100 60

U3 1 0 12 0 0 12 1340 639 266 235 163

U4 4 5 6 6 8 25 1176 190 11 675 180

U5 3 7 3 0 2 12 3394 2312 611 257 184

U6 4 15 8 8 5 36 6721 3620 1026 847 998

U7 4 2 5 1 1 9 1499 1270 115 64 43

U8 4 7 3 3 4 17 6914 4142 997 751 759

U9 1 0 0 0 2 2 665 517 49 36 47

U10 2 1 0 1 0 2 198 2 79 34 72

U11 3 1 2 0 1 4 407 249 94 37 24

U12 4 8 6 9 4 27 4224 2215 953 483 264

U13 3 10 2 0 5 17 1649 844 280 246 245

U14 1 0 0 0 2 2 411 295 80 19 11

U15 1 0 1 0 0 1 507 285 65 77 64

U16 1 1 0 0 0 1 192 175 7 8 2

U17 3 10 6 4 0 20 1463 923 214 138 138

U18 1 0 0 0 3 3 140 128 10 2 0

U19 1 0 0 1 0 1 133 19 0 79 33

U20 2 1 1 0 0 2 201 94 20 48 26

U21 3 2 3 1 0 6 1259 688 147 225 155

Sum: 70 60 36 41 207 35114 20060 5424 4599 3714

of types of elements (6.95). A significance level p <= 0.0029 confirms the depen-
dence of number of types of elements on the sum of changes. Another goal was to
examine whether a number of changes depends on the number of elements used
during update. Our dependent variable was the sum of changes within 28 days
(Fig. 5). The sum of the items ranged from 1 to 36. The factor F is greater than
1 (3.16890), it is close to the dependent variable, i.e. the number of elements.
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Thanks to this we can determine if the test is statistically significant. A signifi-
cance level p <= 0.047058 obtained confirms the dependence of sum of changes
within 28 days on the number of used elements. The graph shows the spread
of normalized data taking into account the number of elements and the sum
of changes for four weeks. We can see a clear coverage of the number of items
versus the sum of changes within 28 days. Both trend lines running through the
graph almost overlap. Incremental usage after each content update is presented
in Fig. 6.

5 Multicriteria Strategy Evaluation

Empirical study delivered data from content updates within the real system.
Various approaches were used with different number of elements, their diversity
and different number of elements in each category. Analysis showed that results
represented by user engagement where dependent on a number of used elements
and their diversity. Used strategies can be evaluated from the perspective of
costs, number of elements and results represented by user engagement depending
on preferences of decision maker.

In first scenario analysis was performed from the perspective of four criteria:
content production cost, number of types of elements used, number of elements
and the total usage in analyzed period. Three variants were analyzed with dif-
ferent weights assigned to criteria. For the first variant (Cost variant I) the same
weights to all the criteria were assigned. Results for this variant shows the rank-
ing of the strategies with best results achieved by eight content update (U8).

Analyzing the result from PROMETHEE we can conclude that U8 is pre-
ferred to all the other actions in the PROMETHEE ranking. They have cost
47, number of types of elements 4, number of elements 17 and total of changes
6914. U12 is on top of U6 but they are very close to each other. U6 and U12
is incomparable with the U8, because they have a worse score on Φ+, but still
above 0,4. U16, U19 and U15 have the worst position in the ranking with Φ+
below 0.3 (Table 2).

In diagram A in Fig. 7, we see that U2, U9, U14 and U19 are clearly the
cheapest options as it project completely to the left side. U15 and U18 the
second best choices with respect to cost. They are very close to each other.
U6 and U12 are very close to each other and are the most expensive options.
This information is of course highly dependent on the localization on the GAIA
plane. For lower level one can expect more distortions with respect to actual
evaluations. U4 is the best one in number of types of elements. U8 is the best
option on sum of changes and number of elements and not so bad on number of
type of elements but it is weak on cost. If our determining criterion will be sum
of changes, with weight 70% (Cost variant III), we should chose U8 with cost
equal to 47, the number of types of elements equal to 4, number of elements 17,
total number of changes equal to 6914. If our determining criterion will be cost
with weight 70% (Cost variant II), we should chose U2 with low cost equal to 2,
one type of elements, two elements used and total 871 changes. In second variant
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Fig. 7. GAIA analysis diagrams from scenario I cost - A, A1, A2 and scenario II
dynamics B, B1, B2.

criteria have different weight: cost = 70%, number of types of elements = 10%,
number of elements = 10% and the total of changes = 10%. Results for Cost
variant II show the ranking of the actions according to Φ+ with content update
number 2 (U2) with the best result, followed by others. Analyzing data from a
different side the ranking according to Φ−: U2 is still on top, but it is followed
by U9 and U14. We can conclude that U2 is preferred to all the other actions
in the PROMETHEE ranking. They have cost equal to 2, number of types of
elements equal to 1, number of elements equal to 2 and total of changes at the
level of 871. U9 is on top of U14 but they are very close to each other. U9 and
U14 is incomparable with the U2, because they has a worse score on Φ+, but
above 0.64 updates U6 and U17 have the worst position in the ranking with Φ+
below 0.3.

In third variant criteria have different weights: cost = 10%, number of types
of elements = 10%, number of elements = 10%, total number of changes = 70%.
Results tab for cost variant III shows the ranking of the actions according to
Φ+: content update number 8 (U8) with best result, followed by other. Results
shows the ranking according to Φ−: U8 is still on top, but it is followed by U6
and U12. We can conclude that U8 is preferred to all the other actions in the
PROMETHEE ranking.

U8 is on top of U6 but they are very close to each other. U6 and U12 is incom-
parable with the U8, because they has a worse score on Φ+, but above 0.4. U18,
U16 and U19 have the worst position in the ranking with Φ+ below 0.3.
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Table 2. Scenario I: cost variants for three variants: cost variant I, cost variant II, cost
variant III with MCDA analysis

Scenario I Cost variant I Cost variant II Cost variant III

Rank Update Φ Φ+ Φ− Update Φ Φ+ Φ− Update Φ Φ+ Φ−
1 U8 0,46 0,70 0,24 U2 0,47 0,66 0,19 U8 0,79 0,88 0,09

2 U6 0,43 0,69 0,26 U9 0,46 0,65 0,19 U6 0,71 0,85 0,14

3 U12 0,40 0,68 0,28 U14 0,44 0,64 0,20 U12 0,64 0,81 0,17

4 U7 0,30 0,63 0,33 U19 0,34 0,60 0,26 U5 0,51 0,74 0,23

5 U4 0,23 0,59 0,36 U18 0,21 0,57 0,36 U1 0,45 0,71 0,26

6 U1 0,23 0,58 0,35 U15 0,20 0,56 0,36 U13 0,37 0,67 0,30

7 U5 0,23 0,58 0,35 U1 0,09 0,53 0,44 U7 0,36 0,67 0,31

8 U13 0,18 0,55 0,38 U10 0,08 0,53 0,45 U17 0,23 0,60 0,38

9 U17 0,11 0,53 0,41 U16 0,05 0,50 0,46 U4 0,09 0,54 0,45

10 U21 0,08 0,50 0,43 U11 0,04 0,51 0,47 U21 0,09 0,53 0,44

11 U11 −0,06 0,44 0,50 U20 0,02 0,50 0,48 U3 0,08 0,52 0,44

12 U3 −0,10 0,40 0,50 U7 0,00 0,49 0,49 U2 −0,10 0,42 0,52

13 U2 −0,10 0,36 0,46 U21 −0,03 0,47 0,50 U9 −0,17 0,38 0,55

14 U9 −0,13 0,35 0,48 U8 −0,12 0,43 0,55 U14 −0,31 0,31 0,62

15 U14 −0,18 0,33 0,50 U5 −0,15 0,41 0,56 U15 −0,31 0,32 0,63

16 U10 −0,26 0,34 0,60 U3 −0,22 0,37 0,59 U11 −0,33 0,33 0,65

17 U20 −0,26 0,34 0,60 U13 −0,29 0,34 0,63 U20 −0,47 0,26 0,72

18 U18 −0,30 0,30 0,60 U4 −0,33 0,33 0,66 U10 −0,53 0,23 0,75

19 U15 −0,33 0,28 0,60 U12 −0,38 0,30 0,68 U18 −0,66 0,15 0,81

20 U19 −0,43 0,21 0,64 U6 −0,43 0,28 0,71 U16 −0,68 0,14 0,82

21 U16 −0,49 0,20 0,69 U17 −0,44 0,27 0,71 U19 −0,77 0,09 0,86

In second scenario user engagement and dynamics in analyzed time periods
was taken into account. It represents situations when decision maker is interested
in specific results, for example high usage in short time after content update, or
longer product life span. Four criterias were used at this stage of analysis: dynamics
of the first week as percentage of total usage in all periods, dynamics in the second
week, dynamics in the third week and dynamics of the fourth last analysed week.

Results for used scenarios in the linear variant shows the ranking of the
actions according to Φ+: content update number ten (U10) is on top, followed
by other. Analyzing data from a different side the ranking according to Φ−: U10
is still on top, but it is followed by U13 and exequo U1 and U3.

We can conclude that U10 is preferred to all other update in PROMETHEE
ranking with Φ+ equal to 0.6875, and Φ− equal to 0.2875. Overall score Φ is
0.4. It is almost a double advantage over the previous one (U20). They have
dynamics of the first week in percent 1%, dynamics of the second week as a
percentage 42%, dynamics of the third week as a percentage 18%, dynamics of
the fourth last week as a percentage 39%. U1 and U3 they are very close to each
other. They have the same scores in Φ (0.1875), Φ+ (0.55) and Φ− (0.3625). U7,
U9, U16 and U18 have the worst position in the ranking with Φ+ values within
limits −0.2375 to −0.4 (Table 3).
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Table 3. Scenario II: dynamics for three variants: linear, reversed geometric and Gaus-
sian with MCDA analysis

Scenario II Linear Reversed geometric Gaussian

Rank Update Φ Φ+ Φ− Update Φ Φ+ Φ− Update Φ Φ+ Φ−
1 U10 0,40 0,69 0,29 U14 0,41 0,69 0,28 U10 0,64 0,80 0,16

2 U13 0,20 0,55 0,35 U18 0,35 0,65 0,30 U3 0,45 0,69 0,24

3 U1 0,19 0,55 0,36 U16 0,33 0,64 0,31 U13 0,28 0,58 0,31

4 U3 0,19 0,55 0,36 U5 0,31 0,62 0,31 U12 0,27 0,58 0,31

5 U6 0,16 0,51 0,35 U7 0,28 0,63 0,34 U1 0,26 0,58 0,33

6 U21 0,09 0,48 0,39 U9 0,25 0,61 0,36 U20 0,18 0,57 0,39

7 U20 0,06 0,51 0,45 U2 0,22 0,57 0,35 U11 0,16 0,54 0,38

8 U8 0,06 0,48 0,41 U11 0,21 0,57 0,37 U21 0,14 0,51 0,37

9 U12 0,06 0,46 0,40 U17 0,18 0,58 0,40 U6 0,13 0,49 0,37

10 U11 0,05 0,48 0,43 U8 0,11 0,52 0,41 U15 0,07 0,49 0,43

11 U15 0,05 0,48 0,43 U12 0,05 0,46 0,41 U4 0,02 0,50 0,48

12 U17 0,00 0,48 0,48 U6 −0,06 0,41 0,47 U8 0,01 0,45 0,44

13 U4 0,00 0,49 0,49 U15 −0,06 0,42 0,48 U5 −0,02 0,45 0,47

14 U5 0,00 0,45 0,45 U21 −0,08 0,39 0,47 U19 −0,02 0,48 0,50

15 U19 −0,01 0,49 0,50 U1 −0,16 0,39 0,55 U14 −0,06 0,43 0,49

16 U14 −0,06 0,44 0,50 U13 −0,16 0,38 0,54 U17 −0,06 0,43 0,49

17 U2 −0,06 0,40 0,46 U3 −0,23 0,36 0,58 U2 −0,12 0,37 0,49

18 U9 −0,24 0,34 0,58 U10 −0,34 0,33 0,67 U9 −0,47 0,23 0,70

19 U7 −0,34 0,30 0,64 U20 −0,38 0,28 0,67 U7 −0,56 0,18 0,74

20 U16 −0,40 0,28 0,68 U4 −0,57 0,21 0,78 U16 −0,64 0,16 0,80

21 U18 −0,40 0,28 0,68 U19 −0,64 0,18 0,82 U18 −0,64 0,16 0,80

In diagram B in Fig. 7 in two out of three variants (Linear and Gaussian)
except reversed geometric variant we could see that U10 was the best options. In
Week I we could see the highest growth rate for U16 and U18 (91%). The lowest
growth rate have, our best option U10 (1%). Next options with lowest rate is
U19 and U4 with 15% and 18%. Then next have dynamics over 45% and even
higher. Average of dynamics in Week I is 57.71%. The case is different in the case
of the dynamics of the Week II U10 has rate of dynamics 42%. It was the best
rate of all options. In Week II U10 has rate 18% with (average for all is equal
to 16.43%). Then the last period had dynamics of 40%, which was again the
highest value. In linear and gaussian options, U10 is the most desirable option.

In reversed geometric variant the best is U14. In Week I value is equal to
73%, in Week II is equal to 20% in Week II 5% and Week IV 3%. Φ is equal
to 0.4075, Φ+ equal to 0.69 and Φ− equal to 0.2825. These are the best values,
but slightly relative to the next three options: U18 (Week I 91%, Week II 7%,
Week III 1%, Week IV 0%) and U16 (Week I 91%, Week II 4%, Week III 4%,
Week IV 1%). Both options showed a similar relationship each week. In revered
geometric variant U14 is the best option.
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Performed analysis shows how evaluation of results from content updates
is dependent on preferences of decision maker and strategical goals. Different
strategies can be considered as successfully when main target is high coverage
with.

6 Conclusions

The increased importance of digital environments and the role of virtual goods in
online business models is creating the need for new analytical tools and methods.
Phenomena typical to offline markets are also often observed within electronic
systems and are related to product life cycles, consumer habituation and strate-
gies of new products development. The presented research shows how content
update strategies can affect user engagement and the life span of virtual prod-
ucts. High diversification of products within a single content drop influences user
interest and the products’ propagation within the system. Other factors analyzed
include the number of elements within a single content drop and the dynamics
of product usage after introduction. The proposed conceptual framework based
on multi-criterial model makes an evaluation of the used strategies possible.
Two main approaches were discussed based on implementation costs and usage
dynamics. Future work will focus on a more detailed analysis of propagation
within social networks and use behavior prediction based on earlier behaviors.
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Abstract. The following article deals with the analysis of electrometers used
for remote data acquisition in dependence on the protocols used and their error
rate. The analysis is based on the real data from the specific sample of smart
meters, which proportionally represent actual population on the device side.
During the research, real communication of the smart grid control center with
chosen meter types using different protocols for the given reading was surveyed.
Types of the stored data were described, as well as the system of their collection
and the analysis results from several viewpoints. The analysis focused on error
rates of meters according to used transfer protocols VDEW, DLMS, and SCTM,
and the measuring was underway continuously for a 4-month period. The results
of the analysis, including detailed measuring process throughout the whole
period, are important leads in AMR system development and its gradual inte-
gration into Smart Grid networks.

Keywords: Smart metering � Smart grid � Power distribution �
Control systems � GPRS � SCTM � VDEW � DLMS

1 Introduction

Remote measuring in the distribution network is a highly topical issue, which is, among
others, accentuated by current employment of remote metering in tens of thousands
receiving points all over the Czech Republic. Despite significant technological advance
and smart electrometer employment in Smart Grid networks pilot projects, data col-
lection using automated electrometer measuring technology remains the standard, as
can be seen in [1, 2] (AMR), which belongs to the group of Smart metering [3–5]. Not
only because of the significant economic burden on the distributors, which a
replacement of the current technologies with newer ones would entail, it is necessary to
extensively analyze behavior, reliability, and security of the current solutions, and their
maximum possible utilization in the Smart Grids as the authors in [6–9] have pointed
out. AMR system itself only allows for sending measured data from the electrometers
to the smart grid control center [10] and it is therefore only one-way communication,
which, despite allowing for any reading and lowering the expenses on manual data
reading, does not allow for remote settings of individual meters. For the data transfer
between the meters and the data center, GPRS technology and GSM backup connection
are used. An integral part of the data collection are the communication protocols
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defining the transfer rules between the electrometers and the reading central. Among
the longest used protocols belongs Serial Code Tele Metering (SCTM) protocol, which
is used exclusively in meters with older manufacturing date. Details about this protocol
can be found e.g. in [11]. The most frequently used are two protocols that are com-
pletely different. One is VDEW protocol, which is based on three-layer architecture
EPA, which is described in [12], and the other is DLMS protocol, which has become
the international standard working on the principle of server – client, with is specifics
being described in [13]. Some electrometers can operate with both of the aforemen-
tioned protocols, and some with only one. This, therefore, points at the importance of
the current solution analysis from the viewpoint of reliability and efficiency of reading
during real operation, which can help to determine potential flaws of the technical
equipment and the individual protocols in use. Potential high unreliability and error rate
cannot only negatively affect the technical solution itself, but can also have impact on
the economic side with excessive expenses spent on human resources and inefficient
resource expenditure on the communications and technical equipment.

2 Chosen Meter Testing Process

The testing contained several meters including the types most frequently used for HV
and EHV voltage in distribution for the Czech Republic. 60 locations with sufficient
signal provided by the mobile network operator or failure-free data link were chosen.
Data readings through the mobile network operator were realized using GSM or
GSM/GPRS technology. Data collection was realized using Converge data center
manufactured by Landis&Gyr. The data for the subsequent analysis were obtained from
the data/reading center Converge version 3.9.7 by Landis&Gyr and ran by CEZ Dis-
tribuce – the national power distribution company. Individual meter series chosen for the
testing deviated only in insignificant details (accuracy class differences, tariff number,
use of the meter in primary/secondary measuring). ZxD (ZxD3xx/4xx), SL7000, FAG
and FBC, LZQ, EKM647, and DC3 meters were used during the testing.

2.1 Data Reading Process

Data reading from the meters was performed using GSM/GPRS and PSTN technolo-
gies. In Converge data center, virtual electrometer was set up. This electrometer had
pre-defined protocol type and number of data reading profiles. The data reading was
carried out once a day from 1 September 2016 to 31 December 2016. During the data
collection, individual telegram values (profile and register values) were downloaded,
and at the same time, reading center time was compared with the meter time. If the
times difference is under 2 s, automatic synchronization with the reading center time is
performed. If the difference is above 2 s, synchronization is not performed and the
times must be adjusted manually. Profile values had 15-min periods, and in order to
prevent their overlapping and overwriting of saved profiles, value reading started at the
latest data stamp. However, during register reading, a part of the data is overwritten
(immediate values in particular), phase voltage can be changed, or maximum values
from the previous periods can be overwritten. Along with reading the data, reading

534 J. Horalek and V. Sobeslav



center and meter times were checked. In GSM mode, communication with the elec-
trometer is similar to a regular phone call. In the reading center, so-called virtual
electrometer with data number is set up, using its data number to call the corresponding
electrometer. The communication via GPRS works similarly to network connection
between two devices. Every location with remote reading via GPRS has allocated one
SIM with an IP address, using which two-sided identification with the IP address
registered in the reading central system Converge, which uses only static IP addresses
during remote reading. Besides the IP addresses, data phone number is assigned to the
communication as well in order to allow for choosing between GSM and GPRS modes.
Multi-master communication is used during cascade connection, when all the elec-
trometers connect using single data number. Every electrometer in the cascade has
allocated one unique identification number (Password, Physical address), which usually
is given electrometer’s serial number, and therefore, the meters in the cascade cannot
be interchanged. PSTN communication is a parallel to GSM. All tested devices also
used SCTM protocol.

3 Meter Error Rate According to Protocols

In order to compare response times via the data center, testing focused on the rate of
exceeding the maximum waiting time for a telegram. In case of failed attempt to collect
data, time limit for this process runs out and the reading ends up in timeout state. One
of the factors related to the failed readings was the inability of all of the used com-
munication protocols to continue after an interrupted telegram. If an interruption during
the reading occurred, new calling was initialized up to five attempts. During the testing
period, this limit was exceeded only at rare occasions. Telegram readings usually
succeeded at the first attempt. In Figs. 1 and 2, numbers of attempts of individual
meters are depicted with reattempted readings standing out. Such readings usually
followed an identical scenario. One or two telegrams were transferred during the first
attempt and the rest during further attempts. If the data were read only partially or not at
all, the readings ended up in error states (Erroneous, Unreachable, or Not processed).
Reading of such data was usually finished the following day, without finding the cause
of the reading failure. Nevertheless, there was no necessity for an intervention of a
technician, which would be performed should the collection point remain unavailable
for three consecutive days.

LZQJ, SL7000, and ZxD electrometers in average read the data on the second or
third attempt maximum. Such devices use VDEW (LZQJ and ZxD) and DLMS
(SL7000 and ZxD) protocols. There was a minimum number of connection interrup-
tions and they occurred randomly. Despite having high time requirements for register
reading, DLMS communication protocol usually keeps the established connection
during communication with the center. On the contrary, VDEW protocol has on
average a higher rate of interrupted telegrams during data reading. The highest number
of instances exceeding the maximum waiting time for the telegram was registered by
the DC3 meter. It reached the maximum attempt number five times, and in one
occasion this limit was exceeded.
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Devices communicating using SCTM protocol had significantly higher rate of
exceeding telegram time. That was not true for FAG and FBC encoders, which in turn
have completed most readings successfully at first attempt. Both of the aforementioned
meters are read via public telephone network (PSTN). Directly at the receiving point,
both encoders are connected to Stelco device. A regular phone apparatus is connected
to this device as well. According to the type of call, it distinguishes whether the
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incoming data is a regular phone call, or a data call initiated by the center. A disad-
vantage of Stelco device is irregular and unprompted blocking. Such issues, however,
did not occur during the testing. E700 electrometer was among the devices with the
highest number of timeouts. In two cases the limit of five attempts to connect was
exceeded and reading ended up in complete timeout.

4 Specific Meter Type Error Rate

The analysis of the gathered data was evaluation of the meters, including their com-
munication units, with analysis focusing on their overall error rate in connection to the
protocols and communication technologies used. The analysis was performed using the
following parameters: without response (as a connection error between the data center
and the electrometer), timeout (error that occurs when maximum waiting time for the
telegram is exceeded), and check code (defined as an error in checksum in the
telegram).

LZQJ Error Rate
There were not any significant deviations in monitored values of this electrometer
model. E.g. timeout had values between 10% and 11%, which manifested mainly in
reading success, which was in average over 85% successfully read data in case of this
electrometer. Telegram checksum (check code) values were negligible – mostly below
0.20%.

ZxD Error Rate
Compared to LZQJ, this electrometer model had a higher rate of exceeding the maximum
telegram waiting time, as well as somewhat higher values of telegram checksum errors.
The exception was telegram check code error values. During the everyday data collection
in one electrometer, two quarter-hours were not read. This manifested mainly during the
final monthly audit, when a two-sided check of the register and profile data is performed.
A significant result confirmed in practice is that this was not the only instance of this
problem and that it appears repeatedly in this device. The cause behind the data not being
recorded at the given moment has not yet been unequivocally explained and further
analysis is in progress. Error rate record in time is depicted in Fig. 3.

SL7000 Error Rate
This model has error rates similar to the previously mentioned electrometers. Timeout
error rate oscillated around 12% and response around 3%. Telegram check code was
under 0.15%.

FAG SL7000 Error Rate
Throughout the whole testing, FAG encoders had the lowest error rate during com-
munication with the center and exceeding of the maximum telegram waiting time.
Timeout did not exceed the threshold of 5% once and response usually oscillated
around 2.5%. Check code entry always remained near zero and was very balanced.
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FBC Error Rate
In certain aspects, FBC encoder is similar to FAG model. Depicted results are, how-
ever, different. Compared to the previous model, the values are somewhat higher,
especially the entry of exceeding the maximum telegram waiting time from 27
September to 19 November 2016 reached values several times higher. During this
period, one of the FBC encoders had an issue with time unit battery, which is why time
synchronization occurred more often. The unfinished call error rate is also slightly
increased. After exchange of the battery, everything returned back to normal state.
Therefore, the increase in error rate can be attributed to the time unit’s faulty battery.
Error rate record in time is depicted in Fig. 4.

DC3 Error Rate
These electrometers had higher number of instances of having exceeded maximum
telegram waiting time (timeout). Error rate oscillated between 10% and 30%. Con-
nection between the data center and the electrometer was not established at all in one
instance. Despite having far higher error rate, during data readings, DC3 electrometers
did not belong among the meters with the highest time delay. Check code telegram
percentage was also very low. This, however, has no practical effect on the overall error
rate.
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EKM647 Error Rate
During the testing period, these meters have also had a higher error rate. Analogously
to DC3, encoders had more problems with establishing connection. There was one
unsuccessful reading here as well, when the limit of five connection attempts was
exceeded and remote data collection ended up in complete timeout. Timeout error rate
often exceeded the threshold of 20%. Another problem with EKM is regular monthly
data accumulation, which, however, does not occur with all the meters of this model,
which results in data inhomogeneity and the subsequent error in telegram checksum.
As the calculations are on a monthly basis, this entry’s graph has high error rate only in
several sections. Error rate record in time is depicted in Fig. 4.

E700 Error Rate
E700 model had significant problems with the number of time limit expirations, as well
as with higher number of interrupted connections that all the aforementioned models.
In two instances the limit of five connection attempts was exceeded. Error rate when
exceeding the telegram waiting time often exceeded the threshold of 30% and error
during unsuccessful calling had rate over 20% in average. As for check code telegrams,
values were negligible (Fig. 5).
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5 Conclusion

The aim of the research was to analyze error rate in technology used in remote elec-
trometer reading using AMR system. During the analysis of real operation from
1 September to 31 December 2016, performance of selected AMR electrometers was
tested and evaluated with the emphasis on reliability, reading efficiency, and com-
munication in relation to used protocol and transferred data capacity. At the beginning
of the research, a selection of theoretical criteria has been made based upon internal
data from CEZ Distribuce, a.s. Afterwards, the practical testing between the meters
selected in the theoretical part and the data (reading) center Converge manufactured by
Landis&Gyr.

As for the encoder models FAG, FBC, and EKM, it can be noted that they no
longer completely meet the selected criteria and that they should not be used to perform
billing measuring. Despite being able to meet certain criteria for the time being, the fact
that these electrometers are still employed at some collection or transfer points is
caused only by the reluctance of the dealers to change the contract between the cus-
tomers and the electricity distributors. Current technical solution is that these encoders
gather data from the electrometers that meet all the requirements for the current billing
meters. DC3 and E700 electrometers, as opposed to the aforementioned encoders, meet
the current technical requirements, but they are technically obsolete and their further
employment cannot be recommended, mainly because of E700’s unbalanced perfor-
mance and relatively high error rate. The aforementioned devices also do not fulfill
Smart Metering requirements, which will most likely replace current remote data
collection in the future.
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Fig. 5. Error EKM647
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The only devices that are compatible with Smart Metering are LZQJ, SL7000, and
ZxD electrometers, which meet the basic standards. In general evaluation, it can be
stated that all the electrometers have shown similar results during the practical testing.
Individual differences were induced by the communication protocols used. During the
testing, DLMS communication protocol was affected by the missing drivers in Con-
verge center, which was made by the same manufacturer as ZxD electrometers, despite
the fact that DLMS is considered to be the standard in the world, while its older
counterpart, VDEW, is generally ignored and can be found only in older devices or
electrometers manufactured and still supported by Landis&Gyr. During the testing,
older meters with the exception in FAG had a higher error rate in response time and
waiting time exceeding error which resulted in longer connection establishment and
termination. According to the analysis, E700 electrometer had unequivocally the worst
results in all of the performed tests. On the contrary, FAG encoder, which is considered
to be rather older meter, reached the best results. Along with FBC model, FAG also has
Load profile without registers at disposal, which is, nevertheless, fully in accord with
the current law, according to which billing values are determined by the Load profile. It
is paradoxical that only the register values go through any extensive testing in a
metrological laboratory. Compared to a 15-min time interval profile, measuring pro-
gress cannot be monitored so well from the register values. However, it is principal that
the testing results have not been influenced in any way.

The use of GPRS technology, which lacks certain qualities and advantages of
remote data collection, remains an open question. During the analysis, problems with
the availability of this service were encountered and reading had to be completed using
a costly GSM technology. Therefore, it seems logical for the electrometer manufac-
turers to request for LTE support. Another variant being tested and considered by the
distributors is the use of PLC technology (or BPL as well), which is taken into con-
sideration in the area of Smart Grid, and respectively the whole Smart Metering. The
chief reason for its use is the full control that energy distributors (such as CEZ power
distributing company in Czech Republic) can assume over the most of the energy
network as well as minimal expenses, as there will be no need to build a new network.
One of the possibilities of replacing the whole current AMR technology is to merge it
or integrate it into AMM (Advanced Metering Management), or AMI (Advanced
Metering Infrastructure). Yet, in order to realize this, it is necessary to have at disposal
extensive and long-term analyses of the usability of current widely diversified technical
instruments for remote electrometer reading, as their mass replacement in short time is
technically and financially impossible. For this reason, this real performance analysis
was aimed at currently used technical means for remote electrometer reading focusing
on the possibility of integrating them into AMM and AMI systems.

This work and the contribution were supported by a Specific Research Project,
Faculty of Informatics and Management, University of Hradec Kralove, Czech
Republic. We would like to thank to Lubos Mercl – Ph.D. candidate at Faculty of
Informatics and Management, University of Hradec Kralove.
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Abstract. Indoor positioning is a big issue to trace or navigate for a moving
object. Methods using Wi-Fi have been widely studied even though Wi-Fi has a
lot of problems. UWB is an alternative indoor positioning method. But indoor
positioning using UWB has lots of problems to solve. At an indoor environment
like hospitals, many pathways like a maze is an important target for positioning.
For monitoring an active moving object in some period, continuous tracking is
needed. A cell system is proposed to overcome limitation of UWB modules on
continuous indoor position tracking during some period. The proposed system
can be used for analyzing staff workload at hospitals and for real time moni-
toring. Measuring nursing activities is critical steps to understand relationship
between nursing practices, workload and patient safety.

Keywords: Cells � Wi-Fi � UWB � BLE � Indoor positioning �
Workload monitoring

1 Introduction

Recently, as smart mobile devices are widely activated, location-based services
(LBS) have attracted attention. With the success of LBS using Global-positioning
system (GPS), service providers begin to pay attention to LBS for indoor environment.
Various studies of indoor positioning is conducted, and indoor LBS are also increasing.
Most widely known indoor positioning method is a method using Wi-Fi. However,
indoor positioning using Wi-Fi has a lot of problems. [1] Therefore, UWB is getting
attention. UWB is suitable for indoor positioning because of its high positioning of
resolution and good performance on obstacle transmittance.

As a practical indoor positioning application, this system can be used for workload
analysis.

Hospital staffs can be analyzed as one practical target to see their workload. Factors
that influenced to nurses’ workload are nurse-patient ratio, patients’ average length of
stay, patient turnover, job satisfaction and etc. [9]. With these criteria, nurses’ workload
is measured. However, these beliefs are largely unsupported by data. Most workload
measurement is taken based on subjective criteria by nurses. With subjective tools, it is
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limited to measure accurate nursing activities. Moreover, The Korean nurses’ turnover
rate was 32% in 2008 (Korea Health Industry Development Institute 2008). Many
nurses are presumed to have a better condition job. Also, 58% of nurses remain as idle
manpower (Ministry of Health & Welfare 2009). For reducing excessive workload and
work more efficiently, alternative measurements should be needed.

In this paper, we propose an indoor tracing based on multi-cells positioning system,
which can measure nurses’ work activities using UWB module and monitor on the web
client.

2 Related Researches

2.1 Indoor Positioning Methods

GPS (Global Positioning System) is the most widely used outdoor positioning system.
But in the indoor environment, GPS cannot work properly. Therefore, many research of
indoor positioning are in progress. For example, visible light communications [13],
BLE signal strength [14], Wi-Fi signal strength and so on can be used.

Typical positioning methods include fingerprint and triangulation method. In this
study, triangulation is used. Triangulation is a method of measuring the position from
three nodes, which know the distance. The more accurate the distance value, the more
accurate point can be calculated. [4] Methods such as AOA, TOA, and TDOA also use
triangulation methods [5].

2.2 Indoor Positioning Based on Wi-Fi

Wi-Fi signal strength can be used for calculating indoor position using the fingerprint
method and triangulation [11, 12].

The triangulation method is a geometric method of computing a coordinate by
calculating each distance from three reference points. It is necessary to be able to obtain
the correct distance from the wireless AP as reference point so that the correct position
can be traced.

Fingerprint method is RSSI (Received Signal Strength Indication)-based, but it
simply relies on the previously recorded data of the signal strength from several ref-
erence access points in the proper range. Storing this information in a database along
with the known coordinates of the tracking device is clone in an offline phase. During
the online position decision phase, the current RSSI vector at an unknown location is
compared to those stored in the fingerprint DB and the closest matching position is
returned as the estimated user location.

2.3 Ultra Wide Band (UWB)

It is usually called UWB, and it is one of the recently attracted communication
methods. UWB is less impacted by obstacles and radio interference, and is more energy
efficient. [3] Because of these advantages, it is suitable for indoor positioning and error

544 J. Hong et al.



is less than 1 m, which is better than other wireless communication methods. The
distance is calculated using the Round Trip Time of the signal, not the RSSI value, and
the position is measured by triangulation method with the distance.

Figure 1 shows the method for getting a distance between two UWB nodes.

2.4 Moving Object Monitoring in Indoor Environment

Nursing activities and patterns of movement across a shift, department, each individual
and the types of tasks that they engage which is poorly understood in hospital. With
these data, it helps to estimate direct nursing activities (vital signs measurement, cir-
culating system nursing, nervous system nursing, respiratory system, digestive system
nursing, medications and etc.) and indirect activities (clinical environment manage-
ment, clinical asset management, communication, information management and etc.)
accurately to increase nursing practice efficiently [8].

Missed nursing care, nursing care left undone, unmet patient needs refers to nec-
essary nursing care that is delayed partially completed, or missing in a clinical for any
number of possible reasons is studied. Missed nursing care reduces the quality of
nursing, causes accidents and inpatient complications, and ultimately results in nega-
tive patient outcomes such as dissatisfaction and readmission [9, 10].

It will give date on nurses’ occupational physical activity which is associated with
nurses’ health. Sleep, diet and physical activity are the three pillars essential for good
health that may combat the adverse effects of shift work. Researched with these factors
can help prolonged healthy work environment for nurses [6, 7].

Fig. 1. Distance calculation using Round Trip Time
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3 Design of Position Tracking System

3.1 Indoor Positioning on a UWB Cell

Figure 2 shows Communication concept of the indoor monitoring system on a cell.
A UWB cell is composed four anchors. Moving tags can receive the distance infor-
mation form only most near anchors. As an experimental system, MDEK-1001 kit of
Decawave is used as UWB module is used.

Among the UWB modules, the mobile node that the user has is tag, and the fixed
node in the indoor environment is called anchor. tag measures the distances to anchors
using UWB signal and transmits distance data to Smartphone using BLE one-way
communication. Smartphone application calculates coordinates using triangulation
method, displays the position on the map, and transmits to the server using Wi-Fi
communication. The server reserve coordinate values in the databases and displays the
position via web client.

The protocol of distance data that tag sends to the smartphone is shown in Fig. 3.

‘Type’ is protocol type number, and it has ‘1’ in this protocol. ‘Count’ is a number
of distance values, it has 1 * 4 value, and total protocol length can be varied from 9 to

Fig. 2. Communication concept on a cell

Fig. 3. The protocol of distance data
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30 bytes according to this values. ‘ID’ is Anchor’s ID that tag measured distance.
‘Distance’ is the distance between the tag and the Anchor in millimeters. ‘Q’ is quality
factor, and it typically has a value of 100.

Communication between tag and smartphone is one-way communication using
BLE. Smartphone can receive distance data from multiple tags without pairing [2].

3.2 Interference Effects on UWB

When there are obstacles or people between tag and anchor, there is a little interference.
Depending on the location of the person between the tag and the anchor, the error occurs
differently. Figure 4 shows the experimental environment for interference by person.

A person moves from tag to anchor at 1 m intervals to check distance measurement
error. Figure 5 shows the distance errors for each person’s position.

Fig. 4. Experimental environment for interference by person

Fig. 5. Distance error for each person’s position
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The error is largest when a person stand in front of the anchor. And when person
stand in the center, the error is the smallest.

In addition, a distance error also occurs along the antenna direction of UWB nodes.
Figure 6 shows the experimental environment for measuring the distance error along
the antenna direction. Experiments are conducted in 4 cases for each antenna direction.

Table 1 shows distance error in 4 cases. (a) is best, and (c) is worst.

When the node is laid down, the distance error increases.
So, we installed an anchor at a high place that is not covered by person. And the

anchors was installed upright without lying down.

3.3 Positioning Errors

The tag does not communicate sequentially with the anchors, but communicate ran-
domly. For triangulation, 4 anchors must be communicated. The tag randomly selects

Fig. 6. 4 cases of experimental environment for each antenna direction

Table 1. Distance error in 4 cases of experiments

Case Distance error

(a) 0.12 m
(b) 0.43 m
(c) 0.76 m
(d) 0.74 m
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4 anchors among many anchors. The selected anchor has no specificity, and the anchor
selection is changed at any time. Because of this, the position coordinate calculation
also change, and a position error is occurred. Especially there is larger error in sensitive
areas. The sensitive area is shown in Fig. 7.

3.4 Introduction of Multi-cell

Figure 8 shows overview of multi-cell and Fig. 9 shows continuous cells in a building.
A moving object must be traced by using continuous positioning. Without cell concept,
sometimes selecting most nearest three anchors has problem. By introducing cells at the
corridor in the building, correct nearest anchors can be selected.

Fig. 7. Sensitive area in experimental environment

Fig. 8. Overview of multi-cell
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In the single cell, positioning in a large space is difficult. Since the effective mea-
surement distance of this module is about 20 m, the positioning range is 20 m or less.
However, in the multi-cell, it is possible to expand the positioning range by adding cells.

Even in the case of positioning in a large space, the multi-cell method is more
advantageous. In the no cell method, the tag receives the anchor in the range at random.
And it is difficult to calculate the position using the triangulation and the position error
is large. However, in the multi-cell method, the tag receives anchor of a specific cell
fixedly. Therefore, it is easy to calculate the position and the position error is small.

3.5 Position Error Reduction

Determining the Size of the Cell. When the distance between the anchors was 18 m,
the number of anchor confusion was the smallest. The anchor spacing of 20 m was also
valid, but the shorter interval of 18 m is taken into account. Figure 10 shows the
experimental environment in which the anchor spacing is 18 m.

Fig. 9. Position metric of a floor of whole building

Fig. 10. Environment in which the anchor spacing is 18 m
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Confirmation Effect of Cell. To reduce cell confusion, cell filtering is also used. Since
the cell which the tag is located is recognized as a majority and the confused cell is
recognized as a minority, the filter ignore minority cell. The filter stores consecutive
frequent incoming cells in the buffer, ignoring occasional confused cells. Figure 11
shows concept of cell filtering.

Table 2 shows the error ranges depending on the presence or absence of filtering.

The effect of the filter is valid.

Fig. 11. Concept of cell filtering

Table 2. Error range depending on the presence or absence of filtering

Location of tag Min error Max error

No filter Center of cell 0.1 m 0.4 m
Edge of cell 0.5 m 0.7 m

Use filter Center of cell 0.1 m 0.3 m
Edge of cell 0.2 m 0.4 m
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4 Operating Environment and Data Utilization

Figure 12 shows the overall flow of the system. Tag measures distances from each
anchors using UWB signal, and smart device connected with tag calculates coordinates
by triangulation method. Coordinates values are transmitted from the smart device to
the server via Wi-Fi, and the server stores the position data in DB. Position data stored
in the DB can be output on the map by monitoring device.

These position data can be used in various ways. It is used for real time tracing of
multiple moving objects. It is also possible to monitoring of important objects. It is also
used for analyzing history of movement. And it can ring an alarm when an user’s
abnormal activity is detected. And then these position data can be base of indoor self-
driving.

Fig. 12. Overall flow of the system
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5 Conclusions

In this paper, we designed an indoor position monitoring system using UWB module
based on multi-cells in a building. Multi UWB cells are very suitable for position trace
on several moving objects. A database is designed for deciding positions and tracing
moving activities depend on time.

For the future research, more precise and applicable system has to be designed for
special purpose building such as hospital and sanatorium. In addition, qualitative and
quantitative improvement is needed.
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Abstract. The particle filter provides numerical approximation to the nonlinear
filtering problem in inertial navigation system. In the heterogeneous environ-
ment, reliable state estimation is the critical issue. The state estimation will
increase the positioning error in the overall system. To address such problem,
the sequential implementation resampling (SIR) considers cause and environ-
ment for every specific resampling task decision in particle filtering. However,
by only considering the cause and environment in a specific situation, SIR
cannot generate reliable state estimation during their process. This paper pro-
poses an improved resampling scheme to particle filtering for different sample
impoverishment environment. Adaptations relating to noise measurement and
number of particles need to be made to the resampling scheme to make the
resampling more intelligent, reliable and robust. Simulation results show that
proposed resampling scheme achieved improved performance in term of posi-
tioning error in inertial navigation system In conclusion, the proposed scheme of
sequential implementation resampling proves to be valuable solution for dif-
ferent sample impoverishment environment.

Keywords: Resampling � Particle filter �
Inertial navigation system and indoor positioning

1 Introduction

Nowadays, current technologies gain ground (such as: [1]). This includes also location
determination technologies [2]. The knowledge of location position in a shopping mall
is a common requirement for many people during shopping activities [3–5]. Consid-
erable research and development has taken place over the recent years with regards to
Location-Based Services (LBS), which can now be supplemented and expanded with
the help of ubiquitous methods, and perhaps even replaced in the future.

The retrieved positioning data however must be analysed, manipulated, and inter-
preted before it can be used for computer processing purposes. There are many examples
of area that requires this task including; target tracking [6–10], pollution monitoring [11,
12], communications [13, 14], audio engineering [15, 16], finance [17, 18] and
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econometrics [19, 20] to list but a few (more examples can be found in [21–23]). It is,
however, often the case that by the time these data are observed or obtained, they are
‘contaminated’ by the presence of ‘noise’, which makes it difficult to analyse the true
data and retrieve relevant information. This raises important questions about the
inferences and conclusions that can be drawn from the data. The practice of particle
filtering attempts to understand and answer these questions. The main aim of this
method is to smooth or approximate data or particles to allow the data to be smoothly
read by the end user. Without smoothing method, the filtering output might be incon-
sistent and difficult to recognized. A typical problem arising in particle filtering is the
different kinds of measurement noise and interference that inherent in the environment.
Thus, the particle filter often uses a resampling algorithm to suppress noise interference.
In the ubiquitous computing environment, the particle filter is required to process data or
particles from different kinds (in term of specification) of sensor or real time platform.
This can lead to the corrupted data or particles being retrieved, and this interruption
effects the particles’ value (for example; particle weight or particle state) or numbers
(particle sample size). However, using resampling algorithm solution in particle filter
just considering the environment in a specific case, which fails to generate reliable
positioning accuracy. The work in this paper is aimed at reducing the positioning error
during particle filtering process as it may interfere navigation process in mobile devices.
The structure of the paper is as follows. Section 2 presents the basic concepts related to
location-aware shopping assistance and puts forward the proposed method. Section 3
presents the experiment setup and the details of the preliminary results. In conclusion, a
discussion and the future direction of the project are provided in Sect. 5.

2 Particle Filter in Inertial Navigation System

This section discusses the fundamental of particle filtering in inertial navigation system.
The concept of inertial navigation system (refer Fig. 1 for fundamental inertial navi-
gation system architecture) is regards to positioning determination across all environ-
ments [24–30]. Usually, it requires multi-sensor approach, augmenting standalone
positioning with other signals, motion sensors, and environmental features [31–33].
This may be enhanced by using three-dimensional (3D) mapping, context awareness
and cooperation between users. The navigation process of the inertial navigation
system will be determined and processed by CPU by lookup the recorded positioning
data which stored in database. In the system, the particle filter is used to optimize the
inertial data sensed by the sensor, to help the system to determine positioning and
navigation information correctly. Initially, the data (or particle) that obtained by sensor
will be processed by particle filter (in CPU). The process of particle filtering will be
executed by two (2) main components; which are sequential import sampling (SIS) and
resampling. First, the obtained particles will be propagated and computed (weight) by

SIS. In this part, the new particle set ~xðiÞ0:t will be assigned according to time; the
importance weight will be evaluated; and the importance weight will be normalised.
Then, the particles will be processed by resampling component. Here, the particles will
be replaced with new particles according to the importance weight which is in detail,
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the low weighted particles will be discarded and replaced with new particles. Finally,
the process of resampling will move on to the SIS, and this process continues
repeatedly until the particle process reaches the determined time. In the following
section, we will discuss about improved resampling scheme proposed in this paper.

3 Adaptive Sequential Implementation Resampling

Previous section has discussed the basic concept of resampling scheme in inertial
positioning architecture system. In this section, we will discuss the proposed resam-
pling scheme. To restate, our aim is to propose a new sequential implementation
resampling, based on the adaptation of noise measurement and particle number. This
proposed scheme handles various sample impoverishment phenomenon and unbalance
resampling’s memory. The proposed resampling scheme can be seen in Fig. 2. In our
proposed method, there are three (3) types of situation that will be focused, which are;
the situation during inertial-based mobile IPS system using internal inertial sensor,
using external inertial sensor and real time application.

The justification is, these situations are causing sample impoverishment for posi-
tioning determination. Figure 2 shows the block diagram of adaptive noise and particle
based special strategies resampling. Initially, the system will receive the inertial data
signal from sensor. At first, the noise will be measured. If the noise measurement is
high, the algorithm will perform roughening resampling. If the noise measurement is
low, the particle number will be measured. Finally, the algorithm will perform modified
resampling (if the particle is high) or variable resampling (if the particle is low). Next
section will discuss the special strategies resampling algorithm that will be employed
and manipulated in our proposed method.

Fig. 1. Implementation of particle filter in inertial navigation system architecture
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Fig. 2. Flowchart of adaptive sequential implementation resampling scheme
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4 Performance Evaluation

Previous section has discussed about the adaptive sequential implementation resam-
pling. In this section, the performance result of proposed method implementation in
case study will be discussed. The case study is referring to car positioning application
[34]. Basically, the digital road map is used to constrain the possible positions, where a
dead reckoning of wheel speeds is the main external input to the algorithm. By
matching the driven path to a road map, a vague initial position (order of kilometers)
can be improved to a meter unit accuracy. To perform this, the experiment has been
conducted by using MATLAB simulation. The data initially obtained in the field before
simulated in the MATLAB environment (see Fig. 3 for view of during data collection
process). The data of car speed has been obtained by using wheel speed sensors in ABS
which is available as standard components in the test car (Volvo V40). From this, yaw
rate and speed information are computed, as described in [22].

Therefore, the velocity vector is considered available as an input signal, and the
motion model is thus appropriate. The initial position is either marked by the driver or
given from a different system, where crude position information is available today [16]
or GPS. The initial area should cover an area not extending more than a couple of
kilometers to limit the number of particles to a realizable number. With infinite memory
and computation time, no initialization would be necessary. The car positioning with
map matching has been implemented in a car, and the particle filter runs in real time
with sampling frequency 2 Hz on a modern laptop with a commercial digital road map.

Fig. 3. View of IMU data collection task
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The driven path consists of a number of 90 turns. Initially, the particles are spread
uniformly over all admissible positions, that is, on the roads, covering an area of about
1 km. This principle can be used as a supplement to, or even replacement for, a global
positioning system (GPS). In this case study the proposed method is used to operate as
resampling in the particle filter. The result of predicted value can be seen in Figs. 4 and
5. Generally, it shown that the value prediction is a near to true value, but after 50 time
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step, the predicted value seems far more than true value. This is because the nature of
dead reckoning based positioning, that generating accumulated error. As a final result,
the proposed method can achieve RMSE of 8.8857 m.

5 Conclusion and Future Works

This paper discussed the problem and solutions regarding the development of a
resampling scheme for particle filter, specifically in terms of its unreliable state esti-
mation, since this may lead to large positioning error in inertial navigation system. To
perform resampling scheme for particle filter, the improvement of sequential imple-
mentation resampling scheme in particle filter during inertial-based location determi-
nation is carried out. Towards this end, an adaptation of sequential implementation
resampling scheme for particle filtering has been proposed. The final result shows that
the large positioning error by achieving RMSE of 8.8857 m. For future works, a
continuation of experiments to ascertain the extent to which the approach can be more
ubiquitous in other environments will be carried out, using these results combined with
other mobile sensors, e.g. cameras. This part will undoubtedly be undertaken by the
next researcher.
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Abstract. The novel approach for segmentation of motion capture data
is proposed. It utilizes hierarchical watershed transform for time series
containing unit quaternions which describe rotations of human skele-
ton joints as well as their angular velocities. To approximate gradient
magnitudes of subsequent time instants, aggregated geodesic distance
on hypersphere S3 for preceding and following quaternions is computed.
The introduced segmentation method was applied to gait analysis. The
highly precise motion capture data, registered in a human motion lab
(HML), were used. A fully automatic watershed transform with detec-
tion of catchment basins as well as a marker controlled one were investi-
gated. The obtained results are promising. By selecting proper hierarchy
of a segmentation or by specifying adequate markers, it is even feasi-
ble to divide gait cycle into consecutive steps. The segmentation can be
improved in respect to a considered problem, if only selected joints are
taken into account by watershed transform.

Keywords: Motion capture · Watershed transform ·
Motion segmentation · Gait analysis · Unit quaternions

1 Introduction

The most precise measurements of human motion are obtained by motion cap-
ture systems. During an acquisition markers attached on human body are tracked
by set of calibrated cameras. Their 3D coordinates are reconstructed, which
allows to determine orientations of bone segments. Thus, skeleton based motion
capture data are represented by time series of poses described by joints rotations
as well as global location and orientation of a skeleton.

In baseline approach of motion analysis Euler angles are utilized for cod-
ing 3D rotations of human joints. They contain data of three successive basic
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rotations performed around axes of local coordinate systems. Euler angles are
intuitive, especially in case of medical diagnosis. They can correspond to flex-
ion/extention, abduction/adduction and rotation of bone segments which are
commonly analyzed in medical assessment of motion data. However, processing
of rotations described by three clearly uncorrelated values is also troublesome.
It can lead to improper results, because there is much more difficult to take into
account mutual relationships between basic rotations in such the case. Further-
more, Euler angles suffer gimbal lock problem.

It justifies application of unit quaternions which are broadly used in computer
graphics, also in motion processing and analysis. Quaternions provide compact
angle-axis representation of 3D rotations performed by α angle about fixed axis
described by vector u = (u1, u2, u3).

q = cos
(α

2

)
+ (u1 · i + u2 · j + u3 · k) · sin

(α

2

)
(1)

There is an algebra defined for quaternions with selected operators corre-
sponding to transformations of 3D rotations. Moreover, they are efficient in
integration over time. However, the most important advantage of unit quater-
nions over Euler angles is related to the simultaneous and coherent processing
of complete rotational data. It can have an impact on obtained results.

Segmentation is process of data division into disjoint multiply partitions
which collectively cover them. It simplifies the representation – data became
easier for interpretation, further processing and recognition. In case of motion
data segmentation can be useful in detection of short lasting specific movements
or phases as well as in generic feature extraction for the sake of classification
problems.

The current paper concerns issues of segmentation of motion data. On the
basis of our previous experiences on gait identification [13,14] a new method
which utilizes unit quaternions and watershed transform is introduced.

The following sections are devoted to: a short review of state of the arts
methods focused on segmentation of motion data, explanation of different vari-
ants of watershed transform used in computer vision as well as descriptions of
the proposed methods and obtained preliminary results.

2 Related Work

There are numerous studies on segmentation of motion capture data. Barbič et al.
[4] introduced three highly cited approaches. In the first one, on the basis of selected
number of principal components reconstruction of consecutive motion frames is
carried on. Boundaries between detected segments are denoted by time instants
of sudden increase of reconstruction error. In another variant Probabilistic Prin-
cipal Components Analysis is used to model the first K frames of time series. It
allows to assess fitness of frames K+1 through K+T to estimated Gaussian dis-
tribution. Mahalanobis distance is employed to distinguish new partitions. In the
third approach Gaussian Mixture Models are utilized to cluster entire sequence.
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Time series are divided into time instants of consecutive frames belonging to dif-
ferent Gaussian distributions. In all methods unit quaternion are employed to rep-
resent rotational data. However in fact they only form four dimensional vectors.
Thus, it is difficult to point any advantages over the case of Euler angle usage.

Technique proposed by Bouchard and Badler [8] employs neural networks
trained on the basis manual segmentation and input attributes corresponding
to specified kinematic features of selected markers. To reduce oversegmentation,
temporary aggregation of detected boundaries in local windows of 25 s width is
carried on. The peaks are determined and they point proper segments. Super-
vised machine learning is also applied by Arikan et al. [2] – poses represented
by coordinate vector are classified as belonging to selected simple motions e.g.
running, walking. Support Vector Machines are used. The coordinate vector con-
tains joints positions in one second local windows centered in reference to the
classified pose.

The method which utilizes unit quaternions and unsupervised learning is
proposed by Wu et al. [16]. Joint rotations are transformed into tangent spaces
on the basis of logarithm operator. It allows to calculate similarity matrix by
using baseline Euclidean metric. Further, poses are clustered by the normalized
cut model and the weighted kernel k-means. In the postprocessing filtering which
removes some isolated short segments is carried on. Finally, so called category
strings containing sequences of subsequent segments are formed and analyzed to
reduce number of obtained partitions.

Xie et al. [17] transforms motion capture data into low dimensional embed-
ding on the basis of Laplacian Eigenmap algorithm. The proper segmentation
is realized by extreme tracking of amplitudes of characteristic curve. Quite sim-
ilar method is presented by Yang et al. [18]. In successive steps dimensionality
of pose space is reduced by Principal Component Analysis, velocity vectors are
calculated and clustered according to cosine distance. In recently proposed app-
roach Arn et al. [3] employ generalized curvature analysis for curves residing in
n-dimensional pose space.

Lin and Kulic [12] for initial partitioning analyze velocity features such as
velocity peaks and zero velocity crossings. In the second stage Hidden Markov
Models are employed to precisely modify segments from the initially identified
candidates. In another segmentation approach Yang et al. [19] utilize Fisher’s
optimal partitioning algorithm for multidimensional time series transformed into
matrix form.

There are also examples of proposed segmentation methods targeted to
motion data registered by inertial measurement units [1,11].

Summarizing, the problem of motion data segmentation is broadly studied in
the literature, there are plenty of techniques introduced. The most of the appli-
cations are related to detection of selected activities in long lasting recordings.
However, there is no one general method applicable to all problems. Moreover,
some of them require training data and other are only semiautomatic. Further-
more, there is no study strictly focused on gait analysis. Therefore, conducting
research on gait segmentation is justified. Still new techniques and applications
can be proposed.
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3 Watershed Transform

The watershed transform originally introduced by Bouchard and Badler [5] has
still numerous applications in 2D and 3D image segmentation [9,10,15]. The
transform determines boundaries between segments in locations with the high-
est gradient magnitude. The markers of successive segments refer to homoge-
neous regions which are pointed by local minima of the gradient magnitude. It
is analogous to flooding of 3D surface – barriers are built in places where water
of different catchment basins is met.

In the implementation of watershed transform priority queues are utilized [7].
The priorities relate to gradient magnitudes of image pixels. In the initial step
markers are extracted, labeled and inserted to the queue. In a baseline approach
markers correspond to regional minima of the gradient. Further, the process is
iterated until the queue is not empty. In the single iteration, the first element x
from the queue is extracted and every, so far unlabelled neighbor of x is assigned
with the same label as x and inserted to the queue.

(a) Input image (b) Gradient magnitude (c) Watershed lines

Fig. 1. Watershed segmentation (Color figure online)

The example segmentation is visualized in Fig. 1. For the input image
from Fig. 1(a) gradient magnitude on the basis on Sobel masks is calculated
(Fig. 1(b)). The boundaries between obtained regions are marked with blue lines
in Fig. 1(c). The watershed transformation suffers oversegmentation which means
numerous, insignificant and small obtained regions. They do not correspond to
real objects of the image. Oversegmentation is caused by slight, invisible changes
of pixel values. It results in frequent, insignificant local minima of the gradient
image and numerous regions extracted.

To reduce oversegmentation effect, some kind of region merging can be car-
ried on. It can be realized by hierarchical watershed approaches. The most well
known is the waterfall algorithm [6]. Its key idea is to apply geodesic reconstruc-
tion of gradient magnitude image from watershed lines of the previous segmenta-
tion. The process is iterated through successive hierarchies till regions are large
enough. The working of hierarchical watershed segmentation is shown in Fig. 2 –
for hierarchy 4 (Fig. 2(b)) still oversegmentation occurs, it is better for hierarchy
6 (Fig. 2(c)), but fitting regions into real image objects is not very precise.
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(a) Hierarchy 2 (b) Hierarchy 4 (c) Hierarchy 6

Fig. 2. Hierarchical watershed segmentation (Color figure online)

In another variant to reduce oversegmentation, marker controlled watershed
transformation can be applied [7]. It means, instead of local minima, manually
specified markers are utilized to initially label image points. In this case segmen-
tation is only semiautomatic. Example results are presented in Fig. 3. Markers
are labeled with red and green colors. Similarly to previous visualizations from
Figs. 1 and 2 contours of extracted segments are drawn with blue color. If mark-
ers are sufficient as in Fig. 3(a) and in Fig. 3(b), obtained segments accurately
correspond to real image objects – the selected swan and its surroundings. How-
ever, if they do not indicate areas with different color tones of the detected
objects as in Fig. 3(c), the achieved results are unsatisfactory.

(a) (b) (c)

Fig. 3. Marker controlled watershed segmentation (Color figure online)

4 The Proposed Segmentation Method

The watershed transformation is directly applicable for any n-dimensional data.
The dimensionality has an impact on the way how neighborhood is determined
for analyzed points. In case of motion capture data, segmentation is carried on
along time domain. Thus, instead of two dimensional images, time series are ana-
lyzed. To establish neighborhood for successive poses, preceding and following
time instants are taken.

However, there is one more challenge which has to be faced. It is the way
how gradient magnitudes GMag in time instant t is approximated. In similar
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approach to commonly used in image processing Sobel or Prewitt operators,
absolute difference dP between preceding and following poses can be calculated.

GMag(t) = dP (Pt+1, Pt−1) (2)

As mentioned before, time instants of motion capture data are described by
rotations of subsequent joints as well as global orientation and translation of a
skeleton. The translation is strictly related to the place of acquisition, it does
not give valuable information about human movements and it is not usually
taken into account during analysis. Thus, dissimilarity dP , stated to be absolute
difference, of poses P1 and P2 can be calculated as total distance between their
corresponding rotations:

d(P1, P2) =
∑

rotation

dR(P1(rotation), P2(rotation)) (3)

The method dR which compares two rotations has to be established. If Euler
angles (α, β, γ) are applied to represent rotations baseline Euclidean (dEuc) or
Manhattan metrics which take into account periodicity of angle range can be
used.

dEuc((α1, β1, γ1), (α2, β2, γ2)) =
√

Δ(α1, α2)2 + Δ(β1, β2)2 + Δ(γ1, γ2)2 (4)

where Δ(angle1, angle2) = π − ||angle1 − angle2| − π|
It is not so straightforward in case of unit quaternions. The most often used

dissimilarity function calculates geodesic distance dgeodesic on hypersphere S3,
which covers all possible rotations. It utilizes dot product 〈q1, q2〉 of quaternion
vectors:

dgeodesic(q1, q2) =
1
π

· arccos(〈q1, q2〉) (5)

In another variant quaternions transformed into tangent space at the identity
on the basis of logarithm operator can be compared by Euclidean or Manhattan
metrics [13]. The distance can also be approximated by the scalar part of product
of the first quaternion and conjugate second quaternion as presented in [13].

Moreover, it is worthwhile to consider to analyze only the most significant
joints for segmented activities. In such a case pose description is reduced to
selected rotations. It not only decreases computational expensiveness, but pri-
marily it focuses on joints performing movements in analyzed activities and
reduces influence of the remaining joints. Finally, it may improve the perfor-
mance of segmentation.

In motion analysis dynamics of movements expressed by angular velocities is
frequently assessed. Thus, it seems that also segmentation which utilizes dynam-
ics can lead to satisfactory results. It would extract partitions obtained on the
basis of different rules. In case of watershed transform barriers would be built in
sudden changes of angular velocities corresponding to local maxima of angular
accelerations.
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To segment motion data on the basis of dynamics of joint and body move-
ments a method to approximate angular velocities has to be applied. Simi-
larly to [13] differential filtering of time domain is chosen. In case of Euler
angles Δ(anglest, anglet−1) defined in Eq. (4) for rotations from consecutive
time instants t and t − 1 is calculated:

vt = Δ(anglet, anglet−1) (6)

For unit quaternions multiplication with the preceding conjugate quaternion
is computed:

vquat
t = qt · qt−1 (7)

The further segmentation is analogous as in case of raw rotational data.
Time series described by unit quaternions or n-dimensional vectors with scalar
attributes are processed.

The introduced segmentation approaches utilize both baseline watershed
transformation which detects catchment basins as well as hierarchical and marker
controlled ones.

5 Results and Conclusions

The proposed segmentation methods were applied to human gait analysis.
Motion capture data were used. The acquisition took place in Human Motion
Laboratory of Polish-Japanese Academy of Information Technology (HML of
PJAIT http://bytom.pja.edu.pl) equipped with Vicon hardware and software.
The default skeleton model visualized in Fig. 4 of Vicon Blade was chosen. It
means poses are described by 23 3D rotations of successive joints and skeleton
orientation as well as global translation.

Fig. 4. Skeleton model

Segmentation concerns main cycles containing two middle adjacent steps per-
formed by left and right lower limbs and analyzes only rotational data. To extract
main cycles from gait sequences tracking of extremes of interaankle distances is

http://bytom.pja.edu.pl
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carried on, as described in [13,14]. The quaternion geodesic distance function
from Eq. (5) is taken to compute gradient magnitudes.

In the implementation watershed lines utilized in hierarchical segmentation
are marked only at the border of segments with higher value of gradient magni-
tude than value at the border of neighboring segment. Moreover, it is assumed
that if there is no local minima of gradient magnitude, single segment covering
complete time series is extracted.
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(a) Complete rotational data
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(b) Rotational data of lower and upper limbs
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(c) Angular velocities of all joints and skeleton

Fig. 5.Watershed segmentation of randomly selected gait instance (Color figure online)

The working of watershed segmentation is depicted in Figs. 5, 6 and 7. On
the left sides gait main cycles are visualized by 20 poses arranged uniformly in
time domain. YZ view is chosen, where OZ axis corresponds to the gait direc-
tion and OY to up and down orientation. The poses of successive partitions are
labeled with different colors. The diagrams on the right side represent gradi-
ent magnitudes in consecutive time instants with determined catchment basins
or manually pointed markers. In both visualizations watershed lines separating
extracted segments are drawn with a blue color.
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Experiments were preformed in respect to data of all joints and orientations
of a skeleton as well as for selected parameters of lower (LeftUpLeg, RightUpLeg,
LeftLeg and RightLeg) and upper (LeftShoulder, RightShoulder, LeftArm and
RightArm) limbs, that are mainly responsible for gait locomotion and stability.
Both raw rotational data and angular velocities computed on the basis of formula
(7) are utilized in the segmentation process. In the validation stage set of one
hundred randomly selected gait instances is used.

Similarly to image data (Fig. 1), in case of baseline transformation which sep-
arates every extracted catchment basin (Fig. 5), oversegmentation occurs. The
resultant partitions are numerous, irrelevant and they do not correspond to inter-
pretable gait phases. The oversegmentation is reduced for successive hierarchies
of watershed segmentation as shown in Fig. 6. This is summarized in Table 1,
which presents average values and standard deviations of number of extracted
partitions. Hierarchical segmentation not only decreases number of extracted
partitions, but primarily it makes them more meaningful.

The differential filtering which is used to approximate angular velocities,
enhances acquisition noise. It increases number of insignificant minima of gra-
dient magnitude and boosts oversegmentation effect. Therefore, greater number
of hierarchies is required to obtain relevant partitions.

Table 1. Statistics of number of extracted segments

Hierarchy Rotations Angular velocities

All rotations Limbs All rotations Limbs

0 23.61± 6.44 18.91± 6.35 35.85± 7.93 34.28± 8.38

1 5.67± 1.87 4.87± 1.75 9.55± 3.04 9.53± 2.93

2 1.87± 0.59 1.51± 0.71 2.64± 1.05 2.84± 1.19

3 1.01± 0.10 1.01± 0.10 1.08± 0.27 1.10± 0.33

For marker controlled watershed transformation which is visualized in Fig. 7,
region boundaries are located in places of maximum values of gradient magnitude
between successive markers. In case of gait data gradient is usually strongest in
time instants which separate consecutive steps performed by left and right lower
limbs.

Therefore, in final evaluation watershed transform was applied to separate fol-
lowing steps of gait main cycle. To validate performance of steps detection, man-
ually prepared segments of aforementioned gait set were matched to extracted
watershed partitions. It allows to calculate true positives (TP), true negatives
(TN), false positives (FP), false negatives (FN) and accuracy (ACC) of detection
for best matching segments representing consecutive steps:

ACC =
TP + TN

TP + TN + FP + FN
(8)
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(a) Hierarchy 1, complete rotational data
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(b) Hierarchy 1, Angular velocities of all joints and skeleton
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(c) Hierarchy 2, Angular velocities of all joints and skeleton

Fig. 6. Hierarchical watershed segmentation of gait instance from Fig. 5 (Color figure
online)
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Fig. 7. Marker controlled watershed gait segmentation of gait instance from Fig. 5
represented by complete rotational data (Color figure online)

In the segmentation hierarchical as well as marker controlled (MC) water-
shed transforms were utilized. The markers are extracted automatically – they
correspond to poses 25% and 75% of gait cycle as shown in Fig. 7. The assess-
ment concerns both raw rotational data and angular velocities, describing move-
ments of all joints and orientation of the skeleton as well as lower and upper
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Table 2. Average accuracies of steps detection

Rotations Angular velocities

H1 H2 H3 MC H1 H2 H3 MC

All segments 77.03% 83.91% 49.97% 95.35% 69.52% 89.34% 53.25% 94.51%

Limbs 81.47% 68.16% 49.97% 97.87% 69.73% 89.41% 53.77% 97.12%

Lower limbs 85.67% 57.65% 49.53% 98.16% 71.62% 91.30% 54.12% 97.51%

limbs. Furthermore, different hierarchies H are examined. The obtained results
are depicted in Table 2. It contains average accuracies calculated according to
formula (8). Because of manual coarse reference segmentation 30 ms margin sur-
rounding partition boundaries is not taken into account in the assessment.

The best performance is achieved by marker controlled segmentation. It is
consistent with our expectations – separation of successive steps corresponds to
maxima of gradient magnitude and simple proposed method of marker extraction
is sufficient to initially label partitions. In case of hierarchical watershed, only
neighboring segments are merged, even if they are strongly separated. Thus,
if oversegmentation differs for detecting steps, their segments are not precisely
determined. Moreover, the best hierarchy level is not the same for every gait
instance. However, hierarchical watershed has still acceptable accuracy, which
exceeds 91%.

In general, selection of the most significant joints of gait, improves the seg-
mentation. It reduces a noise and removes an influence of casual free movements
of body segments not directly involved in gait locomotion and stability. Angular
velocities give bit worse results if marker controlled segmentation is carried out,
but substantially better in other cases.

Acknowledgments. The work was supported by Silesian University of Technology,
Institute of Informatics under statute project BK/RAU2/2018.
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Abstract. In the case of experimental data the largest Lyapunov exponent is a
measure which is used to quantify the amount of chaos in a time series on the
basis of a trajectory reconstructed in a phase (state) space. The authors’ goal was
to analyze the influence of a state space definition on the measure of chaos. The
time series which represent the joint angles of hip, knee and ankle joints were
recorded using the motion capture technique in the CAREN Extended envi-
ronment. Fourteen elderly subjects (‘65+’) participated in the experiments. Six
state spaces based on univariate or multivariate time series describing a
movement at individual joints were taken into consideration. The authors pro-
posed a modified version of the False Nearest Neighbors algorithm adjusted for
determining the embedding dimension in the case of a multivariate time series
representing gait data (MultiFNN). The largest short-term Lyapunov exponent
was computed in two variants for six scenarios of trials based on different
assumptions regarding walking speed, platform inclination, and optional
external perturbation. A statistical analysis confirmed a significant difference
between values of the Lyapunov exponent for different state spaces. In addition,
computation time was measured and averaged across the spaces.

Keywords: Nonlinear time series analysis � State space �
Largest Lyapunov exponent � Human motion analysis �
CAREN Extended system

1 Introduction

A basis for research was the concept of healthy flexibility and adaptability [11],
according to which a human being is capable to adapt flexibly to changing and
unpredictable environmental conditions, which allows the locomotor system to main-
tain a stable walking pattern despite very small disturbances – little variations in the
walking surface and/or natural noise in the neuromuscular system. Such tiny pertur-
bations are linked to slightly different initial conditions of successive gait cycles
(strides). Theory of dynamical systems delivers a measure of the system’s sensitivity to
initial conditions, which in honour of Russian mathematician Aleksandr Mikhailovich
Lyapunov (1857–1918) was named the largest Lyapunov exponent (k1). As concerns
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human gait, the property of an extreme sensitivity to initial conditions is associated
with the heel-strike events and it means the presence of deterministic chaos phe-
nomenon in motion of some important components of human locomotor system. The
capability of the locomotor system to maintain continuous walking by weakening
effects of the abovementioned disturbances is called Local Dynamic Stability
(LDS) [4].

The presence of chaotic behavior in biomedical signals (e.g. in ECG, EEG and gait
kinematic data) is not in doubt and should be treated as a positive symptom – not
without reason one of the subchapters of the famous book “Chaos. Making a New
Science” by James Gleick is entitled “Chaos as Health”.

Central to the computation of k1 as the measure of chaotic behavior is the notion of
phase space (state space). According to the definition given by Baker and Gollub [1], a
phase space is “a mathematical space with orthogonal coordinate directions repre-
senting each of the variables needed to specify the instantaneous state of the system”.
Such a state corresponds to a point in the phase space. Consecutive points form a phase
trajectory which describes the dynamics of the system. If a system is chaotic, initially
adjacent points evolve rapidly into more and more distant states, as in Fig. 1.

However this behavior is only locally unstable – the trajectories diverge over short
times but the distance between them cannot grow unlimitedly. The largest Lyapunov

exponent defined by the following formula k1 ¼ lim
t!1

1
t � ln d tð Þ

d t0ð Þ, where d(t) is a distance

between points on adjacent trajectories at any time instant t, represents the average
exponential rate of divergence of initially nearby phase trajectories. Its positive value
means chaotic behavior. As it was mentioned before, as concerns human gait, this
short-term instability is weakened shortly by the locomotor system.

The authors’ goal was to analyze the influence of a state space definition on a value
of k1. Variety of ways of constructing a state space offers a large space for interpre-
tation (pun intended). Therefore, six variants of a state space, which are presented in
next section, were tested by the authors. Experimental data were collected in cooper-
ation with the University of the Third Age in Bytom, Poland, which brings together the
elderly to help them develop their interests and remain active in their senior years.

Showing interest in elderly people is absolutely justified – we are facing a global
phenomenon of ageing population, also in Poland. In 2016 over 16% of Polish people
were aged 65 and older (‘65+’). Many health issues affect the elderly, e.g. the threat of

Fig. 1. A divergence of initially (i.e. at time instant t0) nearby trajectories in the phase space.
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neurodegenerative diseases and the risk of falling. In order to avoid falling, elderly
walkers decrease walking speed and step length, at the same extending the double
support phase of a gait cycle [3].

Consequently, the authors decided to invite the 65+ students to participate in the
experiments carried out using a powerful research environment – the multisensory
CAREN Extended system (www.motekforcelink.com/product/caren/).

A basic component of the CAREN (the acronym stands for Computer Aided
Rehabilitation ENvironment) Extended system is a motion platform with 6 DOF
including an embedded instrumented dual belt treadmill (Fig. 2). A virtual reality
environment produces visual and audio stimuli which create a fully immersive scenery
of an experiment for a practicing subject (e.g. performing a rehabilitation exercise). As
far as gait analysis is concerned, he/she performs a self-paced walk or adapts itself to a
forced constant treadmill speed. A subject in a safety harness can be also exposed to
previously defined external perturbations (e.g. platform distortions). A very important
CAREN’s component is an integrated motion capture system. Experimental data can be
recorded using GRF and EMG measurement devices as well, giving, inter alia, the
opportunity to assess a progress of rehabilitation. It is worthwhile to mention that the
CAREN environment provides also a tool for creating own scenarios of experiments.

The current research was focused on the movement at hip, knee and ankle joints
which constitute the kinetic chain for lower limb. Six scenarios of trials based on

Fig. 2. Recordings in the centre for research and development of the Polish-Japanese Academy
of Information Technology, Bytom, Poland, using the CAREN Extended system.
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different assumptions regarding walking speed, platform inclination and optional ver-
tical platform distortion were carried out using the CAREN Extended system. The
authors state that the study has been approved by Ethical Committee and all subjects
gave informed written consent to participate in the research.

2 State Spaces Structures

In the case of experimental data a phase trajectory is constructed based on (one or
more) time series xi ¼ x i � ssð Þ of a length equal to N ði ¼ 1; 2; . . .;NÞ where ss is the
sampling time. The time series used in computations represent by means of angles
(joint angles) a specific type of movement at the considered joints in sagittal (S), frontal
(F) and transverse (T) planes, which divide a human body into left/right, front/back and
upper/lower parts, respectively.

For experimental data a mathematical model of a system in the form of state
equations as well as a phase space are often unknown. However, according to the
Takens’ Embedding Theorem [12] the latter can be reconstructed using time-delayed
measurements of a single observed signal (a univariate time series).

Approximately 85% of the work during gait occurs in the sagittal plane. On the one
hand, researchers prefer using a single time series with values of a joint angle in the
sagittal plane which is mostly the only subject of analysis of movement at individual
joints (e.g. [4, 9]), on the other, for instance, during a normal gait cycle the movement
at a hip joint is not limited solely to this specific plane. This is the reason why
benefiting from the diversity of available experimental data the authors analysed
movement at a given joint based on a multivariate time series composed of three-
dimensional data collected for the respective joint.

Each point on the trajectory is described by its coordinates in the reconstructed
phase space. If the reconstruction process is based only on one univariate time series,
two parameters: time delay s and embedding dimension m must be determined first –
m is the phase space dimensionality and s indirectly defines an m-element vector of
coordinates of a point xi on the reconstructed phase trajectory as xi; xiþ s; xiþ 2�s; . . .;½
xi þ m�1ð Þ�s�; where i ¼ 1; 2; . . .;M ¼ N � m� 1ð Þ � s (the reconstructed trajectory is
made up of M points).

However, as regards a multivariate time series which consists of K univariate times
series of equal length N, the pair ðmk; skÞ of the abovementioned reconstruction param-
eters must be determined independently for each of the component time series. Conse-
quently, dimensionality m of the reconstructed phase space is a sum of individual mk

ðk ¼ 1; 2; . . .;KÞ parameters. The vector of m coordinates of a point xi i ¼ 1; 2; . . .;ð
M ¼ N �max

k
mk � 1ð Þ � sk½ �Þ can be subdivided intoK subvectors xk;i; xk;iþ sk; xk;iþ 2�sk;

�

. . .; xk;iþ mk�1ð Þ�sk� of a length equal to mk.
Discussion of state space structures in the context of motion data was initiated in

[5]. The authors – Gates and Dingwell – started with the famous model of the chaotic
Lorenz system and next they focused on univariate time series based on Euler angles
describing rotational motion of a shoulder, using optionally the PCA method with the
purpose of dimensionality reduction of state spaces. In conclusion the aforementioned
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authors suggest that numerical comparison between results for different state spaces
should be made with caution. Nevertheless, identified trends seem to remain relevant.
In addition, as far as a state space construction is concerned, the authors do not
recommend the PCA reduction. In [8] a multivariate time series which comprised
movement at 3 joints (hip, knee, ankle) in sagittal plane was applied in analysis of quiet
standing balance. When it comes to determination of embedding dimension of a
multivariate time series, the authors of [14] proposed a criterion of maximal joint
entropy H, whereas Vlachos and Kugiumtzis [13] focused on adjusting the False
Nearest Neighbors method [7] to a multivariate time series.

Inspired by reports in the literature the authors decided to incorporate six different
state space structures into research. A “canonical” phase space for a particle moving in
3-D is a 6-dimensional structure based on three position and three velocity (or
momentum) directions. Consequently, the first space considered in the research
(Canonical) comprises three joint angles and their derivatives which are three angular
velocities. This space does not require reconstruction.

Next three spaces (UniS, UniF, UniT) are reconstructed on the basis of one of the
three univariate time series describing a movement at a joint in one of the considered
planes (S, F, T).

Last two spaces – MultiFull and MultiFNN – are reconstructed on the basis of a
multivariate time series which is composed of three abovementioned univariate time
series related to the given joint. The former is a space which can be interpreted as a sum
of UniS, UniF and UniT spaces, while dimensionality of the latter is determined as
follows: starting from 1 the vector of coordinates is gradually expanded (and hence the
embedding dimension increased) by including successive coordinates taken with
appropriate time delay si; i ¼ 1; 2; 3 from cyclically changed component time series xi.
This algorithm is a version of the False Nearest Neighbors method adjusted to mul-
tivariate time series, having (to some extent) regard to the domination of the sagittal
plane in gait (the number of coordinates taken from the time series which describes an
anterior-posterior movement cannot be smaller than contribution of other series). The
stop criterion is met when the percentage of the false nearest neighbors falls below a
given threshold (e.g. 1%).

Table 1 includes vectors of coordinates for each considered state space.
Regardless of the state space structure the largest Lyapunov exponent is calculated

on the basis of the reconstructed phase trajectory using the Rosenstein algorithm [10].
The idea behind this method is that pairs of segments of the trajectory pretend
repeatedly two initially adjacent trajectories, which makes it possible to compute the
divergence of them.

The parameters of a phase trajectory reconstruction – time delay and embedding
dimension – were determined by the Average Mutual Information [6] and the False
Nearest Neighbors methods, respectively. However, as mentioned before, a modified
version of the latter algorithm was used in the case of MultiFNN space. Computations
were performed in MATLAB.
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3 Experimental Research

The motion capture recordings were carried out in the Human Dynamics and Multi-
modal Interaction Lab (HDMIL) of the Centre for Research and Development of the
Polish-Japanese Academy of Information Technology (http://bytom.pja.edu.pl/) in
Bytom, Poland. Table 2 includes mean values of age, height, weight and the body mass
index (BMI) for 14 elderly participants (12 women and 2 men).

Taking the advantage of the CAREN Extended capabilities the subjects performed
first thrice a self-paced walk through a virtual forest on level ground (Normal scenario).
Subsequently, the walk was enriched with an unexpected vertical distortion of the
platform (Perturbation scenario). A mean value of the preferred walking speed (PWS),
which was determined for each subject separately using the values measured during the
Normal trials, after increasing or decreasing by 20% was forced as constant treadmill
speed in two next scenarios (Faster and Slower). Two last scenarios (Up and Down)
were based again on a self-paced walk, however they differed in platform inclination.
The summary of all six scenarios is included in Table 3.

A proper analysis of a chaotic behavior by means of k1 requires that every time
series should contain the equal number of strides and the equal number of data points
[2]. Values of 50 strides and 100 points/stride were assumed, imposing in this way
requirements regarding the length of recorded gait sequences.

The recordings have taken place under constant medical supervision. The partici-
pants could take a rest at any time. Starting with a new scenario every subject practiced

Table 1. Coordinates of a point on a phase space trajectory.

Method Parameters Vector of coordinates

Canonical m = 6 (constant) [xSi ; x
F
i ; x

T
i ; _x

S
i ; _x

F
i ; _x

T
i ]

UniS s, m [xSi ; x
S
iþ s; x

S
iþ 2�s; . . .; x

S
iþ m�1ð Þ�s]

UniF s, m [xFi ; x
F
iþ s; x

F
iþ 2�s; . . .; x

F
iþ m�1ð Þ�s]

UniT s, m [xTi ; x
T
iþ s; x

T
iþ 2�s; . . .; x

T
iþ m�1ð Þ�s]

MultiFull sS; sF ; sT ;mS;mF ;mT

m ¼ mS þmF þmT

½xSi ; xSiþ sS; x
S
iþ 2�sS; . . .; x

S
iþ mS�1ð Þ�sS;

xFi ; x
F
iþ sF ; x

F
iþ 2�sF ; . . .; x

F
iþ mF�1ð Þ�sF ;

xTi ; x
T
iþ sT ; x

T
iþ 2�sT ; . . .; x

T
iþ mT�1ð Þ�sT �

MultiFNN sS; sF ; sT ;mS;mF ;mT

m ¼ mS þmF þmT

mS �mF �mT

they differ by 1 at most

½xSi ; xSiþ sS; x
S
iþ 2�sS; . . .; x

S
iþ mS�1ð Þ�sS;

xFi ; x
F
iþ sF ; x

F
iþ 2�sF ; . . .; x

F
iþ mF�1ð Þ�sF ;

xTi ; x
T
iþ sT ; x

T
iþ 2�sT ; . . .; x

T
iþ mT�1ð Þ�sT �

Table 2. Mean values of subjects’ age, height, weight and the body mass index.

Age [years] Height [cm] Weight [kg] BMI [kg/m2]

Mean 70.64 166 76.12 27.66
SD 3.52 7 15.57 5.18
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until he/she was ready to walk comfortably. Next, three gait sequences long enough to
include the assumed 50 strides were recorded with a frequency of 100 Hz. Given the
six scenarios, the total number of sequences for every subject was equal to 18 (with a
few exceptions caused by fatigue).

The recorded motion data were filtered and repaired (e.g. due to occluded markers).
Next, three time series related to each one of the considered joints were extracted from
every gait sequence. Each of the series includes values of joint angles which represent a
specific type of movement at the joint in one of the considered planes (S, F, T). The
heel-strike events were identified in order to determine the limits of each stride. In the
light of the aforementioned assumption the time series were cropped to 50 strides,
where necessary, and every stride was separately normalized using linear interpolation
to contain 100 points. It is worth noting that outcomes of additional tests based on
cubic spline interpolation indicate that applied interpolation method is not relevant with
regard to computed k1 value.

It is an established practice to compute the largest Lyapunov exponent in several
variants – in authors’ opinion the most important are those computed over the first step
(i.e. the half of a stride, thus denoted by kS0:5) or over the first stride ðkS1Þ immediately
after a potential perturbation, which justifies calling them both “short-term Lyapunov
exponents”.

The pre-processed time series were subject to estimation of the phase trajectory
reconstruction parameters (with the exception of the Canonical space) leading to the
trajectory reconstruction. Exemplary 3-D projections of a phase trajectory for a left hip
joint in Canonical, UniS, UniF, and UniT spaces are presented in Fig. 3a–d, respec-
tively (the time series were recorded while performing the Normal scenario). A hip
joint is a triaxial joint, so it allows for the following types of movement in three
aforementioned planes: flexion/extension (S), ad-/abduction (F), and internal/external
rotation (T). All these behaviors seem to be reflected in the trajectory shapes. It is
necessary to mention that appropriate 3-D projections of MultiFull space (in the pre-
sented case it is 12-dimensional state space: mS ¼ 3;mF ¼ 4;mT ¼ 5) lead to the same
figures. To some extent this remark also applies to MultiFNN space (6-dimensional
state space: mS ¼ mF ¼ mT ¼ 2).

Both short-term Lyapunov exponents were computed using each of considered
state spaces and their values were aggregated across all six scenarios and individual
joints. The average values of kS0:5 and kS1 for a left hip joint are presented in Fig. 4a
and b, respectively.

Table 3. Scenarios of experiments.

Scenario Normal Perturbation Faster Slower Up Down

Walking
speed
mode

Self-
paced

Self-
paced

120% of the
subject’s
mean PWS

80% of the
subject’s
mean PWS

Self-
paced

Self-
paced

Platform
inclination
[deg]

0 0 0 0 +5 −5
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Every state space retains the effect of gradual attenuation of implications resulting
from slightly different initial conditions of successive strides (generally, kS0:5 [
kS1 [ 0). Reconstructions based on different univariate time series lead to (signifi-
cantly) different values of the short-term Lyapunov exponents (however they are
always positive), which is a consequence of focusing on a single movement plane. As
concerns a multivariate time series, incorporation of all available dimensions (Multi-
Full) results in values lower in comparison to other variants. Conclusion about whether

a) Canonical b) UniS

c) UniF d) UniT

Fig. 3. Exemplary 3-D projections of a phase trajectory for a left hip joint in different state
spaces.

Fig. 4. Values of two variants of the short-term Lyapunov exponent for a left hip joint in
different state spaces averaged across scenarios.
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there are statistically significant differences was made based on statistical tests per-
formed by means of the Real Statistics Resource Pack (www.real-statistics.com/) for
each chaos measure separately. All tests were conducted at significance level of 5%.

Firstly, the Shapiro-Wilk test was performed for each of six datasets including
values of the short-term Lyapunov exponent computed in the appropriate state space.
The test revealed that each dataset deviated from normal distribution. In addition, the
Levene test uncovered the lack of homogeneity of datasets variances. Consequently,
the non-parametric Kruskal-Wallis test was used to assess a significant difference
between the six datasets.

Since the result of the Kruskal-Wallis test turned out to be positive, the Nemenyi
test and the pairwise Mann-Whitney test were used to indicate which pairs of datasets
are significantly different. The vast majority of them was found to be dissimilar.
Table 4 includes a few exceptions.

A very small number of datasets pairs, which are not significantly different, indi-
cates that each state space has its own characteristics. However, it should be empha-
sized that:

• each state space reveals the presence of chaos,
• each state space reveals that the effect of very little changes in initial conditions for

the current stride is weakened within it.

Nevertheless, a direct comparison of Lyapunov exponents computed in different
state spaces bears the risk of a wrong conclusion.

It appears that the results of the statistical analysis are a consequence of the
domination of movement in the sagittal plane during gait. In particular, owing to the
fact that MultiFNN – the space which is based on a multivariate time series – is not
substantially different from UniS. And the reduced dimensionality which is a hallmark
of MultiFNN avoids a redundant information. MultiFull space probably includes a
redundant information which can have a negative impact on the computation results
and according to Table 4 it would entail a critical judgment against Canonical space. It
should be emphasized that Table 4 includes different pairs of datasets for each chaos
measure – it can be an advantage of k1 that this measure differentiates UniF from UniT.

However, it is important to remember that the statistical analysis was conducted for
all joints and scenarios together.

Attention should also be paid to a computation time for individual state spaces.
Values of the computation time which comprises the following operations on a

Table 4. Pairs of datasets which are not significantly different.

Measure Dataset 1 Dataset 2 p-value of the
Nemenyi test

p-value of the pairwise
Mann-Whitney test

kS0:5 UniS MultiFNN 0.44 0.50
kS0:5 UniF UniT 0.99 0.86
kS1 Canonical MultiFull 0.66 0.69
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univariate or multivariate time series: interpolation, estimation of reconstruction
parameters (if needed), trajectory reconstruction, and computation of the largest Lya-
punov exponent, averaged across individual state spaces are presented in Fig. 5.

According to the authors’ expectations the average computation time is:

• minimal for the Canonical space which does not require reconstruction,
• maximal for the MultiFull space (because of the 3-fold computation of embedding

dimension for component time series),
• significantly smaller for the MultiFNN space (due to only a single computation of

embedding dimension),
• roughly equal for all spaces based on a univariate time series (owing to the same set

of operations).

4 Conclusion

The research presented in the paper is a part of a project aimed at analysing gait and
posture of the elderly. The authors focused here on an important aspect of the com-
putational method – an influence of a state space on the measure of chaos. The relation
between both factors is indisputable, but nevertheless it is desirable to continue
exploring this direction of the research. It is important to investigate if a given state
space is capable of representing certain trends that will be examined (e.g. a potential
difference between a patient’s state before and after a rehabilitation process). The
analysis on the level of individual joints is also advisable.

Fig. 5. Average computation time for different state spaces.
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It is necessary to mention that a state space is not a sole factor which influences the
largest Lyapunov exponent. Firstly, it was found that interpolation method is not
relevant in this context. But the parameters of a state space reconstruction can be
determined using various methods. Hence, focusing on a state space effect the authors
confined themselves only to the Average Mutual Information (in respect of m) and the
False Nearest Neighbors methods (in relation to s). The only exception was the method
proposed by the authors for determining the dimensionality of the MultiFNN space.
The method is adjusted to a multivariate time series, eliminates a redundant informa-
tion, and requires a smaller computation time compared to operations needed for other
considered spaces.

Notwithstanding the aspect of a state space construction, it is necessary to mention
that the positive values of the largest Lyapunov exponents imply the presence of
chaotic behavior in gait of elderly subjects, however without losing sight of the fact that
the participants were the students of the University of the Third Age that take care of
their health and try to keep in shape.
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Abstract. There is high frequency incidence of depressive symptoms in neu-
rodegenerative diseases (ND) but reasons for it is not well understood.
Parkinson’s disease (PD) is often evoked by strong emotional event and related
to reduced level of dopamine (reward hormone). Similarly to PD, in older (over
65 year of age) subjects with late onset Alzheimer’s disease (LOAD) have first
symptoms related to depression (95%). Present work is devoted to the question
if evaluation of depression can help to predict PD symptoms? We have gathered
results of: neurological (disease duration, values of Unified Parkinson’s Disease
Rating Scale (UPDRS)), neuropsychological (depression – Beck test, PDQ39
(life quality), Epworth (sleep problems)) and eye movement (RS – reflexive
saccadic) tests. We have tested 24 PD patients only with medical treatment
(BMT-group), and 23 PD with medical and recent DBS (deep brain stimulation
DBS-group), and 15 older DBS (POP-group) treatments during one and half
year with testing every six months (W1, W2, W3). From rules found with help
of GC (RST-rough set theory) in BMTW1 (patients BMT during first visit W1)
we have predicted UPDRS in BMTW2 and BMTW3 with accuracies (acc.)
0.765 (0.7 without Beck result) and 0.8 (0.7 without Beck result). By using
BMTW1 rules we could predict disease progression (UPDRS) of another group
of patients – DBSW1 group with accuracy of 0.765 but not DBSW2/W3
patients. By using DBSW2 rules we could predict UPDRS of DBSW3 (acc. =
0.625), POPW1 (acc. = 0.77), POPW2 (acc. = 0.5), POPW3 (acc. = 0.33). By
adding depression attribute and by using GC we could make better predictions
of disease progressions in many different groups of patients than without it.
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Granular computing

© Springer Nature Switzerland AG 2019
N. T. Nguyen et al. (Eds.): ACIIDS 2019, LNAI 11432, pp. 591–601, 2019.
https://doi.org/10.1007/978-3-030-14802-7_51

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-14802-7_51&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-14802-7_51&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-14802-7_51&amp;domain=pdf
https://doi.org/10.1007/978-3-030-14802-7_51


1 Introduction

It is commonly accepted that clinically important depressive disorders occur in 40–50%
of patients with PD and they influence many other clinical aspects of the disease. In
addition to triggering innate emotional suffering, depressive disorders harmfully impact
quality of life, motor and cognitive deficits, and also functional disability [1].

The significance of depression is mentioned in the Parkinson’s Outcomes Project
http://parkinson.org/research/Parkinsons-Outcomes-Project is the largest-ever clinical
study of Parkinson’s disease with over 12,000 participants in five countries. In their
outcomes states that Depression and anxiety are the number one factors impacting the
overall health of people with Parkinson’s.

Depression is also prediagnostic. Depressive symptoms were observed many years
before Parkinson’s diagnosis in patients in neurological clinics in large studies in
different countries [2, 3]. In UK [2] was found that in about 5000 patients 7% was
depressed whereas in above 25000 controls only 4% had depression in 5 years before
diagnosis. In Rotterdam study [3] they have tested motor and non-motor features over a
time period of up 23 years before diagnosis. The early symptoms were related to motor
and equilibrium, but about 5 years before diagnosis anxiety and depression was
observed.

Depression and anxiety in PD might be physiologically related to a specific loss of
dopamine and noradrenaline innervation of cortical and subcortical components of the
limbic system [4].

A worldwide study of over 1,000 patients with PD found that more than 50% of the
subjects testified clinically substantial depressive symptoms based on Beck depression
scores [5]. In majority of PD studies, depressive symptom gravity is mild to moderate.
In studies examining the occurrence of PD depression indicate that depressive disorders
can advance at any phase in the development of PD [5]. Often, affective disorders
precede - 4–6 years before the PD diagnosis - the beginning of motor symptoms [6].
Parkinson’s disease (PD) starts from the degeneration of dopamine neurons in the
substantia nigra (SN), and later to the neuron death in many other brain’s structures.

As SN is one of the main sources of the dopamine (Dopa), its lack causes insta-
bilities in the movement’s control, as well as in some patients, depression (Dopa is
reward transmitter) in addition to emotional and cognitive problems. As each patient
has different neurodegeneration development and compensation in consequence has
different disease progression and symptoms that has to be estimated by experienced
neurologist in order to find an optimal therapy. This depends on results of tests,
neurologist’s experience and doctor’s time. The knowledge of neurologist is based not
only on his/her experience but also intuition to predict results of different therapies for a
particular patient.

We have estimated disease progression in different groups of patients that were
under different therapies and they were tested during three every half-year visits. We
hope that our method will lead to introduce more precise and more automatic follow
ups in the perspective possibilities of the remote diagnosis and treatments.

This study is expansion of our previous works by using additional to our granular
computing method: rough set theory, a new attribute – the depression that as we will
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demonstrate plays a significant role in prediction of PD progression in dissimilar
groups of patients with various treatments such as medication and/or DBS (deep brain
stimulation) procedures.

2 Methods

We have analyzed tests from Parkinson Disease (PD) patients divided into three
groups:

• BMT-group (the Best Medical Treatment) consists of 23 patients that were only on
medication. The major medication in this group was L-Dopa that increases con-
centration of the transmitter dopamine in the brain as it that is lacking in Parkinson’s
patients. In most cases PD starts with neurodegeneration in substantia nigra that is
response for the release of the dopamine.

• DBS-group (Deep Brain Stimulation) consists of 24 patients on medications and
with implanted electrodes in the subthalamic nucleus during our study. These
patients were more advanced in the disease than patients from BMT-group. Their
first visit DBSW1 was before the DBS surgery, and second DBSW2 and third
DBSW3 were with implanted stimulating electrodes in the subthalamic nucleus.

• POP-group (Post Operative Patients) consists of 15 patients with stimulating
electrodes implanted before the beginning of our study. There were the most
advanced patients as they have DBS surgery several years before the beginning of
our study. Question was how long electrical stimulation is changing brain mecha-
nisms and if we can approximate disease progression in these patients by other less
advanced PD?

All together we have four different sessions: #1 to #4 that are all related to com-
binations of medication (MedOFF/ON) and brain stimulation (DBSOFF/ON). As in
BMT-group patient are without stimulating electrodes so they were tested only in two
sessions. Similar situation was in DBS-group before surgery (DBSW1 – visit W1 – the
first visit).

We have performed the following testing for all patients:

(a) MedOFF (session #1 without - medication) and MedON (session #3 patients on
medications).

(b) DBSOFF (DBS stimulation switched OFF in: session #1 without – medication; and
session #3 with – medication) and DBSON (DBS stimulation switched ON in:
session #2 without – medication; and session #4 with – medication). It was possible
only in patients with implanted electrodes: DBS-group or POP-groups.

In addition all patients have to keep on with the following procedures: several
neuropsychological tests (a new depression – Beck test, and used before PDQ39
(quality of life), and Epworth sleepiness test) and eye movement (RS – reflexive
saccadic) and many neurological tests involved in the UPDRS (Unified Parkinson’s
Disease Rating Scale). All tests were performed in Brodno Hospital, department of
Neurology, Faculty of Health Science, Medical University Warsaw, Poland. In the
present work, we have tested and measured reflexive fast eye movements (saccades) as
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described in our previous publications [9]. In summary, every subject was sitting in a
stable position without head movements and watching a computer screen before
him/her. At the beginning he/she has to fixate in the center of the screen, and to keep on
moving light spot. This spot was jumping randomly, ten degrees to the right or ten
degrees to the left.

We have recorded simultaneously movements of the light spot and both eyes by
means of professionally tested head-mounted saccadometer (Ober Consulting, Poland).
On the basis of both signals we have calculated parameters of the saccades: the latency
as a delay measured the start of the light spot movement to the beginning of the eye
movement; the amplitude of the saccadic, and its max.

All above described procedures were repeated for each session (as mentioned
above).

2.1 Theoretical Basis

Our KDD (knowledge discovery database) analysis is based on granular computing
implemented in RST (rough set theory proposed by Pawlak [10]).

Our results were converted into the decision table with rows related to different
measurements in different or the same subject and columns were related to different
attributes. An information system [10] and the indiscernibility relation, as well as lower
approximation and upper approximation were described in details before [10, 11].

On the basis of the reduct we have generated rules using four different ML methods
(RSES 2.2): exhaustive algorithm, genetic algorithm [12], covering algorithm, or
LEM2 algorithm [13].

One can also see the decision table as a triplet: S = (U, C, D) where: C is condition,
and D is decision attribute [14]. Each row of the decision table is in a natural way
interpreted as a specific rule that links condition and decision attributes for a single
measurement of the individual subject. As there are results (rows) related to diverse
sessions and patients, they in an automatic way give rules - each one specific for one
row. They can be very often contradictory. RS granular computing is approximating
human way of thinking. Neurologist is always approximating patient’s conditions with
certain approximation as patient has some symptoms certainly but other only partly. RS
theory implies generalizing all particular rules into general propositions that are always
true (lower approximation) and partly true (upper approximation). This is related to
discovery of the specific directions in the database (KDD) and determines optimal
treatments for different PD patients. The decision attribute D can be interpreted as a
single measure of patient’s condition estimated by an expert (doctor). One can interpret
classification of the data by the information table with the decision attribute submitted
by doctor as the supervised learning (ML) process with neurologist as the teacher.

It is well recognized that neurodegenerative processes start about 20 years before
primary noticeable symptoms in PD and they might be various in diverse patients. It is
a famous expression: “no two PDs are the same” so finding optimal treatment is very
difficult. Also effects of comparable treatments might give different effects in individual
patients. Our algorithms have certain granular properties to cover all individual dif-
ferences but with certain approximation (RST). The purpose of our computation is to
follow interactions: doctor and patients. Significant advantage of our granular
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computations is abstraction and generalization in various levels that mimics approach
of the very experienced doctor. Granular computing follows complex objects classi-
fications as we have found in the visual brain [7, 8]. Our brains make object classifi-
cation on the basis of inborn mechanisms and individual experience. We want to find
enough flexible rules that will determine disease progressions of PD with diverse
treatments, and in distinctive disease stages.

We have applied as KDD the RSES 2.2 (based on RST) [15] in order to find RS
rules to process different patients. We have verified in our previous publication that the
RS method gives better estimations than other classical methods [9].

3 Results

As described in the Methods section our patients were divided into three different
groups: 23 BMT patients that were merely on medication, and 24 DBS patients were in
addition to medication had electric stimulation of DBS-STN (subthalamic nucleus)
with surgery completed during our study, and 15 POP patients with DBS procedure
performed earlier.

Comparison of Longitudinal Changes in Tests Results
In BMT-group of patients in visit 1 (W1) had the mean age of 57.8 ± 13 (SD) years.
Their confirmed disease duration was 7.1 ± 3.5 years, PDQ39 = 48.3 ± 29 (SD);
Epworth 8 ± 5, Beck 14.2 ± 9.7, UPDRS session 1 was 48.3 ± 17.9 statistically
(p < 0.0001) different than UPDRS equal 23.6 ± 10.3 in the session 3.

PatBMTW2 PDQ39 = 55.6 ± 34.5 (SD); Epworth 8 ± 5, Beck 16.3 ± 12.1;
UPDRS in session 1 was 57.3 ± 16.8 (p < 0.0005 significantly different than in visit
W1); whereas in session 3 it was 27.8 ± 10.8;

PatBMTW3 PDQ39 = 50.6 ± 28 (SD); Epworth 7.3 ± 4, Beck 14.1 ± 9.7;
UPDRS in session 1 was 62.2 ± 18.2 (p < 0.05 significantly different than in visit
W2); in session 3 was 25 ± 11.6.

It was no statistically significant difference in UPDRS between visits for session 3.
In DBS - group, the mean age of patients was 53.7 ± 9.3 years, and disease

duration was 10.25 ± 3.9 years. In visit W1 UPDRS was 62.1 ± 16.1 (statistically
different p < 0.0001 than in BMT-group, visit W1), PDQ39 = 56.5 ± 22.6 (SD);
Epworth 9.1 ± 5.4, Beck 14.8 ± 10.0.

In DBS – group, visit W2 that was directly the surgery, in session 1 UPRDS equal
65.3 ± 17.6 became larger than before the surgery (see above) but there were not
statistically significant difference; PDQ39 = 44.0 ± 22.1 (SD); Epworth 9.0 ± 4.8,
Beck 11.0 ± 8.8.

In DBS – group, visit W3 session 1 UPDRS was 68.7 ± 17.7 and statistically
different (p < 0.03) than in visit W2; PDQ39 = 46.1 ± 23.0 (SD); Epworth 9.2 ± 4.3,
Beck 10.0 ± 8.4.

In POP-group UPDRS in session 1 for visit W1 was: 63.1 ± 18.2; for visit W2
was: 68.9 ± 20.3 to for visit it was W3: 74,2 ± 18.4. In session 4 (session with
medication and DBS procedures) in visit W1 was 21 ± 11.3, in visit W2 was
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23.3 ± 9.5, and in visit W3 was 23,8 ± 10.7. There are some similarities between
groups DBS and POP.

3.1 KDD Findings Depression for BMT Group

In the BMT group were patients on only medication treatment with two sessions (no
medication - MedOff session #1 and on medication MedOn session #3). They were
measured three times every half of the year (W1, W2 and W3).

We have used RSES for the discretization and UPDRS were divided into the
following ranges: “(−Inf, 24.0)”, “(24.0, 36.0)”, “(36.0, 45.0)”, “(45.0, Inf)”.

We had initially 72 rules for BMTW1 patients, but by generalization and filtering
we have reduced them to 7 rules that are presented below without one rule that was
specific for only one patient.

Table 1 is a discretized table for three patients: 4, 5, and 7 in two sessions:
MedOFF (#1), MedON (#3) with parameters related to Beck depression scale and
quality of sleep (Epworth scale), saccades latency values (SccLat), and the decision
attribute was UPDRS (last column). Notice that Table 1 above is similar to Table 1 in
[14] with an exception that in the previous table we did not use Beck score and PDQ39
has replaced present depression score (now PDQ39 is skipped).

Each row can be written as a rule that will give 23 (number of BMT patients) * 2
(OFF and ON) = 46 very specific rules like that for the first row:

(P#4)&(dur="(-Inf,9.75)")&(Ses=1)&(Beck="(-Inf,14.0)")&(Epworth="(-Inf,3.0)")
& (RSLat="(-Inf,181.5)") => (UPDRS="(36.0,45.0)")

ð1Þ

It means that if the for Pat#4, saccade duration is smaller than 9.7 ms, session is #1,
Beck is smaller than 14, Epworth score smaller than 3.0 and saccade latency smaller
than 181.5 ms then UPDRS will be between 36 and 45.

Table 1. Discretized-table extract for BMT patients

P#  tdur   Ses Beck Epworth  PDQ39 RSLat RSDur  RSAmp RSVel UPDRS
4 "(-Inf,9.75)" 1 "(-Inf,14.0)" "(-Inf,3.0)" * "(-Inf,181.5)"   *   *  *   "(36.0,45.0)"
4 "(-Inf,9.75)" 3 "(-Inf,14.0)" "(-Inf,3.0)" * "(-Inf,181.5)"   *   *  *    "(-Inf,24.0)"
5 "(9.75,Inf)"  1 "(-Inf,14.0)" "(3.0,Inf)" * "(181.5,395.0)"  *   *  *   "(36.0,45.0)"
5 "(9.75,Inf)"  3 "(-Inf,14.0)" "(3.0,Inf)" * "(181.5,395.0)"  *   *  *   "(24.0,36.0)"
7 "(-Inf,9.75)" 1 "(14.0,Inf)" "(3.0,Inf)" * "(181.5,395.0)"   *   *  *   "(36.0,45.0)"
7 "(-Inf,9.75)" 3 "(14.0,Inf)" "(3.0,Inf)" * "(181.5,395.0)"   *   *  *   "(-Inf,24.0)"
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By using RST we can generalize rules from above table to the following rules:

(dur="(9.75,Inf)")&(Beck="(14.0,Inf)")&(Ses=1)&(Epworth="(3.0,Inf)") =>
(UPDRS="(45.0,Inf)"[6]) ð2Þ

(Ses=3)&(Epworth="(-Inf,3.0)")=>(UPDRS="(-Inf,24.0)"[4]) ð3Þ

(Beck="(-Inf,14.0)")&(Ses=3)&(RSLat="(-Inf,181.5)")=>(UPDRS="(-Inf,24.0)"[4]) 
ð4Þ

(dur="(-Inf,9.75)")&(Ses=3)&(RSLat="(-Inf,181.5)")=>(UPDRS="(-Inf,24.0)"[3]) 
ð5Þ

(dur="(-Inf,9.75)")&(Ses=1)&(Epworth="(3.0,Inf)")&(RSLat="(Inf,181.5)")=>
(UPDRS="(24.0,36.0)"[3])  

ð6Þ

(dur="(Inf,9.75)")&(Beck="(-Inf,14.0)")&(Ses=1)&(RSLat="(181.5,395.0)")=> 
(UPDRS= "(45.0,Inf)"[2])  

ð7Þ

In the second formula (2) states that for the session 1 and saccade duration longer
than 9.75 ms and Beck depression score larger than 14 and Epworth larger than 3.0
then UPDRS will be larger than 45.0. Eq. 2 was true in 6 cases.

In addition, we have used BMTW1 rules to predict UPDRS in the next two visits:
BMTW2 and BMTW3 in patients on medication only, with global accuracies of 0.765
(Table 2) and 0.8, and with the global coverage 0.37 and 0.33. It looks that accuracy
are better than without Beck scale (0.7 for both visits), but global coverage with
PDQ39 was 1 for both visits W2 and W3. Notice that in Eq. (2) fulfilled for 6 cases, the
Beck score is high (above 14) and UPDRS is large (above 45), and in Eq. (4) satisfied

Table 2. Confusion matrix for UPDRS of BMTW2 group by rules obtained from BMTW1-
group

Actual Predicted
“(36.0, 45.0)” “(−Inf, 24.0)” “(24.0, 36.0)” “(45.0, Inf)” ACC

“(36.0, 45.0)” 0. 0 0.0 0.0 0.0 0.0
“(−Inf, 24.0)” 0.0 8.0 0.0 0.0 1.0
“(24.0, 36.0)” 0.0 1.0 0.0 0.0 0.0
“(45.0, Inf)” 0.0 0.0 3.0 5.0 0.625
TPR 0.0 0.9 0.0 1.0

TPR: True positive rates for decision classes; ACC: Accuracy for decision classes: the
global coverage was 0.37 and the global accuracy was 0.765, the coverage for
decision classes was 0.0, 0.73, 0.11, 0.4.
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in 4 cases the Beck score is low (below 14) and UPDRS is below 24. However, in
Eq. 7 in two cases the Beck score is low (below 14) and UPDRS is large (above 45). It
means that the depression score is rough – is not 100% discriminatory.

3.2 KDD for DBS Group

We have excluded DBSW1 group as these patients do not have implanted electrodes,
but we made predictions UPDRS of DBSW3 by rules from DBSW2 (only sessions
with DBSON and MedOFF – session 2, MedON – session 4), and we have obtained the
global accuracy 0.67 (0.56 without Beck depression score) and global coverage 0.625
(1 without Beck inventory results).

But in DBSW2 decision classes were different than in BMTW1 “(36.5, Inf)”
“(28.0, 36.5)” “(19.5, 28.0)” “(−Inf, 19.5)”. We have obtained 6 rules with LEM
algorithm [10] after filtering one-case rules. There are interesting differences to rules
from BMTW1 group e.g.:

(RSLat="(-Inf,310.0)")&(PDQ39="(-Inf,69.5)")&(Ses=3)&(Beck="(4.5,23.0)")=> 
(UPDRS="(-Inf,19.5)"[10])

ð8Þ
(Epworth="(-Inf,7.5)")&(RSLat="(-Inf,310.0)")&(dur="(8.0,12.58)")&(PDQ39="(-
Inf,69.5)")&(Beck="(-Inf,4.5)")=>(UPDRS="(-Inf,19.5)"[4])

ð9Þ
(PDQ39="(-Inf,69.5)")&(Beck="(4.5,23.0)")&(Ses=1)&(RSLat="(-Inf,310.0)")& 
(dur="(8.0,12.58)")&(Epworth="(-Inf,7.5)")=>(UPDRS="(28.0,36.5)"[2])

ð10Þ

Notice that these rules Eqs. 8–10 have not only Beck scores (depression), but in
contrast to BMTW1 rules, also PDQ39 quality of life scale. By adding depression score
we have obtained better accuracy (Table 3) than without it [16].

Table 3. Confusion matrix for UPDRS of DBSW3 group by rules obtained from DBSW2-
group

Actual Predicted
“(36.0, Inf)” “(28.0, 36.5)” “(19.5, 28.0)” “(−Inf, 19.5)” ACC

“(36.5, Inf)” 2. 0 1.0 0.0 2.0 0.4
“(28.0, 36.5)” 0.0 3.0 1.0 2.0 0.5
“(19.5, 28.0)” 0.0 0.0 4.0 5.0 0.44
“(−Inf, 19.5)” 0.0 0.0 3.0 11.0 0.92
TPR 1.0 0.75 0.67 0.55

TPR: True positive rates for decision classes; ACC: Accuracy for decision classes: the
global coverage was 0.67 and the global accuracy was 0.625, the coverage for
decision classes was 0.5, 0.55, 0.75, 0.75.
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3.3 KDD for DBS Group Based on BMT Patients

In the next step, we have applied BMTW1 rules (Eqs. 2–7) to all visits of patients from
the DBS group. As before [16] we were successful only for DBSW1 group (patients
still before implementation of the stimulating electrodes). Therefore, these patients had
only two sessions but with the higher dosage of medication as they were in more
advance disease stage in comparison to BMT-group. We have obtained the global
accuracy 0.765 (it was 0.64 without Beck [16]) with the global coverage 0.354 (0.5
without Beck [16]), for DBSW2 we got accuracy of 0.85, coverage of 0.3 (0.77 and
0.37 with Beck), for DBSW2 accuracy and coverage were 0.74 and 0.56 (0.8 and 0.33
with Beck depression score).

3.4 KDD for POP Group Based on DBSW2 Patients

Similarly to the previous study [16], we have divided DBSW2 PD into two subgroups:
the first one with electric stimulation switched off (DBSOFF), and the second subgroup
with electric stimulation switched on – DBSON. The reason was that POP patients
were in more advanced stage of the disease and DBS makes POP and DBS patients
more similar. Therefore, we made predictions only for UPDRS in POP groups with
DBSON and for two sessions: MedOFF and MedON.

We have used rules from the DBSW2 group (see above). Previously [16] using
rules without depression inventory (Beck score) we were not able to predict UPDRS of
POP patients, as we have found that POP in comparison to DBS rules were
contradictory.

Adding depression is important as we could predict disease progression of POPW1
group with accuracy 0.5, coverage 0.77 (Table 4). For POPW2 group we have obtained
global accuracy 0.4 and global coverage 0.17. For POPW3 we had global accuracy
0.25 and global coverage 0.33. It means that there are still other long-term effects of
brain stimulation that we cannot effectively predict.

Table 4. Confusion matrix for UPDRS of POPW1 group by rules obtained from DBSW2-group

Actual Predicted
“(36.0, Inf)” “(28.0, 36.5)” “(19.5,2 8.0)” “(−Inf, 19.5)” ACC

“(36.5, Inf)” 1. 0 0.0 1.0 0.0 0.5
“(28.0, 36.5)” 2.0 0.0 1.0 1.0 0.0
“(19.5, 28.0)” 2.0 1.0 3.0 2.0 0.375
“(−Inf, 19.5)” 0.0 1.0 0.0 8.0 0.89
TPR 0.2 0.0 0.6 0.73

TPR: True positive rates for four decision classes; ACC: Accuracy for decision
classes: the global coverage was 0.77 and the global accuracy was 0.52, the coverage
for decision classes was 0.4, 0.57, 1.0, 0.9.

Granular Computing (GC) Demonstrates Interactions 599



4 Discussion

There is permanent problem in handling patients with neurodegenerative diseases: how
to find and test if an actual treatment is optimal or even ‘near’ optimal? It is very
important question as the right, optimal therapy may improve patient’s quality of life,
help caregiver, and prolong patient’s activity and his/her life expectancy. Technology
made important progress in medical science and introduced new procedures improving
patient’s handlings. The main problem is the long lasting (about 20 years) neurode-
generation processes with the specific for each person compensatory mechanism
happening before the first disease symptoms. As plastic mechanisms are influenced by
many factors as such as: daily activity – physical and intellectual, profession as cog-
nitive training, so-called social brain, diet and physical training. In the consequence,
each patient must be handled in an individual, unique way. In order to fulfill it, we have
used KDD approach looking for hidden rules with help of data mining and machine
learning methods (RST granular computations) that propose universal rules with
enough generalization and specificity that determine treatments of individuals from
different groups of patients. These general rules are related to the knowledge and
experience of the neurologist but are also related to individual patients. Our long-term
plans are to expand this granular computing approach not only to study patients with
many different treatments, but also to compare many different groups of patients var-
ious centers using not exactly the same approach in diagnosis and medications. If we
obtain rules that are different for different medical centers we can easy compare them in
order to find granules determining more optimal set of treatments for each individual
patient.

In this study, we have examined three groups of PD patients in the different disease
stages and procedures: BMT, DBS, and POP groups and tried to find common
mechanisms between them. Previously we have made effective prediction of the dis-
ease progression for BMT and DBS groups of patients. However, we were not suc-
cessful to predict disease progression in the patients with long brain electric stimulation
(POP group). In this analysis, we have improved our results by adding depression
attribute (Beck score). Depression was sufficient in BMT group but for DBS and POP
groups the quality of life (PDQ39), with sleepless (Epworth), and eye movement were
major attributes that helped to predict UPDRS. Therefore depression plays a sig-
nificant role in the disease progression of PD patients.

Ethics Statement. This study was carried out in accordance with the recommendations of
Bioethics Committee of Warsaw Medical University with written informed consent from all
subjects. All subjects gave written informed consent in accordance with the Declaration of
Helsinki. The Bioethics Committee of Warsaw Medical University approved the protocol.
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Abstract. In this text we present the results of oculometric experiment
consisting the registration of anitsaccades of patients with Parkinson’s
Disease (PD) in relation to their neurological data. PD is an important
and incurable neurodegenerative disease and we are looking for methods
optimizing the treatment. In our previous works we used Reflexive Sac-
cades (RS) and Pursuit Ocular Movements (POM) to check what it can
tell us about the disease’s progression expressed in the Unified Parkin-
son’s Disease Rating Scale (UPDRS). The UPDRS is the most commonly
used scale in the clinical studies of Parkinson’s disease. In this experi-
ment we examined antisaccades (AS) of 11 PD patients who performed
eye movement tests in controlled conditions. We correlated neurologi-
cal measurements of patient’s motoric abilities and data describing their
treatment with values of AS parameters. We used RSES and for predic-
tion of the UPDRS scoring groups and Weka methods for presentation of
the results. We achieved good results with accuracy of 91% and coverage
of 100%. The AS test is a relatively easy and non-invasive method that
can be used in the telemedicine in the future.

Keywords: Parkinson’s disease · Antisaccades · Eye tracking ·
Data mining · Machine learning

1 Introduction

Antisaccade is a voluntary eye move in the opposite direction of appearing target
[8]. Subject have to suppress a glance towards a suddenly presented peripheral
stimulus and look away from it to the mirror location [13]. The eye move schema
is presented in Fig. 1. Antisaccades are generally more difficult than eye move
towards the stimuli (prosaccades) for some PD patients even impossible to per-
form. The performance of antisaccades is influenced by parameters interacting
with the fixation and/or attention system of oculomotor control [9]. Olk and
Kingstone [10] assumed in their research, that prosaccades to new objects are
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made reflexively and for antisaccades, this reflexive eye movement have to be
inhibited thus antisaccades are generated volitionally. This oculomotor inhibi-
tion is the main factor leading to long antisaccade latency causing that anti-
saccades are generally slower than prosaccades. Inhibition is being produced by
the reallocation of covert attention from the target location towards the oppo-
site antisaccade location [10]. The prefrontal cortex (PFC) is being found to
be crucial for control of reflexive behavior allowing for voluntary reaction [13].
Brain imaging studies showed that cortical and subcortical network is widely
active during the generation of antisaccades [15]. The interesting finding has
been made by Fischer and Weber [9] who observed that parameters supporting
the disengagement of fixation at the time of stimulus onset provoke a reduction
of the antisaccadic reaction times and that certain state of disengagement seems
to facilitate the occurrence of reflex-like errors.

The ability to suppress reflexive responses in favor of voluntary motor acts
is very important for everyday life and variety of neurological diseases result in
dysfunctions and errors of this mechanism, what can be observed in the volun-
tary eye move tasks [15]. In terms of PD disease, various studies have shown that
patients have impaired executive function, including deficits in attention, move-
ment initiation, motor planning and decision making leading to impairments
in controlling involuntary behavior [12,17]. Such dysfunctions plays important
role during execution of voluntary eye movements and resulting in difficulties,
as antisaccade requires suppression of an automatic eye movement to a visual
stimulus and execute a voluntary eye movement in the opposite direction [17].
Antisaccade deficits in PD have been attributed to fronto-basal ganglia (BG)
dysfunction and are similar to those seen in the task switching, whereby one is
required to change a response after performing a different behavior [17]. Crevits
et al. [11] observed that the degree of advancement of Parkinson’s disease sig-
nificantly increases mean latencies and error rate in the antisaccade tasks. Anti-
saccades in PD has been described as abnormal, multiple-step and hypometric
and associated with a significant decrease in the velocity [14]. PD patients are
treated medically or by stimulation of the Subthalamic Nucleus (STN) with an
electrode (Deep Brain Stimulation - DBS). In terms of medical treatment, Hood
et al. [12] found that Levodopa (L-Dopa) commonly used to improve the symp-
toms of Parkinson’s disease significantly reduces error rate for antisaccades and
suggests that L-Dopa improves function of the voluntary frontostriatal system,
which is deficient in PD. It has been also observed that PD patients in the med-
icated state are better able to plan and execute antisaccades [12]. In contrast to
L-Dopa, electrical stimulation of the STN, the alternative method to the medical
treatment, has been found to have no effect on the antisaccade task. According
to Rivaud-Péchoux, et al. [16] STN stimulation improves only the accuracy of
the memory guided saccades.

The UPDRS becomes common rating scale of the progression of a Parkinson’s
disease among neurologists and researchers who want to carry out measurements
with objective instruments [5]. It consists of 42 items divided into 4 sections [6].
First 2 sections consist scoring of personal behavior, mood, mental activity and
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activities of daily living. Next 2 sections consist examination of patient’s motor
fitness and difficulties during the treatment. In our experiment we decided to
compare the results of Sects. 3 and 4 of UPDRS examination with the results
of the oculomotor study. The UPDRS III includes clinician-scored monitored
motor evaluation and evaluation of complications during the therapy (UPDRS
IV) [7]. The UPDRS III refers directly to motor results an UPDRS IV to motor
fluctuations, both might have direct correlation with the patient’s oculomotor
abilities.

The problem in evaluating the scale of Parkinson’s disease progression lies
in the very individual symptoms of this disease. Every patient diverge substan-
tially in his combinations of symptoms, rates of progression, and reactions to
treatment [4]. In the experiment we wanted to check the effectiveness of predic-
tions of neurological evaluations, represented by Sects. 3 and 4. We tried to find
out whether there are correlations between the antisaccade parameters collected
from oculometric tests and data from the neurological classifications. We used
combined results of neurological diagnoses as decision attributes along with ocu-
lometric measurements as conditions expressed in the parameters. With such
approach we researched correlations between both sources of the data. The aim
of this experiment was to test algorithms, allowing for machine-learning eval-
uation of the UPDRS III and IV, based on type of the treatment and results
of the anitsaccade trials. We believe that methods of predictions like presented
in this article might extend available data of patient, if patients could perform
oculomotor tests using their personal devices in different conditions, not only
in the clinical settings. Data evaluation presented in this article could be auto-
mated by open-access software running on personal device like PC, tablet or a
smart-phone.

2 Methods of the Experiment

We examined 11 patients in the clinical conditions. Patients underwent experimen-
tal trials under the supervision of a doctor. Results of patients were collected and
divided according to their treatment.Our data distinguished patientswho undergo
pharmacological (BMT - Best Medical Treatment) treatment basing on the med-
ication of the L-Dopa and the DBS (Deep Brain Stimulation). Patients qualified
for DBS surgery are mainly characterized by low sensitivity to L-Dopa [4].

Possible variants of those two parameters described types of different sessions
in which the results of patients were considered:

– S1: No treatment - (BMT Off, DBS Off)
– S2: Patients undergo only non-pharmacological treatment (BMT Off, DBS

On)
– S3: Patients undergo only pharmacological treatment (BMT On, DBS Off)
– S4: Patients undergo both types of treatment (BMT On, DBS On)

We compared correlations between types of the sessions and UPDRS results.
In total our data contained 28 registrations with relevant data from neurological
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tests including the results of the UPDRS classifications. Not every patients were
treated with both pharmacological and surgical treatment, so it was impossible
to examine each patient in the four different sessions. The eye moves of the
patient were recorded by the eye tracker. We used head-mounted eye-tracker
JAZZ-Novo with frequency of 1000 Hz. Patient head was positioned on the chin-
rest at a distance of 60–70 cm from the monitor in order to minimize the head
movements.

During each experimental trial patients task was to follow horizontal moves of
the light spot generated by the eye tracker. At the beginning of each one patients
were viewing the fixation point and it was the primary position of the gaze in
each antisaccade trial (0◦). When trial started fixation point disappeared and at
the same moment target of the antisaccade appeared randomly on its left or the
right side (10◦ to the left or right of the fixation point) in arbitrary times between
500–1500 ms. The antisaccade target remained for 100 ms before another trial
started. Patient task was to move eyes in opposite direction to the appearing
targets with best accuracy and smallest delay. The experiment was conducted
in “no-gap” model in contrast to the model introduced by Saslow [21]. Schema
on Fig. 1 presents the model of the anisaccade trial.

Fig. 1. Model of the antisaccade trial.

All experimental trials were conducted in the same lighting conditions. The
data was analyzed by software detecting antisaccades in the eye move signal and
calculating its Delay, Duration and Speed parameters. The algorithm searched
the oculometric data composed from the time stamps and x-coordinates of the
stimuli and patient eyes. The start point of each search window was the moment
of appearance of the antisaccade target. The algorithm expected straight-aimed
move from fixation point to the opposite direction of the appearing target below
the delay threshold of 500 ms. The latency parameter have proved to be a valu-
able source of detailed and quantitative information in a wide range of neu-
rological conditions [19]. Parameter Latency can also give the information of
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the impairments of the decision mechanisms described in the section “Intro-
duction”. Any record which hadn’t passed criteria of move direction (patient
performed prosaccade) in the defined window below the maximum acceptable
latency were removed from the original data. The record was also rejected if there
was non-response or mis-recording (blinks, head movements, etc.) [19]. Calcu-
lated statistics of successful antisaccades gave the mean of 6.53 (SD 2.5). This
fairly weak indicator may be explained by the fact, that for many PD patients
the antisaccade can be a quite difficult task. For particular cases even impossible
to perform.

3 Computational Basis

The eye move parameters, mean latency, mean duration and max speed were
calculated on the basis of registered appearances of fixation point and the target
in correlation with patient’s eye moves. Duration (time) and speed (velocity) are
base parameters describing the eye move. We choose max speed (peak velocity)
because we believe that this parameter is better in showing the oculomotoric
capabilities of the patient than the average speed.

We used the following approach for parameters calculations. The latency
was measured as a period between appearance of the target (and fixation point
disappearance) and start of the eye move in the right direction. Start of the
antisaccade (start point of the duration) has been fixed to the moment when gaze
speed exceeded the threshold of speed determined for particular trial. The speed
threshold was calculated from all subsequent frames of the record by dividing
the maximum speed and the average speed. The Duration of the antisaccade was
determined as the period when gaze direction has began to follow the opposite
direction of the target and when simultaneously the eye speed has started to rise
from the starting point of change of the move direction. The means of Delay and
Duration parameters were calculated arithmetically for a particular patient. The
Max Speed was counted as the maximum from all values collected and calculated
for every eye-tracked frame in the period of the antisaccade duration.

After carrying out the oculometric tests we created the dataset from parame-
ters of the anticassade trials (numeric values) and the neurological data. The neu-
rological data contained parameters describing type of the treatment expressed
in the symbolic attribute “Session” (S1, S2, S3, S4) and the results of UPDRS
classifications (numeric values). In the next phase, the dataset has been used as
the input decision table for Rough Set Exploration System (RSES) we used for
further analysis. RSES is a data-mining software written at Warsaw University
and it has been previously found that RSES deals very good with predicates
based on small data [3]. RSES contains a tool set of methods coming from the
Rough Set Theory (RST) [1]. RST is founded on the assumption that every
object associate some information which are characterized by the same informa-
tion in view of the available information about them [3]. This approach is related
to the granular computing paradigm where every particular granule contains all
attributes are related to “and” logic, and where interactions between granules
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are related to “or” logic [4]. The relation of indiscernibility is the mathematical
basis of this theory stating that a set of similar objects forms a basic granule of
knowledge and any union of those elementary sets formulates a precise set [1]. In
contrast to the precise set, the rough set (RS) cannot be characterized in terms
of information about its elements. Each RS has boundary-line of objects which
cannot be certainly classified. Each RS contains also associated pair of precise
sets (the lower and high approximations). The lower consists of all objects cer-
tainty belong to the set and the upper one containing objects which possible
belong to the set and difference between the upper and the lower precise sets
constitutes the boundary region of the RS [1]. Such approximations are basic
operations used in this data-mining methodology [3].

We used decision table as input data for RSES (as proposed by Pawlak
[1]) constructed from columns where two last are the condition attributes mea-
sured by the neurologist (UPDRS III and IV) and all preceding columns are
the decision attributes. Each row of the table describes the rules, by which each
patient can be described. Therefore, rules can have many specific conditions, as
number of rules equals number of rows. Using this approach, we can describe
different UPDRS values in different patients. This approach should also simulate
the way in which neurologists might interact with patients, perceiving various
patient’s symptoms at various levels of granularity. There are large inconsisten-
cies between PD progression, symptoms, between individual patients and also
in effects of similar treatments and the task of neurologists is to abstract and
consider only those symptoms that are universally significant and serve to deter-
mine a specific treatment [4]. For visualization of the results obtained from RSES
we used the WEKA data-mining software written at University of Waikato with
J48 algorithm generating a pruned or unpruned C4.5 decision tree [2]. C4.5 is
an algorithm building decision trees from a set of data using the concept of the
information entropy and is probably one of most widely used machine learning
tool in the current practice [20].

4 Results

Initial dataset contained 16 attributes and 28 experimental measurements
(observations), representing calculated parameters from the antisaccade records
mapped to the records from neurological database of particular patients. The
example of initial dataset is presented in Table 1. Attributes it the Table 1 were
defined as follow:

– Patient ID (ID) - the id of particular patient.
– Session - parameter describing the session type.
– Delay Mean - calculated eye mean delay relative to the movement of the spot.
– Duration Mean - calculated parameter describing duration of particular anti-

saccade.
– Max Speed - calculated maximum eye speed during particular antisaccade.
– UPDRS III - numeric result of patient’s UPDRS III classification.
– UPDRS IV - numeric result of patient’s UPDRS IV classification.
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The example from combined dataset with mostly numeric data is presented
in Table 1. In the first step of analysis we separated the UPDRS III and IV
parameters placing it in two different tables. Then we used RSES for reduc-
tion of attributes and data discretization using the local method with symbolic
attributes, allowing for nominal values analysis. In some cases it give better out-
puts in terms of sensitivity of discretization, as it is generating much more cuts
and it is also slightly faster than the global method [18].

Table 1. Sample of the initial dataset

ID Session DelayMean DurationMean MaxSpeed UPDRS-III UPDRS-IV

13 S4 0.26 1.95 5.05 8 6

14 S1 0.5 4.4 5.05 43 0

14 S2 0.35 4.15 5.08 14 0

14 S3 0.42 4.01 5.24 5 8

14 S4 0.33 2.86 5.29 9 0

The final dataset containing decision important and discretized attributes
representing ranges of values after the classified selection is presented in examples
of data in Tables 2 and 3 accordingly to different UPDRS scale parameters.

Table 2. Sample of the reduced and discretized dataset with attribute UPDRS III

PatientID Session DelayMean DurationMean MaxSpeed UPDRS-III

“13” “S4” (−inf–0.335) (1.85–inf) (−inf–5.075) (3–13)

“14” “S1” (0.445–inf) (1.85–inf) (−inf–5.075) (25–59)

“14” “S2” (0.335–0.445) (1.85–inf) (5.075–5.6) (13–25)

“14” “S3” (0.335–0.445) (1.85–inf) (5.075–5.6) (3–13)

“14” “S4” (−inf–0.335) (1.85–inf) (5.075–5.6) (3–13)

In the next phase we wanted to find correlations between UPDRS values and
the rest of the attributes. We compared different RSES classifiers performing
the same cross-validation prediction of attribute UPDRS III and UPDRS IV on
the discreatized datasets. The values of the UPDRS has been estimated with
various accuracy and coverage depending on used algorithm. The classification
has been performed in the method of global 5 Folds cross-validation. We tested
different variants of classifications and 5 Folds gave the best predictive results
for our dataset.
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Table 3. Sample of the reduced and discretized dataset with attribute UPDRS IV

PatientID Session DelayMean DurationMean MaxSpeed UPDRS-IV

13 S4 (−inf–0.335) (1.94–2.725) (−inf–5.105) (3–9)

14 S1 (0.375–inf) (3.885–inf) (−inf–5.105) (0–1)

14 S2 (0.335–0.375) (3.885–inf) (−inf–5.105) (0–1)

14 S3 (0.375–inf) (3.885–inf) (5.105–inf) (3–9)

14 S4 (−inf–0.335) (2.725–3.885) (5.105–inf) (0–1)

We compared two different classifiers available in the RSES - the Decision
Rules and the Decomposition Tree. The Decision Rules is based on decision
table approach where columns are labeled by attributes, rows by objects of
interest and entries of the table are attribute values [1]. Rows of a decision
table are referred to “if/then” decision rules which give conditions necessary to
make decisions specified by the decision attributes [1]. The Decomposition Tree
splits dataset into fragments represented as a tree’s leafs. Those subsets of data
are used for calculation of decision rules and are supposed to be more uniform
and easier to cope with decision-wise [17]. The RSES expresses the results of
classifications in two main attributes: Total Accuracy (TA) and Total Coverage
(TC). The TA represents the ratio of number of correctly classified cases (sum
of values on diagonal in confusion matrix) to the number of all tested cases
(number of test objects used to obtain this result) [18]. The TC represents ratio
of classified objects from the class to the number of all objects in the class
(percentage of test objects that were recognized by classifier) [18]. The best
results were achieved with the RSES Decomposition Tree. For attribute UPDRS
III classification results indicated 0.85 of TA with TC of 0.48. The value of the
UPDRS IV has been estimated with TA of 0.91 and TC of 0.39. Other classifiers
i.e. Decision Rules gave worse TA of 0.7 but with much better TC of 1. Tables 4
and 5 are showing the results for best classification where columns represent
predicted values and rows represent actual values.

In order to better understand and visualize correlations provided by results
we derived the decision trees using WEKA J48 classifier [2]. Analysis of visu-
alization of the obtained trees brought interesting observations. When viewing

Table 4. Result of Decomposion Tree classification with 5 Folds Cross Validation for
attribute UPDRS III.

UPDRS III (3, 13) (13, 25) (25, 59) No. of obj. Accuracy Coverage

(3, 13) 0.8 0 0 1.6 0.4 0.333

(13, 25) 0.2 0.2 0 1.6 0.1 0.133

(25, 59) 0.2 0 1 1.8 0.7 0.68

Total accuracy: 0.85 Total coverage: 0.48
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Table 5. Result of Decomposion Tree classification with 5 Folds Cross Validation for
attribute UPDRS IV.

UPDRS IV (3, 9) (0, 1) (1, 3) No. of obj. Accuracy Coverage

(3, 9) 1.75 0 0.25 2.75 0.938 0.708

(0, 1) 0.25 0.25 0 1.75 0.125 0.25

(1, 3) 0 0 0.25 2.5 0.25 0.083

Total accuracy: 0.91 Total coverage: 0.39

Fig. 2. Decision tree visualization for decision attribute UPDRS III and discretized
dataset.

tree describing the UPDRS III attribute (Fig. 2) we can see that it is character-
ized by strong correlations with method of treatments represented by attribute
Session obscuring the oculometric parameters. However quite strong interplay
can be seen between the type of pharmacological treatment of examined patient
(S3) and mean duration parameter (Duration Mean). To see direct correlations
between UPDRS score and the antisaccade parameters we removed the Session
attribute. With unified methods of treatments, the results showed correlations
between group of the highest results of the UPDRS III (25–59) and groups of
the highest duration (1.85–inf) and delay (0.445–inf) and the group of lowest
the speed (−inf–5.075). In Fig. 3 we can see that Duration Mean is the main
attribute describing the UPDRS III score group and how values of other oculo-
metric parameters are being distributed. A quite different view emerged from the
analysis of the decision tree containing attribute UPDRS IV (Fig. 4). Duration
Mean applied as the main decision attribute. What seems to be interesting the
attribute Session created own branch connected to the group located exactly in
middle of Duration Mean values. Additionally attribute Max Speed correlated
with the group of highest Mean Duration values.
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Fig. 3. Decision tree visualization for decision attribute UPDRS III and discretized
dataset with attribute Session removed.

Fig. 4. Decision tree visualization for decision attribute UPDRS IV and discretized
dataset.
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5 Discussion and Conclusions

As can be seen in the results the attribute Session (describing methods of patients
treatment) and attribute Duration Mean (antisaccade parameter) were most
sensitive in predicting scoring group of UPDRS III and IV. When comparing
results for both UPDRS III an IV, analysis showed greater correlation between
UPDRS IV scoring and anitisaccade parameters obtained during oculometric
examination. Attribute UPDRS IV also showed better accuracy during predic-
tions (0.91). The results obtained using our dataset suggests that UPDRS IV
scale is more sensitive in predictions to anitsaccade parameters than the UPDRS
III. In our dataset the Delay Mean also presents as the most important deci-
sion attribute. Results of classification for this attribute also shows that we may
increase UPDRS predictions by adding antisaccade parameters to neurological
dataset of the patient.

We found results of this classification as very indicative taking into account
such small group of records and quite high prediction with TA varying from
0.85 to 0.91. It proves sense of further experiments in presented area of correla-
tions, between parameters of patient’s oculometric results and the UPDRS motor
evaluations. It is hoped that further development of methodology described in
this text and similar approaches may help in determining the Parkinson Dis-
ease progression. We believe that in the upcoming future, applied algorithms
can be used in applications installed on personal devices. Patients then could be
free from clinical conditions and could perform oculometric tests under different
environments and circumstances enlarging the amount of information describing
the disease. Such a widespread availability of diagnostic tools, by increasing the
quantity of patients data, should also increase the precision of patient’s diagnosis.

6 Ethic Statement

This study was carried out in accordance with the recommendations of Bioethics
Committee of Warsaw Medical University with written informed consent from
all subjects. All subjects gave written informed consent in accordance with the
Declaration of Helsinki. The protocol was approved by the Bioethics Committee
of Warsaw Medical University.
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algorithms in classification problem. In: Polkowski, L., Tsumoto, S., Lin, T.Y.
(eds.) Rough Set Methods and Applications. Studies in Fuzziness and Soft Com-
puting, vol. 56, pp. 48–88. Physica, Heidelberg (2000). https://doi.org/10.1007/
978-3-7908-1840-6 3

18. RSES 2.2 User’s Guide Warsaw University. http://logic.mimuw.edu.pl/∼rses/
RSES doc eng.pdf. Accessed 19 Jan 2005

https://doi.org/10.1007/978-3-319-75420-8_41
https://doi.org/10.1007/978-3-7908-1840-6_3
https://doi.org/10.1007/978-3-7908-1840-6_3
http://logic.mimuw.edu.pl/~rses/RSES_doc_eng.pdf
http://logic.mimuw.edu.pl/~rses/RSES_doc_eng.pdf


614 A. Sledzianowski et al.

19. Antoniades, C., et al.: An internationally standardised antisaccade protocol. Vis.
Res. 84, 1–5 (2013)

20. Witten, I.H., Frank, E., Hall, M.A.: Data Mining: Practical Machine Learning
Tools and Techniques, 3rd edn. Morgan Kaufmann, San Francisco

21. Effects of components of displacement-step stimuli upon latency for saccadic eye
movement. J. Opt. Soc. Am. 57(8), 1024–1029 (1967)



DTI Helps to Predict Parkinson’s Patient’s
Symptoms Using Data Mining Techniques

Artur Chudzik1(&) , Artur Szymański1 , Jerzy Paweł Nowacki1 ,
and Andrzej W. Przybyszewski1,2

1 Polish-Japanese Academy of Information Technology,
Koszykowa 86 St., 02-008 Warsaw, Poland
{artur.chudzik,artur.szymanski,

nowacki,przy}@pjwstk.edu.pl
2 Department of Neurology, University of Massachusetts Medical School,

65 Lake Avenue, Worcester, MA 01655, USA
andrzej.przybyszewski@umassmed.edu

Abstract. Deep Brain Stimulation (DBS) is commonly used to treat, inter alia,
movement disorder symptoms in patients with Parkinson’s disease, dystonia or
essential tremor. The procedure stimulates a targeted region of the brain through
implanted leads that are powered by a device called an implantable pulse
generator (IPG). The mentioned targeted region is mainly chosen to be sub-
thalamic nucleus (STN) during most of the operations. STN is a nucleus in the
midbrain with a size of 3 mm � 5 mm � 9 mm that consist of parts with
different physiological functions. The purpose of the study was to predict
Parkinson’s patient’s symptoms defined by Unified Parkinson’s Disease Rating
Scale (UPDRS) that may occur after the DBS treatment. Parameters had been
obtained from 3DSlicer (Harvard Medical School, Boston, MA), which allowed
us to track connections between the stimulated part of STN and the cortex based
on the DTI (diffusion tensor imaging).

Keywords: Subthalamic nucleus � UPDRS � RSES � MRI � DTI � DBS �
Parkinson’s disease � Data mining

1 Introduction

Neurodegenerative diseases, in which we could distinguish Parkinson Disease (PD),
have their background in neurodegeneration which could be described as progressive
loss of structure or function of neurons, including the death of neurons. PD is primarily
related to the substantia nigra degeneration which leads to dopamine insufficiency.
Standard medication in PD is L-DOPA, which is a precursor of dopamine. However,
disease progression affects in L-DOPA efficiency decay which may be revealed in on-
off symptom fluctuation.

Thus, the neurologist has often to extend standard medication therapy to DBS
(Deep Brain Stimulation) surgery [1]. DBS treatment depends on stimulation of the
subthalamic nucleus (STN) which is dorsal to the substantia nigra and medial to the
internal capsule. STN is also being known as a “hyper direct pathway” [2] of motor
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control, contrasting with the direct and indirect pathways implemented elsewhere in the
basal ganglia. However, the procedure of application the DBS electrode under the
appropriate placement is challenging and may affect in different recovery time and
treatment effectiveness.

The searching of localization of the subthalamic nucleus is done mainly by the
registrations of neuronal activity via microelectrode recording (MER) [8]. MER is an
intraoperative analysis of multi-unit activity (MUA). The commonly used criteria for
electrophysiological localization of the STN are qualitative and mainly based on visual
and acoustic observations of changes in spike frequencies and background activity. The
characteristics of spike trains change during the whole path of brain structures and
differ when the electrode passes through the thalamus, zona incerta, lenticular fasci-
culus, subthalamic nucleus, and the substantia nigra. Bursts in the background activity
and sudden increases in the frequency of neuronal spiking are signs that electrode is
near to STN. To obtain additional confirmation of the correct electrode placement,
supplementary kinesthetic responses measurements aligned with microstimulation are
being proceeded. There are two main strategies in searching for STN. First one depends
on a single microelectrode which leads to the necessity of multiple passes for correct
localization of the motor region. The second one uses 4–5 microelectrode insertions
simultaneously. It has to be noticed that any stimulation or manipulation of the non-
motor STN region is usually avoided since it can provoke psychiatric and cognitive
dysfunctions [7].

To predict the neurological effects related to different electrode-contact stimula-
tions, we have extracted specific parameters acquired from diffusion tensor imaging
(DTI). We have demonstrated that with the data mining methods, supported with the
rough set theory, it is possible to predict Parkinson’s patient’s symptoms, according to
Unified Parkinson’s Disease Rating Scale (UPDRS) [9].

2 Methods

In this research, the subject of study was data acquired from nine patients with
advanced PD, which have had DBS electrodes implanted. The primary step was the
analysis of the data acquired from the DTI by 3DSlicer software. Those parameters
were: two technical values (fiducial region size which determines the tractography
radius for selected electrode contact; stopping value - the value of ceasing for the
generation of the given tract) and an amount of tract reaching the proximity of given
ROI, distinguished between left and right side for every region.

The process of the tractography generation was described in previous works [3, 4].
The generation was carried separately for each contact, and it was on DTI data from the
pre-OP DWI (pre-operational diffusion-weighted imaging). The DWI to DTI (diffusion
tensor imaging) data was estimated by the use of least squares function approximation.
Then, to generate relevant tracts, a proper ROI (region of interest) has been set for each
patient, based on electrode contacts. Next, a module called Tractography Interactive
Seeding has been applied in order to generate tracts. For every patient, two sets of data
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have been generated- with a minimal and large (over 30) number of tracts into primary
and supplementary motor cortices (Fig. 1). The parameters that were used during the
creation of individual tractography were fiducial region size and stopping value,
mentioned previously.

The analysis included discovering of the correlation between given attributes
aligned with the importance. This operation was performed with the usage of pandas
library, which is a Python tool for data analysis and statistics [6]. Based on the obtained
values, it was possible to select the attributes relevant in the data mining process, which
was performed in RSES software.

We have used the RSES 2.1.1 (Rough System Exploration Program) with imple-
mentation of RS rules to process our data. An information system [5] can be considered
as a pair:

S ¼ U;Að Þ

Where:

U ¼ universe of objects
A ¼ set of attributes
V ¼ set of values
a uð Þ ¼ unique element of V
a 2 A
u 2 U
A decision table for S is the 3-tuple:

S ¼ U;C;Dð Þ

Where:

C ¼ condition attributes
D ¼ decision attributes

Information table contains rows, where each denotes a particular rule that connects
condition and decision attributes for a single measurement of a specific patient.

For results evaluation, we have used a technique called cross-validation, which is a
suitable method for estimating the performance of a predictive model, selection of
features or parameters adjustment. It is based on the approach of partitioning a data set
X into n subsets Xi. Then, given algorithm is performed n times, each time using a
different training set X − Xi and validating the results on Xi.

The classifier could be considered to be relevant because of attributes selection that
had been done by an algorithm itself. For example, when the left hand tremor is taken
as a prediction value, the RSES assumed that relevant attributes are related to, inter alia,
hand tracts.
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3 Results

The first step was to create a decision table that consists of data attributes obtained from
3DSlicer, based on diffusion tensor imaging, as described previously in the section on
Methods. Then, RSES methods were applied, to get decision rules. To achieve that,
rows and columns of Table 1 must have been exchanged so that parameters of different
patients were in rows, and their results (attributes) were in columns.

Fig. 1. Screenshots taken from Slicer 3D project of sample patient. We can observe trajectories
of both implanted electrodes marked by orange lines, which are aligned with dead tissue visible
on MRI slices as a result of surgery. Position of the electrodes is visualized with relevant
neighboring structures: STN, Globus Pallidus and Thalamus. DTI tractography is generated from
left STN showing connections going to SM and M1 areas of cortex. (Color figure online)

618 A. Chudzik et al.



In all experiments, we had used the Unified Parkinson Disease Rating Scale
(UPDRS) which gave us information about the disease progression in various parts of
the body in the context of disease-dependent factor (tremor).

The dataset has been spited into three, smaller subsets, where each was targeted to a
different UPDRS marker (“left-hand tremor”, “face, lips, chin tremor”, “handwriting
distortion”). On every subset, we had conducted an experiment based on defined
attributes that led to the conclusion of possible UPDRS value after application of DBS
treatment on the patient.

3.1 Prediction of the Left-Hand Tremor

Attributes that were relevant during the discretization process were strictly related to
Slicer data acquired from the right side of the area, such as fiducial region size,
stopping value, tracts for hand, lip and foot (Fig. 2).

The results of the prediction of the left-hand tremor based on given DTI parameters
revealed the accuracy of 0.967 with the coverage of 0.425 (Table 2).

3.2 Prediction of the Facial Area Tremor

For this task, chosen attributes were related both to the left and right part of the area.
From the left side: fiducial region size, stopping value and lip tracts. From the right
side: stopping values, and tracts for lips and foot (Fig. 3).

Prediction result of the “face, chin, lips tremor” was with the accuracy as high as
0.824 with the coverage of 0.7 (Table 3).

Table 1. A fragment of the input dataset. UPDRS <code> - UPDRS value for specific motoric
classification of patient’ condition; Slicer L/R fiducial region size – Slicer tractography radius for
selected electrode contact (in millimeters); Slicer L/R stopping value – Slicer parameter for
ceasing generation of the given tract; Slicer L/R tracts lip/hand/foot – number of tract reaching
proximity of lip/hand/foot ROI.

Patient ID 10 10 20

UPDRS 21 L Hand action or postural tremor 0 1 2
Slicer R fiducial region size 5 5 5
Slicer R stopping value 0.21 0.21 0.21
Slicer R tracts hand 2 3 3
Slicer R tracts lip 4 15 2
Slicer R tracts foot 15 2 2
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3.3 Prediction of the Handwriting Disturbances

The last experiment with the detection of UPDRS value change of the “handwriting”
test was with the accuracy of 0.878 by the coverage 0.667 (Fig. 4).

The relevant attributes were: DBS and BMT. Furthermore, mainly parameters from
the left side Slicer were observed as relevant, such as fiducial region size, stopping
value, hand and lip tracts. From the right side, only one technical value (stopping) was
taken under consideration (Table 4).

Fig. 2. Computed correlation between Slicer parameters and UPDRS examination: action or
postural tremor of Hands – Left hand. The similarity between the two parameters is correlated
with the color of the cell in the matrix (lighter shade represents higher similarity and
contrariwise). (Color figure online)

Table 2. Confusion matrix of UPDRS #21: action or postural tremor of hands - left hand by
rules obtained from 3DSlicer values based on DTI data. Number of tested subjects: 8. Accuracy
(total): 0.967. Coverage (total): 0.425. TPR stands for “true positive rate”.

A
ct
ua
l

Predicted
0 1 2 No. of obj. Accuracy Coverage

0 2.6 0.0 0.0 5.2 0.8 0.48
1 0.2 0.6 0.0 2.0 0.5 0.30
2 0.0 0.0 0.0 0.8 0.0 0.00
TPR 0.76 0.6 0.0
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4 Discussion

Deep brain stimulation is currently widely applied as a surgical choice of treatment for
patients with advanced PD. The benefits of STN stimulation are due to combined
mechanisms and involve several adjacent structures. To improve the success of the
procedure, more selectivity is needed and both topographical level and stimulation
parameters must be enhanced [1].

This article represents the continuation of previous findings presented in [7] that are
useful to the surgeon as a tool for confirmation that the subthalamic nucleus is near to
the microelectrode path. Furthermore, it extends them even more with data mining
techniques to predict the neurological effects related to different electrode-contact
stimulations.

Fig. 3. Computed correlation between Slicer parameters and UPDRS examination: tremor at rest,
face, lips, and chin. The similarity between the two parameters is correlated with the color of the
cell in the matrix (lighter shade represents higher similarity and contrariwise). (Color figure online)

Table 3. Confusion matrix of UPDRS #20: tremor at rest, face, lips, chin by rules obtained from
3DSlicer values based on DTI data. Total number of tested subjects: 10. Accuracy (total): 0.824.
Coverage (total): 0.7.

A
ct
ua
l

Predicted
0 1 2 3 No. of obj. Accuracy Coverage

0 4.75 0.50 0.00 0.25 6.5 0.867 0.866
1 0.25 0.75 0.00 0.00 1.5 0.750 0.833
2 0.00 0.00 0.00 0.00 0.5 0.000 0.000
3 0.25 0.00 0.00 0.25 1.5 0.125 0.250
TPR 0.93 0.50 0.00 0.25
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5 Conclusions

Our recent research described above was meant to determine if data mining can predict
possible Parkinson’s patient’s symptoms based only on the DTI data of patients who go
through the DBS surgery. We have applied the rough set theory on the data obtained
from DTI after the operation to conclude whether it is possible to create a system that is
unbiased of human opinion.

Fig. 4. Computed correlation between Slicer parameters and UPDRS examination: handwriting.
The similarity between the two parameters is correlated with the color of the cell in the matrix
(lighter shade represents higher similarity and contrariwise). (Color figure online)

Table 4. Confusion matrix of UPDRS #8: handwriting distortion by rules obtained from
3DSlicer values based on DTI data. Total number of tested subjects: 6. Accuracy (total): 0.878.
Coverage (total): 0.667.

A
ct
ua
l

Predicted
0 1 2 3 4 No. of obj. Accuracy Coverage

0 3.33 0.17 0.00 0.00 0.00 4.00 0.944 0.878
1 0.00 0.00 0.00 0.00 0.00 0.83 0.000 0.000
2 0.00 0.00 0.17 0.00 0.00 0.50 0.167 0.083
3 0.00 0.00 0.33 0.00 0.00 0.33 0.000 0.167
4 0.00 0.00 0.00 0.00 0.00 0.33 0.000 0.000
TPR 1.00 0.00 0.17 0.00 0.00
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The results have shown that it is possible to introduce a new, autonomous, doctor
independent and a highly accurate method of disease course prediction.

What is more, this approach enables a new way for a deduction of an impact of a
region-specific stimulation of STN and its effect on patients.

However, since this results have been based on a small data set, further work is
required to perform more credible statistics and verification in the sake of elimination
of overfitting problem.
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Abstract. Human limbs from kinematic point of view can be considered
as simple robots’ manipulators. The first part is dedicated to kinemat-
ics of human arm modeled as three-link planar manipulation system.
For dynamics we propose simple 2-DOF nonlinear model with use of
fractional calculus. According to the latest research fractional systems
have “natural” damping. This means that even simple model may be
able to show some additional properties of the object. Moreover, in pre-
sented paper we study the impact of approximation method on solving
the inverse kinematics for 3-DOF human limb as well as some parame-
ters of compared methods. This part of research may have some value
from visualization point of view. Solving the Inverse Kinematics is the
first step in getting full information about the system. The second part
of research may be of use in simplifying models. Creating ideologically
simple model may let us understand the nature of the world.

Keywords: Human limb · 2-DOF model · Fractional calculus

1 Introduction

The human limbs are dynamical systems that are very complex and hard to
describe. However, in our opinion the approach considering only the dynamical
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models is not entirely correct. The solution of direct or inverse kinematics may
be also of use. With use of both direct and inverse kinematics The visualization
of the motion of the arm may be created. Therefore, studying this topic is impor-
tant. Cruse and Brüwer [8] presented the concept of the human limb kinematics
and the manipulation system.

The human arm may be considered as a complex manipulation system with
some degree of accuracy. In a great simplification it can be considered as a
3-DOF (degrees of freedom) model. On the other hand, adding additional degrees
of freedom provides more complex equations that are more time consuming in
terms of calculation, yet it does not change the idea behind the method.

The Inverse Kinematics (IK) solution can be found in various ways, for exam-
ple by finding the analytical formulas [18]. Usually the following equations are
used:

dx

dt
= J(q)

dq

dt
, (1)

where q is the vector of coordinates in joint space, J(q) is the Jacobian matrix
for given q and x is the vector of coordinates in Cartesian space. For given target
manipulator position (Xref ) the Eq. (1) can be rewritten as:

J−1(qi−1)Δxi = Δqi, (2)

where Δxi = Xref − xi−1, qi = Δqi + qi−1, i = 1, 2, 3, ... .
The process of finding solution is iterative and its accuracy depends mainly

on the number of iterations. For example, in computer graphics it is necessary to
compute the trajectory of joints motion. The realization of the Cartesian requires
computing the IK solution for every given Xref (e.g. the center of the hand’s
palm region). In each step of the algorithm the demanded position (Xref ) and
previous values of Cartesian and joint space coordinates are taken into account.
It changes the previous equations into:

qi−1 + J−1(qi−1)(Xref (jΔt) − xi−1) = qi, j = 1, 2, 3, ... . (3)

By the local nature of the integer-order derivative, the value of x is computed
by solving the forward kinematics problem from previous iteration for given
Xref (jΔt).

It is commonly suggested by researchers to use Moore-Penrose pseudoinverse
(MPp) of matrix in computations. This approach allows to use the expression
(3) for even redundant structures. One can write this as:

J#(qi−1)Δx(i) = Δq(i) (4)

and rewrite it as:

J#(qi−1)(Xref − xi−1) = qi − qi−1, qi−1 + J#(qi−1)(Xref − xi−1) = qi (5)

which gives:
qi−1 + J#(qi−1)(Xref (jΔt) − xi−1) = qi, (6)
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where J# is the MPp of matrix J . It is assumed that qi represents the i − th
computed value of joints and xi is the i − th computed value of Cartesian space
coordinates. These values are not time-dependent and hold the computation
results.

This simplified method provides an aperiodic joints motion for certain cyclic
hand trajectories [11]. It is sometimes called closed loop pseudoinverse (CLP).
Due to the fact that human arms are redundant, this problem mostly concerns
redundant structures and specific trajectories.

Dynamical models of the human arm can be found in the literature [6,16,20,
22]. Due to the important fact that the hand shape is changeable, the dynamics
of the described system is not easily describable. Hand shape depends on the
muscle contraction state, rotation in joints, etc. Moreover these effects may be
caused by various means. The switched linear models [2–4] are proposed to be
utilized. Presented work assumes that human arm can be modeled as a two-link
planar system. Due to the the simplification, the concept stands and proves to
be relatively simple to describe and implement.

Some literature [12,14,17] suggest that the human arm has viscoelastic prop-
erties. Modeling human limbs is complicated and has to be considered with dif-
ferent effects, e.g. the muscle and skin dumping and elasticity. All these effects
are very difficult to describe due to individual properties among people.

Considering human arm as the rigid manipulator can cause the large loss of
accuracy. However this approach is simple, standard and can be described in the
following way.

The model described in paper [2] consist of two rotational joints. The paper
deals with human arm model as the state-space equations. The simplest approach
assumes only vertical motion. This simplification makes the model of human arm
equals to model of rigid two-link planar manipulator.

However, this [2] study does not consider the damping. Thus, the response, as
expected in this kind of structures, will be in the form of undamped oscillations.

The origin of this study is the equation

M(q)
d2q

dt2
+ C

(
q,

dq

dt

)
dq

dt
+ G(q) = τ, (7)

that is the result of Euler-Lagrange description. Here M(q) - is the inertia matrix,
C(q, dq

dt ) is the Coriolis and centrifugal forces matrix and G(q) is the matrix
representing gravity forces. The vector τ represents the forces and moments of
the drives. The following case describes only two torques. These matrices are in
the forms:

M(q) =
[

d1 d3cos(q1 − q2)
d3cos(q1 − q2) d2

]
,

C(q, q̇) =
[

0 d3sin(q1 − q2)q̇2
−d3sin(q1 − q2)q̇1 0

]
, G(q) =

[−d4gsinq1
−d5gsinq2

]
,

where

d1 = m1ac1
2 + m2a1

2 + I1, d2 = m2ac2
2 + I2,

d3 = m2a1ac2, d4 = m1ac1 + m2a2, d5 = m2ac2
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and mi - is the mass of i − th joint, ai- is the i − th link length, aci - is the
distance from the i− th joint (its coordinate system) to the center of (its) mass,
Ii - is the i − th joint moment of inertia.

The solution of the nonlinear differential Eq. (7) is the response for given
torques and provides the functions describing the inner coordinates of the system
(Fig. 1).

Fig. 1. Simplified model of the human arm (source: [2])

2 Fractional Calculus

The idea of non-integer order derivative and integral is nearly as old as well-
known integer-order calculus. It goes back to the 1695 and Leibniz’s letter to
L’Hospital [23]. There are many definitions of fractional derivative and integral,
but here we present the three most popular.

The Riemann-Liouville (RL) defines the derivative of non-integer order 0 <
α < 1 as [25]:

0D
α
t y(t) =

1
Γ (1 − α)

d

dt

∫ t

0

(t − τ)−αy(τ)dτ. (8)

The Caputo defines the derivative as [13]:

0D
α
t y(t) =

1
Γ (1 − α)

∫ t

0

y′(τ)
(t − τ)α

dτ. (9)

Finally, Grünwald-Letnikov defines [13,25]:

aDα
t y(t) = lim

Δt→0

⎡
⎣ 1

(Δt)α

t−a
Δt∑

k=0

y(t − kΔt)γ(α, k)

⎤
⎦ , (10)

γ(α, k) = (−1)k Γ (α + 1)
Γ (k + 1)Γ (α − k + 1)

. (11)
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The function Γ () is the Gamma function.
Usually, the implementation of (10) approximation is done with use of the

short-memory principle [21] by formula (12):

Dαy(t) ≈ 1
(Δt)α

N∑
k=0

y(t − kΔt)γ(α, k), (12)

where Δt is sampling time and N is the truncation order [11].
The last definition can be easily used in software implementation, especially

when the value of γ can be stored in lookup table (LUT ) and does not need to
be calculated in every iteration.

In this paper we - among others - compare the operator given by (10) with
the Al-Alaoui operator [5] after power series expansion (PSE):

sα ≈ (
8

7Δt

1 − z−1

1 + z−1

7

)α. (13)

Having the expression (13) we can write that:

Dαy(t) ≈
(

8
7Δt

)α ∞∑
k=0

⎡
⎣ k∑

j

h(α, j, k)

⎤
⎦ y(t − kΔt), (14)

where function γ is defined as in (11) and

h(α, j, k) = (
1
7
)k−jγ(α, j)

Γ (−α + 1)
Γ (k − j + 1)Γ (−α − k + j + 1)

. (15)

Grünwald-Letnikov operator is simpler then the presented formula, but with use
of LUT, proper implementation and truncation the computation is not so time
consuming.

Currently researchers are looking for new applications of fractional calculus
(FC) in various branches of science. Many researchers prove that the FC can
be applied in control theory in order to design new type of controllers [7,19]. In
paper [1] presents the study on fractional continuous models. The main require-
ment in fractional models implementation is the accurate approximation meth-
ods. Usually, the approaches are based on the approximation of sα in Laplace
domain [5,25].

Some papers proves that using FC for modeling purposes may result in better
accuracy with lower number of parameters [24].

3 Inverse Kinematics with Fractional Calculus

Among many applications of FC, one can find a study on the application of FC
to the CLP method [11] and a deep insight into the repeatability problem for the
redundant manipulators [15]. We believe that similar approach may be used in
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case of human limbs. In the ideal case, the fractional-order derivative is the global
operator with a memory of all past events. In case of desired cyclic hand trajec-
tories, the memory property may force the periodic motion which should pre-
vent the unnatural behavior in computer visualizations. The formula (4) can be
rewritten with consideration of the approximation of Grünwald-Letnikov deriva-
tive, in j − th time moment, and following the results given in [11,15] as:

J#(qi−1)Δαx(i) = Δαq(i), (16)

qi +
N∑

k=1

γ(α, k)qi−k = J#(qi−1)

[
Xref (jΔt) +

N∑
k=1

γ(α, k)xi−k

]
, (17)

where N is the truncation order and

γ(α, k) = (−1)k Γ (α + 1)
Γ (k + 1)Γ (α − k + 1)

. (18)

Having formula (17) we can compute:

qi = J#(qi−1)

[
Xref (jΔt) +

N∑
k=1

γ(α, k)xi−k

]
−

N∑
k=1

γ(α, k)qi−k. (19)

After substituting Al-Alaoui operator with similar transformations the
expression (16) can be rewritten as:

qi = J#(qi−1)

⎡
⎣Xref (jΔt) +

N∑
k=1

⎡
⎣

k∑
j

h(α, j, k)

⎤
⎦ xi−k

⎤
⎦ −

N∑
k=1

⎡
⎣

k∑
j

h(α, j, k)

⎤
⎦ qi−k, (20)

where h(α, j, k) is given by (15).
The iterative procedure for finding the solution for IK problem can be design

with use of Eqs. (19) and (20). The value of qi is computed for given Xref at
the time jΔt. The reference position as a function of time is the only variable.
However, this may cause the large memory usage in computer systems. One
should strongly pay attention to requirements.

In paper [11] authors suggest that lowering the differential order α lowers
the positioning accuracy. We can confirm that for most studied trajectories. To
address this issue we propose a variable order α. It has been proven that integer
order derivation maintains high positional accuracy. Having that in mind we can
write that derivation order is given by the expression (21):

α(c) =

{
1 if c ≥ I − d,

αs if c < I − d,
(21)

where αs is the initial order of derivative, I is the maximal number of iterations,
d defines the number of iterations with integer-order derivation and c is the
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iteration number between Xref ((j − 1)Δt) and Xref (jΔt). Thus, the Eq. (19)
can be rewritten as:

qi = J#(qi−1)

[
Xref (jΔt) +

N∑
k=1

γ(α(c), k)xi−k

]
−

N∑
k=1

γ(α(c), k)qi−k (22)

and the Eq. (20) as:

qi = J
#
(qi−1)

⎡
⎣Xref (jΔt) +

N∑
k=1

⎡
⎣

k∑
j

h(α(c), j, k)

⎤
⎦ xi−k

⎤
⎦ −

N∑
k=1

⎡
⎣

k∑
j

h(α(c), j, k)

⎤
⎦ qi−k. (23)

Proposed approach may improve the accuracy (comparing to known from
some other papers). This approach has been developed for solving the problem
of redundancy for industrial manipulators.

4 Human Arm Fractional Dynamics

In literature it has been stated that the fractional oscillatory models offers very
strong damping [10]. The same effect may be noticed in fractional manipulator
system (and general pendulum systems) [9]. In the paper there is a prove that
simple model based on fractional calculus has very complex properties.

We propose to change the derivatives order in Eq. (7) to non-integer orders.
This modification would lead to the following equation:

M(q)0D1+α
t + C(q,0 Dα

t )0Dα
t + G(q) = τ, (24)

where α is the order of fractional derivative. Its main influence should be on
damping properties of the system.

With use of this method the complex human arm dumping properties can
be included. It is assumed that fractional model of human arm will be strongly
damped, as it is in other fractional oscillatory systems. Substituting α = 1
provides a standard, integer-order approach.

Solving the Euler-Lagrange equation in general form leads to much different
equation. Thus, presented approach has to be considered only as the approx-
imation. The accuracy of that approximation needs to be reviewed by proper
experimental data.

5 Simulation - Kinematics

The first experiment shows the influence of memory length (N) for two fractional
operators (Grünwald-Letnikov and Al-Alaoui). The trajectories for manipula-
tors’ joints are presented in Figs. 2, 3, 4, 5, 6, 7. It is obvious that for imple-
mentation the smallest passible N would be used. All results are presented for
periodical trajectory in Cartesian space.



Fractional Calculus in Human Arm Modeling 631

Fig. 2. First joint trajectory with use of Grünwald-Letnikov operator for various N
[own source]

Fig. 3. Second joint trajectory with use of Grünwald-Letnikov operator for various N
[own source]

Fig. 4. Third joint trajectory with use of Grünwald-Letnikov operator for various N
[own source]

Fig. 5. First joint trajectory with use of Al-Alaoui operator for various N [own source]
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Fig. 6. Second joint trajectory with use of Al-Alaoui operator for various N
[own source]

Fig. 7. Third joint trajectory with use of Al-Alaoui operator for various N [own source]

In Figs. 2, 3, 4 one can observe that extending the memory may improve the
trajectory shape. For integer operator this path requires rotations of the first
joint which is impossible if we consider human arm.

One can observe that there are small differences in (Figs. 2, 3, 4, 5, 6, 7). For
N = 5 the algorithm does not perform well. The trajectory is stable however, its
shape is unacceptable. In this test we require a periodic motion for every joint
with extreme values as close to zero as possible. Considering this criterion we
conclude that N = 15 may be sufficient for our test trajectory. The small number
of N meets the other requirement about small memory consumption. A low-cost
implementation can be allowed by a proper truncation of the sums in approxima-
tion method. With use of the LUT there should not be any performance issues
during the computation of γ or h(α, j, k). Since for N = 15 we obtain relatively
good results, we decided to use this truncation in other simulations.

The joint trajectories for various order α are presented in the Figs. 8, 9, 10.
In these figures one can observe that integer-order approach causes the multiple
rotations for the first joint. This is obviously wrong considering the nature of
human limb. We conclude that for specific cases lowering the order may improve
the motion performance which can be observed in the Fig. 10 for α = 0.4. More-
over, from Figs. 8, 9, 10, one can observe that the trajectories for α = 0.4 and
α = 0.8 are approximately the same.
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Fig. 8. First joint trajectory with use of Al-Alaoui operator for various α [own source]
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Fig. 9. Second joint trajectory with use of Al-Alaoui operator for various α [own source]
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6 Simulation - Dynamics

Solving the Eq. (24) numerically one can try to find the following function
q = f(t, τ(t)) that satisfies the Eq. (24). In our studies we used Oustaloup’s
approximation [25]. As for now, the presented research concerns simulation
results only. There are no experimental data at the moment.

In order to evaluate proposed method we simulated 40 s of motion of the
human arm. The simulation starts with no torque applied. In 10th second we
apply torque to the first joint and in 30th second to the second joint. The
responses are compared for various derivation order α in order to expose the influ-
ence of this parameter on the trajectory of joint values. We compared responses
for α = 0.1, 0.2, 0.6, 0.8, 0.9.

All simulation results are presented in figures, that allows for comparison of
these two models.

Fig. 11. Comparison for α = 0.1, 0.2, 0.6, 0.8, 0.9

According to the literature, the fractional systems are damped by their nature
[10]. This can be observed in the Fig. 11.

7 Conclusions

In this paper we presented our approach to fractional order calculus and model-
ing human arm. This study is only the preliminary study. It is clear that further
experimental investigation is required. However, our results are consistent and
they fit current knowledge state.

Using fractional calculus for improving CLP algorithm results in very good
trajectories. Implementing fractional nonlinear equation as the model of the
human arm requires evaluation, however the concept seems to be very interesting.
Moreover, presented approach does not affect the singular configurations since
the Jacobian matrix is computed without any adjustments (see Figs. 8, 9, 10 for
α = 1). This is one of the reasons why we use fractional model of human arm.
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Abstract. This paper proposes a real-time robot vision system to track
multiple faces. This system supports service robots to communicate with
consumers simultaneously. The Viola-Jones algorithm to detect faces
early in the process, while the Kanade-Lucas-Tomasi algorithm is used
to track detected facial features. The system follows the multiple human
faces and synchronizes software and hardware to move the webcam in
the middle position of the frame. Extraction of the center point from a
set of faces as core information for controlling webcam movement. The
challenge that can be overcome is that it can maintain multiple faces
remains in the middle of the frame with various poses and the use of
accessories. This system uses the PID controller which makes the web-
cam move in a fast to follow the face and maintain the stability and
accuracy of actuator movements when speed increases. The experiments
were done in the 42.052 frames per second as the maximum speed of
system performance.

1 Introduction

The needs in service robots is increasing rapidly in the world. Now developed
with extensive and widely applied in industries, offices, and homes. The service
robot has the main task of helping people (consumers) in public places by inter-
acting and communicating well. This is the main requirement when this robot
does its task. Because of a misunderstanding of communication with consumers,
some tasks failed. Frequent problems that occurs when interacting with multiple
consumers when the static camera is not able to maintain the position of all
consumer’s faces to be in the middle of the frame. This causes some information
to be lost when multiple consumers communicate in front of the robot. So we
need a face tracking system with camera movements to overcome this problem.
The process of face tracking begins with face detection using The Viola-Jones
Algorithm, then proceed with tracking facial features using the KLT (Kanade-
Lucas-Tomasi) algorithm that has been widely used to detect the best features.
Multiple faces must be resolved by this algorithm is a major challenge in our
paper. The proposed system can maintain all faces in the center of the frame by
moving the webcam. Calculation of error values is used to determine deviations
c© Springer Nature Switzerland AG 2019
N. T. Nguyen et al. (Eds.): ACIIDS 2019, LNAI 11432, pp. 639–647, 2019.
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from the position of a set of faces that are not in the center of the frame. The
proposed system has the advantage of being able to move fast to drive the actua-
tor using a PID control system. The results of this system are supporting service
robots to communicate and recognize the expressions of multiple consumer faces
simultaneously.

2 Related Work

The robot vision system serves as the senses for service robots. Face detection
and tracking are the foundation of the vision system used to recognize humans
as consumers [5,7,14]. The vision system with real-time work is mostly used
in robots to detect objects quickly and early. Including facial tracking systems,
many teams implemented advanced technologies [4,6,9]. Some tasks have been
completed by taking the main object as a human face. The Viola-Jones algorithm
introduces robust and fast face detection in finding features distinctive on the
face. This algorithm uses the training data for the process of image classification
based on the value of a feature [11]. Tracking multiple faces in real-time videos
is necessary for a service robot to interact with multiple consumers. The famous
algorithm is KLT used to track the movements of the best distinctive features
[3,10,13]. Future challenges in the face tracking system are about the number of
faces, illuminations, accessories, facial expressions, and head orientation are still
minimal from their performance [8]. Proposed method in this paper attempts to
solve facial tracking problems such as multiple faces, accessories, and pose face
with increasing the performance of speed.

3 System Overview

Several approaches that have been presented before are used to build this system.
In general, this system uses the Viola-Jones algorithm to perform face detection
and KLT algorithms to track features on the face. In this section, we also explain
the methods to make the camera movement faster. The whole process of the
tracking algorithm shown in Fig. 1. This real-time system input is obtained from
a webcam connected to a personal computer via a USB cable transmission and
then processes tracking with the help of software. The information from the
tracking process is extraction, then sent to Arduino Uno as a controller. The
actuators used to consist of two DC servo motors (yaw and pitch axis), each
actuator assigned to rotate the webcam.

3.1 Multiple Faces Detection and Tracking

The Viola-Jones algorithm is used to detect faces in this system. This algorithm
has a good speed and it is implemented in many real-time systems. Even today
many are implemented in various vision technologies [12]. This algorithm has
four main components that are, Haar-like features, integral image, AdaBoost
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Fig. 1. Flowchart of overall tracking system.

learning, and cascade classifier as a determinant to the face area in the image
[15]. The face tracking process on this system uses KLT tracker. The KLT algo-
rithm is generally widely used for object tracking by optical flow estimation.
This algorithm extracts detected features from objects in the first frame and
performing tracking in subsequent frames.

The process of tracking multiple faces is more challenging than tracking a
single face. The new faces detected must be matched with the previous face
was detected, by comparing whether the new bounding box overlaps with the
previous bounding box. If it is not overlapping, it is considered a new face. This
process is explained in Algorithm 1. In this case, the NextId value as the face
ID storage will increase. At the end of the algorithm, it is possible to update
BoxScores when face already existed before. We set the threshold value for
the area intersection between the bounding boxes to be 0.1. If the value of the
intersection area is greater than the threshold, then the bounding box in the
intersection area that has a larger ID will be removed.

3.2 Area Target on Tracking

The Error value based on the difference from the center point from a set of
bounding boxes with the target area. The target location is the surrounding
area from the center of the frame (Xc, Yc). The target area is used to make the
target value wider than just one point, so the movement of the actuator is not
critical. Small changes from the tracking position often occur, if only using the
center point as a target causes the movement of the actuator to be unstable.
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Algorithm 1. Multiple Faces Tracking Algorithm
1: Input NextId,BoxScores
2: Find match bounding box
3: if The new face does not overlap then
4: Features detection and find location
5: Input new ID, NextId = NextId+ 1
6: BoxScores = 1
7: else
8: Delete matched bounding box
9: Replace with new bounding box
10: Features detection and find location
11: Update BoxScores = BoxScores+ 1
12: end if
13: Remove faces are no longer tracked
14: Update points tracker

The target area is determined by the following equation:

Xc − 20 ≤ Txc ≤ Xc + 20, Yc − 20 ≤ Tyc ≤ yc + 20, (1)

where Txc is target area for x-axis coordinates and Tyc is target area for y-axis
coordinates. The ideal position is the center point from a set of faces must be
in the target area (errors is zero). This system divides the error value into two
parts that are horizontal and vertical error. The resolution of the test performed
on this system is 640 × 480. Figure 2 illustrates the target location of multiple
faces tracking. The initial process is to make error corrections to the location of
a set of bounding boxes (see Fig. 2(a)). The center point of a set of faces (Cx, Cy)
is obtained by considering information of the maximum coordinates (MaxBBx
and MaxBBy) and the minimum coordinates (MinBBx,MinBBy) from the
center point of the bounding box of each face, showed by the following equation:

Cx = min[BBx] + max[BBx]−min[BBx]
2 , Cy = min[BBy] + max[BBy]−min[BBy]

2 , (2)

where BBx is the coordinate bounding box for a set of faces on the x-axis, dan
BBy on the y-axis. The actuator will move the webcam to make a set of faces
covered in the center of the frame. Then maintain the center point of a set of
faces to be inside the target area. The expected result is shown in Fig. 2(b) with
the center point of the bounding box from a set of faces in the target area. This
method attempts to accommodate tracking on all faces and keep them in the
center of the frame.

3.3 Speed Control System for Moving Camera

The proposed system uses a PID (Proportional-Integral-Derivative) controller to
control the speed of the actuator’s motion against input from the computer vision
process. This controller makes actuator movement more accurate, acceleration
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Fig. 2. Error condition when a set of faces is not in the center of the frame (a), Ideal
condition when a set of face has been in target area (b).

Table 1. Ziegler-Nichols recommended tunning (proposed by [1]).

The Controller Kp Ki Kd

P T
L

- -

PI 0.9T
L

0.27T
L2 -

PID 1.2T
L

1.2T
2L2

1.2T
0.5L2

Table 2. Tracking performance

Video TPR FNR TNR FPR Precision Recall Accuracy

V1 0.988 0.012 1.000 0.000 1.000 0.990 0.989

V2 0.978 0.022 1.000 0.000 1.000 0.980 0.979

V3 0.973 0.027 0.988 0.012 1.000 0.970 0.974

V4 0.957 0.043 0.956 0.044 1.000 0.960 0.957

V5 0.904 0.096 0.975 0.025 1.000 0.900 0.909

V6 0.895 0.105 1.000 0.000 1.000 0.900 0.902

V7 0.920 0.080 0.549 0.451 1.940 0.920 0.875

V8 0.889 0.101 0.814 0.186 1.980 0.900 0.890
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increases and stabilizes when a significant error occurs, mathematically shown
in the following equation:

ut = Kpe(t) + Ki

∫ t

0

e(τ)dτ + Kd
de

dt
, (3)

where the output the system respect to time t is u(t), τ is the variable of inte-
gration that takes on the values from time 0 to the present t, and e(.) is the error
of system. The determination of proportional (Kp), integral (Ki), and deriva-
tive (Kd) constants are known as tuning of PID controller [2]. The gain of these
parameters obtained by the Ziegler-Nichols tuning with L as time delay and T
as time constant based on the initial response from the system. The equation
this method is shown in Table 1.

4 Experiment Setup

Experiments were implemented in MATLAB R2017a and conducted on the fol-
lowing hardware: Intel Core I5-6600 CPU @ 3.30 GHz, and 8 GB RAM. The
successful system was considered when multiple faces was correctly tracked and
followed by the webcam. All tests are carried out in real-time and tested with
stable light conditions.

5 Experiment Results

5.1 Multiple Faces Tracking Results

The proposed system achieves good test results for the entire video. We test
multiple faces videos with a maximum limit of four human faces. The challenges
in this system were successfully resolved by overcoming extreme facial positions
and using accessories. The results obtained are the system can maintain a set of
faces to always be in the frame by moving the webcam continuously.

System performance testing is carried out to assess the ability of this system
to detect and track multiple faces. The video contains a single face and multi-
ple is converted to sequential images. Then true and false tracking analysis is
calculated at 1000 sequential images. The results of these calculations are used
to determine the rate of system performance such as TPR (true positive rate),
FNR (false negative rate), TNR (true negative rate), and FPR (false positive
rate). The system proposed to get the results of the accuracy value is good. With
a value of 0.934 as an average of accuracy, 0.940 as the average of recall, and
0.99 as the average of precision. Tracking performance results for multiple faces
in real-time video are detailed in Table 2.

Our results have decreased in recall and accuracy measurements when track-
ing more faces. in the V7 video (see Table 2) there are more faces than other
videos, face detection errors in areas not faces and more ignore the face on sev-
eral frames. The more faces there are on the frame, the more features that must
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be detected and tracked. Because the proposed face tracking system is feature
based and requires computation for each frame in detecting and tracking dis-
tinctive features. So that some increased errors and losses are obtained when
faced with more faces. The decrease in accuracy and recall is also obtained when
many accessories are used on the face. There are several re-detection failures
when the face is back to the camera or the entire face is closed so that this limits
the facial features to be detected. However, the decrease in recall results and
accuracy obtained is still within the reasonable limits.

Fig. 3. Results of sequential images from multiple faces tracking with device.

Performance testing of the tracking system is carried out on the following
eight videos: V1 is a video with a single face, V2 is a video with a single face
using accessories, V3 is a video with two people, V4 is a video with two people
using accessories, V5 is a video with three people, V6 is a video with three people
using accessories, V7 is a video with four people, and V8 is a video with four
people using accessories. The maximum speed of the tracking system process
is 42.052 fps for all samples tested. We also display visual results of camera
movements to follow and keep faces in the center of the frame (see Fig. 3). These
results show ten frames for each video. This proves that our tracking system
can maintain a set of faces to be in the center of the frame with various facial
positions and using accessories.
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Fig. 4. Response of servo movement system for webcam, initial response (a), response
after tuning PID (b).

5.2 Speed Control Results

The PID controller is used to increase the speed of the system to follow multiple
moving faces. Even this controller keeps the center point of a set of faces to stay
awake in the target area. The beginning of the process, the characteristics of the
actuator movement system are determined by analyzing the curve of the initial
response. Then found a constant time (L) and a delay time (T ) (see Fig. 4(a)).

The conversion process of the number of frames to unit time is calculated
based on the information rate of frames per second (fps) obtained from testing.
In the case of the actuator movement (Fig. 4(a)), it is obtained a constant time
(L = 61) and a delay time (T = 78). And by using the Ziegler-Nichols tuning
(Table 1) found the parameter values of gain Kp = 1.53, Ki = 0.41, and Kd =
1.41. This tuning process produces faster actuator movement (see Fig. 4(b)),
with a smaller rise time (tr) than before using the PID Controller. The results
obtained also maintain the accuracy and stability of the camera movement when
there is a large error rate that causes the actuator to move quickly.

6 Conclusion

This paper presents a real-time multiple faces tracking system applied to ser-
vice robots, to support the process of the human-robot interaction. The proposed
system can follow a set of faces that move around the frame based on the extrac-
tion of the center point. Good results were obtained when doing the tracking
by being able to maintain a set of faces to remain covered in the middle area of
the frame. Various facial positions and the use of accessories are the challenges
that has been successfully completed by this system. Based on the speed control
result, the PID controller makes this system successful in increasing speed by
maintaining the value of the accuracy and stability of the actuator when the
webcam moves to catch up with the target quickly.
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Abstract. Facial landmarks detection is a fundamental research topic
in computer vision. This topic has been largely improved recently thanks
to the development of convolution neural networks (CNN). This paper
proposes a modified version of the Stacked Hourglass Network, which is a
state-of-the-art architecture for landmark localization. Instead of using
the original residual block, this paper uses the λ-residual-block to get
more effective features. The proposed network can achieve better result
than other state-of-the-art methods on two very challenging 3D facial
landmark datasets, Menpo-3D and 300 W.

Keywords: CNN · Hourglass · Facial landmarks · λ-residual block

1 Introduction

Recently, thanks to the advent of Deep Learning and the development of large
datasets, many research works have shown results of fantastic accuracy even on
the most challenging computer vision tasks. This paper focuses on the task of
landmark localization, in particular, on facial landmark localization, also known
as face alignment, arguably one of the most heavily researched topics in computer
vision over the last decades.

Face alignment or facial landmark estimation is the task of estimating the
position of key-points of faces such as eye-corners, mouth corners in an image.
As shown in [3], the accurate face alignment can improve the performance of a
face verification system, as well as other application such as 3D face modeling,
face animation.

Before the advent of deep neural networks, many different techniques have
been used for landmark localization. They almost depend on the task in hand.
For example, works in human pose estimation was primarily based on sophisti-
cated extensions [23,24,29,31,37] and pictorial structures [9] due to their ability
to accommodate a wide spectrum of human poses and also model large appear-
ance changes.

Recently, the Fully Convolutional Neural Network architectures based on
the score-map regression have revolutionized the human pose estimation task
[14,20,22,25,32,33,35] to produce results of good accuracy even for the very
challenging datasets [1]. Thanks to the similarity between estimation human
c© Springer Nature Switzerland AG 2019
N. T. Nguyen et al. (Eds.): ACIIDS 2019, LNAI 11432, pp. 648–657, 2019.
https://doi.org/10.1007/978-3-030-14802-7_56
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Fig. 1. Overall architecture of the proposed network. From the input image, it uses the
faster R-CNN face detector to get the bounding boxes for every face inside the image.
Then, for each bounding box, it uses the proposed Facial-Points Estimator to generate
the score-maps of all facial points. Finally, it aligns the landmarks of all faces based on
the score-maps.

Fig. 2. Example output produced by the proposed Facial Points Estimator. The first
left image is the final facial landmarks provided by the max activations across each
score map. The other images show sample score maps of some facial key-points (with
the original image in behind). From left to right: right jaw, chin, left jaw, left eyebrow,
right eye, nose, and mouth.

key-points and facial landmarks tasks, such methods can be freely applied to
the problem of facial landmarks alignment.

This paper adopts the top-down approach to align the landmarks for every
face in the input image. Firstly, it uses a face detector, which can be MTCNN
(Multi-Task Cascade Convolutional Neural Networks) [39] or faster R-CNN
(Region-based Convolutional Neural Networks) [16] to get the bounding boxes
for every face inside the image. Then, for each bounding box, it crops the input
image and uses the proposed Facial-Points Estimator to generate the score-maps
of all facial points for the face inside the cropped image. Finally, it aligns the
landmarks of all faces based on the score-maps (as can be seen in Fig. 1).

The proposed Facial-Points Estimator is a modified version of the Stacked
Hourglass Network [20], which is a state-of-the-art architecture for landmark
localization, by replacing the original residual block with the λ-residual block.
The examples of output score-maps for some facial key-points are shown in Fig. 2.

2 Related Work

This section reviews related work on face alignment and landmark localization
under the two categories: hand-crafted features-based and deep learning-based
methods.
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Hand-Crafted Features-Based Methods. Zhu et al. [42] proposed the tree
structure part model (TSPM) used deformable part-based model for simultane-
ous detection, pose estimation and landmark localization of face images mod-
eling the face shape in a mixture of trees model. The statistical methods like
Active Appearance Models (AAM) [7] and Constrained Local Models (CLM) [8]
perform keypoint detection by maximizing the confidence of part locations in a
given input image using handcrafted features such as SIFT [21] and HOG. In [2],
Asthana et al. proposed a dictionary of the probability response maps followed
by linear regression in a CLM framework. Early cascade regression-based meth-
ods such as [5,34,41] also used hand-crafted features such as SIFT to capture the
appearance of the face image. The major drawback of regression-based methods
is their inability to learn models for unconstrained faces in extreme pose.

Deep Learning-Based Methods. Sun et al. [30] used a CNN cascade to
regress the facial landmark locations. The work in [39,40] proposed multi-task
learning for joint facial landmark localization and attribute classification. The
method of [36] and its extended version [34] are within recurrent neural networks.
3DDFA [44] modeled the depth of the face image in a Z-buffer, after which a
dense 3D face model was fitted to the image via CNNs. Pose Invariant Face
Alignment (PIFA) proposed by Jourabloo et al. [17] predicted the coefficients of
3D to 2D projection matrix via deep cascade regressors.

Landmark Localization. There are many good CNN architectures proposed
for key-points estimation task. The stacked hourglass network [20] is the state-
of-the-art architecture. Hourglass networks use a stack of 8 very deep hourglass
modules to generate the per-pixel labeling task for every key-points. This paper
proposes a modified hourglass network to have fewer parameters and achieve
better performance.

Face Detection. MTCNN [39] and faster R-CNN [16] are famous in face detec-
tion application. Faster R-CNN was proposed by Ren et al. [26] guided by the
R-CNN family [10,11] for object detection task. The proposed method uses the
Faster R-CNN detector with Resnet-50 backbone for the face detection part.

The proposed method is based on the top-down approach. Firstly, it uses
the faster R-CNN face detector to get the bounding boxes for every face inside
the image. Then, for each bounding box, Then, for each bounding box, it crops
the input image and uses the proposed Facial-Points Estimator to generate the
score-maps of all facial points for the face inside the cropped image. Finally, it
aligns the landmarks of all faces based on the score-maps.

3 Our Approach

As shown in Fig. 3, the proposed Facial-Points Estimator network has the Resid-
ual Networks (ResNet) [13] as the backbone followed by four stacked Modified
Hourglass block to generate the score-maps of every facial points.

Deep Residual Network. The ResNet is proposed by He et al. [13] to overcome
the degradation problem: “When the network goes deeper and deeper, accuracy
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Fig. 3. Architecture of the proposed Facial-Points Estimator. It uses three first blocks
of ResNet-50 as backbone. From the input cropped image, it uses ResNet to extract
features. Then, these features are fed to four stacked modified hourglasses to generate
the score-maps for all facial-points of the face inside the cropped image.

can be saturated and then degrades rapidly”. This problem is not caused by
overfitting, and adding more layers to a suitably deep model leads to higher
error. Their solution is to add the skip connections to make a residual mapping.
Figure 4c shows the architecture of an original residual block.

Facial-Points Estimator. The architecture of Facial-Points Estimator is shown
in Fig. 3. This proposed network uses three first blocks of ResNet-50 as backbone.
From the input cropped image, it extracts features by using ResNet backbone.
Then, these features are fed to four stacked modified hourglasses to generate the
score-maps for all facial-points of the face inside the cropped image.

Modified Hourglass Block. The architecture of the Modified Hourglass block
is shown in Fig. 4a. It uses λ-residual block instead of the original residual block
in the main stream. Additionally, it replaces the residual block in the branch
stream with a 1 × 1 Convolution layer to reduce the number of parameters.

The λ-residual block, as shown in Fig. 4b, used by this network is a little
bit different from the original residual block in ResNet. Before the addition, the
output of the far previous layer is multiplied by a trainable number λ, it also
has another branch with a 1 × 1 convolution layer to be added before going to
the next layer.

4 Experiments

4.1 Implementation Details

The proposed network is trained on the 300W-LP Dataset [43], a synthetically
expanded version of 300-W [28]. This dataset provides 3D landmarks allowing for
training models and conducting experiments. The 3D annotations are actually
the 2D projections of the 3D facial landmarks but for simplicity, we will just call
them 3D.

Data augmentation is a simple process to increase number of training images.
The augmentation used to train the proposed network are randomly: rotation
(from −50◦ to +50◦), color jittering, flipping, and scale noise (from 0.5 to 1.2).
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Fig. 4. Architecture of Modified Hourglass block and λ-residual block used in the
proposed network.

The proposed method is validated on two kinds of dataset. 300-W test set
[27] and Menpo-3D [38]. The 300-W dataset consists of the 600 images used for
the evaluation purposes of the 300-W Challenge [27]. They are split into two
categories: Indoor and Outdoor. The Menpo dataset is a recently introduced for
the Menpo Challenger [38] containing 3D landmark annotations for about 9,000
faces from FDDB [15] and ALFW [19].

Similar to [4], this paper use AUC (Area-Under-the-Curve) score as the
metric. This score is calculated based on the threshhold of 7% of Normalized
Mean Error (NME). The NME is defined as:

MNE =
1
N

N∑

k=1

‖xk − yy‖2
d

, (1)
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Table 1. AUC scores (at NME 7%) of proposed methods and other state-of-the-art
methods on the 300W and Menpo datasets. Scores of compared methods are obtained
from [4].

Dataset Ours [4] [34] [40] [41]

Menpo 68.2% 67.5% 67.1% 47.9% 60.5%

300W 74.6% 66.9% 58.1% 41.7% 55.9%

where x denotes the ground truth landmarks for a given face, y is the corre-
sponding prediction and d is the square-root of the ground truth bounding box,
computed as d =

√
wbbox ∗ hbbox.

Fig. 5. Qualitative results of the proposed network on the Menpo-3D dataset. Red:
ground truth. White: proposed network’s predictions. The top two rows are the exam-
ples of good results when the predicted facial key-points is similar to the ground truth.
The last row is the example of highest-error results when predicted facial landmarks
is mixed up. The main reasons are very low resolution, bad lighting, and/or face is
behind some objects. (Color figure online)

The proposed network is implemented on MXNet open source deep learning
framework [6]. The Adam [18] optimizer implemented by MXNet is used for
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training the proposed network. It is trained for 50 epochs on a computer with
AMD Ryzen 7 3.60 GHz CPU, NVIDIA 1080Ti GPU device, and 32-GB RAM.
The initialized learning rate is set to 4e−5 and then reduced 10 times at 20
and 35 epochs, respectively. The Xavier’s initializer [12] is used to initialize the
parameters of weighted layers (e.g. Convolution layers). The other settings are:
batch size of 24, weight decay of 0.0001, and momentum of 0.9.

4.2 Experiment Results

Table 1 shows the AUC score at NME 7% of the proposed network and other
state-of-the-art methods. The proposed network consistently able to outperform
the state-of-the-art methods in both two validation datasets. Specially, it has
much higher score than compared methods in 300 W dataset.

Some selected visualization results are shown in Fig. 5. As can be seen, most
of predicted facial landmarks are similar to the ground truth. But in case of very
low resolution, bad lighting, and/or face is behind some objects, the predicted
facial landmarks are mixed up. Additionally, these hard cases do not appear in
the training dataset much.

5 Conclusion

This paper proposed a facial-points estimator to align the facial landmarks for
faces in an image. The proposed network uses the ResNet-50 as backbone, fol-
lowed by a modified Hourglass networks. Instead of using the original residual
block, it uses the λ-residual block to extract better features.

In the future, because the faster R-CNN for face detector and proposed net-
work use the same ResNet as backbone, it is necessary to combine them into one
system to have a smaller system, which can run in real-time.

References

1. Andriluka, M., Pishchulin, L., Gehler, P., Schiele, B.: 2D human pose estimation:
new benchmark and state of the art analysis. In: Proceedings of the IEEE Confer-
ence on Computer Vision and Pattern Recognition, pp. 3686–3693 (2014)

2. Asthana, A., Zafeiriou, S., Cheng, S., Pantic, M.: Robust discriminative response
map fitting with constrained local models. In: Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition, pp. 3444–3451 (2013)

3. Bansal, A., Castillo, C.D., Ranjan, R., Chellappa, R.: The Do’s and Don’ts for
CNN-based face verification. In: Proceedings of the IEEE International Conference
on Computer Vision Workshops, pp. 2545–2554 (2017)

4. Bulat, A., Tzimiropoulos, G.: How far are we from solving the 2D & 3D face align-
ment problem? (and a dataset of 230,000 3D facial landmarks). In: Proceedings of
the IEEE International Conference on Computer Vision, p. 4 (2017)

5. Cao, X., Wei, Y., Wen, F., Sun, J.: Face alignment by explicit shape regression.
Int. J. Comput. Vision 107(2), 177–190 (2014)



Modified Stacked Hourglass Networks for Facial Landmarks Detection 655

6. Chen, T., et al.: MXNET: a flexible and efficient machine learning library for
heterogeneous distributed systems. In: Neural Information Processing Systems,
Workshop on Machine Learning Systems (2015)

7. Cootes, T.F., Edwards, G.J., Taylor, C.J.: Active appearance models. IEEE Trans.
Pattern Anal. Mach. Intell. 23, 681–685 (2001)

8. Cristinacce, D., Cootes, T.: Automatic feature localisation with constrained local
models. Pattern Recogn. 41(10), 3054–3067 (2008)

9. Felzenszwalb, P.F., Huttenlocher, D.P.: Pictorial structures for object recognition.
Int. J. Comput. Vis. 61(1), 55–79 (2005)

10. Girshick, R.: Fast R-CNN. In: Proceedings of the IEEE International Conference
on Computer Vision, pp. 1440–1448 (2015)

11. Girshick, R., Donahue, J., Darrell, T., Malik, J.: Rich feature hierarchies for accu-
rate object detection and semantic segmentation. In: Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition, pp. 580–587 (2014)

12. Glorot, X., Bengio, Y.: Understanding the difficulty of training deep feedforward
neural networks. In: Proceedings of the International Conference on Artificial Intel-
ligence and Statistics, pp. 249–256 (2010)

13. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition. In:
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition,
pp. 770–778 (2016)

14. Insafutdinov, E., Pishchulin, L., Andres, B., Andriluka, M., Schiele, B.: DeeperCut:
a deeper, stronger, and faster multi-person pose estimation model. In: Leibe, B.,
Matas, J., Sebe, N., Welling, M. (eds.) ECCV 2016. LNCS, vol. 9910, pp. 34–50.
Springer, Cham (2016). https://doi.org/10.1007/978-3-319-46466-4 3

15. Jain, V., Learned-Miller, E.: FDDB: a benchmark for face detection in uncon-
strained settings. Technical report UM-CS-2010-009, University of Massachusetts,
Amherst (2010)

16. Jiang, H., Learned-Miller, E.: Face detection with the faster R-CNN. In: IEEE
International Conference on Automatic Face & Gesture Recognition, pp. 650–657.
IEEE (2017)

17. Jourabloo, A., Liu, X.: Pose-invariant 3D face alignment. In: Proceedings of the
IEEE International Conference on Computer Vision, pp. 3694–3702 (2015)

18. Kingma, D.P., Ba, J.: Adam: a method for stochastic optimization. In: Interna-
tional Conference on Learning Representations (2015)

19. Koestinger, M., Wohlhart, P., Roth, P.M., Bischof, H.: Annotated facial landmarks
in the wild: a large-scale, real-world database for facial landmark localization. In:
Proceedings of the IEEE International Conference on Computer Vision Workshops,
pp. 2144–2151. IEEE (2011)

20. Newell, A., Yang, K., Deng, J.: Stacked hourglass networks for human pose esti-
mation. In: Leibe, B., Matas, J., Sebe, N., Welling, M. (eds.) ECCV 2016. LNCS,
vol. 9912, pp. 483–499. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-
46484-8 29

21. Ng, P.C., Henikoff, S.: Sift: predicting amino acid changes that affect protein func-
tion. Nucleic Acids Res. 31(13), 3812–3814 (2003)

22. Pfister, T., Charles, J., Zisserman, A.: Flowing ConvNets for human pose estima-
tion in videos. In: Proceedings of the IEEE International Conference on Computer
Vision, pp. 1913–1921 (2015)

23. Pishchulin, L., Andriluka, M., Gehler, P., Schiele, B.: Poselet conditioned picto-
rial structures. In: Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pp. 588–595 (2013)

https://doi.org/10.1007/978-3-319-46466-4_3
https://doi.org/10.1007/978-3-319-46484-8_29
https://doi.org/10.1007/978-3-319-46484-8_29


656 V.-T. Hoang and K.-H. Jo

24. Pishchulin, L., Andriluka, M., Gehler, P., Schiele, B.: Strong appearance and
expressive spatial models for human pose estimation. In: Proceedings of the IEEE
International Conference on Computer Vision, pp. 3487–3494 (2013)

25. Pishchulin, L., et al.: DeepCut: joint subset partition and labeling for multi person
pose estimation. In: Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pp. 4929–4937 (2016)

26. Ren, S., He, K., Girshick, R., Sun, J.: Faster R-CNN: towards real-time object
detection with region proposal networks. IEEE Trans. Pattern Anal. Mach. Intell.
39, 1137–1149 (2017)

27. Sagonas, C., Antonakos, E., Tzimiropoulos, G., Zafeiriou, S., Pantic, M.: 300 faces
in-the-wild challenge: database and results. Image Vis. Comput. 47, 3–18 (2016)

28. Sagonas, C., Tzimiropoulos, G., Zafeiriou, S., Pantic, M.: 300 faces in-the-wild chal-
lenge: the first facial landmark localization challenge. In: Proceedings of the IEEE
International Conference on Computer Vision Workshops, pp. 397–403 (2013)

29. Sapp, B., Taskar, B.: MODEC: multimodal decomposable models for human pose
estimation. In: Proceedings of the IEEE Conference on Computer Vision and Pat-
tern Recognition, pp. 3674–3681 (2013)

30. Sun, Y., Wang, X., Tang, X.: Deep convolutional network cascade for facial point
detection. In: Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition, pp. 3476–3483 (2013)

31. Tian, Y., Zitnick, C.L., Narasimhan, S.G.: Exploring the spatial hierarchy of mix-
ture models for human pose estimation. In: Fitzgibbon, A., Lazebnik, S., Perona,
P., Sato, Y., Schmid, C. (eds.) ECCV 2012. LNCS, vol. 7576, pp. 256–269. Springer,
Heidelberg (2012). https://doi.org/10.1007/978-3-642-33715-4 19

32. Tompson, J.J., Jain, A., LeCun, Y., Bregler, C.: Joint training of a convolutional
network and a graphical model for human pose estimation. In: Advances in Neural
Information Processing Systems, pp. 1799–1807 (2014)

33. Toshev, A., Szegedy, C.: DeepPose: human pose estimation via deep neural net-
works. In: Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition, pp. 1653–1660 (2014)

34. Trigeorgis, G., Snape, P., Nicolaou, M.A., Antonakos, E., Zafeiriou, S.: Mnemonic
descent method: a recurrent process applied for end-to-end face alignment. In:
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition,
pp. 4177–4187 (2016)

35. Wei, S.E., Ramakrishna, V., Kanade, T., Sheikh, Y.: Convolutional pose machines.
In: Proceedings of the IEEE Conference on Computer Vision and Pattern Recog-
nition, pp. 4724–4732 (2016)

36. Xiong, X., De la Torre, F.: Supervised descent method and its applications to
face alignment. In: Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pp. 532–539 (2013)

37. Yang, Y., Ramanan, D.: Articulated pose estimation with flexible mixtures-of-
parts. In: Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition, pp. 1385–1392. IEEE (2011)

38. Zafeiriou, S., Trigeorgis, G., Chrysos, G., Deng, J., Shen, J.: The menpo facial land-
mark localisation challenge: a step towards the solution. In: The IEEE Conference
on Computer Vision and Pattern Recognition Workshops, p. 2 (2017)

39. Zhang, K., Zhang, Z., Li, Z., Qiao, Y.: Joint face detection and alignment using
multitask cascaded convolutional networks. IEEE Signal Process. Lett. 23(10),
1499–1503 (2016)

https://doi.org/10.1007/978-3-642-33715-4_19


Modified Stacked Hourglass Networks for Facial Landmarks Detection 657

40. Zhang, Z., Luo, P., Loy, C.C., Tang, X.: Facial landmark detection by deep multi-
task learning. In: Fleet, D., Pajdla, T., Schiele, B., Tuytelaars, T. (eds.) ECCV
2014. LNCS, vol. 8694, pp. 94–108. Springer, Cham (2014). https://doi.org/10.
1007/978-3-319-10599-4 7

41. Zhu, S., Li, C., Change Loy, C., Tang, X.: Face alignment by coarse-to-fine shape
searching. In: Proceedings of the IEEE Conference on Computer Vision and Pat-
tern Recognition, pp. 4998–5006 (2015)

42. Zhu, X., Ramanan, D.: Face detection, pose estimation, and landmark localization
in the wild. In: Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pp. 2879–2886. IEEE (2012)

43. Zhu, X., Lei, Z., Li, S.Z., et al.: Face alignment in full pose range: a 3D totalsolution.
IEEE Trans. Pattern Anal. Mach. Intell. (2017)

44. Zhu, X., Lei, Z., Liu, X., Shi, H., Li, S.Z.: Face alignment across large poses: a 3D
solution. In: Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition, pp. 146–155 (2016)

https://doi.org/10.1007/978-3-319-10599-4_7
https://doi.org/10.1007/978-3-319-10599-4_7


Ensemble of Predictions from Augmented
Input as Adversarial Defense for Face

Verification System

Laksono Kurnianggoro and Kang-Hyun Jo(B)

Graduate School of Electrical Engineering, University of Ulsan, Ulsan, South Korea
laksono@islab.ulsan.ac.kr, acejo@ulsan.ac.kr

Abstract. Face identification is employed in security system. Recently,
it is gaining reliable result thanks to the deep learning method. However,
the deep learning-based methods are prone against adversarial attack
that leads to wrong prediction in presence of simple alteration on the
pixel values. Thus the reliability of such system is compromised. This
paper proposed a simple defense strategy to improve the reliability of a
system in the presence of adversarial attack. By combining the prediction
from few samples of altered input image, the effect of adversarial attack
can be reduced effectively. The proposed method has been tested using
public face dataset in the presence of strong attacks. Experiment results
shows that the proposed method is reliable to suppress the adversarial
attacks.

Keywords: Face identification · Adversarial defense · Deep learning ·
Machine learning · Neural network

1 Introduction

Research in deep learning has been creating impact in various research fields,
including face verification and identification [15,16,26] which are commonly uti-
lized for security and surveillance system [8,21,22].

Despite of its superior performance, deep learning models are potentially
suffers from adversarial attacks [1,4,6,9,13,20]. Therefore, concerns are raised
especially in security related applications such as face identification system.

The adversarial attacks are getting more advanced and proven to works on
breaking various real life applications via appearance alteration. It was firstly
demonstrated in [11] that the adversarial attacks can be realized by printing the
perturbed images on papers. Similarly, [7] demonstrated real life attack on traffic
signs classifier that able to work on various object scales and distances. Beyond
2D and planar objects, research in [1] shows that attacks can be realized on 3D
printed objects which resulting misclassification regardless of its pose.

Attacks on face identity classifier was firstly demonstrated [17]. Successful
attack were achieved by printing the perturbation on eye glass frame. An illus-
tration of the scheme is shown in Fig. 1. The deep neural network (DNN) model
c© Springer Nature Switzerland AG 2019
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Fig. 1. An illustration of the adversarial attack. Top: a deep neural network model
predict correctly the identity of a given input image. Bottom: with the presence mali-
ciously crafted adversarial attack the model prediction is changed.

predicts an identity from a given input image. Without the existence of adver-
sarial perturbation, it could produce correct prediction with high confidence. In
the other hand, with presence of adversarial perturbation in a form of eye glass
frame, its prediction is changed.

The work in this paper aims to hardening the face verification method against
adversarial attack. The original perturbation method from [17] is re-implemented
with Carlini-Wagner loss [4] to create strong attacks. Under this attack, a sim-
ple strategy which based on input transformation is proposed to defend the deep
learning model. Experiments were conducted in several cases to validate its effec-
tiveness in countering the adversarial attacks. There are several contributions in
this paper as listed in the following:

– This paper demonstrated a practical attack and defense methods for face
classification-based face verification system.

– A simple strategy to counter the adversarial attack is proposed as a patch to
an existing face classifier, meaning there is no need to perform re-training of
the classifier.

– The work in this paper increase the awareness of adversarial attack existence
and the needs to perform precaution against this matter.

The remaining of this paper is organized as follows. Firstly, the summary of
related works are discussed. In the following section, the attack method which
is based on masked perturbation with Carlini-Wagner loss is presented followed
by the proposed defense method which is based on ensemble of classification
from transformed input. Experiment setups and results are explained in the
subsequently and finally conclusions are provided to wrap up the contents of
this paper.

2 Related Works

Research on the defense methods for adversarial attacks has been studied inten-
sively in the past few years due to its importance for the deep learning system.



660 L. Kurnianggoro and K.-H. Jo

The most common way to hardening a DNN model is by including the adver-
sarial samples in the training step as demonstrated in [9,19]. In this way the
network is expected to not be fooled by the similar adversarial samples used in
the training. Albeit simple, this method require to retrain the model which often
takes a lot of time. Furthermore, there are infinitively many adversarial sample
for a single valid training data while generating an adversarial sample is often
time consuming. Therefore, the perturbed samples used in the training should
be carefully selected in order to make the training time tractable.

Defensive distillation was proposed in [14]. At a high level, this method
trains a teacher model in conventional way. Then, the prediction of this model
is used to train the student model. During training and label generation from
the teacher model, temperature is set in the softmax layer to make the decision
score smoother. Finally, the temperature is set to 1 (i.e. standard softmax layer)
at the test time in the student model. This strategy was demonstrated to be
effective in defending the classification model.

A more recent study in [2] use thermometer encoding instead of the well
known one-hot encoding as the target for training a DNN model. In the con-
ventional case, the label is encoded with a vector of length class number and
it has single non-zero value at position correspond to the target label. In the
other hand, the thermometer encoding set non zero values from the position
that correspond to the target label until the last element of vector. This defend
method is built based on the idea that discretization is one way to apply a non-
differentiable and non-linear transformation on the input which is expected to
increase the non-linearity of model. Thus, allowing a stronger resistance against
adversarial attack on the DNN model.

Another remarkable defense method is presented in [12]. An auto-encoder
variant model is trained to reduce the perturbation effect before the input image
is passed to the final DNN model. This model could be attached to any clas-
sification model without the need of classifier re-training. The denoiser model
itself is trained in a special way so that the produced output is expected to be
predicted correctly by the classifier. Instead of aiming to restore the perturbed
image into its original form, this denoiser is trained to produce an image where
its corresponding high level feature on the classification model is similar to the
one produced by the non-perturbed image.

Unlike the other aforementioned defense methods, this paper aims to explore
a method which does not require any retraining so that it is easier to be imple-
mented in the existing application. It is exploring the domain transformation as
adversarial defense which can be done easily on the perturbed image. Moreover,
it does not focus on denoising-based strategy due to the nature of adversarial
attack in the face verification system which often have large magnitude of pixel
value alteration.

3 Adversarial Attack on Face Verification System

An adversarial example is a slightly modified image which divert prediction
of a classifier. Most of the research on adversarial attacks nowadays focus on
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visually imperceptible image alteration but produce wrong classification result.
Given a classifier C, an adversarial attack tries to find x̂ = x + δ where δ has
small magnitude so that it is imperceptible by human eyes but its corresponding
prediction f (x̂) is incorrect or goes to target label t.

This problem formulation leads to an optimization problem for finding δ
according to both constraints (i.e. image similarity and classification result) as
shown in (1).

minimize ‖x − x̂‖ + LC (f (x̂) , t) (1)

LC = max (f (x̂)k − f (x̂)t) ;where : k �= t (2)

In this case, the classification loss is score difference between the maximum
score of any possible outcome labels to the score correspond to a target label as
shown in (2).

For real attack on face verification system, small magnitude of perturbation
is not absolutely necessary. In this case, physical realization is more important.
To achieve it, the pixel value should match the printing constraint while divert
the classification result. Thus, the image similarity constraint can be omitted
from the optimization problem while adding physical realization constraints as
described in (3) where α and β are weights for printability loss and total variation
loss, respectively.

argmin
x̂

LC (f (x̂) , t) + αLP + βLV (3)

As suggested in [7,17], the value of perturbed pixels should close to any
values in set of printable colors P . As formulated in (4), the loss is defined as
summation of printability score from all of the pixel values. This score tend to
go lower whenever x̂i,j is similar to a printable score p.

LP =
∑

i,j

∏

p∈P

|x̂i,j − p| (4)

To enhance the success rate of the printed adversarial attack, it is necessary
to have smooth values on the perturbed region due to the fact that fluctuat-
ing values might be wiped out by the camera imaging system. Therefore, an
additional constraint on pixel value variation is added as shown in (5) which
encapsulate the changes of values between current pixel to its two neighbors.

LV =
∑

i,j

(
(x̂i,j − x̂i+1,j)

2 + (x̂i,j − x̂i,j+1)
2
)2

(5)

4 The Proposed Defense

As demonstrated in [17], the adversarial attack for face verification system is
physically manifested on eye glass frame. The simplest way to defend this par-
ticular attack is by covering the region nearby eyes. It can be done by firstly
detect the eyes using robust face keypoints detector such as [23] or [24] and then
draw a block of uniform pixels around the eye key points.
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In the real case, the attacker could utilize any form of adversarial patch not
limited to eye glass frame. Therefore, the location and size of the compromised
region could not be trivially obtained.

In this work, the defend method is proposed to suppress the effect of adver-
sarial attack on face verification system regardless of the perturbation shape and
position.

grayscale
and 

crop + rotate

Deep net

Deep net

Deep net

Deep net

ensemble
decisionp

Fig. 2. Illustration of the proposed defense method (best viewed in screen or color).
(Color figure online)

The proposed defend method is built based on the fact that data augmen-
tations are commonly utilized in the training phase of a deep learning-based
classification model. This defend transforms the input image into grayscale for-
mat and then perform cropping and rotation on it as shown in Fig. 2.

Several transformed input images are passed to the classifier and their cor-
responding predictions are collected to generate the ensemble decision.

There are two types of ensemble decision utilized in this work, aggregation
and voting. Aggregate prediction is obtained by summing up all of the predicted
scores from each transformed input while the voting result is defined by counting
the most voted decision from each prediction result.

The reason behind this strategy is that the adversarial attack is only effective
on the data domain where it was crafted. Therefore, this method aims to con-
vert the data domain from RGB color space into grayscale format and perform
cropping to reduce the completeness of input data which can be seen as a simple
form of dimensionality reduction. In the other hand, the ensemble prediction
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is utilized with aim to further improve the robustness of defense by combining
several protective methods.

5 Experiments and Results

To evaluate the proposed method, 20 identities are selected from VGGface2
dataset [3] and splitted into new training and test data. The statistic of this new
dataset is shown in Tables 1 and 2. Three types of evaluations were performed
using these dataset to assess the proposed method on man only data, woman
only data, and combination of both man and woman (i.e. 20 classes).

The training split is used to train face classifier based on pre-trained Incep-
tionV3 model [18] while test split is used in attack and defense experiments. The
classification model was fine tuned for 20 epochs with batch size of 24 in 6 GB
GTX 1060 while the gradient descent with momentum of 0.9 was utilized as its
optimizer. The learning rate for training was set to 0.001 and decreased with
factor 0.1 in epoch 10 and 15.

For both of model training and adversarial attack scenario, the face image
was aligned and cropped into a canonical form using method from [24]. Examples
of the face image in canonical form are shown in Fig. 1. The images are firstly
aligned to make the eyes in horizontal state with 80 pixels distance between them
on an image with size 399 × 399 pixels. The aligned images are then feed to the
training algorithm with data augmentation of random cropping and flipping with
final image size 299 × 299 pixels.

Table 1. Dataset statistic for the men faces.

ID (Man) 0 1 2 3 4 5 6 7 8 9 Total

Train 488 264 208 244 302 399 337 362 313 299 3216

Test 50 50 50 50 50 50 50 50 50 50 500

Table 2. Dataset statistic for the women faces.

ID (Woman) 0 1 2 3 4 5 6 7 8 9 Total

Train 501 417 393 299 284 175 182 284 320 329 3184

Test 50 50 50 50 50 50 50 50 50 50 500

The training results for 3 classification models are shown in Table 3. For all
of the experiment setups, the trained model are not overfitted and has reliable
results.

The adversarial samples are generated using optimization method as for-
mulated in (3) by Adam optimizer [10] with learning rate 0.01 for 300 steps.
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Table 3. Classification accuracy (%) for 3 models in this experiments.

Split Men Women All

Train 99.96 100.00 99.10

Test 99.40 99.00 98.20

Using this setup, the attack successfully divert all of model predictions as shown
in Table 4. The classification accuracy from perturbed images is zero percent
meaning that the model perform poorly against adversarial attack.

A comprehensive experiment result on men dataset for single image defense
is shown in Fig. 3. There are 4 types of scenario in which the perturbed image
is not defended, random cropping in the RGB is performed, grayscale transfor-
mation as defense, and grayscaling followed by random cropping defense. The
remaining two cases are classification accuracy on original image without per-
turbation (99.96%) and accuracy in the presence of initial perturbation mask
which is set to one of 30 possible printable color values as suggested in [7]. It
is interesting finding that the classification accuracy is dropped even with non
optimally crafted perturbation as in the initial mask case.

As shown in Fig. 3, the cropping strategy on color image could reduce the
effect of adversarial attack but on average it perform less effective compared to
the grayscale transformed input and grayscale+cropping defense. Similar results
also happens for women only dataset and 20 classes of men and women dataset.
The summary is presented in Table 4. Due to this fact, the method in this paper
extend the defense strategy with ensemble of prediction from grayscaling and
cropping to increase its robustness.

Table 4. Classification accuracy (%) with single image defense.

Data Perturbed Cropped Grayscale Grayscale+crop Initial

Men 0 55.20 65.40 61.00 86.20

Women 0 63.00 69.40 70.20 87.60

All 0 39.30 57.50 57.20 67.80

For the ensemble cases, defense with up to 10 transformations were exam-
ined where the results are shown in Figs. 4, 5, and 6. As shown in Fig. 4 for the
men dataset case, the ensemble performance tends to go higher as the number
of transformation increase. Interestingly, the ensemble of color cropped input
image always perform poorly compared to other type of ensemble defense strat-
egy. It confirms the claim that domain transformation is important to prevent
the adversarial attack transfer to the target model. This property is further con-
firmed by the two other experiment results for women dataset and combination
dataset as shown in Figs. 5 and 6.
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Fig. 3. Details of the classification accuracy under adversarial attack for each identity
and defense setup in the men dataset.

There is no clear result that directly conclude which one is better between
ensemble of grayscale+cropping and combination of grayscale and RGB crop-
ping. Note that in the former case there are 10 different transformations while
for the later case there are 20 augmentations in total (there are 10 crops of RGB
input and 10 crops of grayscale input). However, the ensemble of grayscale+crop
deliver better performance for men and combination dataset while in fact it uses
fewer number of ensemble.

It also shown in the experiment results that the selection of ensemble type
does affect the performance. In most cases, the aggregate strategy performs
better compared to the voting method.

5.1 Discussion and Future Works

The experiments demonstrated that the proposed method is able to counter the
adversarial attack with significant performance thanks to the domain transfor-
mation. It should be noted that there are a lot of possible domain transformation
that has not been explored in this experiment such as random erasing augmen-
tation [25] or other color space transformations [5] such as opponent colors or
color-names space. More comprehensive study of various domain transformation
are left for the future works.

Furthermore, there are various possible improvement that will be consid-
ered for the future works such as different type of ensemble decision (such as
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Fig. 4. Accuracy comparison between different number of ensembles for the men
dataset.
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Fig. 5. Accuracy comparison between different number of ensembles for the women
dataset.
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Fig. 6. Accuracy comparison between different number of ensembles for the complete
dataset.

weighted voting, decision tree, or multi layer perceptron decision) and types of
classification model (architecture) used in the ensemble.

6 Conclusions

An effective defense strategy against adversarial attack on face verification sys-
tem has been discussed. The proposed method is based on ensemble of classifica-
tion from domain transformed input data. It has been shown in the experiment
that domain transformation is useful to suppress the effect of adversarial attack
on a classification model. Furthermore, the proposed ensemble strategy boosts
defense performance compared to a single image defense.
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Abstract. Automatic vehicle detection and recognition play a vital role in
intelligent transport systems (ITS). However, study results in this field remain
certain limitations in terms of accuracy and processing time. This article pro-
poses a solution to improve the accuracy of vehicle recognition in order to
support traffic monitoring on vehicle restricted roads. The proposed solution to
vehicle recognition consists of two basic stages: (1) Vehicle detection, (2) ve-
hicle recognition. This study focuses on proposing solutions for improving the
accuracy of vehicle recognition (stage 2). The vehicle recognition solution is
based on the combination of architectural development in deep neural networks,
SVM model, and data augmenting solutions. It aims at achieving a greater
accuracy than traditional approaches. The proposed solution is experimented,
evaluated, and compared with different approaches to the same set of data.
Experimental results have shown that the proposed solution brings a higher
accuracy than other approaches. Along with an acceptable processing time, this
promising solution is able to be applied in practical systems.

Keywords: Deep learning � Vehicle recognition � Feature extraction

1 Introduction

Vehicle detection and recognition are highly applicable to traffic monitoring and
classification systems. Along with the development of science and technology, the
demand for travel and the number of vehicles are increasing. With the growing number
of means of transportation, there are many arising problems in controlling and moni-
toring the traffic flows, thus worsening traffic circulation management. In order to solve
this problem, it is necessary to apply automated systems to effectively control, monitor
and manage traffic with high accuracy without human intervention. There are many
solutions for a monitoring and decision support system in terms of transportation
management (ITS), including using sensors on vehicles to read data from devices
mounted on the vehicles, syncing vehicles over an internet connection (internet of
things), etc. However, many practical solutions are still theoretical due to limitations in
device fabrication, bandwidth, and cost of deployment.

Our solution is to automate the recognition vehicles to support vehicle flow moni-
toring. This is a system that automatically retrieves vehicle recognition information
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through the surveillance camera system located in areas where management is required.
In addition to applications in controlling moving vehicles, the proposed solution also has
a wide range of applications, such as automatic weighing stations, automatic vehicle
washers, automatic parking lots, traffic statistics by type of transport, etc.

2 Related works

There are many approaches to detecting and recognizing vehicles in single images or
video images extracted from cameras on routes. Two main research directions are using
traditional methods only or combining them with deep learning.

Traditional methods include the proposed Gauss mixture model (GMM) and the
Kalman filter [2]. GMM is used to recognize vehicles and the Kalman Filter is used to
track vehicles under light adaptive conditions. Another suggestion is the Optical Flow
estimation method [4], which uses the edge features of images (as determined by the
Canny algorithm) to determine the moving vehicles. In feature extraction, there are
several methods, such as Scale Invariant Features Transform (SIFT) [5] and Histogram
of Oriented Gradients (HOG) [19], followed by using the SVM classifier to determine
means of transport [7]. The evaluating results show that the use of the HOG extraction
features method and SVM classifier for recognition brings good results. A recent study
proposes the use of feature extraction methods to recognize vehicles, vehicle counts,
and classification [14]. In this method, GMM is used to segment images, and then
Canny edge detector is used to define the boundary and extract features. Generally,
traditional methods use the extraction of features associated with the shape, color, and
texture of images to represent objects of interest (IO). After that, the classifier archi-
tecture is used to recognize the meaning of the transport situation.

Researches of deep learning often use high-performance Convolution Neural
Network (CNN) models, such as AlexNet [1], GoogleNet [17], Microsoft ResNet [11],
R-CNN [9], Fast R-CNN [8], Faster R-CNN [16], etc. For example, a recent research
provides comparisons between the R-CNN and Faster R-CNN models [20] or between
the AlexNet and Faster R-CNN models [6], in terms of vehicle recognition. Some
proposed approaches bring high accuracy in vehicle recognition, even from satellite
images [3, 12, 15] or from the low-resolution video [13]. However, most of the pro-
posals, including the traditional methods and methods that use deep learning, only
solve the problem of vehicle detection. There it very little proposals for the recognition
of specific vehicles, such as motors, cars, coaches, trucks, etc. Our proposed solution is
using the combination of CNN Inception technique [17], data Augmentation solution
[16] for vehicle recognition. Based on the assessment of the combination of methods,
appropriate models for the detailed recognition of vehicles will be proposed.

3 Overview Architecture

The proposed solution commences with the acquisition of images from the surveillance
camera in ITS. Collected images are used to recognize objects of interest and determine
the type of transportation. There are many methods for detecting vehicles, yet in this
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article, we focus on recognition models instead of detecting vehicles. By default, we
use the semantic segmentation model based on Segnet’s CNN architecture [10, 18].
Vehicles detected will then be extracted to determine regions of interest (ROI). Area of
interest is a sample of the vehicle. Depending on the proposed method, it is possible to
use the CNN model as well as combine with data augmentation to improve accuracy.
Recognition results are used in the ITS system to alert vehicles when they are not
allowed to enter the limit line and to handle violations (Fig. 1).

4 Proposed Method

4.1 Sequential Deep Learning Architecture

Usually, available pre-trained network models can be used to re-train the vehicle
recognition models. However, in our approach, reusing the trained model is inappro-
priate, as the size of the old models’ differs from the actual images obtained simulta-
neously. Besides, the training parameters do not support accuracy improvement. Some
proposed models, such as AlexNet [1], GoogleNet [17],… are only effective for general

Alert

Input image

Vehicle detection

Vehicle region 
extraction

Data 
Augmentation

Training 

Training samples

Model of vehicles
Vehicle

recognition

Fig. 1. The overview architecture
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recognition problems, not for this specific recognition problem. There are many dif-
ferent approaches to building a CNN model in vehicle recognition. In this study, we
constructed a 24-layer CNN architecture, shown in Table 1, consisting of the input
layer, convolution layer, rectified linear unit layer (ReLu), cross-normalization, max-
pooling, and fully connected layer. The network model transforms the input image into
a serial hierarchical descriptor. The neural aggregate input is the intensity values of the
image applied to the CNN model. Input sample includes 128 � 128 � 3 images. In
this model, filters at the first layer concern to three color channels, namely R-G-B.
Filters operate independently and jointly among hidden layers, involving three chan-
nels of the input image. The final layer handling the feature vector will be extracted into
the classification layer. A convolutional layer implements a combination of mapped
input images with a filter size nx � ny.

Table 1. CNN architecture with 22 hidden layers, 1 input layer, and the final classification layer

TT Layer type Parameter

1 Image input Image size 128 � 128 � 3
2 Convolution 64 7 � 7 � 3 convolutions with stride [1 1]
3 ReLU ReLU
4 Normalization Cross channel normalization
5 Max pooling 3 � 3 max pooling with stride [1 1]
6 Convolution 64 7 � 7 � 64 convolutions with stride [1 1]
7 ReLU ReLU
8 Max pooling 2 � 2 max pooling with stride [1 1]
9 Convolution 64 7 � 7 � 64 convolutions with stride [1 1]
10 ReLU ReLU
11 Normalization Cross channel normalization
12 Max pooling 2 � 2 max pooling with stride [1 1]
13 Convolution 64 7 � 7 � 64 convolutions with stride [1 1]
14 ReLU ReLU
15 Max pooling 2 � 2 max pooling with stride [1 1]
16 Convolution 64 7 � 7 � 64 convolutions with stride [1 1]
17 ReLU ReLU
18 Normalization Cross channel normalization
19 Max pooling 2 � 2 max pooling with stride [1 1]
20 Fully connected 1024 fully connected layer
21 ReLU ReLU
22 Fully connected 4 fully connected layer
23 Softmax Softmax
24 Classification output Crossentropyex with 4 other classes
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4.2 Data Augmentation

The training data set classified during the collection is shown in Fig. 2.
In order to improve the accuracy of vehicle recognition, we propose to augment

data about 10 times. Images are rotated [−50, 50], flipped or added noise, yet no
changes will be made to the image quality during training. The training data set after
augmentation is shown in Table 3.

5 Experimental Results

5.1 Experimental Data

We have conducted experiments on a real database of vehicles including motors, cars,
coaches, trucks taken from actual traffic situations. Camera systems typically receive
signals in front of or behind the vehicles in traffic. This dataset is collected from
different practical contexts on different traffic routes. The training dataset is divided into
4 different vehicle classes, including motors, cars, coaches, trucks simulated in Fig. 2,
with 8,558 vehicle images. Dataset is partitioned into 60% for training and the
remaining 40% for evaluation as shown in Table 2.

(a) Motor 
  

(b) Car

(c) Coach (d) Truck 

Fig. 2. Some examples of vehicle categories

Table 2. Training data

Categories Number of samples Sample size
Overall Train Evaluation

Motor 2673 1604 1069 128 � 128
Car 2808 1685 1123 128 � 128
Coach 1640 984 656 128 � 128
Truck 1437 862 575 128 � 128
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5.2 Training CNN

Result obtained after CNN model training is shown as follows:

(i) Filter parameters: The first convolution layer uses 64 filters, whose filter’s weight
is shown in Fig. 3.

(ii) Convolution result: The sample images fed into the network through a convolu-
tion filter and the obtained data show components distinct from the original RGB
image with various feature result, creating a variety of vehicle features. The output
value of the convolution set contains a negative value, which should be nor-
malized by linear adjustment. The output of some layers is shown below, with the
input pattern of the motor sample (Fig. 4).

Table 3. Training data after augmentation and balance data

Categories Number of samples

Motor 16040
Car 16850
Coach 17712
Truck 17240

Fig. 3. The weight values of the filter of the first convolution layer. This layer consists of 64
filters size 7 � 7, each of which is connected to three RGB image input channels.
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(a) The output of 64 convolutions at the first convolution layer

(b) The linear correction value after the first convolution layer 

(c) The output of 64 samples at the second Convolution layer

Fig. 4. Some results of linear convolution and linear correction for the input images being motors
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5.3 Categorical Vehicle Recognition

Based on the experiment, three different methods have been evaluated on the same set of
sample data as shown in Table 2. Methods include: (i) Traditional methods of HOG and
SVM; (ii) CNN network; (iii) CNN network in combination with data augmentation.

The accuracy of the HOG and SVM method on the sample data set was 89.31%.
Details of the sample size for each type and recognition result are shown in Table 4.

The evaluated accuracy of the CNN method based on original data was achieved
90.10% on average, as shown in Table 5.

The evaluated accuracy of the CNN method based on data augmentation was
achieved 95.59% on average, as shown in Table 6.

Table 4. Confusion matrix of vehicle recognition using HOG and SVM

Motor Car Coach Truck

1069 1123 656 575
#Num Per(%) #Num Per(%) #Num Per(%) #Num Per(%)

Motor 1029 97.26 16 1.53 15 1.87 9 1.75
Car 25 2.36 989 94.37 77 9.59 32 6.23
Coach 1 0.09 23 2.19 599 74.60 33 6.42
Truck 3 0.28 20 1.91 112 13.95 440 85.60

Table 5. Confusion matrix of vehicle recognition using CNN

Motor Car Coach Truck

1069 1123 656 575
#Num Per(%) #Num Per(%) #Num Per(%) #Num Per(%)

Motor 1026 95.98 38 3.38 1 0.15 5 0.87
Car 32 2.99 953 84.86 17 2.59 24 4.17
Coach 6 0.56 104 9.26 617 94.05 58 10.09
Truck 5 0.47 28 2.49 21 3.20 488 84.87

Table 6. Confusion matrix of vehicle recognition using CNN and data augmentation

Motor Car Coach Truck

1069 1123 656 575
#Num Per(%) #Num Per(%) #Num Per(%) #Num Per(%)

Motor 1060 99.16 11 0.98 0 0 1 0.17
Car 5 0.47 1057 94.12 8 1.22 13 2.26
Coach 0 0 41 3.65 645 98.32 51 8.87
Truck 4 0.37 14 1.25 3 0.46 510 88.70
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In this study, we also evaluated the proposed CNN model to another traditional
approach based on HOG feature descriptor and SVM classifier. Results of the com-
parison are shown in Fig. 5.

6 Conclusions

The experimental results show that traditional models using HOG and SVM still ensure
relatively high accuracy in object identification, even in cases of not big enough
training data sets. The method of using deep network did not bring high accuracy in
cases of small data sets. After data augmentation, CNN model’s identification accuracy
saw significant changes.

Through our experimental results, our solutions offer the following benefits:

(1) Provide an assessment and selection of effective methods for vehicle recognition.
(2) Provide detailed recognition of vehicles with relatively high accuracy based on

experiment and comparison.
(3) Propose practical and cost-effective solutions.

Based on the results of the study, in the near future, we suggest continuing to train
and experiment with a variety of vehicles, supporting the actual management of ITS
systems.

Fig. 5. Comparison of HOG + SVM, CNN model and CNN with augmenting data
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Abstract. Sign Language is one of the method for non-verbal commu-
nication. It is most commonly used by deaf or dumb people who have
hearing or speech problems to communicate among themselves or with
normal people. Vietnamese Sign Language (VSL) is a sign language sys-
tem used in the community of Vietnamese hearing impaired individuals.
VSL recognition aims to develop algorithms and methods to correctly
identify a sequence of produced signs and to understand their meaning
in Vietnamese. However, automatic VSL recognition in video has many
challenges due to the orientation of camera, hand position and movement,
inter hand relation, etc. In this paper, we present some feature extraction
approaches for VSL recognition includes spatial feature, scene-based fea-
ture, and especially motion-based feature. Instead of relying on a static
image, we specifically capture motion information between frames in a
video sequence. We evaluated the proposed framework on our acquired
VSL dataset including 23 alphabets, 3 diacritic marks and 5 tones in
Vietnamese language with 2D camera. Additionally, in order to gain
more information of hand movement and hand position, we also used the
data augmentation technique. All these helpful information would con-
tribute to an effective VSL recognition system. The experiments achieved
the satisfactory results with 86.61%. It indicates that data augmenta-
tion technique provides more information about the orientation of hand.
Moreover, the combination of spatial, scene and especially motion infor-
mation could help the system to be able to capture information from
both single frame and from multiple frames, and thus the performance
of VSL recognition system could be improved.

Keywords: Vietnamese Sign Language (VSL) · VSL recognition ·
Local descriptors · Spatial feature · Scene-based feature ·
Motion-based feature
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1 Introduction

Sign Language is the natural language of choice for most deaf and dump people.
In sign language, each gesture already has assigned meaning, and strong rules
of context and grammar may be applied to make recognition tractable. It is also
known as grammatically complete and copious as spoken language. Sign language
conveys meaning more than only the moving hands. The main four components
describe a sign including hand shape, location in relation to the body, movement
of hands, and the orientation of palms. However, they are not international
language because of the different expressions of signs among other countries.
Vietnamese Sign Language (VSL) is based on the established American Sign
Language (ASL), but VSL also has some special signs which are not involved in
ASL dictionary.

Recognition of sign language has many applications such as intelligent control
systems, robotic, human computer interaction, smart home, etc., [4,6,7,12]. Pre-
vious researches focused on written and spoken languages while recognition of
sign language has not yet studied widely. In this paper, we proposed a framework
for Vietnamese Sign Language recognition using local features. Three types of
feature in our system are spatial features, scene-based feature and motion-based
feature. Beside each single features, we also try to combine them together to
capture more important information of a sign. Note that both the spatial and
scene-based feature are extracted from one frame of video sequence, so they are
considered as single-frame based features. Conversely, the motion-based feature
are called multi-frame based feature because it must be calculated from multiple
frames from input video sequence. For evaluating our system, we also collect the
corpus of continuous VSL datasets consisting of 23 alphabets, 3 diacritic mark
and 5 tones only with 2D camera.

This paper is organized as follows. The related work is presented in Sect. 2.
In Sect. 3, we describe the overview of methodology. Experiments and discussion
can be found in Section 5. Finally, we conclude by mentioning our contributions
and some future works in Section 6.

2 Related Works

Computer recognition of sign language deals from sign gesture acquisition and
continues till alphabet/text/speech generation. Sign gestures can be classified as
static and dynamic. However static gesture recognition is simpler than dynamic
gesture recognition but both recognition systems are important to the human
community. Up to present, there are two main approaches for sign language
recognition: sensor and vision-based.

Sensor-Based Approach: Bui et al. [2] used gloves with sensors to identify 23
characters in Vietnamese Sign Language. By using sensors, this approach can
remove some outliers from the complex environment, therefor it simplifies the
pre-processing stage in sign language recognition system. In addition, the use of
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gloves makes it able to capture the change of shapes, and also hand movements
in video. However, it is not convenient to singers when wearing gloves, and it is
not suitable in real world when signers always bring gloves all time.

Vision-Based Approach: There are many works applied this approach because
of convenience with users [9]. This approach captures the hand gesture or body
part gesture in form of static images or sequence images by camera without
gloves or sensor devices, which makes it more suitable for real world. However,
it has many challenges like complex background problems, variation in lighting
condition, changes of skin color, and the properties and configurations of camera
(such as variations of scale, translation, rotation, view and occlusion). In [5,
8,14], Microsoft Kinect camera are used to capture RGB-D image instead of
RGB image to improve the results. However, Microsoft Kinect camera is hard to
integrated into real world applications. For that reason, in this study we propose
to use RGB image in a video sequence to capture motion features of isolated sign
for VSL recognition.

3 Approach

We propose a method for Vietnamese Sign Language recognition in video conse-
quence based on local descriptors. In sign language recognition where the motion
of the hand and its location in consecutive frames is a key feature in the clas-
sification of different signs. Due to that, this framework was implemented with
both single-frame features (spatial features, scene-based features) and multi-
frame feature (motion feature).

3.1 Preprocessing

Firstly, some key frames are extracted from the input video sequence for each
alphabets or words manually. The original images are converted to HSV-color
space to segment skin regions. Due to the difference among signers when collect-
ing data, we also applied the data augmentation technique (rotation and noise
adding) to create more images with the aim of gaining more information of hand
position. More specifically, the original images are rotated ±5◦, ±10◦ and added
salt/pepper noise with probability of 0.05. After that, all hand skin regions are
normalized to eliminate face region and background region.

3.2 Feature Extraction

In feature extraction step, we combined spatial, scene-based and motion-based
features to capture different information among each alphabets of VSL in a video
sequence.
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Spatial Features. There are three features calculated based on appearance as
following:

Local Binary Pattern (LBP): LBP operator was initially proposed by
Ojala et al. [10] to express the texture of the image patches. LBP is tolerant
to illumination variations, and simply computing. It calculates a code for each
pixel by thresholding its value with that of its neighbor and converts the code
into a decimal. Given a pixel in in the image, ic is the neighbors of in.

LBPP (xc, yc) =
P−1∑

n=0

s(in − ic)2ns(x) =

{
1 x ≥ 0
0 x < 0

(1)

In this framework, we split hand region into 49 sub-regions and then applied
LBP operator in each sub-region. Instead of 256-bin histogram of traditional
LBP, we only use 59-bin histogram to reduce dimension for feature vector. Our
experiment shows that there is not much difference in recognition result between
256-bin vs 59-bins. As a result, we obtain a 2891 dimensional feature vector for
each hand region.

Local Phase Quantization (LPQ): LPQ descriptor has been firstly appointed for
use in the classification of textures blur [11]. LPQ is constructed to retain an
image in the local invariant information to artifacts generated by different forms
of blur. This descriptor uses local phase information extracted from a short-term
Fourier transform (STFT) over a rectangular M ×M neighborhoods Nx at each
pixel position x of the image f(x) (Fig. 1):

F (u, x) =
∑

y∈Nx

f(x − y)e−j2πuT y (2)

where wu is the basis vector of the 2-D DFT at frequency u, and fx is the
vector containing all M2 samples from Nx. The local Fourier coefficients are

Fig. 1. Local phase quantization.
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computed as four frequency points: u1 = [a, 0]T , u2 = [0, a]T , u3 = [a, a]T , u4 =
[a,−a]T , where a is a sufficiently small scalar. It results in a vector Fx =
[F (u1, x), F (u2, x), F (u3, x), F (u4, x)] for each pixel position. The phase infor-
mation in the Fourier coefficients are decided by examining the signs of the real
and imaginary parts of each component in Fx, using a simple scalar quantizer:

qj =

{
1 gj ≥ 0
0 gj < 0

(3)

where gj(x) is the jth component of the vector Gx = [Re{Fx}, Im{Fx}]. The
result of eight bit binary coefficients gj(x) are represented as integers using
binary coding:

fLPQ(x) =
8∑

j=1

qj2j−1 (4)

Inspired by this idea, we propose the LPQ as an effective method to solve the
problem of expressions variations. We applied LPQ operator in 25 sub-regions of
hand region, and finally, a histogram of values from all sub-regions are combined
into only one feature vector with 6400 dimensions.

Histogram of Oriented Gradients (HOG): HOG descriptor [3] is one of the
appearance descriptor which is able to captures edge or gradient structure of
local shape. HOG is invariant to local geometric and photo transformations
(translation, rotation). The main idea of HOG is to calculate the distribution of
local intensity gradient orientation of a detection window.

In this study, we set the size of each block 16 × 16 pixel and 2 × 2 for each
cell. Finally, we obtain a final feature vector with 8100 dimensions.

Scene-Based Feature. The GIST descriptor was initially proposed in [12] with
the aim of developing a low dimensional representation of the scene, which does
not require any form of segmentation. The authors propose a set of perceptual
dimensions (naturalness, openness, roughness, expansion, ruggedness) that rep-
resent the dominant spatial structure of a scene. Due to that, GIST would able
to present the shape of scene image by the relationship between the outlines of
the surfaces and their properties and perceptual properties: naturalness, open-
ness, roughness, expansion and ruggedness. It is computed by convolving the
image with 32 Gabor filters at 4 scales, 8 orientations, and obtaining 32 feature
maps of the same size of the input image. After that each feature map is divided
into 16 regions (by a 4 × 4 grid), and then it averages the feature values within
each region. The 16 averaged values of all 32 feature maps are concatenated in
a 16 × 32 = 512 GIST descriptor.

The GIST descriptor presents the gradient information (scales and orienta-
tions) for different parts of an image, and due to that, it would able to take
over many essential information of hand shape for each alphabet or sign word
in our case.
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Motion-Based Feature. The extraction of Histograms of Oriented Optical
Flow provides a histogram hb,t = [ht,1, ht,2, . . . , ht,B ] at each time instant t, for
each block b in the frame, in which each flow vector is binned according to its
primary angle from the horizontal axis and weighted according to its magni-
tude. Every optical flow vector v = [x, y]T , with direction θ = tan−1(

y

x
) and

in the range.
−π

2
+ π

b − 1
B

≤ θ < −π

2
+ π

b

B
(5)

will contribute by
√

x2 + y2 to sum in bin b, 1 ≤ b ≤ B, out of a B bins. Finally,
the histogram is normalized to sum up to 1.

3.3 Classification

The recognition on sequence images can be enforced into two main approaches:
based on static image and based on image sequence approach.

Static Image Based Approach: This approach is presented in [1,13]. Each frame
Ii was classified individually and recognition result s was probability vector
{pi,c1 , pi,c2 , . . . , pi,cn} where pi,cj , (1 ≤ j ≤ n) is the probability when frame Ii

corresponds to one of n classes of Vietnamese signs.

Image Sequence Based Approach: This approach used a model which reflected
the importance of modeling temporal motion patterns for signs language recog-
nition as Latents Random Fields (LDCRFs).

In this paper, we inspired by the static image based approach to evaluate one
image sequence. Specifically, we used Support Vector Machine to classify alpha-
bets of Vietnamese sign language on each frame individually and the recognition
result was the normalized sum of probability of all frames, to predict sign label
in one sequence. Given a training set of labeled examples {(xi, yi), i = 1, . . . , k}
where x ∈ Rn and yi ∈ {1,−1}, SVM classifies a new test example x basing the
following functions:

f(x) = sgn(
l∑

i=1

αiγiK(xi, x) + b) (6)

where αi are Lagrange multipliers of a dual optimization problem that describes
the separating hyper-plane; K(., .) is a kernel function; and b is threshold param-
eter of hyper-plane. The training sample xi (with αi > 0) is called support vec-
tors, and SVM would find the hyper-lane that maximizes the distance between
the support vectors and the hyper-plane.
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4 Vietnamese Sign Language Dataset

Vietnamese alphabet system is more complicated than English one because it is
a tone language which consists of six different tones (high level, low rising, high
rising glottalized, low falling glottalized, high rising, and low falling), and three

diacritic marks .
In [2], Bui et al. collected VSL dataset only containing 23 alphabets of (A, B,

C, D, , E, G, H, I, K, L, M, N, O, P, Q, R, S, U, V, X, Y ), and signers need
to wear gloves with MEMS sensor during the recording process. However, in our
project, to increase the challenges of Vietnamese sign language recognition, we
only use a 2D camera for collecting data, and the signers wear the normal clothes
without any sensors. We acquired a dataset of VSL with Alphabet, Diacritic
Marks and Tones (VSL-ADT) consisting of 23 alphabets, 3 diacritic marks and
5 tones. Note that in VSL-ADT the high level tone is removed because it does not
present more meaning as well as low rising tone, high rising glottalized tone, low
falling glottalized tone, high rising tone, and low falling tone. On the other hand,
we added 3 diacritic marks of Ă, Ô, . The significant contribution of VSL-ADT
is to add 3 diacritic marks ( ) , and 5 tones, which were not included in [2].
Moreover, we only used 2D camera which makes more reasonable and popular
in daily life than using gloves with MEMS sensors as in [2].

We split VSL-ADT into two non-intersecting datasets corresponding to
when the signers wear short sleeved shirt (VSL-SADT) or long sleeved shirt

Fig. 2. Diacritic marks with short sleeved shirt wearing signers in VSL-SADT dataset
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Fig. 3. Five tones of VSL with short sleeved shirt wearing signers

Table 1. Description of VSL-ADT dataset with 23 alphabets, 3 diacritic marks and 5
tones

Long sleeved
shirt

Short sleeved
shirt

Resolution 1920 × 1080 1920 × 1080

# video 899 1178

# signer 29 38

# alphabet 31 31

# video for each alphabet 29 38

Time for each video 2–5 s 2–5 s
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Fig. 4. Diacritic marks with long sleeved shirt wearing signers in VSL-LADT dataset

(VSL-LADT). All videos were collected in laboratory environment with white
background and black shirt wearing signers. Some examples of VSL-SADT and
VSL-LADT are showed in Figs. 2 and 3.

Five tones on Vietnamese Sign Language Dataset with signer wear long
sleeved shirt are the same gesture with when signer wear short sleeved shirt.
Human annotators who are teachers of deaf people are also asked to evaluate
for each video. In total, 1178 videos are kept to construct VSL-SADT and 899
videos for VSL-LADT (Fig. 4 and Table 1).

5 Experiments

When analyzing the VSL-SADT dataset, we figure out that in some cases there
are much changes between frames in a video sequence of one alphabet, while
in the other cases, not many differences happen during the whole sequence.
Inspiring from that, we decide to separate VSL-SADT into two small datasets
which is based on the characteristics of motion gestures. The first dataset (VSL-
SADT-01) has a few changes between frames and it totally contains 23 VSL
alphabets A, B, C, D, , E, F, G, H, I, K, L, M, N, O, P, Q, R, S, T, U, V, X,
Y and two diacritic marks of Vietnamese language (Ô and ). And the second
one (VSL-SADT-02) is extended from the first dataset with additional five tones
(low rising tone, high rising tone, low falling tone, high rising glottalized tone,
low falling glottalized tone, low falling tone) and a diacritic mark (Ă).
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Fig. 5. The accuracy of VSL recognition with different local descriptors on original and
extended dataset: VSL-SADT-01 (top-left), VSL-LADT-01 (top-right), VSL-SADT-02
(bottom-left), VSL-LADT-02 (bottom-right)

Similarly, VSL-LADT is also divided into VSL-LADT-01, VSL-LADT-02
with the same conditions. Moreover, as mentioned in Sect. 3, the data augmenta-
tion technique (rotation and noise adding) is applied in order to create additional
images with the aim of gaining more information of hand position (±5◦, ±10◦

rotation, 0.05 probability of salt/pepper noise). As the result, we have the orig-
inal dataset and the extended one (-EXT). All videos in each dataset are used
for training and testing with ratio of 9 : 1. The system was performed in Matlab
environment with CPU Intel Core (TM) i7, 8 GB of RAM.

Firstly, we try to find out the most satisfied kernel for SVM classifier includ-
ing linear, polynomial, rbf and sigmoid kernel. In this paper, we only used SVM
for classification, but some other classifiers such as kNN, Naive Bayes, Ran-
dom Forest, etc. must be investigated. We will discuss about this matter in the
last section of conclusion and future work Sect. 6. Table 2 shows that the best
accuracy would be achieved with polynomial kernel (85.48%), followed by rbf
(83.87%) and linear 82.26%. And the worst case is sigmoid with only 38.71%.
From now then, we only use the polynomial kernel for later experiments.

The next experiment was run by using different local descriptors for VSL
recognition task on two datasets: original and our extended one. Figure 5 shows
the comparison of the accuracy result between different models on two datasets.
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Table 2. Comparison of SVM kernels on the VSL-SADT dataset

Kernel linear polynomial rbf sigmoid

Accuracy 82.26% 85.48% 83.87% 38.71%

Overall, the accuracy result of models on our extended dataset with data aug-
mentation techniques, is better than using only the orginal dataset on both
VSL-SADT-01/VSL-LADT-01 and VSL-SADT-02/VSL-LADT-02. It is a proof
for our belief that applying data augmentation techniques would able to capture
more useful information of hand motion and position for VSL recognition task.
Table 3 illustrates the result experiments of the local descriptors on four extended
dataset VSL-SADT-01-EXT, VSL-LADT-01-EXT, VSL-SADT-02-EXT, VSL-
LADT-02-EXT. We compare the five local descriptors and the combination of
them on four VSL datasets. Note that both the spatial (LBP, LPQ, HOG) and
scene-based (GIST) feature are extracted from one frame of video sequence,
so they are considered as single-frame based features. Conversely, the motion-
based feature (HOOF) must be calculated from multiple frames of input video
sequence. Due to that, in order to capture diverse information from both sin-
gle and multiple frames, we combine HOOF (multiple frame feature) with LBP,
HOG, or GIST (static-image feature), and do not integrate many single-frame
features as once time. From Table 3, it is clear that the GIST description achieved
the highest accuracy in both VSL-SADT-01-EXT (78.85%) and VSL-LADT-01-
EXT (94%), because these two datasets only include 23 alphabets and two dia-
critic marks of VSL, all of which specially have no more motion gesture. In the
meanwhile, the combination of GIST and HOOF can capture the motion features
between frames in dynamic signs of VSL, and that is reason why this combination
would able to get satisfactory accuracy on both VSL-SADT-02-EXT (73.1%) and
VSL-LADT-02-EXT (86.61%). In the other view, the results of LADT (93.8%,
86.61%) is better than SADT (78%, 73.1%) in both 01-EXT/02-EXT, it indicate
that SADT dataset is more challenges than LADT dataset because it contains

Table 3. VSL recognition accuracy with different types of local feature. The name of
local descriptor is in the first column, and the next four columns show the results on
04 extended datasets

Method VSL-SADT-01-EXT VSL-SADT-02-EXT VSL-LADT-01-EXT VSL-LADT-02-EXT

HOG 78.1% 71.29% 91.8% 84.83%

LBP 78.28% 71.77% 91.8% 82.09%

LPQ 68.6% 62.37% 80.8% 73.54%

GIST 78.53% 72.26% 94% 86.29%

HOOF 9.6% 9.61% 7.4% 7.1%

HOG + HOOF 78.1% 71.94% 92% 84.35%

LBP + HOOF 77.73% 72.9% 92% 81.61%

GIST + HOOF 78% 73.1% 93.8% 86.61%
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Fig. 6. Confusion matrix with GIST descriptor on VSL-SADT-01-EXT (left) and VSL-
LADT-01-EXT (right)

Fig. 7. Confusion matrix with GIST-HOOF combination on VSL-SADT-02-EXT (left)
and VSL-LADT-02-EXT (right)

the arm of signer but it is not reflect more necessary information to improve the
accuracy of VSL recognition system.

The confusion matrix when applying GIST on VSL-SADT-01-EXT/VSL-
LADT-01-EXT is presented in Fig. 6, and the one of combination GIST and
HOOF is on Fig. 7.

6 Conclusion and Future Work

Sign language is one of the tool of communication for those with hearing and
vocal disabilities. Sign language recognition hence plays very important role in
this regard by capturing the sign language video and then recognizing the sign
language accurately. This paper deals with the Vietnamese sign language recog-
nition. The first contribution of this work is to acquire the VSL-ADT dataset
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with 24 alphabets, 3 diacritic marks and 5 tones of Vietnamese language. VSL-
ADT dataset is collected without requiring signers to wear any gloves or sensors
as the other previous sign language dataset.

We then proposed and implemented a framework for VSL recognition system
by using data augmentation technique and extracting different local to recognize
the hand gesture. The system was evaluated on the collected VSL-ADT dataset.
According to the results of experiments, it is proved the effective of model when
applying data augmentation technique in pre-processing step before extracting
local features.

In this paper, we focus on ocus on three types of feature: spatial features,
scene-based feature and motion-based feature to capture the important infor-
mation of language signs. The spatial and scene-based feature are considered as
single-frame based features because they are extracted from one single frame
of video sequence. While the multiple-frame motion-based feature must be
calculated from multiple frames from input video sequence. The results of exper-
iments also show that the combination of spatial features or scene-based fea-
tures together with motion-based features would able to recognize more accu-
rate. Besides, motion-feature has the capability of capturing the changes from
frames in sequence images, while spatial features or scene-based contain almost
enough information of an each static frame. It is a strong evident that if we
combine information from single frame together with one from multiple frames,
the system would be able to improve the ability of recognition.

However, in this paper, we have just only implemented the proposed frame-
work with SVM only, while some other classifier such as k-NN, Naive Bayes,
Random Forest, . . . have not been invested. In future work, we are going to do
more experiments on several classifiers to choose the most suitable one. Then,
we plan to develop a VSL recognition system in the area of words or sentence
instead of alphabet VSL to apply in real-life system. Additionally, we believe
that the accuracy of VSL recognition system would be improved when using
Convolutional Neural Network.
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Abstract. The detection of mathematical expression from PDF docu-
ments has been studied and advanced for recent years. In the process,
the detection of variables of inline expressions that are represented by
alphabetical characters is a challenge. Compared to other components of
inline expressions, there are many factors that cause the ambiguities for
the detection of variables. In this paper, the error in detecting variables in
PDF scientific documents is analytically presented. Novel rules are pro-
posed to improve the accuracy in the detection process. The experimental
results on benchmark datasets containing English and Vietnamese doc-
uments show the effectiveness of the proposed method. The comparison
with existing methods demonstrates the out-performance of the proposed
method. Furthermore, pre-trained deep Convolutional Neural Networks
are employed and optimized to automatically extract visual features of
extracted components from PDF and machine learning algorithms are
used to improve the accuracy of the detection.

Keywords: PDF document analysis ·
Mathematical expression extraction · Machine learning ·
Rule-based classification · Deep learning

1 Introduction

In recent years, the detection of mathematical expressions in scientific docu-
ments has received many advances. Based on the nature, input documents of
the detection can be divided into three categories: stroke (e.g. handwritten),
vector (e.g. PDF) and raster (e.g. image) format. The applied techniques for the
detection highly depend on the category of input document. Among these doc-
ument formats, PDF is the format where the detection is considered the most
precise one [1]. The attribute and content extracted from PDF document are
c© Springer Nature Switzerland AG 2019
N. T. Nguyen et al. (Eds.): ACIIDS 2019, LNAI 11432, pp. 694–706, 2019.
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Fig. 1. Examples of variables represented by single character (in red) in a sample PDF
scientific document (Color figure online)

more proper and there is less noises than those of other formats. These factors
are useful for the detection of mathematical expressions. Several researches have
investigated to extract inline mathematical expressions from PDF documents.
There are many components of inline mathematical expressions: operator, vari-
able or function. An operator is any symbol that indicates an operation to be
performed (e.g. +,−, ∗, /). A variable is a quantity that may change or have vari-
ety of values in the mathematical problem. Typically, a variable is represented by
a single letter (e.g. x, y). A function can be an expression or a law that defines a
relationship between variables (e.g. y = f(x)) [2]. In general, the accuracy of the
detection of inline mathematical expression has been much improved in recent
years. However, the improvement of the accuracy of the detection of variable
remains a challenge. The work in [3] points out that there are many failure cases
in the detection of variable in body text of document. Thus, the work focuses
on the detection of variable. The detection of other mathematical components
(e.g functions or operators) is not in the scope of the work.

In the paper, we present the method for detecting variables in PDF scientific
documents. The content of input documents is assumed to be content stream [4].
The content allows to directly get character information without any Optical
Character Recognition (OCR) techniques. The work focuses on the detection
of variable that is represented by a single alphabetical character. In Fig. 1, the
alphabetical characters “S” and “H” are used as variables of inline expressions.
The proposed method attempts to detect this type of variable because its appear-
ance is similar to text and causes more ambiguities in the detection compared to
other types of variable (e.g. s1). In the detection, two key phases are performed.
The first phase is the analysis of input PDF document in order to extract infor-
mation of mathematical variable and textual word. The second phase is the
classification of extracted variable and textual words. The contributions of our
work are threefold:

(1) Existing methods concentrate on the detection of mathematical specific
symbol (e.g.

∑
,

∫
) or functions (e.g. cos, sin, log). Many failure cases in

the detection of variable are remained. Therefore, the frequently encoun-
tered errors in the detection of variable are analytically presented in
the work. After analyzing the errors, a set of rules are constructed to
determine whether a character is a variable. The comparison results with
InftyReader [5] that is a commonly used OCR tool demonstrate the effec-
tiveness of the proposed rules.
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(2) Taking the advantages of deep Convolutional Neural Networks (CNN) in
image classification, two networks that are AlexNet [6] and ResNet-50 [7] are
employed to automatically extract visual features of variable and text from
documents. These CNNs allow to obtain discriminating features without
the usage of domain (expert) specific knowledge. Then, two binary classifi-
cation algorithms including Support Vector Machine (SVM) [8] and k Near-
est Neighbor (kNN) [9] are adopted to discriminate variables from textual
words. By using the combination of CNNs and machine learning algorithms,
the high accuracy of the classification is achieved.

(3) The experiments of the proposed method are carried out on datasets that
contain both English and Vietnamese PDF documents. So far, the existing
methods have worked on the detection of mathematical expression from
English documents. To our best knowledge, this is the first research that
focuses on the detection of variable from Vietnamese documents.

The rest of the paper is organized as follows. Section 2 overviews significant
related works. Section 3 presents the detail of the analysis of current errors of
the detection of variable in existing methods. In Sect. 4, new approaches are
proposed in order to improve the limitations. In Sect. 5, experimental results are
shown and discussed. Finally, Sect. 6 gives the conclusion and the future work.

2 Related Work

2.1 PDF Document Analysis

Since developing in the 1990s, PDF (Portable Document Format) format has
become a quasi-standard for document presentation. Among many formats
such as .doc, XML, images, the majority scientific documents are published
in PDF [3]. Therefore, the demand of analyzing PDF document has increased
in recent years. For identification mathematical expression, the textual content
and mathematical components are necessary to extract. The textual content in
PDF files is represented by content stream. This is the object that contains a
sequence of graphic objects to be painted on a PDF page [10]. Beside, other meta
information including coordinates, bounding box, font (font name and size) of
each character is extracted precisely from PDF documents. The complex math-
ematical symbols are represented in a different ways and various strategies are
considered to obtain the content of these symbols. The work in [10] attempts
to solve the problem by grouping symbols and recalculating the glyph, bound-
ing boxes or labeling symbols based on shapes and context information. The
work in [11] renders the symbols to images and after that OCR techniques are
applied to these obtained images. However, the method costs extra efforts. The
extracted information from PDF files is then input for the detection of mathe-
matical expression.

There are several existing tools that are used for the information extraction
from PDF files such as poppler [12], ImageMagic [13]. In our work, Apache
PDFBox [14], an open source library, is used to extract information from PDF
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files. The library fully supports the manipulation, creation, extraction PDF files
in Java programming language with high performance. The target for our work
is the identification of variable, therefore, the information of characters including
content, coordinates, bounding boxes, font (size and name) is extracted. In order
to store extracted information from each PDF page, a multi-dimensional vector
structure is used. The vector is formed by the elements that are described as
follows:

(1) The content (called glyph) that is represented by a string data type of each
character.

(2) The X and Y coordinates that are represented by doubles of the upper left
corner the bounding box of each character.

(3) The width and height that are represented by doubles of the bounding box
of each character.

(4) The font name of each character that is represented by a string data type.

2.2 Mathematical Expression Detection from PDF Document

Most existing methods pay attention to identify mathematical expressions from
document images (e.g. [15,16]). The identification of displayed formula has
obtained high accuracy, however, the identification of inline formula has faced
many difficulties. The existing methods of identification of displayed formula
attempt to extract features and apply machine learning algorithms to discrim-
inate formulas from ordinary text lines. Meanwhile, for identification of inline
formula, not only feature extraction but also OCR techniques are required [16].
Many efforts are performed to improve the accuracy of the detection of inline
expression however, the accuracy highly depends on the quality of input docu-
ment images. Moreover, processing of a large number of document images is a
time-consuming task and requires a lot of computational resources. Fortunately,
the extracted information from PDF files is more accurate than that of docu-
ment images. In addition, the processing of PDF files is generally faster than
that of document images. Recently, several works have been investigated for the
identification of inline expression in PDF files.

InftyReader [5] is the most commonly used tool for OCR tasks. The software
allows to extract and recognize mathematical expression from documents images
and PDF documents. The software performs the recognition in four steps: layout
analysis, character recognition, structure analysis of mathematical expressions
and manual error correction. A large number (about 180000) of character pat-
terns are manually prepared for the detection and recognition. The accuracy
highly depends on the quality of input documents and font-types of characters.

The work in [3] applies natural processing language approach to detect inline
formula. The method firstly prepares the PDF annotated corpus, then extracts
layout features including font, length of words and linguistic features such as
context n-grams from PDF files. Finally, CRF (Conditional Random Fields)
is applied to label whether a word is a part of inline formula. Although the
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method shows high accuracy (obtained F-measure is from 80.41% to 88.95%) in
the detection of math-zone, the detection of variable faces many failure cases.

In recent years, deep Convolutional Neural Networks have shown the out-
standing performance in the image classification task. Among the successful
networks, AlexNet and ResNet-50 have become popularly for image and docu-
ment classification. The work in [17] uses deep learning approach to detect for-
mula in PDF documents. A combination of the Convolutional Neural Network
and Recurrent Neural Network (RNN) networks is utilized for the detection.
The method is reported to performs better than learning-based methods in the
detection. However, to obtain the high accuracy, it takes many efforts to train
(thousands of mathematical expressions are manually labeled) and optimize the
deep networks.

3 Error Analysis of Variable Detection

After investigating and testing the existing methods that are reported in [3]
and [5], there are failures cases that often occur in the detection of variable.
Each error case is described as follows:

(1) The variable is followed by punctual characters such as comma “,”; dot “.” or
colon “:”. These punctual characters cause the ambiguities in the detection
of the variable and existing methods detect them as texts. Examples of a
variable that is followed by a dot “.” (a) and a colon “:” (b) marks are shown
in Fig. 2.

(2) The abbreviation in scientific documents can be fail to detect as variable.
Font attributes of the abbreviation are similar to those of variables. For
instance, a character that is followed by the equals sign “=”. This case is
shown in Fig. 3.

(3) In some languages, documents contain special single character that can be
fail to detect as variable when these characters display in italic style. An
example of a character in Czech language that can be fail to detect as a
variable is shown in Fig. 4.

(a) A variable that is followed by a dot ”.” in an English document

(b) A variable that is followed by a colon ”:” in a Vietnamese document

Fig. 2. Examples of variables
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Fig. 3. An example of abbreviations that are followed by the equals sign

Fig. 4. An example of a special character in Czech language that can be fail to detect
as a variable

4 Proposed Method of Variable Detection in PDF
Document

The workflow of the proposed method for the variable detection is described in
Fig. 5. In our work, a word (containing characters that are separated by space
character) is a basic unit for the variable detection module. Fig. 6 shows an exam-
ple of the extracted information from the PDF document by using the Apache
PDFBox tool. In order to determine if a word is a variable, two approaches
are utilized. The first one is the rule-based classification. In the approach, a
set of rules are constructed for the classification. The second one is the com-
bination of pre-trained CNNs (AlexNet and ResNet-50) and machine learning
algorithms. The CNNs are used to automatically extract features of variable and
word images that are rendered from PDF files. The extracted features are then
fed into machine learning classifiers (SVM and kNN) for the classification.

4.1 Rule-Based Classification

In rule-based classification, a rule is a natural way for knowledge representation.
A rule for the classification purpose can be described as follows [18]:

Rule: condition → conclusion
Where condition is a conjunction of observed features or constraints of

extracted words. When an observed word satisfies a sequence of conditions, it
is categorized into “variable” or “not variable” groups. The rules can be repre-
sented by a series of IF-THEN pairs. The classification rules are described as
follows:

(1) Rule 1: if properties of a word satisfy the following conditions, the word is
labeled as a variable.
The font of the word is italic type (the extracted font name from PDF
document is checked whether it is an Italic font such as “Times-Italic”).
The word contains two characters: the first one is an alphabetical character
and the second one is a punctuation mark (e.g. “,”, “.”, “:”).

(2) Rule 2: if properties of a word satisfy the following conditions, the word is
labeled as a candidate of a variable.
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Fig. 5. Workflow of the proposed method

(a) Extracted information including font, glyph, bounding box information

(b) Bounding boxes of characters

Fig. 6. An example of the extracted information from PDF document

The word contains only one alphabetical character. The font of the word is
italic type.

(3) Rule 3: if a candidate of a variable is in the list of accent characters (e.g.
“ê”, “à”, “â”, “ă”), it is classed as “not a variable”.

(4) Rule 4: if a candidate of a variable matches one of the following string
patterns, it is classed as “not a variable”.
The word is followed by an equals sign (“=”) and the word after the equals
sign contains more than one character.
The word is in the sentence that contains “replaced by” words.
The word is in the sentence that contains “in Czech” words.

(5) Rule 5: if a candidate of a variable that is not mentioned in Rule 3 and Rule 4,
it is actually a variable.

The Rule 1 and Rule 2 are set by using the features that are used in existing
works [3]. The rules including Rule 3, Rule 4 and Rule 5 are proposed to the
detect the specific characters in Vietnamese, Czech languages and abbreviations.
The proposed rules are set by the observation of specific cases that can cause
the ambiguities of the variable detection in the benchmark datasets.
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4.2 Classification Based on the Combination of CNNs and Machine
Learning Algorithms

In our work, the pre-trained CNNs, AlexNet and ResNet-50, are used to extract
visual features of variable and textual word. The pre-trained CNNs play a role
as a powerful feature extractor. The AlexNet and ResNet-50 models have been
trained on 1.2 million images that are in the subset of ImageNet database [19].
The pre-trained CNNs using the ImageNet database have shown the effectiveness
in the document classification task [21]. Therefore, the models are selected as fea-
ture extractors in our work. AlexNet consists of 25 layers. The network architec-
ture consists of 5 convolutional layers and 3 fully connected layers. For AlexNet,
each input image is preprocessed and resized to [227×227×3]. 4096 features are
automatically extracted on the fully connected layer of the CNN for each input
image. ResNet-50 consists of 177 layers corresponding to 50 residual blocks. For
ResNet-50, each input image is preprocessed and resized to [224× 224× 3]. 1000
features are automatically extracted on the fully connected layer of the CNN for
each input image. Input images for CNNs are bounding boxes of glyph extracted
from PDF documents and then converted into image format.

Fig. 7. The classification of variable and textual word by using the combination of
CNNs and machine learning algorithms

Table 1. Number of training and testing images in the classification method using
CNNs and machine learning algorithms

Datasets Number of training images Number of testing images

Vietnamese 660 454

ACL Anthology 560 700

Variable and textual words images are divided into training and testing sets.
In the training phase, the extracted features of training images obtained by
using the pre-trained CNNs together with labels are used to train SVM and
kNN. After that, in the testing phase, the trained SVM and kNN are used to
discriminate variable from textual word. In our work, the linear function is used
for the SVM and the Euclidean distance is used for the kNN. The classification
of variable and textual word by using the combination of CNNs and machine
learning algorithms is described in Fig. 7.
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(a) Detection results in Vietnamese documents

(b) Detection results in English documents

Fig. 8. Examples of variable detection results in blue bounding boxes (Color figure
online)

5 Experimental Results

5.1 Datasets

In the work, two datasets are used for the experimentation. The first one contains
132 PDF paper pages from the ACL Anthology [20]. The second one contains
122 Vietnamese paper pages. These Vietnamese papers are collected from various
scientific journals and conferences on Computer Science topic. Each document
contains a minimum of one variable and a maximum of 32 variables and an aver-
age of about 7 variables. For the rule-based classification, 805 and 661 variables
in the ACL Anthology and Vietnamese datasets are used respectively. For the
classification using CNNs and machine learning algorithms, number of training
and testing images are described in the Table 1. These images of variables and
textual words are converted from PDF documents.

5.2 Performance Evaluation

In our work, the Precision (P), Recall (R) and F1 score are used for the per-
formance evaluation. Precision is the proportion of the true positives against all
the positive results; Recall is the proportion of the true positives against all the
true results and F1 score is the harmonic mean of precision and recall.

The performance comparison between the proposed method and InftyReader
is shown in Table 2. InftyReader version 3.1.4.8 is used for the comparison. The
InftyReader doesn’t currently support the detection of mathematical expression
in Vietnamese language. For English language, the precision and F1 score of
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Table 2. Performance comparison between the proposed method and InftyReader
OCR tool (Bold value indicates the highest score in each method)

Methods ACL Anthology Vietnamese

P R F1 score P R F1 score

InftyReader 29.45% 20.10% 23.89% Not totally support

Rule-based (existing rules) 80.06% 74.98% 77.44% 82.18% 73.45% 77.57%

Rule-based

(existing+proposed rules)

93.30% 85.05% 89% 92.85% 89.04% 90.91%

Alexnet+SVM 97.71% 95.18% 96.43% 100% 100% 100%

Alexnet+kNN 96.14% 91.82% 93.93% 100% 100% 100%

Resnet-50+SVM 99.57% 99.07% 99.32% 100% 100% 100%

Resnet-50+kNN 97.14% 93.87% 95.48% 100% 100% 100%

InftyReader are lower than those of our proposed method. InftyReader is power-
ful in the detection and recognition of specific mathematical expressions. Similar
to existing methods, the software focuses on the discrimination between normal
text and mathematical expressions based on the variation of geometric layout
features and the statistic of mathematical symbols and functions. For the case
of variable, the strategy is not really efficient. In contrast, both the feature and
context information are extracted in order to overcome the obstacles in our work.
These factors allow to obtain better results in the detection.

In general, the combination of CNNs and machine learning algorithms allows
to obtain the most accurate results in our testing. The highest performance
is achieved by using the ResNet-50 and SVM for both ACL Anthology and
Vietnamese datasets. The result shows the efficiency of the feature extraction
and classification. In our experimentation, ResNet-50 network outperforms in
the feature extraction. In this case, ResNet-50 network obtains better results
because it consists more layers in the architecture than Alexnet. The increase in
the depth of network architecture should increase the accuracy of the network.
However, in order to take the advantages of these deep CNNs, the extra time and
computational resources are payed in comparison to those of rule-based method.
Examples of detection results of variables that are in blue from English and
Vietnamese PDF documents are shown in Fig. 8.

In the rule-based classification method, in order to determine the importance
of the proposed rules for the detection, two ablation tests are carried out. Firstly
the process of detection is performed by using existing rules that are Rule 1
and Rule 2. Then the process of detection is performed by using all the five
Rules. The performance comparison of applied rules for Vietnamese and ACL
Anthology datasets is shown in the Table 2. The comparison shows that the
accuracy is much improved for the detection of Vietnamese and ACL Anthology
datasets respectively by using the proposed rules.
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5.3 Error Analysis and Discussion

Some remaining errors in the rule-based classification method are analyzed as
follows:

Some narrative specific symbols in tables are fail to detect as variables. These
symbols have the same appearance in the font, size as variables. Besides, there
is not much context information to discriminate variables and narrative texts.
These factors cause the error for the detection.

The variables in the parentheses are fail to detect as text. The parentheses
and italic narrative texts are some times used for highlight items in scientific
documents. The similarity of the appearance between variable and text in this
case causes the error variable detection.

In Vietnamese scientific documents, variables are typically represented by
English alphabetical characters. Meanwhile, narrative texts use Vietnamese char-
acters that often contain accent characters (e.g. “ê”, “à”, “â”, “ă” ). In the
rule-based method, for English documents, the discrimination of mathematical
variable from short words such as “a” or “of” is more difficult than that of
long words. The rule-based method discriminates variables from textual words
by using layout features and context features. The combination of pre-trained
CNNs and machine learning algorithms performs the discrimination by using
thousands of visual features. The different features between Vietnamese charac-
ters and English Alphabetical characters allow to detect variable accurately by
the method using CNNs. Due to the limitation of our linguistic knowledge, the
proposed method is performed on the datasets that contain English and Viet-
namese PDF papers. Actually, the method can be applied for other languages.

6 Conclusion and Future Work

We have presented the method for detecting variables that are represented by a
single alphabetical character in inline expressions in PDF scientific documents.
The errors cases of existing methods are analytically presented and novel tech-
niques are proposed in order to improve the accuracy of the detection. After the
information extraction from PDF documents, two classification approaches are
presented. For the rule-based classification, the obtained F1 score varies from
89% to 90.91% on benchmark datasets containing English and Vietnamese doc-
uments. For the classification based on the combination of pre-trained CNNs
and machine learning algorithms, the highest F1 score of 99.32% and 100% is
achieved for ACL and Vietnamese datasets respectively. The comparison with
existing method demonstrates the out-performance of the method.

In the future, more information about the context and linguistic features of
variable will be investigated to improve the accuracy of the detection. Moreover,
other types of variable such as the variable that is followed by index (e.g. xi) or
variable that appears in tables will be investigated for the detection. The datasets
that contain Vietnamese papers will be enlarged and published for researching
purposes.
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Abstract. Early detection of cardiovascular risk level remains an important
issue in healthcare. It is still considered a very important preventive measure of
cardiovascular disease as it gives a significant impact to reducing mortality rates
and cardiovascular events. Prior to developing a prediction model of cardio-
vascular risk, identification of dominant predictor variables is very crucial. Some
prominent studies have proposed a vast number of predictor variables. Although
some predictor variables might be universal in nature, as the premise of this
study, some of the variables might be associated with local lifestyle that governs
patient behavior. This paper presents a verificative study on previous studies
predicting cardiovascular risk level by using Indonesian adult patients’ lab
records as the input dataset. In relation to this objective, this study aimed to
select dominant biochemical indicators as predictor variables and trained
machine learning models as classifier. Finally, this study compared the perfor-
mance of several prominent classifier models such as: XGBoost, Random
Forest, k-NN, Gradient Boosting, Artificial Neural Network (Multilayer Per-
ceptron), Decision Tree, and Ada Boost. The results show that: XGBoost model
achieved the best training and testing accuracy (0.965 and 0.964) compared to
Random Forest (0.964 and 0.962), 5-NN (0.952 and 0.948), Gradient Boosting
(0.948 and 0.940), Artificial Neural Networks (0.945 and 0.933), Decision Tree
(0.861 and 0.860) and Ada Boost models (0.748 and 0.718).

Keywords: Cardiovascular risk prediction � Machine learning

1 Introduction

Many prominent studies showed some evidences that exposure to cardiovascular risk
factors in early childhood/adolescence may link to cognitive performance of young or
adult-age later. Moreover, other evidences also showed that cumulative burden of
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cardiovascular risk factors from childhood/adolescence links to worse cognitive per-
formance during middle-age regardless exposure during the adult-age [1]. In reducing
such effect, early detection of the elevated risk factor is very important. Cardiovascular
disease (CVD) which is still considered as a deadly but silent killer is caused by
atherosclerosis or deposition of fatty material on the inner artery walls [2].
Untreated CVD may lead to heart attacks and strokes [3] or event premature mortality.
Many past studies showed some evidences that early detection of Cardiovascular
disease is highly crucial to save patients’ lives. One of such measures is predicting
cardiovascular risk level of patients based on lab data.

Predicting cardiovascular risk level is an interesting computer vision problem with
significant application in healtcare. Many previous studies have explored various
predicting variables and the association to cardiovascular risks. These variables
include: blood pressure, serum total-cholesterol, high-density lipoprotein cholesterol,
triglycerides, low-density lipoprotein (LDL) cholesterol, smoking habit, weight, height
and body mass index (BMI) [4–6]. In addition, many statistical models have been
employed to predict cardiovascular risk level. For example: linear regression and mixed
model regression splines [7] and survival model [8].

The advent of machine learning approach in the past ten years has motivated
researchers to develop a robust classifier to recognize the risk of cardiovascular dis-
eases based on various diagnostic features such as biochemical lab data as input fea-
tures or predictor variables. For example, a recent study reported by [9] explored
machine learning model such as: random forest, logistic regression, gradient boosting,
and neural networks. Although many studies have been reported, automated recogni-
tion of Cardiovascular risk level remains a challenging problem for the following
reasons: (1) the blood test matrix data are typically sparse due to incomplete check of
the test by many physicians and (2) blood test dataset for research is not widely
available.

Although a similar study has been reported by [10], this study is different from the
former study in the following aspects. First, the former study was based on a cohort
analysis in which observation over a period of time was conducted. On the other hand,
this study was based on cross-section lab patient records. Second, the former and this
study used different populations of patients. Finally, the former study aimed to explore
more predictor variables.

Despite many studies which have explored machine learning for recognizing car-
diovascular risk level, to the best of our knowledge, few studies involve patients from
Indonesia hospitals as research objects. The premise of this study is that different region
where the patient live and different ethnics of the patients might affect the dominant
features, which can be used to predict cardiovascular risk level. Hence, it is interesting
to explore the question of whether a model for predicting cardiovascular risk trained
with a patient dataset from a country can achieve similar accuracy when it is used for
predicting patient risk from different countries. Therefore, the objective of this study
are: (1) to select dominant biochemical risk factor indicators as predictor variables for
predicting cardiovascular risk level from Indonesia hospitals; and (2) to compare
several machine learning models as classifiers.
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2 Related Works

2.1 Cardiovascular Risk Factors

A vast number of methods have been proposed to predict cardiovascular disease before
it actually happens. Some common predictor variables associated with cardiovascular
risk involved some basic testing results of blood, urine or tissue such as: systolic and
diastolic blood pressure, blood viscosity, hematocrit, plasma viscosity, serum total-
cholesterol, low-density lipoprotein cholesterol, high-density lipoprotein cholesterol,
triglycerides, glucose, weight, height and body mass index (BMI) [4–6, 9, 11–14]. In
addition to blood test results, some variables associated with lifestyles such as drinking
and smoking habits, and physical activity [15–17] tend to increase the risk of car-
diovascular disease. Considering a vast number of variables associated with increasing
cardiovascular risk, there was an increasing interest on which variables are considered
as dominant factors for predicting cardiovascular risk level.

2.2 Cardiovascular Risk Level Modelling

Predicting cardiovascular risk level is a task in computer vision field. In particular, the
task can be categorized as a classification problem. A plethora of studies addressing
this task have been reported, resulted in many proposed models including: decision tree
[18]; naïve Bayes model [19]; artificial neural network model [10, 20]; logistic
regression [10, 12]; random forest and gradient boosting [10]. Each of the proposed
models is different in terms of model interpretability and prediction accuracy. From
these proposed machine learning models, tree based models such as: decision tree
models, have some advantages such as easier to interpret and invariant to input scale.
Some of the prominent studies to address this problem are summarized in the following
Table 1.

Decision tree is a prominent machine learning model which can be applied to
address classification, regression, and clustering [20]. Classification and Regression
Trees (CART) which was proposed by Breiman et al. [21] is one of the decision tree
algorithms. The popularity of the algorithm was mainly related to the following
aspects: highly interpretable [22], tolerance to missing data [21], representing a non-
parametric universal approximators [22], flexible to input data type (numeric or binary
data) [23], producing hierarchical features of data representation [22]. The main lim-
itations of the algorithm are: (1) high and unstable variance, (2) not always achieving
better accuracy compared to the other machine learning model, and (3) high space
complexity [23]. The attempts to overcome this limitation include XGBoost [24–29],
Random Forest [30], Ada Boost [31], and Gradient Boosting [32]. In this study, several
prominent machine learning models are evaluated namely: kNN [32], Decision Tree
[21], and Artificial Neural Networks [33].
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3 Research Method

The framework of this study is presented in Fig. 1. The differences between this study
and the similar study reported by [10] are that (1) this study addressed imbalanced data
using downsampling technique; in contrast, the study reported by [10] did not address
imbalanced data; and (2) this study select importance predictor variables from overall
data features; in contrast, the study reported by [18, 19] did not implement feature
selection.

The dataset for this study was provided by a blood chemical lab of a private
hospital in southern part of Jakarta, Indonesia. For confidentiality reason, some vari-
ables such as name, address, religion and other identifiers were removed before any

Table 1. Some of previous study on predicting cardiovascular risk

Authors Predictor variables Model accuracy

Miranda et al. [19] Age, gender, urea, creatinine, uric acid,
cholesterol, triglyceride, HDL, LDL, glucose,
glucose 2H, creatine kinase, CK-MB, LDH,
TROPK, and TROPT

Naive Bayes model:
• Risk level 1: 0.86
• Risk level 2: 0.88
• Risk level 3: 0.86

Heryadi et al. [18] Glucose, glucose 2H, total cholesterol,
triglyceride, HDL, urea, creatinine, uric acid, and
LDH

Decision tree 0. 97

Juarez-Orozco et al.
[20]

Gender, age, BMI and family history of CAD,
chest complaints, diabetes, smoking,
Dyslipidemia, hypertension, rest heart rate,
resting blood pressure, duke score, abnormal rest
ECG, abnormal stress ECG, stress HR, % of max
HR, stress BP, rest LVEF and stress LVEF

Artificial neural
network 0.75
accuracy

Weng et al. [10] Age, gender, ethnicity, smoking, HDL, HbA1c,
triglycerides, SES Townsend deprivation index,
BMI and total cholesterol

Random forest:
AUC 0.745

Ethnicity, age, SES Townsend deprivation index,
gender, smoking, atrial fibrillation, chronic
kidney disease, rheumatoid arthritis, family
history of premature CHD and COPD

Logistic regression:
AUC 0.760

Age, gender, ethnicity, smoking, HDL,
triglycerides, total cholesterol, HbA1c, systolic
blood pressure and SES Townsend deprivation
index

Gradient boosting:
AUC 0.761

Atrial fibrillation, ethnicity, oral corticosteroid
prescribed, age, severe mental illness, SES
Townsend deprivation index, chronic kidney
disease, BMI missing, smoking and gender

MLP: AUC 0.764

710 Y. Heryadi et al.



data were analyzed. The initial features of the dataset for this study include 16 features
used as representation of the biochemical risk indicators. The features can be catego-
rized into 4 categories as follows:

(1) Lipid level in blood indicators comprise: CHOL (cholesterol), TRIG (triglyc-
eride), HDL (high-density lipoprotein), and LDL (low-density lipoprotein)
variables;

(2) Kidney function indicators comprise: UREA (ureum), CREA (creatinine), and UA
(uric acid) variables;

(3) Diabetes mellitus indicators comprise: GLU (glucose) and GLU2H (glucose 2-h)
variables;

(4) Coronary artery function indicators comprise: CK (creatine kinase), CKMB
(creatine kinase-MB), LDH (lactate dehydrogenase), TROPK (troponin) and
TROPT (troponin T) variables.

The sample labelling process works in two steps (see Fig. 1). The first step is
categorizing each individual feature into initial categorization: risk and non-risk cate-
gories. The second is categorizing the sample into four risk levels: risk level 1,

Data collecting

Data preprocessing

Computing feature 
relative Importance

Data 
downsampling

Splitting dataset into training and testing dataset

Training classifier models:
1. Decision tree
2. XGBoost
3. Random Forest 
4. Multilayer Perceptron
5. k-Nearest Neighbors
6. Gradient Boosting
7. AdaBoost

Evaluating model performance

Fig. 1. Research framework
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risk level 2, risk level 3, and normal cardiovascular risk level. Following [19], the
threshold values used to categorize each feature into normal and risky categories are
summarized in Table 2. Based on the Table 2, doctors’ general rules to label each data
sample are presented in Table 3.

In this study, 7 models were explored to predict cardiovascular risk level based on
the most dominant predictor variables. Following studies reported by [10, 18, 19] the
classifier models in this study were: kNN [32], Decision Tree [21], Ada Boost [31],
XGBoost [24], Random Forest [30], Gradient Boosting [25] and Artificial Neural
Networks (Multilayer Perceptron) [33].

Table 2. Categorical value of each cardiovascular risk factor

Feature Description Normal threshold Risk threshold

GLU Glucose (mg/dL) 1–110 � 111
GLU2J Glucose 2H (mg/dL) 1–140 � 141
CHOL Cholesterol (mg/dL) <200 � 200
TRIG Triglyceride (mg/dL) <200 � 200
HDL High-densitylipoprotein (mg/dL) >65 \65
LDL Low-density lipoprotein (mg/dL) <100 � 100
UREA Urea (mg/dL) 1–39 � 40
CREA Creatinine (mg/dL) 0.1–1.3 � 1.4
UA Uric Acid (mg/dL) 0.1–6.2 � 6.3
LDH Lactate dehydrogenase (U/L) 140–280 >280
CK Creatinine Kinase (U/L) 21–215 >215
CKMB Creatine Kinase-MB (U/L) <25 >25
TROPT Troponin T (ng/mL) Negative Positive
TROPK Troponin (ng/mL) Negative Positive

Source: [19].

Table 3. Definition of cardiovascular risk level

Risk level Remarks

1 At least one feature is not-normal
2 At least two factors contains two non-normal features, or each factor contains at

least a non-normal feature
3 Three factors are not normal, each factor contains at least one non-normal

feature, or coronary artery function is not normal
4 (normal) Each feature is normal

Source: [19].
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4 Experiment Result and Discussion

The initial number of data in the dataset was 50,518 records of adult patients. Distri-
bution of risk level category in the sample dataset can be grouped into: normal (39,318
or 77.8%), risk level 1 (8,120 or 16.1%), risk level 2 (1,409 or 2.8%), and risk level 3
(1,671 or 3.3%). The number of samples for each category before and after resample
can be seen in Fig. 2(a) and (b).

Since the dataset was imbalanced, the normal category was downsampled so that
the number of samples in the new dataset became: normal (8,500 or 43.1%), risk level
1 (8,120 or 41.2%), risk level 2 (1,409 or 7.2%), and risk level 3 (1,671 or 8.5%). The
number of samples from raw dataset and new dataset for each risk level is summarized
in Fig. 2. The distribution of the patient age and gender of the new dataset is presented
in the following Table 4.

This dataset was randomly split into 18,713 patient records (95%) to train the
machine-learning algorithms (training dataset) and the remaining sample of 985 patient
records (5%) for testing the algorithm (testing dataset).

The relative importance of each biochemical risk factor as predictor variables is
computed and summarized in Fig. 3. The figure shows that the predictor variables in

Fig. 2. Distribution of cardiovascular risk level from (a) raw data and (b) down-sampled data

Table 4. Categorical value of age and gender

Feature Categorical value N-samples

Age 1: 31–40
2: 41–50
3: >50

4,944 (25.1%)
5,661 (28.7%)
9,093 (46.2%)

Gender 1: Male
2: Female

7,111 (36.1%)
12,587 (63.9%)
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this study were dominated by 10 variables namely: UA, GLU, UREA, CHOL, HDL,
GLU2 J, CREA, TRIG, AGE and GENDER. Meanwhile, CKMB, LDH, CK, LDL,
TROPT and TROPK features were less important to predict the data class than the first
10 variables.

The accuracy of classifier model explored in this study can be summarized in the
following Table 5.

The training results are as follows:

(1) XGBoost model predicted 18,053 samples correctly from 18,713 training dataset,
resulting in accuracy of 0.965.

(2) Random forest model predicted 18,044 samples correctly from 18,713 training
dataset, resulting in accuracy of 0.964.

(3) 5-Nearest Neighbor model predicted 17,819 samples correctly from 18,713
training dataset, resulting in accuracy of 0.952.

(4) Gradient Boosting model predicted 17,733 samples correctly from 18,713 training
dataset, resulting in accuracy of 0.948.

(5) Artificial Neural Network (Multilayer Perceptron) model predicted 17,679 sam-
ples correctly from 18,713 training dataset, resulting in accuracy of 0.945.

Fig. 3. Relative importance of each feature

Table 5. Accuracy comparison of several models

Accuracy 5-NN Decision
Tree

AdaBoost XGBoost Random
forest

Gradient
boosting

Multilayer
perceptron

Training
accuracy

0.952 0.861 0.748 0.965 0.964 0.948 0.945

Testing
accuracy

0.948 0.860 0.718 0.964 0.962 0.940 0.933
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(6) Decision Tree model predicted 16,110 samples correctly from 18,713 training
dataset, resulting in accuracy of 0.861.

(7) Ada Boost model predicted 13,999 samples correctly from 18,713 training
dataset, resulting in accuracy of 0.748.

The samples of confusion matrix of the trained model can be seen in the following
Fig. 4.

With such performance, we concluded that the XGBoost model achieved high
performance as a classifier which maps the selected predictor variables to the cardio-
vascular risk level.

5 Conclusion

In order to save many patients’ lives, early detection of cardiovascular risk is a highly
crucial task. This task can be viewed as a classification problem which can be solved
using machine learning algorithm. The main issues to address are how the patient data
will be represented, what are the main important features, and what machine learning
model to be trained as a classifier. The process of predictors variable selection in this
study resulted in 10 biochemical risk factors, namely: UA, GLU, UREA, CHOL, HDL,
GLUJ, CREA, TRIG, AGE and GENDER. Using these predictor variables as input
data representation, the training of 7 machine learning algorithms revealed that
XGBoost model achieved the best training and testing accuracy (0.965, 0.964) com-
pared to Random Forest (0.964 and 0.962), 5-NN (0.952 and 0.948), Gradient Boosting
(0.948 and 0.940), Artificial Neural Networks (0.945 and 0.933), Decision Tree (0.861
and 0.860) and Ada Boost models (0.748 and 0.718).

Fig. 4. Confusion matrix from model training of (a) XGBoost model, (b) Random forest model
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