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Abstract. This work presents a locking and deforming process to accomplish
the recognition. The best matched features of the template are locked to their
target features of the unknown pattern. The whole template is then deformed and
calibrated according to these features. Improved similarity score can be obtained
from the deformed template. This work illustrates this process and its operations.
This process indirectly overcomes difficult distortion problems.
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1 Introduction

The spatial topology distance method (STD) [9, 10] used the self-organizing algorithm
(SOM) [4] to evolve the template toward its target, unknown handwritten character.
This evolution can preserve the topological structure of the template and resolve
serious distortions in the character. The computation cost of the evolution is high. To
reduce the number of iterations in the evolution, geometrical constraints among fea-
tures are manually constructed to reduce the searching operation in STD. These con-
straints can be converted into a set of rules [6, 7], Fig. 1, and saved in a Hopfield
network [7, 11]. The number of such rules is countless. It is tedious to list the enormous
number of rules manually. The compatibility of the connection rules for a whole
template can be loaded in the Hopfield network [7, 11]. It can be obtained from the
converged network [12, 13]. So far, there is no efficient procedure for the construction
of such rules. This work devises an alternative way to skip those rules in the recog-
nition. The same features used to represent the character and the template [11] will be
used in this work. We briefly review the feature and related works in this section.

The unknown character and all its templates are prepared in advance by their
feature collections that resemble the receptive fields [1–3] of visual system. All col-
lections are loaded with flexible and variable features along their skeletons. The global
operations, shift, rotation, and scaling, are applied to deform the template according to
certain highly matched, locked, features. After these operations, the locked features in
the deformed template will align with their corresponding features in the unknown
character perfectly. The improved whole similarity score can be obtained for all fea-
tures of the deformed template. This kind deforming and locking process can be
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operated iteratively. The recognition is accomplished for the template which received
the highest whole score.

The templates and unknown character are both represented by collections of
bended-ellipse features [10, 11], Fig. 2. Each bended-ellipse feature is represented by a
vector which includes its coordinates, direction, angle, and arm length size. To save
space, we skip the length portion in this work. This kind feature representation is much
stable than the rigid skeleton representation. Each template outline is used to normalize
the unknown by properly shifting, rotating, and scaling the unknown. The outline can
be accomplished by thickening the template strokes.

Note the CNN [5] can extract local features in its front end layer as elements for
constructions in its successive layers. High level correlations of such elements are
picked in its deep layers. Recognition of unknown character can be accomplished from
such correlations. Various distortions will increase its correlation complexity.

Fig. 1. Geometrical rules for the five features of character “A”.

Fig. 2. The feature vector for the top portion of A.
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Representation by Bended-Ellipse Features
Suppose there are J templates T1;T2; . . .;TJ

� �
. Each template is represented by a

collection of its all features. For each template T j we will generate L j bended-ellipse
features. Write T j ¼ t jl j1� l� L j

� �
where t jl is the l

th feature vector of the jth template.

Let t jl ¼ x jl ; y
j
l ;/

j
l ; i

j
l ; j

j
l

� �
be a five-dimensional row vector. The elements x jl and y

j
l in t

j
l

are the x-y coordinates of the seed (corner) of the angle. Let i jl ; j
j
l

� �
be the unit vector

that extends from the seed and equally divides the angle / j
l , Fig. 1.

The branch point and cross point will have three or more arms, Fig. 3. They will be
represented by collections of bended-ellipse features with shared seed positions, Fig. 4.
For example, a branch with 3 arms will be represented by 3 bended-ellipses and a cross
with 4 arms will be represented by 6 bended-ellipses. A fork with more branches is
important in recognition.

The feature collection that represents the target character, unknown handwritten
character, is U ¼ umj1�m�Mf g, where um ¼ xm; ym;/m; im; jm½ � is the mth feature
vector of the unknown character.

2 Locking and Deforming Process

All templates and their various histograms must be well prepared in advance for
candidate template screening. The unknown character must have more number of
features, two to three times, than that of the template. To save computation, each
template is carefully selected from the character corpus by the screening procedure.

Fig. 3. Branch and cross.

Fig. 4. Cross and branch points are represented by multiple features with a shared seed position.
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It is expected that each selected template is additive to the recognition rate [10]. The
template outline is used in the screening. The distribution of the template features in the
i-j-/ diagram, Fig. 5, is also included as one related histogram.

The similarity between two features, s t jl ; um
� �

, is defined as the inner product

between the two features, t jl and um. Set parameters that will be used in the following
context, t jl ¼ xt; yt;/t; it; jt½ �; um ¼ xu; yu;/u; iu; ju½ �;

h ¼ cos�1 iu; juð Þk k2 þ it; jtð Þk k2� it; jtð Þ � iu; juð Þk k2
2 it; jtð Þk k iu; juð Þk k

 !

¼ cos�1 2� it; jtð Þ � iu; juð Þk k2
2

 !
;

ð1Þ

s1 ¼ max 0; 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xt � xuð Þ2 þ yt � yuð Þ2

q
d

0
@

1
A

8<
:

9=
;; ð2Þ

s2 ¼ max 0; 1� /t � /uj j
p
2

	 
� �
; s3 ¼ max 0; 1� hj j

p
2

	 
� �
; and ð3Þ

s4 ¼ max 0; 1� itiu þ jtjuj jð Þf g: ð4Þ

Fig. 5. Angle and direction histogram, i-j-/ diagram.
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Thenwrite s t jl ; um
� � ¼ 1

2 s1 þ s4ð Þ; /t �/line
1
3 s1 þ s2 þ s3ð Þ; otherwise

�
:

Note that 0� s t jl ; um
� �� 1: ð5Þ

/line is a threshold to discriminate a straight line feature from a bended feature.
We also use an alternate function in this work,

s t jl ; um
� � ¼ min sp t jl ; um

� �
; sd t jl ; um
� �� �

; ð6Þ

where sp is the similarity between positions, sd is the similarity between both angles
and directions. Let

p vð Þ ¼ p x; y;/; i; j½ �ð Þ ¼ x; y½ �: ð7Þ

Then the similarity of positions between two feature vectors is

sp t jl ; um
� � ¼ fp

1
w

p t jl
� �� p umð Þ

 

	 


;

where
fp xð Þ ¼ 2�8x3 and

w ¼ d1 or d2:
ð8Þ

The similarity between both angles and directions is

sd t; uð Þ ¼ 1
2
þ 1

4
max a1 tð Þ � a1 uð Þþ a2 tð Þ � a2 uð Þ; a1 tð Þ � a2 uð Þþ a2 tð Þ � a1 uð Þf g;

where

a1 vð Þ ¼ a1 x; y;/; i; j½ �ð Þ ¼ i; j½ � cos /2 sin /
2

� sin /
2 cos /2

" #
and

a2 vð Þ ¼ a2 x; y;/; i; j½ �ð Þ ¼ i; j½ � cos �/
2 sin �/

2

� sin �/
2 cos �/

2

" #
:

ð9Þ

a1 and a2 are functions to reconstruct the direction vector of one armof the feature. The
whole similarity score between a template and the unknown is the sum of all similarities

between every corresponding pairs, S T j;U
� � ¼PL j

l¼1 s t jl ; u
j
l

� �
. Note that we set

s t jl ; u
j
l

� � ¼ s t jl ; u
j
l

� �
0

when there exists amatched u j
l ;

otherwise

�
ð10Þ

to include the case that t jl does not have a matched feature.
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The process between the jth template, and the unknown character, U; is divided into
three phases. In the first phase, each template feature, t jl 2 T j, finds its corresponding
similar feature u j

l in U within a small radius, d1, where d1 is a designed parameter,
Fig. 6. In other words,

u j
l ¼ argmax

um
s t jl ; um
� �� �

where p t jl
� �� p umð Þ

 

\d1: ð11Þ

In the second phases, pick the pair of the locked features, t jla ; u
j
la

� �
, which is

defined as

la ¼ arg max
l¼1;::;L j

s t jl ; u
j
l

� �� �
: ð12Þ

This locked pair receives the highest similarity value, s t jla ; u
j
la

� �
, among all pairs

t jl ; u
j
l

� �
; l ¼ 1; ::; L j

� �
. Then shift the whole template to a new position and overlap the

seeds of these two features, t jla and u j
la , Fig. 7. Let xa; ya½ � ¼ p u j

la

� �
, which is the seed

position of the locked feature, u j
la . The shifted template, T j

� �s
, has new features

t jl
� �s¼ ðx jl Þs; ðy jl Þs;/ j

l ; i
j
l ; j

j
l

� �
; l ¼ 1; . . .; L j

n o
, where ðx jl Þs ¼ x jl þ xa � x jla

� �
and

ðy jl Þs ¼ y jl þ ya � y jla

� �
. Then we repeat the first phase and find the corresponding

features u j
l

� �s
in U for every feature in the shifted template, t jl

� �s2 T j
� �s

. That is

u j
l

� �s¼ arg max
um2U

s t jl
� �s

; um
� �

where p t jl
� �s� �

� p umð Þ



 


\d2: ð13Þ

Let t jl
� �s

; u j
l

� �s� �
; l ¼ 1; ::; L j

n o
be the corresponding pairs between the shifted

template ðT jÞs and unknown U. The new whole similarity score is

S T j
� �s

;U
� � ¼PL j

l¼1 s t jl
� �s

; u j
l

� �s� �
. Note that the locked pairs, t jla ; u

j
la

� �
, is in some

sense similar to the resonance portion in ART [12].
In the third phase, pick the second locked feature pair that received the highest

similarity value, t jlb

� �s
; u j

lb

� �s� �
, where lb is not equal to la,

lb ¼ argmax
l¼1;::;L j

s t jl
� �s

; u j
l

� �s� �n o
; and u j

lb

� �s
6¼ u j

la ð14Þ

Let xb; yb½ � ¼ p u j
lb

� �s� �
be the seed position of the feature u j

lb

� �s
. Using the

position xa; ya½ � as the rotation center and the scaling center, rotate and scale the whole

template T j
� �s

so that the two seeds p t jla

� �s� �
¼ xa; ya½ � and p t jlb

� �s� �
¼ xb; yb½ � will
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coincide with their corresponding seeds in the unknown character. After rotation and
scaling, we obtain a refined template collection, T j

� �r
, where

T j
� �r¼ t jl

� �r¼ x jl
� �r

; y jl
� �r

;/ j
l ; i jl
� �r

; j jl
� �rh i

; l ¼ 1; . . .; L j
n o

ð15Þ

In order to facilitate the operation of the rotation and scaling procedure for the
whole template, set complex numbers,

cpx vð Þ ¼cpx x; y½ �ð Þ ¼ x; y½ � � 1; i½ � ¼ xþ yi;

vec xþ yið Þ ¼ x; y½ � ¼ v:
ð16Þ

Then, operate the rotation and scaling according to the seed positions of the two
locked feature pairs. Set

pt ¼ p t jlb

� �s� �
� p u j

la

� �
and pu ¼ p u j

lb

� �s� �
� p u j

la

� �
:

Also set

cr;s ¼ cpx puð Þ
cpx ptð Þ and cr ¼

cpx pu
puj j

� �
cpx pt

ptj j
� � :

Fig. 6. Searching corresponding features in unknown character.
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After we get these complex numbers, apply them to the position vector and the
direction vector of every template features. Then, obtain a rotated and scaled template,

x jl
� �r

; y jl
� �rh i

¼ vec cpx p t jl
� �s� �

� p u j
la

� �� �
� cr;s

� �
and

i jl
� �r

; j jl
� �rh i

¼ vec cpx i jl
� �s

; j jl
� �sh i� �

� cr
� �

; for 8 t jl
� �s2 T j

� �s
;

ð17Þ

where p t jla

� �r� �
¼ p u j

la

� �
and p t jlb

� �r� �
¼ p u j

lb

� �s� �
.

Repeating the procedure in the first phase for all features, 8 t jl
� �r2 T j

� �r
, get

u j
l

� �r¼ arg max
um2U

s t jl
� �r

; um
� �

; where p t jl
� �r� �

� p umð Þ



 


\d3; ð18Þ

The refined whole score for the refined template is

S T j
� �r

;U
� � ¼PL j

l¼1 s t jl
� �r

; u j
l

� �r� �
.

The three scores, S T j;U
� �

, S T j
� �s

;U
� �

, and S Tð Þr;Uð Þ, will be used as the
compatibility scores for the jth template. Pick the largest value of the three as the final
compatibility for the template T j,

S� T j;U
� � ¼ max S T j;U

� �
; S T j
� �s

;U
� �

; S T j
� �r

;U
� �� �

: ð19Þ

Fig. 7. The two seeds of the two locked features will be aligned perfectly after shifting, rotation,
and scaling procedures.
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unknown H (score: 0.8360)

A B C D E F G H I J K L M N O P Q R S T U V W X Y Z
0

0.5

1

1: H (0.8360)
2: A (0.7722)
3: N (0.6712)
4: X (0.6296)
5: E (0.6259)
6: G (0.5815)
7: R (0.5760)
8: M (0.5596)
9: Z (0.5537)
10: D (0.4921)
11: O (0.4797)
12: L (0.4453)
13: F (0.4389)
14: V (0.3703)
15: Q (0.3682)
16: Y (0.3359)
17: C (0.3107)
18: U (0.3101)
19: W (0.3080)
20: P (0.3036)
21: B (0.1667)
22: I (0.1485)
23: K (0.1166)
24: J (0.0862)
25: S (0.0000)
26: T (0.0000)

Fig. 8. The unknown character ‘A’, 256 by 256 pixels.

Fig. 9. Images of the 26 templates.

Fig. 10. Similarity scores (Eq. 7).

Fig. 11. Similarity scores (Eq. 6).
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3 Simulation and Discussion

We tested the process to examine its capability. In our simulation, the size of the image
of each character is 256-by-256 pixels for both templates and the unknown character,
Fig. 8. The whole scores are also listed in the figure. All 26 templates are the 26 images
of handwritten English uppercase alphabets, Fig. 9. The width of each stroke is roughly
5 to 15 pixels. Each image is properly normalized. The similarity scores, Eq. 7, of all
26 templates are listed in Fig. 10. The similarity scores, Eq. 6, are listed in Fig. 11.

The recognition rate of the proposed process is comparable to that of STD. The
computation cost is much less than that of STD. Since each template is designed
manually, several fixed key features can be specified manually in advance. These keys

have priority in the process. The highest locked pair t jla ; u
j
la

� �
may be picked only from

those keys. The second highest pair lb, t jlb

� �s
; u j

lb

� �s� �
, may also be picked from

them. The whole scores S may be accumulated only for those key features.
The two locked pairs can be picked simultaneously in the first phase. When one

picked three different locked pairs, one can apply the conformal mapping technique [8]
to deform the whole template and accomplish the score.
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