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Preface

AGILE, the Association of Geographic Information Laboratories in Europe (https://
agile-online.org), aims to promote research and academic teaching on geographic
information systems and science at the European level and beyond, as well as to
stimulate and support networking activities between member laboratories (groups
or departments). AGILE has been holding annual conferences at different locations
across Europe since 1998, having varying themes and foci depending on current
developments and trends in the field. The conferences attract a wide range of
researchers and practitioners in geographic information science and allied fields,
who develop and employ geospatial theories, methods and technologies for better
spatial-enabled planning, decision-making and society engagement. AGILE annual
conferences accept full papers, short papers, as well as poster contributions, and
typically include a workshop day prior to the main conference. For more than a
decade, full papers submitted to the AGILE annual conference have been published,
after undergoing blind peer review, as a book by Springer International
Publishing AG in its Lecture Notes in Geoinformation and Cartography series. It is
this combination of breath in thematic coverage and quality of research that has led
to the annual AGILE conference been considered as the hallmark conference on
geographic information science in Europe.

The 22nd AGILE conference was organized in collaboration with the Cyprus
University of Technology, in Limassol, Cyprus, on 17–20 June 2019. The con-
ference’s central theme was Geospatial Technologies for Local and Regional
Development, aiming to showcase the relevance of geospatial technologies, as well
as the science behind those technologies, towards facilitating geoinformation-
enabled innovation and sustainable economic growth not only in Europe but also in
other countries of the Eastern Mediterranean region and the rest of the world. The
contents of this volume comprise the 19 full papers that were selected by the
Scientific Committee out of a set of 27 original submissions, and are divided into
five parts. Part I consists of four chapters advancing the state of the art in
Geographic Information Representation, Retrieval and Visualization, the basis
upon which geospatial technologies are built. Part II, Geoinformation Science and
Geospatial Technologies in Transportation, encompasses four chapters proposing
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novel approaches for the analysis and modelling of spatial and/or spatiotemporal
data in the field of transportation. Part III consists of six chapters putting forth new
methods and applications of Geoinformation Science and Geospatial Technologies
in Urban/Regional Planning. Part IV contains three chapters proposing novel
analytical and modelling methodologies in apparently widely different fields, but
nonetheless showcase the unifying role of Spatial Scale as a Common Thread in
Geoinformation Analysis and Modeling. Lastly, Part V contains two important
chapters exploring the User and Workforce Dimensions of Geospatial
Technologies, two critical facets of the penetration and adoption of geospatial
technologies worldwide. All in all, the breadth and depth of the contributions of this
volume constitute a rather representative snapshot of the current developments in
the field of geographic information science and technology, and help promote the
role of Geospatial Technologies for Local and Regional Development.

Concluding, we would like to express our sincere gratitude to all the authors
of the papers of this volume for their contributions, as well as the reviewers of the
Scientific Committee for their respective evaluations. Both the quality of the con-
tributions and the scrutiny of the evaluations were instrumental in maintaining the
quality of the AGILE conference, as well as in enabling us to arrive at the final
selection of the contents of this volume. We would also like to thank all those who
helped editing this volume, as well as materializing the 22nd AGILE conference
programme. We particularly thank the AGILE Council, which was instrumental in
assisting with the scientific organization of the conference, as well as our colleagues
at the Cyprus University of Technology for their enduring assistance towards
making the conference a success. Lastly, we would like to express our gratitude to
Springer International Publishing AG for their always helpful cooperation and
assistance towards publishing and distributing this volume.

Limassol, Cyprus Phaedon Kyriakidis
Limassol, Cyprus Diofantos Hadjimitsis
Limassol, Cyprus Dimitrios Skarlatos
Lund, Sweden Ali Mansourian
March 2019
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Place Questions and Human-Generated
Answers: A Data Analysis Approach

Ehsan Hamzei, Haonan Li, Maria Vasardani, Timothy Baldwin,
Stephan Winter and Martin Tomko

Abstract This paper investigates place-related questions submitted to search sys-
tems and their human-generated answers. Place-based search is motivated by the
need to identify places matching some criteria, to identify them in space or relative
to other places, or to characterize the qualities of such places. Human place-related
questions have thus far been insufficiently studied and differ strongly from typical
keyword queries. They thus challenge today’s search engines providing only rudi-
mentary geographic information retrieval support. We undertake an analysis of the
patterns in place-based questions using a large-scale dataset of questions/answers,
MSMARCOV2.1. The results of this study reveal patterns that can inform the design
of conversational search systems and in-situ assistance systems, such as autonomous
vehicles.

Keywords Geographic information retrieval · Geographic questions · Question
answering systems ·Web search queries · Query classification

1 Introduction

In their everyday communication people frequently ask questions about places (Win-
ter and Freksa 2012). This is reflected in the frequency of location-based queries in
human-computer interaction, e.g., Web search (Sanderson and Kohler 2004) and
question answering systems (Li and Roth 2006). The popularity of conversational
bots and assistants (Radlinski andCraswell 2017) requires a shift from retrieving doc-
uments as response to keyword-based queries to natural answers to natural language
questions.

A better understanding of the nuances expressed in search questions will enable
better inference of the intent behind the query, and thus improve the delivery of
taylored information in the answer. Due to polysemy of place references, their strong

E. Hamzei (B) · H. Li · M. Vasardani · T. Baldwin · S. Winter · M. Tomko
The University of Melbourne, Parkville, Vic, Australia
e-mail: ehamzei@student.unimelb.edu.au

© Springer Nature Switzerland AG 2020
P. Kyriakidis et al. (eds.), Geospatial Technologies for Local and Regional
Development, Lecture Notes in Geoinformation and Cartography,
https://doi.org/10.1007/978-3-030-14745-7_1
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contextual dependence (Winter and Freksa 2012), diverse metaphorical uses (Agnew
2011), and complex, often vernacular references (Hollenstein and Purves 2010), the
nuanced understanding and answering of place questions are still challenging for
computer-based systems (Sui andGoodchild 2011). Place questions not only concern
location (where-questions), but also encompass a wide range of informational needs
about places from their types and affordances to their qualities. A thorough analysis
of questions and answer sets is still missing, yet it is an essential prerequisite for
future improvement of question interpretation and answer generation mechanisms.

In this paper, we investigate the structural patterns of place-related questions and
their human-generated answers using the MS MARCO V2.1 dataset (Nguyen et al.
2016). By addressing our main research question: “How place questions and their
answers can be modelled based on place-related semantics?”, we contribute:

• An analysis of the content of place-related questions and answers, by extracting
patterns of place-related information through semantic encoding;

• A categorization of place-related questions and human-generated answers of the
dataset based on semantic encoding and contextual semantic embedding;

• An investigation of the relations between the categories of questions and corre-
sponding answers.

2 Literature Review

Research in geographic information retrieval fromWeb sources has focused primar-
ily on geographic Web queries (Sanderson and Kohler 2004; Aloteibi and Sanderson
2014) and the geographic context ofWeb search (Backstrom et al. 2008). Geographi-
calWeb querieswith explicit location (i.e., containing place names—toponyms) were
analysed first by Sanderson and Kohler (2004). Later, implicit geographic queries
relating to generic nouns designating locations known to a subgroup of people (e.g.,
a family sharing a location known as home) have also been identified (Wang et al.
2005).

In contrast, Jones et al. (2008) analyzed the distances between toponyms in the
query and the location of the user indicated by their IP address to study the intent
of the spatial search. They classified the distances into granular categories: same-
city, same-state, same-country and different-country. Recently, Lee et al. (2015) used
more accurate user positioning for a finer-grained analysis of search distances and
correlated their distributionwith the distribution of entities of different types in space.
Yet, Web use patterns have since shifted dramatically towards mobile Web use (Lee
et al. 2015), voice queries (Guy 2018), and conversational assistants (Radlinski and
Craswell 2017). Voice queries are more similar to natural language questions than
keyword queries (Guy 2018), and the transition from queries to questions and from
result sets with links to automatically generated answers leads to a more natural
interaction between humans and machines.
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Place questions vary in focus, targeting a range of aspects of place (Wang et al.
2016). While two types of questions, ‘where is’, and ‘how can I get to’ are most com-
mon (Spink and Gunar 2001), people also ask questions to get information about
place names, place types, and activities supported by the places themselves. While
in human-human communications place questions are asked with different intent in
mind such as gaining factual knowledge, recommendations, invitations, offers, and
opinions (Wang et al. 2016), studies show that in human-computer interaction ques-
tions are mostly asked for informational and navigational purposes (Hollink 2008).
‘Where is’ questions aim at locating places in space, and thus understanding their spa-
tial context. In a fundamental study, Shanon (1983) investigated how people answer
such ‘where’ questions by extending the room theory to model human answering of
‘where’ questions. ‘How can I get to’ questions are a second dominant type of place
questions, seeking procedural instructions to reach an intended destination (Tomko
andWinter 2009). Answers to ‘where’ and ‘how can I get to’ questions carry descrip-
tions of the environment in form of place or route descriptions, respectively (Winter
et al. 2018). In both questions, the intended places can be referred to and described
through place names, types, functions, and affordances. Yet, a detailed analysis of
structural similarities and the patterns between the types of place questions and their
answers has not been conducted thus far.

3 Data

We base our research on MS MARCO V2.1 (Nguyen et al. 2016). The dataset is a
representative collection of questions (incl. place-related questions) and their human-
generated answers. The current version ofMSMARCOV2.1 contains more than one
million records1 of search question to Microsoft Bing, including human-generated
answers, retrieved documents, and question types. The dataset identifies five types
of questions—(1) location, (2) numeric, (3) person, (4) description, and (5)
entity (Nguyen et al. 2016), but we focus exclusively on questions and answers
which are labeled as location.

The original dataset has been divided into train, dev, and test sets. Here we use the
train and dev subsets, with in total 56721 place-related questions. In MS MARCO
V2.1,2 the relation between questions and their answers is not necessarily one-to-
one (Nguyen et al. 2016). Thus, we find questions with no answer, or more than one
answer. Table1 shows the number of answers per place question in the combined
dataset, indicating that around 22% of questions have no answer and about 2% have
multiple answers (i.e., due to question ambiguity or insufficient information in the
retrieved documents).

1http://www.msmarco.org.
2https://github.com/dfcf93/MSMARCOV2/blob/master/README.md.

http://www.msmarco.org
https://github.com/dfcf93/MSMARCOV2/blob/master/README.md
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Table 1 Number of answers
per location question in the
combined dataset

Number of answers (per
question)

Count

0 12486

1 42884

2 1345

3 4

4 1

5 1

4 Method

We first translate place questions/answers into semantic encodings. Next, the ques-
tions and answers are clustered to identify common patterns in the data, based on
semantic encodings and contrasted to a second approach based on embeddings.
Finally, the relations between the questions and their answers are explored by link-
ing the clusters of the questions and answers. In the following sections, we detail
the method for generating the semantic encodings, categorizing the questions and
answers, and analyzing the relation between questions and their answers.3

4.1 Semantic Encoding

We propose a semantic encoding schema extending that by Edwardes and Purves
(2007). They introduced a mapping from part-of-speech to place semantics to extract
elements, qualities, and affordances from generic nouns, adjectives, and verbs,
respectively. We extend this semantic representation for the relatively short place
questions and answers from MS MARCO, with the following primary elements of
semantic encoding: (1) place names (e.g., MIT ); (2) place types (e.g., univer-
sity); (3) activities (e.g., to study); (4) situations (e.g., to live); (5) qualitative
spatial relationships (e.g., near); and (6) qualities (e.g., beautiful). To dif-
ferentiate types of questions, the WH- words, and other generic objects are also
considered.

Table2 shows the resulting alphanumeric encoding schema. For example, after
the removal of stop words, the question what is the sunniest place in South Carolina
is translated into the encoding 2qtrn. This semantic encoding enables to analyze
and categorize a large dataset of questions and answers by their structural patterns.

3The implementation is available at: https://github.com/haonan-li/place-qa-AGILE19.

https://github.com/haonan-li/place-qa-AGILE19
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Table 2 Semantic representation encoding

Semantic type Part-of-speech Code Semantic type Part-of-speech Code

where WH-word 1 Place name Noun n

what WH-word 2 Place type Noun t

which WH-word 3 Object Noun o

when WH-word 4 Quality Adjective q

how WH-word 5 Activity Verb a

whom WH-word 6 Situation, and
event

Verb s

whose WH-word 7 Spatial
relationship

Preposition r

why WH-word 8

4.2 Information Extraction

To extract further place-related semantics and linguistic information from the ques-
tions and their answers, we apply a sequence of preprocessing steps, based in part
on the Stanford CoreNLP toolkit (Manning et al. 2014).

1. Tokenization, tagging and dependency parsing: First, the text is tokenized, and
abbreviations are expanded into their canonical forms by using a common place
name abbreviation table. Next, a part-of-speech tagger and dependency parser are
applied to the text.

2. Nounencoding: Nouns are encoded in the order of place names (toponyms), place
types, and objects. First, all subsequences of a sentence are considered candidate
toponyms. These candidates are then matched with the GeoNames gazetteer4 to
extract toponyms. We preference compound place names as better matches than
simplex place names. Thus, North Melbourne is a compound place name and
not an adjective followed by a place name. Next, nouns that are not place names
have been considered as candidates for place type and objects. Place types are
identified using dictionary lookup, and all nouns that are neither place names,
nor place types are encoded as objects. The dictionary of generic place types
is constructed by crawling the tag values of the OpenStreetMap (OSM) spatial
database,5 due to the rich diversity of place types that are sourced from a large,
global community of active volunteers.

3. Verbencoding:Wehave focusedonverbs related to activities or situations (states)
and ignored other types of verbs, known as accomplishments and developments
(Mourelatos 1978). To differentiate between activities and situations, two sets
of dynamic verbs (action and stative verbs) are collected and integrated from

4www.geonames.org.
5https://www.openstreetmap.org.

www.geonames.org
https://www.openstreetmap.org
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online resources.6, 7 Then, a pre-trained contextualized word embedding model
ELMo (Peters et al. 2018), trained from large scale bidirectional languagemodels,
was used to extract activities and situations by considering contextual information.
To compare the semantic similarity between the verbs in sentences with the verbs
in the aforementioned verb sets, we first generate an embedding vector for each
verb in the verb set. Then, for the extracted verbs from the questions and answers,
their embedding vector representations are compared with the vectors in the two
sets. Based on the computed Euclidean distances between the vector of the verb
in a sentence with the vectors of the verbs in the two sets, the extracted verbs are
classified as activities or situations.

4. Preposition and adjective encoding: Dependency parsing has been used to
encode prepositions and adjectives. For the universal dependencies (DeMarneffe
et al. 2014) of each sentence, case and adjective modifier (amod) dependencies
for prepositions and adjectives are extracted separately. Prepositions anchored
to a place name are encoded as spatial relationships, and adjectives modifying a
place type or a place name are considered as qualities of places.

4.3 Question/Answer Analysis

After extracting the desired place-related semantics and linguistic information, the
questions and answers are translated into semantic encodings. To find the categories
of place-related questions and answers, we compute clusters of the semantic repre-
sentations. In this clustering, we first randomly select 1024 different encodings from
the unique set of all semantic encodings, and subsequently re-model the semantic
encodings of the questions/answers as 1024-dimensional vectors. The values in these
vectors are calculated based on the Jaro similarity (Jaro 1989) between the semantic
encodings of the questions/answers and the selected encodings. The Jaro similarity
simj of two strings s1, s2 is given in Eq. 1:

simj =
{

0 if m = 0
1
3

(
m
|s1| + m

|s2| + m−t
m

)
otherwise

(1)

where |si| is the length of string si,m is the number ofmatching characters, and t is the
number of transpositions. Specifically, two characters from two different strings are

considered to match if they are the same and not farther than
⌊

max(|s1|,|s2|)
2

⌋
− 1. The

number of matching characters (but different sequence order) divided by 2, defines
the number of transpositions.

Next, k-means clustering is applied to the questions and answers, separately. To
measure whether the semantic representations retain the contextual similarity of the

6https://www.gingersoftware.com/content/grammar-rules/verbs.
7https://www.perfect-english-grammar.com/support-files/stative-verbs-list.pdf.

https://www.gingersoftware.com/content/grammar-rules/verbs
https://www.perfect-english-grammar.com/support-files/stative-verbs-list.pdf
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sentences, the ELMo representations for the questions and answers are used with the
same similarity measure and clustering technique to provide a second set of clusters.
The similarity of the clustering based on the semantic encodings and ELMo-based
clusters is then evaluated. The results of clustering are also human-interpreted using
themost frequent encodings in each cluster, enabling to derive the categories of place
questions and answers.

In addition to categories of the questions and answers, we analyze their contents
based on the frequently extracted place-related semantics. We also investigate the
geographical distribution of the identified places usingGeoNames to provide a deeper
understanding of the dataset. In order to disambiguate between candidate toponyms,
we combine the place names from the question, with those in the corresponding
answers. The set of geospatial groundings that is associated with the minimum total
distance between the toponyms is selected. In the case of a single toponym, this
method cannot be applied. Consequently, only the resolved toponyms are used for
describing the geographical distributions of the dataset. Finally, the relation between
the questions with unresolved toponyms and unanswered questions is investigated.

4.4 Question/Answer Relationship

We link categories of questions to categories of answers to investigate the relationship
between the content of place questions and their human-generated answers. As a
category of place questions can be answered using one or more categories of answers
(and vice-versa), we consider generic many-to-many relationships.

The same approach to categorization of questions and answers is also applied to
concatenated question-answers. Finally, the result of linking categories of questions
and categories of answers is compared with concatenated categories. For questions
with multiple answers, multiple concatenated encodings are generated and inves-
tigated, while questions with no answers are concatenated with a unique pattern
(oo).

5 Results

The results reveal three major groups of question/answers, replicated using both
the semantic encoding and embedding approaches. We provide an initial qualitative
interpretation of the patterns based on the encoding approach.
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5.1 Preliminary Analysis

Place questions are constructed with a small number of tokens, and their answers are
mostly short descriptions. Using tokenization and sentence segmentation, we find
that 95.71% of questions contain less than ten tokens, and 98.17% of their answers
are formulated with one, two, or three sentences.

5.1.1 Extracted Place-Related Semantics

Table3 shows the top-five most frequent values extracted from the questions and
answers for each type of place-related semantics. The dataset manifests a geograph-
ical bias to places in the USA. We identify similar patterns in geographical scales
of place types and place names in the questions and their answers—i.e. related to
coarse geographic scales, such as countries, and states. The frequency of activities
and situations in the questions is notably higher than in the answers. In other words,
people use activities and situations as criteria to describe the intended places in the
questions rather than asking about activities and situations happening in a place –
i.e., where is the place with particular situation/affordance is more often asked than
what is the affordance/situation of a specific place. Thus, a set of detailed char-
acteristics of a place may be specified in the question, leading to a simple answer
with nominal references. Table3 shows large differences between the frequencies
of spatial relationships extracted from questions, and those extracted from answers.
The reason is the use of spatial relationships for localization of places. Finally, the
qualities included in questions and answers differ. In questions, qualities are used
as criteria for identifying or describing the intended places, with most of the values
being superlative adjectives. However, qualities in answers are mostly used to pro-
vide additional information about intended places or to describe particular places
using combinations of quality and type—e.g., coastal region, or metropolitan area.

5.1.2 Toponym Resolution and Geographical Distribution

Tables4 and 5 show that 79.2% and 68.1% of extracted places and question/answers
records can be disambiguated, respectively. Figure1 illustrates the geographical dis-
tribution of resolved places in the questions and answers. The spatial bias in the
geographical distribution of places is visible. This spatial bias can be an artefact of
themonolingual English dataset, population distribution of users of the source search
engine (Microsoft Bing), or unknown question sampling from the overall Bing logs
used to generate this dataset.

The comparison of resolved/unresolved and answered/unanswered records shows
a strong relationship between ambiguous questions and unanswered questions.
Table5 shows the contingency table of this relation, revealing that 72.4% of unan-
swered questions are ambiguous (9042 records out of 12486 unanswered questions),
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Table 3 Top-five frequent place-related semantics extracted from the dataset. Frequency in brackets

Type In questions In answers Type In questions In answers

Place name California
(1393)

United States
(4845)

Type County
(11702)

City (1714)

Texas (1391) California
(1482)

State (2291) State (1653)

Florida (1148) Texas (989) City (1630) County (1438)

New York
(895)

Florida (961) Zone (745) Area (882)

Illinois (692) New York
(894)

Region (653) Region (758)

Activity Buy (340) Go (64) Situation Find (1412) Find (695)

Go (296) Run (62) Live (746) Have (405)

Play (120) Leave (55) Have (662) Live (305)

Build (88) Build (53) Grow (321) Include (231)

See (86) Move (38) Originate
(237)

Originate
(125)

Spatial
relation

In (3916) In (10851) Quality Largest (242) Largest (121)

Near (153) On (379) Biggest (106) Census-
designated
(68)

At (142) At (362) Highest (97) Metropolitan
(54)

On (109) Near (275) Expensive
(56)

Small (46)

Between (38) Between (251) Beautiful Coastal (36)

Table 4 Statistics of extraction, and disambiguation process

Number of places Percentage (%)

All 305868 100

Possible to resolve 242375 79.2

Ambiguous 63493 20.8

and 50.0% of ambiguous questions are not answered (9042 records out of 18093
ambiguous question/answer records). Hence, while people can interpret ambiguous
toponyms considering other factors, such as saliency of places, and they can answer
slightly more than half of the ambiguous questions, spatial ambiguity is one of the
major reasons for unanswered questions. These questions may still be interpretable
in context, yet this context is lacking in the MS MARCO dataset.
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Table 5 Contingency table of ambiguous/resolved, and unanswered/answered questions

Answered Unanswered Sum (percentage)

Resolved 35184 3444 38628 (68.1%)

Unresolved 9051 9042 18093 (31.9%)

Sum (percentage) 44.235 (78%) 12486 (22%) 56721 (100%)

Fig. 1 Geographical distribution of resolved toponyms in questions and answers

5.2 Results of Question and Answer Analysis

We now investigate the structural patterns in place questions and answers separately,
using the extracted place-related and linguistic semantic encoding. We identify dis-
tinct types of place question/answer pairs using a clustering approach based on the
semantic representations with manual interpretation.

5.2.1 Frequent Patterns

Tables6 and 7 present the top-five frequently observed semantic representation pat-
terns. More than 40% of questions and answers can be described using the top-five
representations. The top-five encodings for questions show that most of the spatial
relationships are implicitly provided, e.g., Barton County, Kansas instead of Barton
County in Kansas. In addition, the top-five questions are semantically different, first
in terms of What and Where questions, and second in the manner the intended places
are described. In questions with the semantic encoding 2tnn and 2tn the intended
places are defined by type and spatial criteria, while questions with encoding 1n
and 1nn use toponyms as verbal references to intended places. Finally, pattern 1o,
which is related to implicit situations (e.g., where are orangutans instead of where
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Table 6 Frequent encoding patterns in questions

Pattern Percentage (%) Example

2tnn 12.5 What is the county for Grand Forks North Dakota

1n 8.6 Where are the Boise Mountains

1nn 7.8 Where is Barton County Kansas

1o 5.7 Where are ores located

2tn 5.5 What is county for Seattle

Table 7 Frequent encoding patterns in answers

Pattern Percentage (%) Example

n 26.2 Germany (question: What country were gummy bears originally
made in)

o 6.2 Hebrew (question: Where did letter j originate)

nn 4.2 Warren County, United States (question: Where is Lacona Iowa)

rn 2.3 In Worcester County (question: What county Fitchburg
Massachusetts)

nrnn 2.3 Penhook is in Franklin County Virginia (question: What county is
Penhook Virginia in)

do orangutans live), or to non-geographical places (e.g., where is the key button), is
frequently observed.

The most frequent patterns in answers provide evidence that people answer ques-
tions concisely. A single place name, which can be a compound or simple noun, is the
answer formore than one quarter of the questions.We note that this may be an artifact
of the interface used by people to answer the questions (presumably, keyboard). In
addition, implicit relationships between places (e.g., nn as for Tigard Oregon) are
also more frequent in answers than explicit spatial relationships. Interestingly, one
of the frequent patterns of answers is related to non-geographical places, such as
Hebrew as an answer for a where question about languages.

5.2.2 Categorizations of Place-Related Questions/Answers

To identify distinct types of place questions and answers, we used a clustering
approach with manual interpretation based on the semantic representations of the
results. Two different clustering techniques have been used for finding clusters of
questions and answers based on word embeddings, and semantic encodings.We used
the Calinski-Harabasz score (Caliński and Harabasz 1974) to find the optimum num-
ber of clusters for questions and answers, respectively. The score has been computed
for all clusterings in the range of 2–30 clusters. For both clustering approaches and
for both questions and answers, the score is optimal for three clusters. Importantly,
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Table 8 Types of questions

ID Type Percentage (%) Frequent patterns

1 Non-spatial 41.5 2tnn, 2tn, and 2tno

Place-related questions not aiming at
localisation of places

2 Spatial 23.1 1n, 1nn, and 1nrn

Place-related questions about the location
of places

3 Non-geographical, and ambiguous 35.4 1o, 1os, and 1oo

Place-related questions about
non-geographical places (e.g., fictional
places) or ambiguous questions

Table 9 Types of answers

ID Type Percentage (%) Frequent patterns

1 Explicit localization and spatial descriptions 25.8 nrnn, rnnn, and rnn

2 Implicit localization (place names, and
addresses)

42.5 n, nn, and nnn

3 Non-geographical, and unanswered 31.7 oo, o, and ooo

we find that the results of clustering using semantic encoding and word embedding
are highly similar, with a one-to-one relationship between the clusters with a 71.2%
to 87.8% similarity using the Dice coefficient. To avoid presenting redundant infor-
mation, here we report only the results of clustering based on semantic encoding
which enables easier interpretability. The results of the clustering for questions and
answers are interpretedmanually using themost frequent semantic encodings in each
cluster.

Tables8 and 9 present the categories of questions/answers, and their overall per-
centage. We find that questions differ in terms of intention and formulation. While
the first two types, non-spatial and spatial questions, relate to geographical places,
the third type of questions is related to non-geographical entities such as virtual
places (e.g., Marvelous Bridge, a place in the Pokemon World), and places in differ-
ent types of space (e.g., liver, an organ in the space of the human body). In addition,
non-spatial and spatial questions differ in theway the intended places are described in
the questions. While in non-spatial questions places are described using place types,
affordances, and situations, spatial questions contain toponyms as a direct reference
to the intended places. In the first and second types of questions, spatial relationships
to other places are frequently observed implicitly (e.g., 2nn, and 1nn), as well as
explicitly (e.g., 1nrn, and 2trn).

The answers are also classified into three categories (Table9). There is a noticeable
difference between answer patterns relating to geographical and non-geographical
places (the first two vs. the third category of answers). The difference between the
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first two categories of answers derives from how the answer is formulated, using
names and implicit relationships, or with spatial relationships which are explicitly
mentioned in the answers. Moreover, the category of implicit localization includes
notably fewer distinct semantic encodings—only 0.3%of all unique encodings,while
the explicit localization category contains most of the patterns, 97% of all unique
encodings. In other words, a broad range of simple to complex spatial descriptions
are categorized as explicit localization.

5.3 Question/Answer Relationships

To investigate the relation between place questions and answers, two different sce-
narios are taken into account. First, we investigate the relation between types of
questions and answers. Next, the concatenated encodings of questions and answers
are investigated using a clustering approach and manual interpretation of the fre-
quently observed patterns in each cluster.

5.3.1 From Questions to Answers

A many-to-many relationship between categories of questions and answers is con-
sidered and presented as a contingency table (Table10). Spatial questions are mostly
answered with implicit localization answers and are less ambiguous than non-spatial
questions. This is because they are formulated with direct references to the intended
places through toponyms. Non-spatial questions are more ambiguous and are mostly
answered through complex descriptions or remain even unanswered. For example,
what are the best airports in Southern Utah? is unanswered in the dataset, and it can-
not be answered without describing what best means here. In addition, we observe
relationships between non-geographical and ambiguous questions and implicit and
explicit localization answers. Several reasons contribute to the observed relationship,
such as human interpretation of ambiguous questions, issues in extraction of place-
related semantics, which are propagated to the semantic encodings, and similarity of
patterns in formulating questions and answers for geographical and non-geographical
places impacting on clusterings. There is a strong relationship between non-spatial
question and answers with explicit localizations. Three primary reasons for this are:

Table 10 Contingency table of linking the clusters

Q/A Explicit localization Implicit localization Non-geographical

Non-spatial 9512 7966 6266

Spatial 2463 8400 2332

Non-geographical 2777 7970 9535
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Table 11 Frequent patterns in concatenated clusters

ID Frequent encoding Example

1 2tnn-n, 2tn-n, and 2tnn-nrnn What county is Roselle NJ? Union County

2 1n-n, 1nn-rnnn, and 1nn-n Where is Fairview? in Multnomah County
Oregon United States

3 1o-oo, 1oo-oo, and 1no-oo Where is the appendix to the liver? No
Answer Present.

1. Answering style: The content of question (how the intended places are defined)
can also be repeated a part of answer (e.g., Question (2trnn):What beach is clos-
est to Busch Gardens Tampa? Answer (nrnn): Clearwater beach is the closest
to Busch gardens, Tampa.).

2. Ambiguous questions: Ambiguous questions are answered in more detail (par-
tially) related to localization information (e.g., Question (2tn):What city is Olon-
gapo City?Answer (nqtrnn):Olongapo City is a 1st class highly urbanized city
in Central Luzon Philippines).

3. Misleading questions: While the asker’s question is semantically a where-
question, it is formulated as a what-question (e.g., Question (2nn): What is
Bentonville Arkansas County? Answer (nrnn): Bentonville is in Benton County
Arkansas). Here, the encoding captures semantics different from the intent of the
asker and this therefore affects the categorization of the question.

5.3.2 Concatenated Clustering

In a last experiment, the semantic representations of questions and their correspond-
ing answers are concatenated and then clustered. The results of clustering show
(Table11) that there is a direct one-to-one relationship between the categories of
questions and the concatenated clusters.Using theDice similarity coefficient, the sim-
ilarity of first, second, and third clusters of questions and the first, second, and third
clusters of questions concatenated with answers are 88.86%, 75.83%, and 75.98%,
respectively.

6 Discussion and Conclusions

We analyzed the potential and limitations of MS MARCO V2.1—a large-scale
dataset of place questions and human-generated answers—for place-related stud-
ies. We report on our approach using semantic encoding and clustering techniques
to derive categories of place questions and answers.

The relations between place questions and answers are studied by linking cate-
gories of questions and answers, and concatenated clusters. We manually interpret
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the most frequent patterns found to provide qualitative insights in place-querying
behavior. Using geocoding and disambiguation techniques, we have successfully
resolved the ambiguous place references in questions and answers. The geographi-
cal representation of places in questions and answers reveals that while the dataset
has a global coverage, it is highly biased to North America, Western Europe, and
Australia. While this bias may also be in part attributed to the biased coverage of the
GeoNames gazetteer used for toponym resolution (Graham and De Sabbata 2015),
users of the MSMARCO dataset are advised to be mindful of this coverage bias and
its potential impact.

Through extraction of place-related semantics, we have found a semantic bias
related to the scale of places. Analyzing the frequent place types shows that while
questions to fine-grained places such as schools, libraries, and airports occur, most
of the frequently asked place types are related to coarse geographic scales. The
top-ten most frequent types of places identified in the questions and answers are
associated with the city to country level scales. The diversity of activities, situations,
qualities, and spatial relationships in the dataset shows further potential for studies
in geographic information retrieval.

Expressing the patterns in questions and answers through the proposed semantic
encoding proved to be useful for categorization. It produces results consistent with
those achieved by the state-of-the-art word embedding approach using the pre-trained
ELMomodel.Yet, the encoding approach allows formanual inspection of the patterns
and their qualitative interpretation, thus providing avaluable insight into place-related
querying and answer-giving behavior.

Using a data mining approach and interpretation of the frequent patterns in
the results, we found three main types of questions in MS MARCO V2.1—
i.e., non-spatial, spatial, and non-geographical and ambiguous questions. Apply-
ing the same strategy to the answers similarly reveals three main categories of
answers, explicit localization (spatial descriptions), implicit localization (names and
addresses), and non-geographical and unanswered questions. By linking the ques-
tions and answers we show that even for spatial questions, people often answer with
implicit localizations—e.g., Where is Killaloe? is answered with a single toponym,
Ireland.

Our research reveals a high potential of the MSMARCO dataset for future place-
related studies. It is, however, highly recommended to consider appropriate sampling
strategies in order to deal with the geographical and semantic biases observed and
discussed throughout this paper. Semantically richer representations that can differ-
entiate more complex types of questions and answers may lead to a more nuanced
characterization of the dataset and human place-querying behavior. Using sophisti-
cated clustering approaches such fuzzy C-means may lead to derive better catego-
rizations, however it remains as a future work of this study. Moreover, the proposed
semantic encoding can be extended and used for other purposes such as translating
place-related questions into computer-digestible queries.
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Relaxing Unanswerable Geographic
Questions Using A Spatially Explicit
Knowledge Graph Embedding Model

Gengchen Mai, Bo Yan, Krzysztof Janowicz and Rui Zhu

Abstract Recent years havewitnessed a rapid increase inQuestionAnswering (QA)
research and products in both academic and industry. However, geographic question
answering remained nearly untouched although geographic questions account for
a substantial part of daily communication. Compared to general QA systems, geo-
graphic QA has its own uniqueness, one of which can be seen during the process
of handling unanswerable questions. Since users typically focus on the geographic
constraints when they ask questions, if the question is unanswerable based on the
knowledge base used by a QA system, users should be provided with a relaxed query
which takes distance decay into account during the query relaxation and rewriting
process. In this work, we present a spatially explicit translational knowledge graph
embedding model called TransGeo which utilizes an edge-weighted PageRank and
sampling strategy to encode the distance decay into the embedding model training
process. This embedding model is further applied to relax and rewrite unanswerable
geographic questions. We carry out two evaluation tasks: link prediction as well as
query relaxation/rewriting for an approximate answer prediction task. A geographic
knowledge graph training/testing dataset, DB18, as well as an unanswerable geo-
graphic query dataset, GeoUQ, are constructed. Compared to four other baseline
models, our TransGeo model shows substantial advantages in both tasks.
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1 Introduction

In the field of natural language processing, Question Answering (QA) refers to the
methods, processes, and systems which allow users to ask questions in the form of
natural language sentences and receive one or more answers, often in the form of
sentences (Laurent et al. 2006). In the past decades, researchers from both academia
and industry have been competing to provide better models for various subtasks of
QA. Nowadays, many commercial QA systems are widely used in our daily life such
as Apple Siri and Amazon Alexa.

Although QA systems have been studied and developed for a long time, geo-
graphic question answering remained nearly untouched. Although geographic ques-
tions account for a large part of the query sets in severalQAdatasets and are frequently
used as illustrative examples (Yih et al. 2016; Liang et al. 2017), they are treated
equally to other questions even though geographic questions are fundamentally dif-
ferent in severalways. First,manygeographic questions are highly context-dependent
and subjective.Although somegeographic questions can be answered objectively and
context independently such as what is the location of the California Science Center,
the answers to many geographic questions vary according to when and where these
questions are asked, and who asks them. Examples include nightclubs near me that
are 18+ (location-dependent), how expensive is a ride from Stanford University to
Googleplex (time-dependent), and how safe is Isla Vista (subjective). Second, another
characteristic of geographic questions is that the answers are typically derived from
a sequence of spatial operations rather than extracted from a piece of unstructured
text or retrieved from Knowledge Graphs (KG) which are the normal procedures for
current QA systems. For example, the answer to the question what is the shortest
route from California Science Center to LAX should be computed by a shortest path
algorithm on a route dataset rather than searching in a text corpus. The third differ-
ence is that geographic questions are often affected by vagueness and uncertainty
at the conceptual level (Bennett et al. 2008), thereby making questions such as how
many lakes are there in Michigan difficult to answer.1

Due to the previously mentioned reasons, it is likely to receive no answer given a
geographic question. In the field of general QA such cases are handled by so-called
(query) relaxation and rewriting techniques (Elbassuoni et al. 2011). We believe that
geographic questionswill benefit from spatially-explicit relaxation methods in which
the spatial agency and time continuity should be taken into account during relaxation
and rewriting. Interestingly, only a few researchers have been working on geographic
question answering (Chen et al. 2013; Pulla et al. 2013; Scheider et al. 2018). In this
paper, we will mainly focus on how to include spatial agency (distance decay effect)
into the geographic query relaxation/rewriting framework.

The necessity of query relaxation/rewriting arises from the problem of unan-
swerable questions (Rajpurkar et al. 2018). Almost all QA systems answer a given
question based on their internal knowledge bases (KB). According to the nature of
such knowledge bases, current QA research can be classified into three categories:

1Where the answer can vary between 63,000 and 10 depending on the conceptualization of Lake.
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unstructured data-based QA (Rajpurkar et al. 2016; Miller et al. 2016; Yang et al.
2017; Chen et al. 2017; Mai et al. 2018), semi-structure table-based QA (Pasupat and
Liang 2015), and structured-KB-based QA (so-called semantic parsing) (Yih et al.
2016; Liang et al. 2017, 2018; Berant et al. 2013). If the answer to a given question
cannot be retrieved from these sources, this question will be called an unanswerable
question. There are different reasons for unanswerable questions. The first reason is
that the information this question focuses on is missing from the current KB. For
example, if the question is what is the weather like in Creston, California (Question
A) and if the weather information of Creston is missing in the current KB, the QA
system will fail to answer it. Another reason may stem from logical inconsistencies
of a given question. The question which city spans Texas and Colorado (Question
B) is unanswerable no matter which KBs is used because these states are disjoint.

In order to handle these cases, the initial questions need to be relaxed or rewritten
to answerable questions and spatial agency need to be considered in this process. A
relaxed question to Question A can be what is the weather like in San Luis Obispo
County because Creston is part of San Luis Obispo County. Another option is to
rewrite Question A to a similar question: what is the weather like in San Luis Obispo
(City) because San Luis Obispo is near to Creston.Which option to consider depends
on the nature of the given geographic question. As for Question B, a relaxation solu-
tion would be to delete one of the contradictory conditions. Sensible query relax-
ation/rewriting should be based on both the similarity/relatedness among geographic
entities (the distance decay effect) and the nature of the question. However, current
relaxation/rewriting techniques (Elbassuoni et al. 2011; Fokou et al. 2017; Wang
et al. 2018) do not consider spatial agency when handling unanswerable questions,
and, thus, often return surprising and counter-intuitive results.

The research contributions of our work are as follows:

1. We propose a spatially explicit knowledge graph embedding model, TransGeo,
which explicitly models the distance decay effect.

2. This spatially explicit embedding model is utilized to relax/rewrite unanswerable
geographic queries. To the best of our knowledge, we are the first to consider the
spatial agency between geographic entities in this process.

3. We present a benchmark dataset to evaluate the performance of the unanswerable
geographic question handling framework. The evaluation results show that our
spatially explicit embedding model outperforms non-spatial models.

The remainder of this work is structured as follows. In Sec. 2, several works
about unanswerable question handling are discussed. Next, we present our spatially
explicit KG embedding model, TransGeo, and show how to use this model to do
unanswerable geographic question relaxation/rewriting in Sec. 3. Then, in Sec. 4
we empirically evaluate TransGeo against 4 other baseline models in two tasks:
link predication task, unanswerable geographic question relaxation/rewriting and
approximate answer prediction task. Then we conclude our work in Sec. 5 and point
out the future research directions.
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2 Related Work

The unanswerable question problem was recently prominently featured in the open
domain question answering research field by Rajpurkar et al. (2018). The authors
constructs a benchmark dataset, SQuADRUn, by combining the existing Stanford
Question Answering Dataset (SQuAD) with over 50,000 unanswerable questions.
These new unanswerable questions are adversarially written by crowd-workers to
look similar to the original answerable questions. In their paper, the unanswerable
questions are used as negative samples to train a better QA model to discriminate
unanswerable questions from answerable ones. In our work, we assume the question
has already been parsed (e.g. to a SPARQL query) by a semantic parser and resulted
in an empty answer set. The task is to relax or rewrite this question/SPARQL query
and to generate a related query with its corresponding answer. In the Semantic Web
field, SPARQL query relaxation aims to reformulate queries with too few or even
no results such that the intention of the original query is preserved while a sufficient
number of potential answers are generated (Elbassuoni et al. 2011).

Query relaxation models can be classified into four categories: similarity-based,
rule-based, user-preference-based, and cooperative techniques-based models.
Elbassuoni et al. (2011) proposed a similarity-based SPARQL query relaxation
method by defining a similarity metric on entities in a knowledge graph. The sim-
ilarity metric are defined based on a statistic language model over the context of
entities. The relaxed queries are then generated and ranked based on this metric.
This query relaxation method is defined purely based on the similarity between
SPARQL queries. In contrast, our model jointly considers the similarity between
queries and the probability that a selected answer to the relaxed query is, indeed, the
answer to original query. This is possible due to the so-called Open World Assump-
tion (OWA) commonly used by Web-scale KG by which statements/triples missing
from the knowledge graph can still be true unless they are explicitly declared to be
false within the knowledge graph. Our model aims at relaxing or rewriting a query
such that the top ranked rewritten queries are more likely to generate the correct
answer to the original one if it would be known.

With the increasing popularity of machine learning models in question answering
and the SemanticWeb, knowledge graph embedding models have been used to either
predict answers for failed SPARQL queries (Hamilton et al. 2018) or recommend
similar queries (Zhang et al. 2018; Wang et al. 2018). KG embedding models aim to
learn distributional representations for components of a knowledge graph. Entities
are usually represented as continuous vectors while relations, i.e., object properties,
are typically represented as vectors (such as in TransE (Bordes et al. 2013), TransH
(Wang et al. 2014), and TransRW (Mai et al. 2018)), matrices (e.g. TransR (Lin et al.
2015)), or tensors. For a comprehensive explanation of different KG embedding
models, readers are referred to a recent survey by Wang et al. (2017).

Hamilton et al. (2018) proposes a graph query embeddings model (GQEs) to pre-
dict answers for conjunctive graph queries in incomplete knowledge graphs. GQEs
first embeds graph nodes (entities) in a low-dimensional space and represents logical
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operators as learned geometric operations (e.g., translation, rotation) in the embed-
ding space. Based on the learned node embeddings and geometric operations, each
conjunctive graph query can be converted into an embedding in a same embedding
space. Then cosine similarity is used to compare the query embeddings and node
embeddings, and subsequently rank the corresponding entities as potential answers
to the current query. While GQEs have been successfully applied to representing
conjunctive graph queries and entities in the same embedding space, they have some
limitations. For instance, GQEs can only handle conjunctive graph queries, a subset
of SPARQL queries. Additionally, the predicted answer to a conjunctive graph query
is not associated with a relaxed/rewritten query as an explanation for the answer.

Wang et al. (2018) proposed an entity context preserving translational KG embed-
ding model to represent each entity as a low-dimensional embedding and each predi-
cate as a translation operation between entities. The authors show that compared with
TransE (Bordes et al. 2013), the most popular and straightforward KG embedding
model, their embedding model performs better in terms of approximating answers to
empty answer SPARQL queries. They also present an algorithm to compute similar
queries to the original SPARQL queries based on the approximated answers. Our
work is developed based on this work by overcoming some limitations and including
distance decay in the embedding model training process.

3 Method

Before introducing our spatially explicit KG embedding model, we briefly outline
concepts relevant to our work.

Definition 1 KnowledgeGraph:Aknowledgegraph (KG) is a data repository,which
is typically organized as a directedmulti-relational graph. LetG = 〈E, R〉be a knowl-
edge graph where E is a set of entities (nodes) and R is a set of relations (labeled
edges). A triple Ti = (hi, ri, ti) can be interpreted as an edge connecting the head
entity hi (subject) with the tail entity ti (object) by relation ri (predicate).2

Definition 2 Entity Context: Given an entity e ∈ E in the knowledge graph G, the
context of e is defined as C(e) = {(rc, ec)|(e, rc, ec) ∈ G ∨ (ec, rc, e) ∈ G}.
Definition 3 Basic Graph Pattern (BGP): Let V be a set of query variables in a
SPARQL query (e.g., ?place). A basic graph pattern in a SPARQL query is a set of
triple patterns (si, pi, oi)where si, oi ∈ E ∪ V and pi ∈ R. Put differently, we restrict
triple patterns and thus BGP to cases where the variables are in the subject or object
position.

2Note that in many knowledge graphs, a triple can include a datatype property as the relation where
the tail is a literal. In our work, we do not consider these kind of triple as they are not used in any
major current KG embedding model. We will use head (h), relation (r), and tail(t) when discussing
embeddings and subject (s), predicate (p), object (o) when discussing Semantic Web knowledge
graphs to stay in line with the literature from both fields.
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Definition 4 SPARQL select query: For the purpose of this work, a SPARQL select3

query Qj is defined as the form: Qj = SELECT Vj FROM KG WHERE GP where
Vj ⊆ V and KG is the studied knowledge graph and GP is a BGP.

The SPARQL query 1 shows an example which corresponds to the natural
language question: In which computer hardware company located in Cupertino
is/was Steve Jobs a board member. The answer should be dbr:Apple_Inc. If
the triple (dbr:Apple_Inc, dbo:locationCity, dbr:Cupertino,_
California), however, is missing from current KG, this question would become
an unanswerable geographic question. Compared to the full SPARQL 1.1 language
standard, two limitations of the given definition of a SPARQL query should be clar-
ified:

1. Predicates in a SPARQL 1.1 BGP can also be a variables. Hence, Definition3
presents a subset of all triple patterns, which can appear in a standard SPARQL
query.

2. SPARQL 1.1 also contains other operations (UNION, OPTION, FILTER,
LIMIT, etc.) not considered here and in related state-of-the-art work (Wang et al.
2018; Hamilton et al. 2018).

SELECT ?v
WHERE {
?v dbo:locationCity dbr:Cupertino ,_California .
?v dbo:industry dbr:Computer_hardware .
dbr:Steve_Jobs dbo:board ?v .}

Listing 1 An example SPARQL query generated by a semantic parser

Given a SPARQL query Qj parsed from a natural language geographic question,
if executing Qj on the current KG yields an empty answer set, our goal is: (1) learn
a spatially explicit KG embedding model for the current KG which takes distance
decay into account; (2)use the embeddingmodel to infer a ranked list of approximated
answers to this question; and (3) generate a relaxed/related SPARQL query for each
approximate answer as an explanation for the query relaxation/rewriting process.

3.1 Modeling Geographic Entity Context in Knowledge
Graphs

Based on the examples about relaxing or rewriting Question A and Question B in
the introduction, we observe that a suitable query relaxation/rewriting for an unan-
swerable geographic question should consider both the similarity/relatedness among
geographic entities (e.g., the distance decay effect) as well as the nature of the ques-
tion. In terms of measuring semantic similarities among (geographic) entities in a

3We ignore ASK, CONSTRUCT, and DESCRIBE queries here as they are not typically used for
question answering, and, thus, also not considered in related work.
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knowledge graph,we borrow the assumption of distributional semantics fromcompu-
tational linguistic that you shall know a word by the company it keeps (Firth 1957). In
analogy, the semantic similarity among (geographic) entities can be measured based
on their contexts (Yan et al. 2017).

With regards to measuring the similarity/relatedness between general entities in
a knowledge graph, both Elbassuoni et al. (2011) and Wang et al. (2018) consider
the one degree neighborhood of the current entity as its context, which is shown in
Definition2. However, this entity context modeling falls apart when geographic
entities are considered in two ways. First, this geographic entity context modeling
does not fully reflect Tobler’s first law of geography, which indicates that near things
are more related than distant things. Since Definition2 only considers object prop-
erty triples as the entity context and disregard all datatype properties, all positional
information, e.g., geographic coordinates, would not be considered in the context
modeling. Although the place hierarchy is encoded as object property triples in most
KG, e.g., GeoNames, GNIS-LD, and DBpedia, and these triples can also indirectly
introduce distance decay effects into the context modeling, such contextual infor-
mation is far too coarse. For example, Santa Barbara County, Los Angeles County,
and Humboldt County are all subdivisions of California. From a place hierarchy per-
spective, all three should have the same relatedness to each other. But Santa Barbara
County is more related to Los Angeles County rather than Humboldt County.

The second reason is due to the way geographic knowledge is represented in
Web-scale knowledge graphs. For any given populated place, the place hierar-
chy of administrative units is modeled using the same canonical predicates. Put
differently, even if no other triples are known about a small settlement, the KG
will still contain at least a triple about a higher-order unit the place belongs to,
e.g., a county. Consequently, all populated places in, say, Coconino County, Ari-
zona, will share a common predicate (e.g., dbo: isPartOf) and object (e.g.,
dbr:Coconino_County,_Arizona). For tiny deserted settlements such as
Two Guns, AZ this may also be the sole triple known about them. In contrast, major
cities in the same county or state, e.g., Flagstaff, will only have a small percentage
of their total object property triples be about geographic statements. This will result
in places about which not much is known to have an artificially increased similarity.

These aforementioned two reasons demonstrate the necessity tomodel geographic
entity context in a different way rather than Definition 2. In this work, we redefine
Definition2 by combing an edge-weighted PageRank and a sampling procedure. The
underlying idea is to assign larger weights to geographic triples in an entity context
where the weights are modeled from a distance decay function.

To provide a final and illustrative example of the problems that arise form embed-
ding models that are not spatially explicit, consider the work by Wang et al. (2018).
Their query example is which actor is born in New York and starred in a United
States drama film directed by Time Burton. After passing the SPARQL version of
this question to their query relaxation/rewriting model, the model suggests to change
the birthplace from New York to Kentucky which is certainly a surprising relaxation
from the original query. Although Kentucky is also a place as New York, it is too far
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away from the birthplace, New York, the QA system user is interested in. A more
reasonable relaxed/rewritten query should replace New York City with its nearby
places, e.g. New Jersey.

3.2 Spatially Explicit KG Embedding Model

Given a knowledge graph G = 〈E, R〉, a set of geographic entities P ⊆ E, and a
triple Ti = (hi, ri, ti) ∈ G, we treat G as an undirected, unlabeled, edge-weighted
multigraph M G, which means that we ignore the direction and label (predicate) for
each triple in G. The weight w(Ti) for triple Ti is defined in Eq.1, where D is the
longest (simplified) earth surface distance which is half of the length of the equator
measured in kilometer; dis(hi, ti) is the geodesic distance between geographic entity
hi and ti on the surface of an ellipsoidal model of the earth measured in kilometer.
The ε is a hyperparameter to handle the cases where hi and ti are collocated; and l is
the lowest edge weight we allow for each triple. If the head place and tail place of a
geographic triple are too far apart, we set its weight as the lower bound l, indicating
that we do not expect strong spatial interaction at this distance.4

w(Ti) =
{
max

(
ln D

dis(hi,ti)+ε
, l

)
if hi ∈ P ∧ ti ∈ P

l otherwise
(1)

The location of hi and ti are represented as their geographic coordinates stored in a
knowledgegraph,which are usually points. In thiswork,weuse thegeo:geometry
property to get the coordinates of all geographic entities in DBpedia.

After we compute weights for each triple in M G, an edge-weighted PageRank is
applied to this weighted multigraph, where edge weights are treated as the transition
probability of the randomwalker from one entity node to its neighboring entity node.
In order to prevent the randomwalker to get stuck at one sinking node, the PageRank
algorithm also defines a teleport probability, which allows the randomwalker to jump
to a random node in M G with a certain probability at each time step. Let PR(ei) be
the PageRank score for each entity ei in the knowledge graph, then PR(ei) ∈ (0, 1)
represents the probability of a random walker to arrive at entity ei after n time steps.
If ei had a lot of one degree triples (i.e., |C(ei)| is large), then ei would have a larger
PR(ei). Since

∑
i PR(ei) = 1 and |C(ei)| have a long tail distribution,PR(ei)will also

have a long tail distribution with few very large values but many small values. This
skewed distribution would affect the later sampling process. In order to normalize
PR(ei), we apply a damping function (Eq.2). In Eq.2, ln is the natural log function;
N is the number of entities in the knowledge graph G. This function has the nice

4We leave the fact that interaction depends on the travel mode and related issues for further work.
Similarity, due to the nature of existing knowledge graphs, we use point data to represent places
despite the problems this may introduce. Work on effectively integrating linestrings, polygons, and
topology into Web-scale knowledge graphs is ongoing (Regalia et al. 2017).
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property thatw(ei) increases monotonically w.r.t.PR(ei) and the distribution ofw(ei)

is more normalized than w(ei). Therefore, w(ei) encodes the structural information
of the original knowledge graph and the distance decay effect on interaction (and
similarity/relatedness more broadly) among geographic entities. The more incoming
and outgoing triples one entity ei has, the larger its w(ei) will be. Also, the closer
two geographic entities ei, ej ∈ P are, the larger w(ei) and w(ej) would be.

w(ei) = N ·
1

− lnPR(ei)∑
i

1
− lnPR(ei)

(2)

Next, we introduce the knowledge graph embedding model, which utilizes w(ei)

as the distribution from which the entity context is sampled. Since w(ei) directly
encodes the distance decay information among geographic entities, we call ourmodel
spatially explicit KG embedding model, denoted here as TransGeo.

Translation-based KG embedding models embed entities into low-dimensional
vector spaces while relations are treated as translation operations in either the
original embedding space (TransE) or relation-specific embedding space (TransH,
TransR). This geometric interpretation provides us with a useful way to understand
the embedding-based query relaxation/rewritten process.

Figure1 shows the basic graph pattern of Query 1 and their vector representations
in KG embedding space. If triple (dbr:Apple_Inc, dbo:locationCity,
dbr:Cupertino,_California) is missing from the current KG, this query
becomes an unanswerable query.However, if we already obtained the learned embed-
dings for e1, e2, e3, r1, r2, and r3, we could compute the embedding of the query
variable ?v with each triple pattern. Next, we can compute the weighted average of
these embeddings to get the final embedding of ?v, which is denoted as v. Next,
the k-nearest neighbor entities of v can be obtained based on the cosine similarity
between their embeddings. These k-nearest neighbor entities are treated as approx-
imated answers to the original query 1. Based on each of these candidate answers,

e1

Cupertino, California

e2

Computer Hardware

v1

location city

r1

industry
r2

board
r3

Empty Answer

e3

Steve Jobs

Incomplete knowledge graph yields an empty answer Relaxation in the embedding space

e1

e4

v1

r1

r3

r2e2

e3

Cupertino, CaliforniaCalifornia

e5

Apple Inc.
r1

Fig. 1 An unanswerable geographic query example and its corresponding KG embedding
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we cycle through each triple pattern in the original Query 1 to see whether they
need to be relaxed or not, which is the major procedure for embedding-based query
relaxation/rewritten.

In order to make the embedding-based query relaxation/rewriting process work
well, the KG embedding model should be an entity context preserving model. How-
ever, one problem for the original TransE model is that each triple is treated inde-
pendently in the training process which does not guarantee its context preservation.
Inspired by theContinuous-Bag-of-word (CBOW)word embeddingmodel (Mikolov
et al. 2013), Wang et al. (2018) proposed an entity context preserved KG embedding
model which predicts the center entity based on the entity context (Definition 2).
However, as we discussed in Sec. 3.1, the geographic entity context can not be fully
captured by using Definition 2 and we need another method to capture the distance
decay effect, wherew(ei) plays a role. Another shortcoming of the embedding model
proposed in Wang et al. (2018) is that the size of entity context |C(ei)| varies among
different entitieswhichwillmake the number of triples trained in each batch different.
This will have a negative effect on themodel optimization process. Some entitiesmay
have thousands of incoming and outgoing triples, e.g., dbr:United_States has
232,573 context triples. This will imply that the model parameters will only update
once all these triples are processed which is not a good optimization technique.

Based on this observation, we define a hyperparameter d as the context sampling
size for each entity. If |C(ei)| > d , then the context C(ei) of entity ei would not
be fully used in each KG embedding training step. Instead, the training context
Csamp(ei) is sampled from C(ei) (Csamp(ei) ⊆ C(ei)) while the sampling probability
of each context item (rci, eci) is calculated based on the damped PageRank value
w(eci). If |C(ei)| > d , the training context Csamp(ei) is sampled without replacement.
If |C(ei)| < d , Csamp(ei) is sampled with replacement. After a certain number of
epochs tfreq, Csamp(ei) will be resampled for each entity. Because of this sampling
strategy, a context item (rci, eci) of ei would have a higher chance to be sampled if
ei ∈ P ∧ eci ∈ P, and ei is close enough to eci in geographic space.

P(rci, eci) = w(eci)∑
(rcj,ecj)∈C(ei)

w(ecj)
, where (ei, rci, eci) ∈ G ∨ (eci, rci, ei) ∈ G (3)

Based on the definition of entity training context Csamp(ei), a compatibility score
between Csamp(ei) and an arbitrary entity ek can be computed as Eq.4, in which
φ(ek , rcj, ecj) is the plausibility score function between (rcj, ecj) and ek . In Eq.5, ‖ · ‖
represents theL1-normof the embedding vector; ek, ecj represent theKGembeddings
for the corresponding entity ek , ecj, and rcj is the relation embedding of rcj.

f (ek , Csamp(ei)) = 1

|Csamp(ei)| ·
∑

(rcj,ecj)∈Csamp(ei)

φ(ek , rcj, ecj) (4)
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φ(ek , rcj, ecj) =
{

‖ek + rcj − ecj‖ if (ei, rcj, ecj) ∈ G

‖ecj + rcj − ek‖ if (ecj, rcj, ei) ∈ G
(5)

The same assumption has been used here as TransE, which is that, in the perfect
situation, if (hi, ri, ti) ∈ G, ‖hi + ri − , ti‖ = 0. Based on Eq.4 and 5, if ek = ei,
each φ(ek , rcj, ecj) would be small and close to zero, thus f (ei, Csamp(ei)) would be
also small and close to zero. In contrast, if C(ek) ∩ C(ei) = �, each φ(ek , rcj, ecj)

would be very large and f (ei, Csamp(ei)) would also also large.
In order to set up the learning task, the pairwise ranking loss function has been

used as the objective function like most KG embedding models do. Specifically, for
each entity ei, we randomly sample K entities as the negative sampling set Neg(ei)

for ei. Equation6 shows the objective function of TransGeo, where γ is the margin
and max() is the maximum function.

L =
∑

ei∈G

∑
e
′
i ∈Neg(ei)

max
(
γ + f (ei, Csamp(ei)) − f (e

′
i, Csamp(ei)), 0

)
(6)

3.3 KG Embedding Model Based Query Relaxation and
Rewriting

After obtaining the learned TransGeomodel, we adopt the same procedure as Wang
et al. (2018) to relax/rewrite the query. We briefly summarize the process below. We
assume a SPARQL query Q with two variables ?v1 and ?v2, which are targets to be
relaxed/rewritten in order to find approximated answers.

1. Given an empty answer SPARQL query Q, we partition the basic graph pattern
into several groups such that all triple patterns in one group only contain one
variable. Triples who have two variables ?v1 and ?v2 (connected triples) as its
subject and object respectively are treated differently;

2. For each triple pattern group which contains variable ?v, the embedding of ?v is
first computed by each triple pattern based on the translation operations from the
entity node to the variable node. Then the final embedding of ?v is computed as
the weighted average of previous computed variable embeddings. The weight is
calculated based on the number of matched triples of each triple patterns in the
KG;

3. If Q has any connection triples, the embeddings of variables computed from each
triple pattern group are refined based on the predicate of the connection edges.
Then these embeddings will be treated as the final embeddings for each variable;

4. The approximate answers to each variable are determined by using their computed
variable embeddings to search for the k-nearest embeddings of entities based on
their cosine similarity. Each variable will have a ranked list of entities, e.g.A(?v1),
A(?v2), as their approximated answers;
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5. If Q has any connection triples, e.g. (?v1, r, ?v2), we need to first use beam search
to get top-K answer tuples for ?v1 and ?v2. And then each answer tuple (e1i, e2j) is
checked for the condition (e1i, r, e2j) ∈ G. The answer tuples which satisfy this
condition will be returned as a ranking list Ans(Q) of approximated answers;

6. For each answer tuple (e1i, e2j) ∈ Ans(Q), we enumerate each triple pattern to
check the satisfaction.As for triple (?v1, r, e), if (e1i, r, e) ∈ G, we do not perform
any relaxation. If (e1i, r, e) /∈ G, then (?v1, r, e) will be relaxed based on Eq.7.
However, if e1i does not have any outgoing triples, this triple pattern could not be
relaxed andwewould delete this triple pattern from the query relaxation/rewriting
result. But the similarity score of this relaxation result will be set to 0;

7. The ranked list of answer tuples as well as the relaxed queries associated with
them are returned to the users.

(e1i, rk , ek) = argmax

(
r · rk

‖r‖ · ‖rk‖ + e · ek
‖e‖ · ‖ek‖

)
(7)

4 Experiment

Since almost all the established knowledge graph training dataset for KG embed-
ding models, e.g., FB15K, WN18, do not contain enough geographic entities, we
collect a new KG embedding training dataset, DB18,5 which is a subgraph of DBpe-
dia. The dataset construction procedure is as follow: (1) We first selected all geo-
graphic entities which are part of (dbo:isPartOf)dbr:Californiawith type
(rdf:type) dbo:City which yields 462 geographic entities; (2) We use these
entities as seeds to get their 1-degree and 2-degree object property triples and filter
out triples with no dbo: properties; (3) we delete the entities and their associated
triples whose node degree is less than 10; (4) we split the triple set into training and
testing set and make sure that every entity and relation in the testing dataset will
appear in training dataset. The statistic of DB18 is listed in Table1. ‘Geographic
entities’ here means entities with a geo:geometry property.

Following the method we describe in Sec. 3.2, we compute the edge weights
for each triple in DB18 and an edge-weighted PageRank algorithm is applied on
this undirected unlabeled multigraph. Here we set l to 1 and ε to 1. We select four
models as the baselinemodels to compare with TransGeo: (1) TransE; (2) the context
preserving translational KG embedding (Wang et al. 2018); (3) a simplified version
of TransGeo in which the entity context items are randomly sampled from a uniform
distribution, denoted as TransGeounweighted ; (4) another simplified version of our
model in which the PageRank are applied to unweighted multigraph, denoted as
TransGeoregular . We implement TransE, TransGeounweighted , TransGeoregular , and
TransGeo, in Tensorflow. We use the original Java implementation of Wang et al.

5https://github.com/gengchenmai/TransGeo.

https://github.com/gengchenmai/TransGeo
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Table 1 Summary statistic for DB18

DB18 Total Training Testing

# of triples 139155 138155 1000

# of entities 22061 – –

# of relations 281 – –

# of geographic entities 1681 (7.62%) – –

(2018).6 For all five models, we train them for 1000 epochs with the margin γ =
1.0 and learning rate α = 0.001. As for TransGeounweighted , TransGeoregular , and
TransGeo, we use 30 as the entity context sampling size d and 1000 as batch size.
We resample the entity context every 100 epochs. As for the context preserving
translational KG embedding (Wang et al. 2018), we use 10 as the entity context size
cut-off value. The embedding dimension of all these five embedding models is 50.

In order to demonstrate the effectiveness of our spatially explicit KG embed-
ding model, TransGeo, over the other four baseline models, we evaluate these five
KG embedding models in two task: the standard link predication task and an relax-
ation/rewriting task to predict answers to the otherwise unanswerable geographic
questions. The evaluation results are listed in Table2.

The common link prediction task is used to validate the translation preserving
characteristic of different models. The set up of the link prediction task follows the
evaluation protocol of Bordes et al. (2013). Given a correct triple Tk = (hk , rk , tk)
from the testing dataset of DB18, we replace the head entity hk (or tail tk ) with
all other entities from the dictionary of DB18. The plausibility scores for each of
those n triples are computed based on the plausibility score functions of TransE
(‖ h + r − t ‖). Then these triples are ranked in ascending order according to this
score. The higher the correct triple ranks in this list, the better this learned model.
Note that some of the corrupted triples may also appear in the KG. For exam-
ple, as for triple (dbr:Santa_Barbara,_California, dbo:isPartOf,
dbr:California), if we replace the head dbr:Santa_Barbara,_
California with dbr:San_Francisco, the result corrupted triple
(dbr:San_Francisco, dbo:isPartOf, dbr:California) is still in the
DBpedia KG. These false negative samples need to be filtered out. Mean reciprocal
rank (MRR) and HIT@10 are used as evaluation matrics where Raw and Filter indi-
cate the evaluation results on the original ranking of triples or the filtered list which
filters out the false negative samples. According to Table2, TransGeo performs the
best in most of the metrics and the only metric TransGeo cannot outperform is MRR
in the raw setting. This evaluation shows that our spatially explicit model does indeed
hold the translation preserving characteristic.

For the quality of the unanswerable geographic query relaxation/rewriting results,
we evaluate the results based on the ranking of the approximate answers (Hamilton
et al. 2018). Let’s take Question 1 as an example. One reason which causes an empty

6https://github.com/wangmengsd/re.

https://github.com/wangmengsd/re
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Table 2 Two evaluation tasks for different KG embedding models

Link prediction SPARQL relaxation

MRR HIT@10 MRR HIT@10

Raw Filter Raw (%) Filter
(%)

TransE model 0.122 0.149 30.00 34.00 0.008 5% (1 out of 20)

Wang et al. (2018) 0.113 0.154 27.20 30.50 0.000 0% (0 out of 20)

TransGeoregular 0.094 0.129 28.50 33.40 0.098 25% (5 out of 20)

TransGeounweighted 0.108 0.152 30.80 37.80 0.043 15% (3 out of 20)

TransGeo 0.104 0.159 32.40 42.10 0.109 30% (6 out of 20)

answer is that some triples were missing from the KG, e.g., (dbr:Apple_Inc,
dbo:locationCity, dbr:Cupertino,_California), and the current
SPARQL query is overly restrictive. However, based on the KG embedding model,
we can approximate the embeddings of the variables in the current query. This vari-
able embeddings can be used to search for the most probable answers/entities to
each variable in the embedding space. These k-nearest entities are assumed to be
more probable to be the correct answer of the original question. The correct answer
(based on the Open World Assumption) to Question 1 is dbr:Apple_Inc. If
the KG embedding is good at preserving the context of entities, the embedding
of dbr:Apple_Inc will appear close to the computed variable embedding (See
Fig. 1). So the performance of the query relaxation/rewriting algorithm can be eval-
uated by checking the rank of the correct answer in the returned ranking list of the
approximate answers.

Based on the above discussion, we construct another evaluation dataset, GeoUQ,
which is composed of 20 unanswerable geographic questions. Let Gtrain be a knowl-
edge graph which is composed of all the training triples of DB187 and Gall be a
knowledge graph containing all training and testing triples in DB18.8 Both Gtrain

and Gall can be accessed through the SPARQL endpoint. These queries satisfy 2
conditions: 1) each query Q will yield empty answer set when executing Q on Gtrain;
2) Q will return only one answer when executing Q on Gall . The reason for making
Q a one-answer query in Gall is that the user also expects one answer from the QA
system to the question (s)he poses. One-answer queries are also the common setup
for many QA benchmark datasets, e.g. WikiMovie (Miller et al. 2016), WebQues-
tionsSP (Yih et al. 2016). MRR and HIT@10 are used as evaluation metrics for this
task.

All five KG embedding models are evaluated based on the same query relax-
ation/rewriting implementation. The evaluation results are shown in Table2. From
Table2, we can conclude that TransGeo outperform all the other baselines models
both on MRR and HIT@10.

7http://stko-testing.geog.ucsb.edu:3080/dataset.html?tab=query&ds=/GeoQA-Train.
8http://stko-testing.geog.ucsb.edu:3080/dataset.html?tab=query&ds=/GeoQA-All.

http://stko-testing.geog.ucsb.edu:3080/dataset.html?tab=query&ds=/GeoQA-Train
http://stko-testing.geog.ucsb.edu:3080/dataset.html?tab=query&ds=/GeoQA-All
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Table3 show the top 3 query relaxation/rewriting results of Question 1 from all
the 5 KG embedding models. For each query, the highlighted part in the BGP is
the part where the query is changed from the original Query 1. Note that some of
the relaxation/rewriting results have less triple patterns than the original Query 1.
This is because the current approximate answer/entity does not have any outgoing
or incoming triples to be set as the alternative to the original triple pattern. Hence,
we delete this triple pattern. This has been described in Step 6 in Sec. 3.3. From
Table3, we can see that the correct answer dbr:Apple_Inc has been listed as
the second approximate answer for TransGeo. However, all the 4 baseline models
fail to predict this correct answer in their top 10 approximate answers list. Besides
the perspective of predicting the correct answers, we can also evaluate the mod-
els by inspecting the quality of the relaxed/rewritten queries. For example, the top
1 relaxed query from TransGeo changes dbr:Cupertino,_California to
dbr:Redwood_City,_California which is a nearby city of dbr:
Cupertino,_California. Although the predicted answer isdbr:NeXT rather
thandbe:Apple_Inc, this query relaxation/rewritingmakes sense and ismeaning-
ful for the user. The 2nd relaxed result from TransGeo changes dbr:Cupertino,
_California to dbr:California which is a superdivision of dbr:
Cupertino,_California. This is indeed a real query relaxation which relaxes
the geographic constraint to its superdivision. In short, our spatially explicit KG
embedding model, TransGeo, produces better result than all baseline models.

5 Conclusion

In this work, we discussed why geographic question answering differs from general
QA in general, and what this implies for relaxation and rewriting of empty queries
specifically. We demonstrated why distance decay has to be included explicitly in
the training of knowledge graph embeddings and showed cases of neglecting to do
so. As a result, we propose a spatially explicit KG embedding models, TransGeo,
which utilizes an edge-weighted PageRank and sampling strategy to include the
distance decay effect into the KG embedding model training. We constructed a geo-
graphic knowledge graph training dataset, DB18 and evaluated TransGeo as well as
four baseline models. We also created an unanswerable geographic question dataset
(GeoUQ) for two evaluation tasks: link prediction and answer prediction by relax-
ation/rewriting. Empirical experiments show that our spatially explicit embedding
model, TransGeo, can outperform all the other 4 baseline methods on both task. As
for the link prediction task, in the filter setting, our model outperforms the other base-
lines by at least 3.2% at MRR and 11.4% at HIT@10. In terms of the unanswerable
geographic question approximate answer prediction task, our model outperform the
other 4 baselines by at least 11.2% at MRR and 20% at HIT@10.

In termsof futurework, firstly, the distancedecay information is explicitly encoded
into our KG embedding model which gives up on flexibility, e.g., to model modes
of transportation. In the future, we want to explore ways to only consider distance
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decay during query relaxation rather than the model training step. Secondly, as for
the method to compute the edge weights of the knowledge graph, we used point
geometries which may yield misleading results for larger geographic areas such as
states. This limitation is due to the availability of existing knowledge graphs. Work
to support more complex geometries and topology is under way.
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Evaluating the Effectiveness of
Embeddings in Representing the
Structure of Geospatial Ontologies

Federico Dassereto, Laura Di Rocco, Giovanna Guerrini
and Michela Bertolotto

Abstract Nowadays word embeddings are used for many natural language process-
ing (NLP) tasks thanks to their ability of capturing the semantic relations between
words. Word embeddings have been mostly used to solve traditional NLP prob-
lems, such as question answering, textual entailment and sentiment analysis. This
work proposes a new way of thinking about word embeddings that exploits them
in order to represent geographical knowledge (e.g., geographical ontologies). We
also propose metrics for evaluating the effectiveness of an embedding with respect
to the ontological structure on which it is created both in an absolute way and with
reference to its application within geolocation algorithms.

Keywords Geospatial ontologies · Word embeddings · NLP · Embedding
evaluation · Geo-term similarity

1 Introduction

Huge amounts of data are easily produced at increasing velocity, favored by the
growth of social networks and the increasing internet coverage. Thanks to the nature
of social media, these data tend to encapsulate information in short texts: these kinds
of data are called microblogs. Microblog analysis can reveal interesting knowledge
about social dynamics and the propagation of information. Specifically, by analyzing
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the semantic content of a microblog, one might be able to understand what the user
wanted to describe and where the message originated from.

The semantic content of a message could be sufficient to reach a good accuracy in
the geolocation process at the city level of detail, when machine learning techniques
(like classification) are applied (Dredze et al. 2016).However, for certain applications
city level detail is not enough. To reach a good sub-city level accuracy some external
knowledge can be added to further exploit semantics. The external knowledge is
supposed to encapsulate the hierarchical nature of the geographic area the geolocation
process is working on. One of the advantages of using an external knowledge is that
a prior training is not required, opening the door to real-time applications.

Word embeddings are exploited in many natural language processing tasks where
words or phrases from the vocabulary are mapped to vectors of real numbers. Con-
ceptually, they are a mathematical embedding from a space with one dimension
per word to a continuous vector space with a much lower dimension (Bengio et al.
2003). Recently, word embeddings emerged as a new way of encapsulating hierar-
chical information (Nickel and Kiela 2017). These approaches are linked to the intro-
duction of hyperbolic embeddings, which are able to capture semantic correlation
between objects, representing them in a continuous way. Evaluating the effectiveness
of an embedding with respect to the structure that it generates is not a simple task,
since a standard methodology or metric does not exist. Traditional embedding evalu-
ation processes do not evaluate them in an absolute way, but assess the effectiveness
of an embedding only with respect to a specific task, as we will discuss in Sect. 2.
Decoupling the evaluation of an embedding from a specific task can be an interesting
step towards understanding both the meaning of the dimensions of an embedding
(obscure in literature) and the correlation between human and machine perception
of semantic closeness. This particular gap is a real problem when one needs to build
an ad-hoc embedding, because its quality clearly affects the accuracy of the result.

The main contributions of this work are three-fold: (i) presenting word embed-
dings as an alternative representation for geographical ontologies; (ii) providing
a task-independent metric for evaluating the effectiveness of such structures with
respect to the original ontology structure; (iii) performing an extensive experimental
evaluation of the embedding effectiveness for a specific case study both from a task-
dependent and from a task-independent point of view. Contribution (ii) represents
the first attempt to evaluate an embedding independently of the task for which it
is created, and represents the most important and ambitious part of this work. The
proposed evaluation abstracts from the task, it just focuses on the inner structure of
the ontologies. The experimental evaluation (contribution (iii) aims at assessing the
coherence of the task-independent metrics with the results achieved with reference
to a specific task. In general, the model we propose is suitable for every kind of
hierarchical structure. Our case study focuses on geographical ontologies.

The remainder of this paper is organized as follows: Sect. 2 discusses preliminar-
ies and related work on geographical ontologies and embeddings. Section3 defines
distance between geo-terms, on ontologies and embeddings, and the notion of dis-
tortion, on which the task-independent embedding evaluation is based. Section4
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introduces the geolocation algorithm that we use for the task-dependent evaluation.
The performed experiments and the obtained results are described in Sect. 5. Finally,
conclusions and future work directions are drawn in Sect. 6.

2 Preliminaries and Related Work

In this section, we discuss the background of our work and related approaches. We
start introducing the concepts of ontologies and embeddings, and then we outline the
state of the art on word embeddings, with a focus on current trends on embedding
evaluation. In the paper, we consider a specific use case for embeddings: geolocation
algorithms. Since geolocation algorithms are not the focus of this paper, for further
information we refer the readers to the survey (Zheng et al. 2018).

2.1 Geographical Ontologies

An ontology is defined as “a specification of a conceptualization” (Gruber et al.
1993). Ontologies are useful tools for representing the semantic scope of a domain,
by defining concepts and relations, and sharing knowledge among users. Ontologies
have been used for a number of tasks: improving communication among agents
(human or software), reusing data models, developing knowledge schemas, etc. All
these tasks deal with interoperability issues and can refer to different domains. A
geographical ontology is an ontology that describes a set of geographical entities in
a hierarchical structure.

A geographical ontology is composed of a set of objects (e.g. roads, hotels) and
relations between them.We can define an ontology as a set of pairs (top, class)where
top represents an object and class represents one of the classes to which the object
belongs; the relation between them could mean that top is_subclass_of class or top
is_a instance of class. We obtain a graphG = (V,E)where V is the set of toponyms
and classes and E is the set of relations between them. In such a system of classes and
subclasses, we define instance node a node on the left hands side of the is_a relation.
Notice that, such graph is a metric space. Therefore, a distance function defines this
space.

Many ontologies have been proposed in the literature. Examples include the FAO
Geopolitical Ontology1 which tracks historical changes from 1985 up until today
and the DBpedia2 ontology which has been manually created based on the most
commonly used infoboxes withinWikipedia and, therefore, contains also geographic
information.

1https://www.fao.org/countryprofiles/geoinfo/en/.
2https://wiki.dbpedia.org/.

https://www.fao.org/countryprofiles/geoinfo/en/
https://wiki.dbpedia.org/
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GeoNames3 is a geosemantic data source available and accessible through various
web services. TheGeoNames database contains over 10millions geographical names
corresponding to over 7.5 millions unique features. GeoNames consists of various
locations and is divided into nine feature classes, and then subcategorized in one of
the 645 subclasses. Each of the nine classes has many subclasses. A specific node in
the Geonames ontology could be linked to different classes or subclasses, because
different objects could share the same name.

Stadler et al. (2012) presented an ontology called LinkedGeoData (LGD) that
links OSM information to DBpedia, GeoNames and others ontologies. LGD uses
the comprehensive OpenStreetMap4 spatial data collection to create a large spatial
knowledge base. It consists of more than 3 billion nodes and 300 million ways and
the resulting RDF data comprises approximately 20 billion triples. The data are
available according to the Linked Data principles and interlinked with DBpedia and
GeoNames.

2.2 Word Embeddings

Since we consider geographical data from a non-geometric point of view, we need
a mathematical structure that encapsulates the structure of our ontologies. The need
for this structure emerges because textual data are not easily understandable by
computers, although it is trivial for humans to understand similarities and relations.

Embeddings. An embedding is a mapping from a metric space O to another
metric space S:

f : O → S (1)

Ametric space is an ordered pair (M , d)whereM is a set and d is a distance function:

d : M × M → R (2)

The most common use of embeddings is mapping discrete objects (like words) to
vectors of real numbers. Themain advantages of embedding discrete objects in a vec-
tor space are the dimensionality reduction (while maintaining the relations between
the elements) and the possibility of easily defining similarity functions between ele-
ments (exploiting the vectors operations). Wang et al. (2017) presented an extensive
survey on geospatial data embedding (especially knowledge graph). There are dif-
ferent ways to build an embedding starting from a text or a hierarchical structure: a
common way is to train a neural network on a text (Mikolov et al. 2013; Jia et al.
2014) or by projecting the data into a particular geometry model like the Poincaré
disk model (Nickel and Kiela 2017). Other embedding methods for geospatial data
exists (Kejriwal and Szekely 2017) but the authors do not show the usefulness of

3https://www.geonames.org.
4https://www.opestreetmap.org.

https://www.geonames.org
https://www.opestreetmap.org
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this embedding neither for geolocation algorithms nor for learning task. An inter-
esting family of embeddings is that of hyperbolic embeddings. Such embeddings
lie in hyperbolic spaces, which are suitable to represent the hierarchical structure
and maintain distances among elements (Krioukov et al. 2010). The idea behind
hyperbolic embeddings is very simple: forcing elements with semantic correlations
to be closest to each other in the embedding space (hyperbolic). Many hyperbolic
embeddings based on different models of hyperbolic geometry have been proposed.
Examples include the Poincaré DiskModel (Nickel and Kiela 2017; Sala et al. 2018)
and the Lorentz Model (Nickel and Kiela 2018).

Word embeddings. The idea on which word embeddings rely is that languages
have a distributional structure (Harris 1954). Word embeddings are numerical rep-
resentations of texts where the dimensionality is reduced and the relations between
words are maintained. The intuitions on which word embeddings are built are the
following:

• similar words appear in similar contexts5;
• word vectors are computed taking into account contexts;
• similar words have similar vectors.

The last point of the previous listing is the key to popularity of word embedding: the
similarity between words is reduced to similarity between vectors.

There are two ways to obtain word embeddings:

• Load into your model word embeddings in conjunction with different machine
learning tasks and apply them for the task that you are trying to solve. This kind
of embedding is called pre-trained word embedding.

• Learn word embeddings jointly with the main task at hand, e.g., document classi-
fication or sentiment analysis.

In the first case, we are able to embed a specific text (or any other structure) in a low-
dimensional vector space, within which we can choose the embedding parameters
and decide to emphasize some kind of relations. On the other hand, pre-trained word
embeddings are produced exploiting huge knowledge and computational power. The
most famous pre-trained word embeddings are Word2vec (Mikolov et al. 2013) and
GloVe (Pennington et al. 2014).

In the following we will refer to the space where words are mapped as semantic
space.

2.3 Embeddings Evaluation

Griffiths et al. (2007) first introduced the concept of evaluation for embeddings; by
developingWord2Vec (Mikolov et al. 2013) proposed a novel approach of evaluation.
The first complete evaluation onword count and prediction (Baroni et al. 2014) shows

5The context is understood as a fixed window around a target word.
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that the prediction models likeWord2Vec outperform the counting models. Recently,
Bojanowski et al. (2017) improved theWord2vecmodel by boosting the computation
time andmaking possible to represent words not seen during the training phase. They
also proposed improvements for translation through vector models. In 2017, Bakarov
published an exhaustive survey on evaluation methods (Bakarov 2018).

At the First Workshop on Evaluating Vector Space Representations for NLP,
Faruqui et al. (2016) presented a set of problems associated with word similarity
evaluation of word vector models:

• Obscureness of the notion of semantics: refers to the fact that we consider “as
good” an embedding that reflects our understanding of semantics, but we cannot
ensure whether our understanding is absolutely correct.

• Lack of proper training data: the problem is the absence of data split into training
and testing sets, so researchers adjust the parameter for their data.

• Absence of correlation between intrinsic and extrinsic methods: refers to the lack
of correlation between the two main categories of evaluation.

• Lack of significance tests: relates to the absence of “benchmarks”.

Extrinsic evaluation is based on the ability of word embeddings to be used as the
feature vectors of supervised machine learning algorithms (like Maximum Entropy
Model) e.g., the downstream NLP tasks. Nayak et al. proposed a set of tasks to
test the embedding on Nayak et al. (2016), including Semantic Role Labelling, Text
Classification and Part-of-Speech Tagging. Schnabel et al. (2015) demonstrated that
extrinsic evaluation for word embeddings trained for serving in a wide range of
different tasks fails when there is no correlation between tasks. The current idea
about extrinsic evaluation is that it cannot be used as a general evaluation model,
but just for highlighting some useful properties of certain embeddings. Intrinsic
evaluations are experiments in which word embeddings are compared with human
judgments on words relations. The main intrinsic evaluation models are (i) Word
semantic similarity (Baroni et al. 2014), where similar words are supposed to have
similar vectors; (ii) Word analogy (Sayeed et al. 2016), which is based on the idea
that arithmetic operations in a word vector space could be predicted by humans, and
(iii) the Thematic fit (Sayeed et al. 2016), where the idea is to assess how well word
embeddings could find most semantically similar nouns for a certain verb that is
used in a certain role. All these evaluation models are built to give a measure of how
suitable a word embedding is to play a certain role for a specific task. Nomeasure has
been proposed to evaluate how “good” an embedding is with respect to the original
text (or structure) on which it was generated.

3 Task-Independent Metrics

In this section, we propose a task-independent metric for assessing the quality of our
embeddings. We first discuss how to measure the distance between geo-terms, i.e.,
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terms that refer to objects in the physical world that have a dual nature (semantic
and spatial), which are associated as labels with nodes in a geographical ontology,
then introduce how distances are measured in the target space and finally we define
our metric which evaluates the embeddings in terms of distortion, i.e., how much we
expand or contract the distances in the embedding process.

3.1 Distance in the Ontology

Intuitively, the distance between geo-terms should capture the distance of corre-
sponding nodes in the graph. Considering the shortest path between nodes intro-
duces semantic noise in the measurements, because such path could pass through
other instance nodes. Moreover, the shortest path cannot capture all the semantic
meanings of a node, it just represents closeness in terms of edges. In order to cap-
ture semantic closeness among nodes, what we want is that the path from a node to
another one encapsulates the classes and subclasses chain, emphasizing the hierarchi-
cal structure. This constraint is enforced also by the nature of hyperbolic embeddings
to well represent complex hierarchical structures. Thus, in a path only the departure
and arrival nodes can be leaves, all others nodes must be classes or subclasses.

To model this constraint, we introduce function σ(x) that produces a list in which
the different semantic meanings of a term are split into different objects. It associates
each node in the graph with a set of nodes in a tree. Given a graph G = (V,E) and
an instance node x ∈ V , a mapping function σ is thus a function such that:

σ(x) = [x0, . . . , xdeg(x)] (3)

where deg(x) represents the degree of node x in the ontology graph.
We notice that, for the nodes in the graph with edges representing the

is_subclass_of relation in the ontology, σ is simply the identity function. By apply-
ing function σ to all the nodes in the ontology graph G (or equivalently only to the
instance nodes) we obtain a tree that represents the ontology with edges representing
different semantic meanings of a term. Figure1 shows the differences between the
graph and the tree obtained by applying σ .

Once applied the conversion from graph to tree, we need to redefine the distance
function on the ontology.

Definition 1 (Distance function in a graph) Given a graph G = (V,E), its tree T
representation and two elements a, b ∈ V , the average distance function between a
and b is defined as:

adf (a, b) =
∑

a′∈σ(a)

∑

b′∈σ(b)
SP(a′, b′)

#(σ (a)) · #(σ (b))
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(a) Graph (b) Tree

Fig. 1 Graph to tree conversion

where SP(a′, b′) represents the shortest path in the tree (which is also the only
possible simple path) and #(·) represents the length of the semantic meanings list
(i.e. the number of occurrences of · in G).

Notice that, since a graph can be defined as a metric space, we need a metric. The
adf is a metric on G.

Proof Given x, y, z ∈ G the following conditions are satisfied:

• Non-negativity: adf (x, y) ≥ 0 is satisfied since G is a non-weighted graph.
• Identity: adf (x, y) = 0 ⇐⇒ x = y is satisfied by the definition of SP distance.
• Symmetry:adf (x, y) = adf (y, x) is satisfied sinceG is a non-directed graph.Aswe
are interested in easily computable distances, we consider the graph as undirected
in order to define the shortest path (SP) and the average distance function (adf ).

• Triangle inequality: adf (x, y) ≤ adf (x, z) + adf (z, y) is satisfied since

adf (x, z) + adf (z, y) = 1

#(σ (x)) · #(σ (z))

∑

x′∈σ(x)

∑

z′∈σ(z)

SP(x′, z′)+

1

#(σ (z)) · #(σ (y))

∑

z′∈σ(z)

∑

y′∈σ(y)

SP(z′, y′) =

1

[#(σ (x)) · #(σ (z))][#(σ (z)) · #(σ (y))]
[

[#(σ (z)) · #(σ (y))]
∑

x′∈σ(x)

∑

z′∈σ(z)

SP(x′, z′)+

[#(σ (x)) · #(σ (z))]
∑

z′∈σ(z)

∑

y′∈σ(y)

SP(z′, y′)
]

=

1

#(σ (x)) · #(σ (y)) · #(σ (z))2
#(σ (z))

[ ∑

y′∈σ(y)

∑

x′∈σ(x)

∑

z′∈σ(z)

SP(x′, z′)+

∑

x′∈σ(x)

∑

y′∈σ(y)

∑

z′∈σ(z)

SP(z′, y′)
]

=

1

#(σ (x)) · #(σ (y)) · #(σ (z))

∑

z′∈σ(z)

∑

x′∈σ(x)

∑

y′∈σ(y)

SP(x′, z′) + SP(z′, y′) ≥
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[SP(x′, z′) + SP(z′, y′)] ≥ SP(x′, y′) →
1

#(σ (x)) · #(σ (y)) · #(σ (z))
#(σ (z))

∑

x′∈σ(x)

∑

y′∈σ(y)

SP(x′, y′) =

#(σ (x)) · #(σ (y))

#(σ (x)) · #(σ (y))
adf (x, y)

Hence, adf (x, y) is a metric. �

3.2 Distance in the Hyperbolic Embedding

Sincewe are dealingwith hyperbolic embeddings in the PoincaréDiskModel (Nickel
and Kiela 2017), the hyperbolic distance function for such space is defined as:

dH (x, y) = acosh

(

1 + 2
||x − y||2

(1 − ||x||2)(1 − ||y||2)
)

(4)

where x, y are points in the model and || · || is the Euclidean norm.
This equation has a strong correlation with hierarchical structures like ontologies.

As the Euclidean norm of the two points increases, the arc of circumference that
connects them tends to pass through the origin of the disk. In ontologies (and in
general in hierarchical structures) the shortest path between elements is the path
which passes through the parents of such elements. This motivates the power of
hyperbolic embedding in representing hierarchical structures.

3.3 Evaluation Metric: Distortion

The evaluation metric must provide a global analysis of the embedding and the
ontology, so we need to consider all the possible pairs of elements. The simplest and
most efficient way to design an evaluation metric is based on distances. The metric
evaluates the embeddings in terms of distortion: it calculates how much we expand
or contract the distances in the embedding process (Sala et al. 2018). We choose to
evaluate the embedding in terms of distortion because it is the concept that best fits
the idea of representation, since our goal is to propose embeddings as ontologies
representation. Generally, values close to 0 represent low distortion. Our analysis is
radically different from the analysis carried out in conjunction with task dependent
approaches, as we will see in Sect. 4, since we propose a method that evaluates the
embedding in an absolute way, instead of evaluating it with respect to how it performs
in a given task. We want to highlight the complementarity between our method and
the existing ones: our analysis could be performed before the execution of a given
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task to select the best (where best means the least-distorted) embedding or after task
execution as a double check.

Definition 2 (Distortion) Given an ontology O, an embedding f and a distance
function on O, dO, the Average Distortion is defined as:

D(f ) = ρ
1
(n
2

)

⎛

⎝
∑

u,v∈O,u 	=v

|d(f (u), f (v)) − dO(u, v)|
dO(u, v)

⎞

⎠

where ρ is a scaling factor, defined as: ρ = max dO
max d

The scaling factor ρ (also referred to as constant of proportionality) is the normal-
ization factor that makes the distances actually comparable. It represents the ratio
between the maximum distances in the two spaces. This metric involves all the pairs
of elements that belong to the ontology. In Definition 2, u and v are labels that rep-
resent objects both in the ontology and in the embedding. The best case (i.e., the
minimum distortion) isD(f ) = 0, which means that the path lengths are maintained.
Even if the embedding distance is very small because the points are placed on top of
each other, it could be bigger than 1, but not far from it.

This metric provides a global overview of the quality of the embedding, telling
us both if the embedding is “good” and how far it is from the perfect representation.
The lower bound is 0, which means a zero-distortion representation, while the upper
bound is not computable a priori. Generally, distortion values close to 0 are associated
with good representations. To provide a complete overview and set an upper bound,
we define a complementary metric for evaluating the worst-case distortion.

Definition 3 (Worst-Case Distortion) Given an ontology O and an embedding f ,
theWorst-Case Distortion (DWC) is defined as:

DWC(f ) = maxu,v∈O:u 	=vd(f (u), f (v))/dO(u, v)

minu,v∈O:u 	=vd(f (u), f (v))/dO(u, v)
(5)

That is, the worst-case distortion is the ratio between the maximal expansion and
theminimal contraction of distances. The best worst-case distortion isDWC(f ) = 1,
which means that the maximal stretch and the minimal contraction of distances are
equal.

4 Case Study: A Knowledge-Driven Geolocation Algorithm

In this section, we present a case study for the application of our embedding-based
approach which relates to a knowledge-driven geolocation algorithm (Di Rocco et al.
2018). This algorithm, named Sherloc,6 geolocates a microblog message at sub-city

6A simple word pun between Sherlock Holmes and location.
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level using an external knowledge in the form of an ontology O and its embedded
representation S. In the following, we first present Sherloc and then the measure that
we used to evaluate the results of our algorithm.

4.1 Sherloc

Given (i) a geographical area of interest, (ii) some external knowledge in the form
of a set of objects located in the area of interest and their semantic descriptions, i.e.,
in the form of an ontology O, (iii) a microblog message originating from the area of
interest mentioning at least one of these objects (referred to as localizable message)
the goal is to infer the coordinates of the mentioned location inside the target area.

In Algorithm1 (Di Rocco et al. 2018), we present how Sherloc works. Sherloc has
five steps, highlighted by comments in the pseudo-code. The input is amessagem.We
first of all extract frommessagem only terms that appear in the geographic knowledge
(i.e., in the ontology O). Through this process, we obtain a cleaned message T (m)

called geo-message, which is a set only including the terms in m appearing in O. For
each term in T (m)we then compute a k-NN query on the semantic space constructed
onO.We recall that the relation between S andO is defined in Sects. 2 and 3. The new
message is a set of points in S with maximum cardinality equal to a fixed parameter
given as input by the user, called δ.

To infer the coordinates of our message, in step 3, we use the inverse function f −1

to convert the geographic terms to their spatial coordinates. This set of points is the
input of a clustering algorithm. The collected clusters are then ranked according to
density. The densest cluster is the cluster that Sherloc identifies as the cluster of the
positions of the message. Finally, to geolocate the message, we compute the convex
hull of this cluster. The predicted location is that of the centroid of this convex hull.
In order to clarify the Sherloc workflow, we show in Fig. 2 the steps of the algorithm
on a real example. The bold terms in the message are the geo-terms that Sherloc
processes to infer the coordinates.

There are two important steps that involve the geographic knowledge: k-NN
identification and Physical points extraction. More precisely,
given a microblog message, Sherloc identifies the nearest neighbor terms closest to
the message in terms of semantics, i.e., using the geographic knowledge. After that,
Sherloc extracts the physical locations of semantically similar terms again using the
geographic knowledge. Sherloc is able to infer the location of a message m without
any prior training, exploiting only an indexed geographical external knowledge.

This knowledge-driven solution does not need a training phase. However, this
implies that we cannot geolocate every message but only the messages that contain
toponyms or geo-terms. These messages are referred to as localizable messages.
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Fig. 2 Sherloc workflow

Algorithm 1: Sherloc
Input: maximum number of similar terms δ, message m, geographic knowledge O, semantic

space S
Result: [lat, lon] coordinates of the message m
// Step 1: Cleaning
T (m) = extract_geo_terms(m,O);
// Step 2: Nearest neighbors identification

k = δ
#(T (m))

;

NN (m) = {};
for t ∈ T (m) do

NN (t) = query(t, S, k) ; // Find NN on S
NN (m).append(NN (t));

end
TNN (m) = f −1(S,NN (m)) ; // Retrieve closest terms
// Step 3: Physical points extraction

P(m) = points(TNN (m),O);
// Step 4: Clustering
Clusters(m) = clustering(P(m));
// Step 5: Ranking and inferred coordinates
dC(m) = max(rf (Clusters(m)));
[lat, lon] = centroid(ConvexHull(dC(m)));
return [lat, lon]

4.2 Evaluation Metrics

Given a collection of microblog messages (a Twitter dataset in our specific case)
Tw, to evaluate the results of the algorithm we consider Tw as the ground-truth. For
the analysis, we choose two commonly adopted distance-based evaluation metrics:
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Mean Distance Error (MDE) and Accuracy Distance Error (ADE). Both metrics are
defined in terms of the Distance Error DE(m), computed for each message m and
defined as the Euclidean distance d between the actual location ofm (as in the ground
truth), locr(m), and the inferred location, loc(m): DE(m) = d(loc(m), locr(m))

We choose Euclidean distance for simplicity of computation since the target geo-
graphic regions are small and we can approximate the geodesic distance with the
Euclidean distance.

MDE is then defined as the average distance error for each message m in the Tw
dataset:

MDE = 1

|Tw|
∑

m∈Tw
DE(m)

5 Experimental Results

In this section, we present the experimental results. We start the discussion introduc-
ing the used datasets. Then, we analyze the problem from a task-independent point
of view. We conclude the section discussing the results achieved with reference to
our specific task, i.e., using the Sherloc geolocation algorithm.

5.1 Datasets

For the experiments, we select information from GeoNames that we use both for the
task-independent evaluation and task-dependent evaluation. Moreover, as shown in
Sect. 4, we need a Twitter dataset to complete the task-dependent evaluation. Our
evaluation is proposed on the target area of Greater London, UK, since the task-
dependent evaluation needs to work on a specific target area.

We downloaded the database dump and construct the url for the features using the
pattern http://sws.geonames.org/geonameId/. A dailyGeoNames database dump can
be downloaded in the form of a large worldwide text file (allCountries.zip).
The files are available from the GeoNames server. Since we do not need data of the
entire world, we downloaded from the server Great Britain information and then we
filtered only the data in Greater London, UK.

With regard to microblog messages, we use a Twitter dataset available online.
FollowTheHashtag dataset7 contains geotagged tweets retrieved over 167h that cor-
respond to 7 days from14/04/2016 to 21/04/2016, after removing retweets.No further
preprocessing was applied to the retrieved messages. The geographic coverage of
this dataset is the entire UK.

In Table1 we show the summary of relevant information for the evaluation: the
target area A that we use on London, described as the bounding box on the city, the

7www.followthehashtag.com/datasets/170000-uk-geolocated-tweets-free-twitter-dataset/.

http://sws.geonames.org/geonameId/
www.followthehashtag.com/datasets/170000-uk-geolocated-tweets-free-twitter-dataset/
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Table 1 Summary of the relevant information used for the evaluation

London

A [−0.5104, 51.2868, 0.334, 51.6919]

Coverage (km2) ∼1100

Max distance (km) ∼47

m m ∈ FollowTheHashtag

O GeoNames

#(T (GeoNames)) 2209

#(Tw) 44152

Localizable Tweets 33%

Table 2 Distortion values using GeoNames. Bold values represent the best result. S is the embed-
ding space described by its dimensionality.D(S) is the distortion value (see Definition2) and std(·)
is the standard deviation value

S D(S) std(D(S))

3D 0.59842 0.31704

4D 0.61898 0.33013

5D 0.61448 0.32724

coverage ofA in km2, themax distance in areaA.Moreover, we provide a summary of
the dataset used showing the cardinality of geo-terms in GeoNames and the number
of tweets from the dataset. The last line shows the percentage of localizable tweets
that are the tweets that Sherloc can geolocate using GeoNames (since they contain
geo-terms).

5.2 Task-Independent Evaluation

In the following, we report the Average Distortion values generated by the different
embeddings for the GeoNames ontology (London area).We recall that each ontology
is mapped in different N -dimensional embeddings (in our case we consider 3, 4 and
5 dimensions).

In Table2 we can see that the best representation is produced by 3D embedding.
The intuition is the following: hyperbolic embeddings better project the semantic
meaning of an ontology in a low-dimensional space.

While the 3D embedding is the best, the other dimensions are still suitable to
approximate the original structure. This means that the embeddings are able to cap-
ture the semantic content of the elements in the ontology and to faithfully represent
the distances. The standard deviation values are low, which means that all the rep-
resentations are quite stable around the mean. The general stability of the different
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Table 3 Best MDE results obtained with Sherloc

Sherloc run with S MDE (in km)

3D 7.28

4D 7.26

5D 7.31

dimensionality representations is due to the fact that the ontology that generates
them is the same, and it strengthens the idea that hyperbolic embeddings capture the
semantic similarity between geo-terms in a low dimensional space.

It is important to notice that an element in the embedding represents all the seman-
tic meanings of a term. In the evaluation of these results it is also important to under-
line that the tree representation for the ontology proposed in Sect. 3 is critical in order
to capture real paths and logical links among terms.

5.3 Task-Dependent Evaluation

In addition to the distortion analysis, we also use Sherloc as a way of evaluating,
in a supervised way, the best embedding dimensions. We use the MDE as a metric
to compare the results. In Table3, we list the best result that we achieve using the
different embeddings.8 If we compare the results achieved by Sherloc with the results
obtained with the distortion value, we can notice that there is coherence between
Tables2 and 3. Sherloc results are always in the same range and, indeed, the distortion
value is always less than 1.

6 Conclusions and Future Directions

In this work, we presented a novel approach to represent geographical ontologies
(and, in general, hierarchical structures) through word embeddings. Specifically,
we focused on the choice of the embedding space in which to project the objects,
in order to maintain the semantic (i.e., hierarchical) correlations among them. The
spaces that best fit this property are the hyperbolic spaces, specifically the Poincaré
disk model. Our evaluation is based on the idea of projecting elements in a space in
which also the distances are adequately maintained, introducing the least possible
distortion. We propose an evaluation that quantifies the distortion (noise) introduced
in the representation which maps the geographic ontology onto the embedding. The
proposed evaluation schema tackles the numerical problem of comparing objects
from different spaces by comparing their reciprocal impact, and introducing a double

8Notice that, we run Sherloc with different parameters.
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normalization factor. We also propose an analysis of the best data structures, by
converting the ontology from a graph to a tree. This conversion emphasizes the
property of the Poincaré disk model, because the nature of such space best reflects
the tree structure. Since GeoNames can be embedded in another way (Kejriwal and
Szekely 2017) we plan to evaluate the effectiveness of this embedding in our work.
The quality of the embedding is evaluated in a task-independent way as well as using
a real application scenario, i.e., a geolocation algorithm.

The results obtainedwith both evaluations are very good and reinforce our hypoth-
esis that using embeddings for representing geographical ontologies is a viable
approach. Moreover, we can observe that there is coherence between the results
of the task-independent and the task-dependent evaluation.

Since our results demonstrate that external geographic knowledge embedded in a
metric space provides a good solution to easily find distances between points, we plan
to analyze also different geographic data sources in both the task-independent and
task-dependent evaluation. Moreover, we want to test different embeddings algo-
rithms and try to assess their respective effectiveness in representing geographic
ontologies.
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Web-Based Visualization of Big
Geospatial Vector Data

Florian Zouhar and Julia Senner

Abstract Today, big data is one of the most challenging topics in computer science.
To give customers, developers or domain experts an overviewof their data, it needs to
be visualized. In case data contains geospatial information, it becomesmore difficult,
because most users have a well-trained experience how to explore geographic infor-
mation. A common map interface allows users zooming and panning to explore the
whole dataset. This paper focuses on an approach to visualize huge sets of geospa-
tial data in modern web browsers along with maintaining a dynamic tile tree. The
contribution of this work is, to make it possible to render over one million polygons
integrated in a modern web application by using 2D Vector Tiles. A major challenge
is the map interface providing interaction features such as data-driven filtering and
styling of vector data for intuitive data exploration. A web application requests, han-
dles and renders the vector tiles. Such an application has to keep its responsiveness
for a better user experience.Our approach to build and maintain the tile tree database
provides an interface to import new data and more valuable a flexible way to request
Vector Tiles. This is important to face the issues regarding memory allocation in
modern web applications.
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1 Introduction

Utilizing modern technologies, Computer Scientists are able to store a massive
amount of data of all kinds. Data is used to create statistics and analyze behaviors of
machines, humans, the nature and much more. Algorithms from data aggregation to
machine learning are applied to gain more information and to interpret this amount
of data.

Adding geospatial references to data makes it more valuable. Users, domain
experts, developers and scientist have a better intuition of data, when handling it
in a geographic context on earth. It is an essential topic to visualize data not only as
statistic diagrams or complex interactive graphs.Geospatial data should be visualized
on a map to relate to the geographic context. Users can explore the data by panning
and zooming like they are used to by applications such as Google Maps1 or Open-
StreetMap.2 Users are well-trained on using these interfaces to explore countries,
streets, cities, buildings or satellite images.

In order to build such a map interface, modern application make use of web
technology frameworks likeOpenLayers.3 They implement two different techniques.
The most common approach used for street maps is to slice the world into tiles,
render raster images and transmit them to the browser. The other option is loading
vector data, and render it using application or user defined styling dynamically.
This way, more interactive applications are possible, such as directly filtering and
modifying features. The main challenge here is to visualize a massive amount of
geometries without losing render performance and interface responsiveness, hence
user experience.

State of the art solutions mostly deal with static data which makes a visualization
much easier as streets or buildings are changing rarely. They pre-render the whole
world, which is a very time-consuming task and this method cannot be applied on
fast changing data.

The existing standard solution to load vector data into a browser is a Web Feature
Service (WFS)4 implementation. Users explicitly define which part of the world and
which type of data theywant to explore. Having spatially dense data, distributed over
a large area, cannot be explored interactively using this technology, because loading
the initial map would query data for the whole world. One advanced example is
visualizing information about growing crops in millions of parcels spread over the
country. The information about the growing plants, trees and grain types are updated
periodically, which makes the data dynamic. The main challenge is to provide a map
interface to explore this amount of dense data using a vector based approach.

The contribution of this work is an approach which yields the benefits of both
solutions mentioned before. It is important to provide interaction features such as
exploring temporal datasets or apply data-driven styling without reloading data from

1 Google Maps—https://maps.google.com.
2 OSM—https://www.openstreetmap.org/.
3 OpenLayers—http://openlayers.de.
4 OGC WFS—http://www.opengeospatial.org/standards/wfs.

https://maps.google.com
https://www.openstreetmap.org/
http://openlayers.de
http://www.opengeospatial.org/standards/wfs
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servers. In particular, our approach makes it possible to render over one million
polygons integrated in a modern web application along with user defined styling.

Thiswork focuses on vector based tiling approaches and suitable JavaScript frame-
works for layer based map applications. It is not about introducing a geographic
information system for the web or implementing a cloud processing solution.

There are three essential steps this solution is providing. At first, data has to
be stored in a way to have efficient geospatial access. This is achieved by using a
geospatial index along with a fast and scalable distributed filesystem.

Secondly, the data has to be optimized for visualization purposes. This is done by
implementing a tiling algorithm and transforming the data to a specialized format.
This format has the benefits of faster visualization and network transmission while
efficiently saving storage space.

Finally, data has to be transmitted to a web application running in modern web
browsers. The geometries then are rendered using a WebGL map application frame-
work. Furthermore, it is possible to add interaction concepts such as filters and user
defined styling. Additionally, the idea is to manipulate, delete and add geometries
directly.

The geospatial data to be processed and visualized comes as files in a textual
format. The approaches are made clear using a real world use case. Agronomists and
insurance companies have tomonitor the growing process of crops tomake important
decisions. To performwell, data is gained for parcels in thewhole country. These huge
datasets contain geometries describing agriculture parcel boundaries and attributes,
describing the type and the actual health of a parcel. This data needs to be visualized
in a way also non geographic experts can explore it. In addition to that, interaction
should be implemented, such as time-range based filters or data-driven colorization
of the parcels.

2 Related Work

Research in the context of tiling mostly focus on raster image based approaches,
rather than making big vector data accessible to web applications. This section gives
an overview on existing methods in storing, processing and visualizing vector data
in a geospatial context. Vitolo et al. (2015) has written a survey on how bigdata is
handled using web technologies. In evolution of computer science data collections
expand very fast. New technologies are needed in order to handle such a huge amount
of data. He describes this has to be possible in context of analysis, workflows and
interaction within this datasets. The paper discusses the current web technologies
used to process simple dataset, which can be used very straight forward. In addition
to that current web technologies implementing standards maintained by the Open
Geospatial Consortium,5 are lacking of flexibility and scalability.

5 Open Geospatial Consortium—https://www.opengeospatial.org/.

https://www.opengeospatial.org/


62 F. Zouhar and J. Senner

While Vitolo was focused on bigdata and web technologies (Yue and Jiang 2014)
discusses big data in the context of geospatial information systems. In his opinion it
is important to support the geospatial domain as especially GIS software should be
able to handle huge datasets containing geospatial data. Concepts from Horak et al.
(2010) in Web Tools for Geospatial Data Management focuses on providing remote
interfaces based on XML and defined also by the OGC. He discusses the data flow
from databases or files to web based applications. But it is not really focused on
bigdata and the aspect of exploring the data using a visualization.

The format used to store and transmit data is important. Standards are defined
using plain text formats such as JSON and XML. These are not efficient to store or
transmit without compression and encoding. Data format research is mostly done to
do faster transmission of spatial data over the network. One approach by Yang and Li
(2009) is data compression by clustering data. The ideas are to compress data, but not
for a visualization purpose. Tiling is also discussed in the using XML or JSON based
data, which is transmitted, and merged in order to render vector data using SVG
(Antoniou et al. 2009). In the context of tiling, caching is a widely mentioned topic
(Liu et al. 2007). Also, Blower (2010) is discussing caching of raster tiles and GIS
in the Cloud. Ingensand et al. (n.d.) and van den Brink et al. (2017) as well as many
others focusing on raster image tiling. Creating raster tiles on the fly server side is a
huge topic aswell. Olasz et al. (2016) haswritten a survey on the possibilities on using
server-side rendering. In particular he uses GeoTrellis6 and several different storage
solutions to evaluate in which context these technologies can be used. Visualization
in the manner of bigdata here is a small topic. Just creating a tiling tree with raster
images is mentioned. As described for now the state of the art at the moment is to
render tiles on servers and accept the lack of interaction possibilities. This concept of
tiling and storing raster images has to be adapted to upcoming requirements utilizing
the features of vector tiles.

Ideas of tiling to provide a map user interface are really focusing on tiling but
not on trying to compress, cache tiles in a vector format without increasing memory
usage at any point in the workflow.

The only stable data format for 2D vector tiling currently is Mapbox Vector
Tiles. Eriksson and Rydkvist (2015) has done review on the map render framework
implemented by Mapbox called Mapbox GL JS. It focuses on a huge number of
features and the performance of the render engine implemented byMapbox. The tile
generation is done by using a command line tool after exporting a GeoJSONfile from
PostGIS. It relies on building a tile set once a time without providing capabilities
like adding data. The tiling itself is the focus, rather than optimizing compression,
encoding and caching of vector tiles.

Vector Tiles introduced by Mapbox are using Google Protobuf. This is an effi-
cient way to serialize and transmit structured data over a network. Feng andLi (2013)
describes usage in the context of online games. Mapbox provides a detailed specifi-
cation of Vector Tiles using Protobuf encoding. One should go further and evaluate
if there are better solutions in order to be more flexible in working with vector tiles

6 GeoTrellis—https://geotrellis.io.

https://geotrellis.io
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and dynamic data. This is important to build applications processing and creating
Vector Tiles dynamically.

Scalable Vector Graphics (SVG) were used as part of the development of spatial
data visualizations in browsers.Visualization ideas using SVG (Langfeld et al. 2008)
are straight forward because the rendering task is handled by the browser’s engine.
But SVG is not able to handle huge amounts of geometries, as everything is loaded
into the browsers DocumentObject Model (DOM). Rendering directly onto a canvas
is way more efficient and has replaced the SVG technology for rendering purposes
mostly.

To sum up, there is a lot work done focusing on data standards and storing data
using state of the art technologies. Server components focusing mostly on raster
data. It is important to evaluate the usage of vector data in manner of geospatial
visualizations and big datasets.

The next paragraphs give a brief overview on the mostly used standard database
and publishing service for geospatial data. This is a relevant topic because working
and optimizing data relies on a data storing solution.

2.1 PostGIS

Relational databases are the most spread and traditional way to store structured data
besides a plain file system. SQL is used tomaintain and access data in a PostgreSQL7

Database. It supports the definition of custom functions and the implementation
of extensions. Extensions have to be written especially for PostgreSQL. These are
written using a combination of SQL statements, C code snippets and configuration
files. Maintaining and extending an application based on PostgreSQL is hard to
manage because of the complexity and the limitation of the architecture.

PostGIS8 is a feature rich and complex extension for PostgreSQL Databases to
store and index geospatial data. PostGIS stores Geometries in a spatial index in
Well Known Text9 format along with the given properties. The evaluation section
will show how PostGIS performs on importing huge GeoJSON files with on the fly
conversion to WKT.

There are many functions in SQL syntax to query, aggregate and convert data
which is stored in such a database. Mapbox Vector Tile format is a supported export
format as well. Every tile is created on demand, which lacks of performance on
thousands of polygons per tile. Three main PostGIS functions have to be nested in
order to create a tile. Creating such a custom SQL functions to get tiles directly
from the database is a very uncommon way. Additional functionality has to be

7 PostgreSQL—https://www.postgresql.org/.
8 PostGIS—https://postgis.net.
9 WKT—https://www.opengeospatial.org/standards/wkt-crs.

https://www.postgresql.org/
https://postgis.net
https://www.opengeospatial.org/standards/wkt-crs
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implemented in form of a middleware providing an interface handling the SQL
queries. The next paragraph describes the functions of GeoServer which is imple-
mented for this purpose.

2.2 GeoServer

Based on a PostGIS database, GeoServer10 can publish the data by providing several
standardized interfaces. The OGC standardsWFS, WMTS andWMS are supported.
The Web Map Tiling Service (WMTS) also serves tiles in Vector Tile format. It uses
it own implementation to serve Vector Tiles and creating a cache. What it simply
does when requesting a tile is creating a query including the bounding box for the
requested tile and then using aVector Tile implementation byElectronicChart Centre
11 to clip and encode it. These tiles are cached directly in a file system. Surprisingly,
creating vector tiles takes longer than actual raster images. The vector tile creating
is not optimized for years like the creation of raster tiles. Depending on the amount
of data the creation of a tile can take several minutes.

Using GeoServer, one has no control which data is included in the vector tiles.
Every attribute stored in the particular PostGIS table is attached to the geometries.
In manner of caching one has only two control mechanisms to invalidate tiles. The
first is to define a fixed timeout, the other option is to manually trigger a rebuild on
the whole world or a particular region.

3 Our Approach

This section describes our implementation approach in detail. The idea consists of
three essential components.

• Storage 3.1
• Tiling Approach

– Geometry Processing 3.2.1
– Vector Tile Encoding & Storage 3.2.2

• Visualization 3.3

Data is maintained in the storage component. The main contribution in this work
is the implementation of the processing done in order to build, extend vector tiles and
provide a API to request these tiles. Lastly the focus is to visualize the geometries
using a reliable map application framework, while adding interaction features to
explore the data.

10 GeoServer—http://geoserver.org/.
11 ECC Vector Tile Encoder—https://github.com/ElectronicChartCentre/java-vector-tile.

http://geoserver.org/
https://github.com/ElectronicChartCentre/java-vector-tile
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All used technologies and libraries are written in JVM languages, as well as our
implementation. The focus is on facing the research objectives, rather than dealing
with technical details. For this reason, the high-level language Kotlin is used for
implementation. Kotlin is a relatively new language founded by Jetbrains and glues
benefits from Java and Scala together. Kotlin supports object oriented and functional
programming techniques.

The next paragraphs describe the components in detail.

3.1 Storage

In order to import, query and aggregate geospatial data, this approach uses
GeoRocket12 as storage technology. GeoRocket is a high-performance data store
for geospatial files. It uses MongoDB13 to persist data and Elasticsearch14 to build
a spatial index for data query and aggregation tasks. GeoJSON can be imported
directly without conversion.

3.2 Tiling Approach

The following two objectives in the manner of vector tiling are faced here. Assume
new data is imported into the data store. The tiling component has to fetch this data
and merge it into the existing tile tree database. Secondly, requests on tiles have
to be processed in a reasonable amount of time. These requests contain the actual
coordinate of the tile and a query, which information explicitly should be integrated
into the tiles. This is also the core contribution of our approach.

The tiling implementation is a server component itself and provides a REST
interface. It can be configured using different file storage backend technologies for
persisting the tiles. The configuration includes a range of zoom levels in which the
tiles are created, which is 2 to 15 by default. These are sufficient enough for most
users map interface experience. For a more detailed view tiles on higher zoom levels
can be build.

3.2.1 Geometry Processing

Assume a GeoJSONfile read to workingmemory ready to be processed. This section
describes how a collection of geospatial features is processed to create the actual tile
afterwards.

12 GeoRocket—https://georocket.io.
13 MongoDB—https://www.mongodb.com/.
14 Elasticsearch—https://www.elastic.co/products/elasticsearch.

https://georocket.io
https://www.mongodb.com/
https://www.elastic.co/products/elasticsearch
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For further processing, geometry coordinates are Mercator projected to values
from zero to one [0, 1]. At first the bounding box of all geometries is calculated.
This computation is important as it saves a lot of processing time in the end. In order
to maximize the ability of parallel computation, every zoom level can be processed
independently in our algorithm. On every zoom level, the bounding box is used to
determine which tiles have to be created. The iteration starts creating the top-left tile
covered by the bounding box, which can be calculated for a certain zoom level z and
the top-left bounding box coordinates x, y (see Eq. 1).

(2z ∗ x, 2z ∗ y) (1)

For each covered tile a feature collection is created. All geometries are clipped
at the tile edges. Clipping defines the process of cutting geometries off at some
boundaries to save disk space and improve render performance. To reduce polygon
complexity, the Dougles and Peucker (1973) algorithm for line simplification can
be applied. It is a lightweight process to remove spikes and small corners using a
precision parameter. On lower zoom levels these are too small to be recognized by
a user. The last step before building the actual tile transforms the generic world
coordinates into the tiles extend, which is 0 to 4096 by default. Equation2 shows
how the transformation is done.

(�extend ∗ (xVal ∗ (1 << z) − x)�, �extend ∗ (yVal ∗ (1 << z) − y)�) (2)

Listing 1 illustrates the algorithm. The here stated algorithm should not pro-
vide a highly optimized solution, rather than showing that even our simple approach
performs very good in creating tiles. See the evaluation Sect. 4 for details. Our imple-
mentation provides linear scalability as every zoom level processing runs in its own
thread.

3.2.2 Vector Tile Encoding and Storage

The second and most important sub-component of the tiling component is the imple-
mentation of storing and serving vector tiles. Vector tiles are encoded using Google
Protobuf and afterwards compressed using GZip. A storage interface is implemented
supporting several backend technologies, such as MongoDB, SQLite and simply a
directory structure using the native file system. The binary encoded tiles can either
be stored using a triple primary key schema (z, x, y) or a unique hashed value when
stored into a MongoDB Collection.

The following describes how a complete GeoJSON collection is encoded and
stored. The geometries are already clipped at the tile boundaries and coordinates
are transformed accordingly to the vector tile specification. In order to encode the
data in Protobuf format the properties have to be transformed. The simple key-value
map is converted into a tag-set. A tag-set is a data structure consisting of a distinct
set containing keys and values. Features are then tagged using the indices in this
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Algorithm 1 Tiling Algorithm
MIN_ZOOM ← 2
MAX _ZOOM ← 15
EXTENT ← 4096
BUFFER ← 64
CPUS ← 2
BULK ← 500_000
BBOX ← WORLD

function tile(InputFeatures)
while FeatureCollection = getFeatures(InputFeatures, BULK) do

BBOX ← calcBoundingBox(FeatureCollection)
for z in MIN_ZOOM to MAX_ZOOM do

launch.traverseZoom(FeatureCollection, z)
end for

end while
end function

function traverseZoom(InputFeatures, ZoomLevel)
Q ← getCoveredTiles(ZoomLevel,BBOX )

while tile ← Q.next do
clippedFeatures ← clip(InputFeatures,Tile)
CreateAndStore(clippedFeatures)

end while
end function

set. There exist multiple open source libraries like the ECC Vector Tile Encode15 to
parse in memory data to the Protobuf schema. Polygons are transformed to polylines,
which also saves disk space and render time. Polylines only store the actual vector
rather than the absolute coordinates. This official Protobuf16 encoderwrites the actual
binary, which is compressed using GZip and stored into the database.

Inserting a feature collection into an existing tile tree needsmore explanation.One
needs to check whether a tile exists to prevent overriding it with the new one. When
the old tile exists, it is loaded into memory. Depending on the number of features and
attached properties this can consume huge amounts of memory. Then the geometry
lists are concatenated and both tag-sets have to be merged. To merge two tag-sets a
iteration over the tags and indices has to be done. This is the reason why the whole
tile is extracted into memory. Once this is done, the Protobuf encoder does its job
encoding the tile and the old one can be overwritten. This process enables us to insert
new data into a vector tiles tree, which is an important and simple feature. The main
benefit here is, state of the are map interface frameworks for web browsers are able
to read this format directly without any modification.

Our Tiler provides a REST interface to import a file, clear the tile database and
request a single tile in multiple formats. The following endpoints are available.

15 ECC Vector Tile Encoder—https://github.com/ElectronicChartCentre/java-vector-tile.
16 Protobuf GitHub—https://github.com/protocolbuffers/protobuf/tree/master/java.

https://github.com/ElectronicChartCentre/java-vector-tile
https://github.com/protocolbuffers/protobuf/tree/master/java
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• POST/—Import GeoJSON
• DELETE/—Clear Database
• GET/ : z/ : x : / : y{.pbf , .mvt, .geojson}—Request a Tile

Using this tile endpoint could serve a complete tile including all geometries and
attributes. Depending on the number of features per tile, these can reach over several
megabytes in size even when encoded and compressed. Another main reason for
space consuming tiles are geometry attributes. To fetch only necessary data, only an
unique identifier per feature and the actual geometries are included into the tile. The
identifier is needed to refer to actual data in the storage. The following parameters
for tile requests can be used for a more flexible tile request.

• filters—a key-value map to include only features matching these attribute values
• bounding_boxes—an array of bounding boxes in WGS 84. Only tiles and geome-
tries matching or intersecting these boxes are served.

• fields—an array of attribute keys which should be included into the features in any
case

Once a tile is requested it will be loaded from the database into memory parsed
into a object model for the ease of processing. Then features matching the criteria
in filters and bounding_boxes and only requested attribute fields are collected. The
encoder then does its job and streams the compressed resulting tile to the client.
This tile processing is very important to save transmission time and memory space
in browsers. Figure1 illustrates the request process. The next section describes the
visualization itself and shows why that costly process is important.

3.3 Visualization

Finally, the created tiles can be integrated into a map interface implemented for
modern web browsers. Mostly JavaScript frameworks are used to provide such an

Fig. 1 Illustration of a dynamic tile request
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interface. The most common and stable frameworks are OpenLayers17 and Mapbox
GL JS.18 The young vector tile implementation in OpenLayers has many issues,
most critical a memory leak, no data-driven styling and no WebGL support for
vector tiles.19 Therefore, Mapbox GL JS was used for the evaluation. As base layer
we added an OpenStreetMap default raster layer.

In our use case the vector tiles contain one layer only consisting of polygons.
Our implemented tile endpoint in z/x/y format is simply added as additional layer
in our map interface. Now the tiles are rendered on top of the OpenStreetMap base
layer. At this point users already can explore their data using the map interface.
We managed to render about two million polygons, which is enough in most use
cases. Humans can not differentiate such a number of polygons rendered on top
of a street map, but it gives a good overview. For a more detailed few into the
data we provide interaction features. Users can select single geometries to inspect
their attributes. These are loaded using the previous mentioned identifier from the
storage solution. Furthermore, this user interfaces is extended with filtering and
colorization capabilities. Data can be filtered by different conditions, such as time
ranges, numeric values or discrete keywords.Data-driven styling can be applied to the
geometry fillings in correlation with numeric attributes. To do so the range between
the minimum and the maximum of the particular attribute is interpolated onto a user
defined color gradient. The user interface also allows to draw rectangles added as a
bounding box filter condition. This can minimize the amount of features per tile and
the amount attributes per features. As mentioned before the system is very flexible.
It is important that any user interface can be built on top of our endpoint. Figure2
shows a visualization of the data set used for evaluation with applied data-driven
colorization.

The next section shows the core benefits of this approach and the limitations.

4 Evaluation

Every component from our approach needs an evaluation. The following measure-
ments and the core contribution features are evaluated.

• Storage Import Times 4.1
• Tiling Process Measurement 4.2
• Visualization and Flexible Tile Request 4.3

17 OpenLayers—http://openlayers.de.
18 Mapbox GL JS—https://mapbox.com.
19 New versions may be released since, we used version 4.0.

http://openlayers.de
https://mapbox.com
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Fig. 2 Visualization of about 500,000 parcels

Table 1 Importing GeoJSON to storage

#Polygons Import PostGIS Import GeoRocket

100k 1min 32s

250k 3min 27s 1min 21s

500k 4min 38s 2min 38s

1mi 9min 5min 39s

4.1 Importing to the Storage

For our purposes the GeoJSON files were imported into PostGIS and GeoRocket,
each containing a fixed number of features. Each feature has a unique identifier
and one medium complex Polygon. Also it contains ten attributes, which includes
numeric, date and string values. Table1 compares the processing times of both tech-
nologies. These databases are used to maintain the data, query original data portions
and also to perform data analytic tasks like aggregations. It is important to mention
the storage in this context, because it is essential for a proper data management.
Importing times scale linear as both databases import and index data feature by fea-
ture. These timings are important because it shows how long it takes on a database
until the actual visualization building process is started.

After importing one fileGeoServer has to rebuild the covered area completely. It is
important to understand that we use GeoRocket only as storage for maintenance pur-
poses and additionally to load feature information explicitly or perform data analytic
tasks like aggregations. The tiling process starts directly upon import. Therefore, a
user will see the first zoom levels much faster than waiting for the PostGIS database.
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Fig. 3 Processing of different sized files

4.2 Tiling Process Measurement

In order to compare GeoServer and our tiling approach, performancemeasurements
are done on GeoJSON files as described in the importing process Sect. 4.1. For each
file different zoom level ranges were configured in order to show the time needed
to process higher zoom levels. Creating zoom levels above 15 turns out to be much
slower. The reason for this is, on higher zoom levels a massive number of tiles,
respectively files, have to be stored to disk. Depending on the region covered, it
can be billions on level 17. This evaluation uses two thread threads to create one
zoom level each. Also, a bulk size of 500,000 features is processed per thread, which
prevent the system to allocate to much memory. Once a feature collection is ready
to build an actual vector tile, it is passed to the encoder writing the actual binary to
the tile database. Figure3 compares tile set creation times using our approach and
GeoServer. Tile creation or merging is faster using our approach for smaller datasets.
This is a benefit when smaller data portions are imported continuously. In addition
to that our approach is flexible. By adjusting the bulk insertion size, one can decide
to buffer more or less, depending on the data import flow.
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4.3 Visualization and Flexible Tile Request

The important part is to transmit tiles over a network and provide a map interface
visualizing the geometries. To be mentioned first, our interface can handle up to two
million polygons using vector tiles. This is sufficient number as humans will not
be able to differentiate these many objects in a map interface. This only gives an
overviewwhich parts on earth are covered with data. The biggest tiles in our dataset,
includingmultiple thousand features and the beforementioned ten attributes, reaches
about 15 megabytes in size after being compressed.

In this work the main contribution is the not only the processing of tiles, but also
serving these upon request. A user interface may provide a data overview while a
user afterwards decides what data to explore further. In our case the user applies
a filter condition on one attribute and also enables a custom styling depending on
two attributes. This information is attached to a tile request. Figure1 illustrated this
request and further processing. The tiling server then decodes the requested tile,
applies the filter and includes only the identifier along with two attributes needed
for the styling to every feature and afterwards encodes the tile before serving it
to the client. The benefit is, this system is very flexible. It lets the user or interface
developer decidewhich data should be included into a tile, besides styling geometries
as desired. Requesting all feature information can be done at any time using the
reference to the storage. Keeping features clear from to much attributes speeds up
transmission time and keeps memory allocation in browsers low. Rendering a huge
number of geometries is no problem in our interface, but holding many keyword
attributes for every feature, such as the crop types, in memory is very costly. These
attributes can be loading on demand if needed from the spatial index database. This
also reveals the limitation when loading the complete tiles into a modern browser.
All interaction features like filtering, styling and geometry inspecting can be done
without reloading data, but this also allocates too much memory. This shows the
contribution in context of BigData and modern web browsers. This can easily reach
more than two gigabytes, which is also a hard limit for most browsers to allocate in
one tab. Secondly, processing huge tiles to apply filter conditions is a costly task,
which also needs a deeper insight.

5 Conclusion

To sum up, our approach shows processing data continuously to create a vector
tile database can be done fast without recreating whole parts of the tile tree every
time new data is imported to the storage. Also, we showed there are possibilities to
render huge amounts of geometries. In order to provide full interaction some more
processing has to be done, but this also shows the flexibility of the system.

The processing times in GeoServer and our Tiling Component are very similar
for huger amounts of features at once. But the real benefit relies in the workflow how
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tiles are handled. First of all, the GeoServer starts to build tiles after data is imported
into the PostGIS database (see Table1). In our approach a user will see the first zoom
level much earlier, because importing can be done straight away. We figured out
zoom levels 2 to 15 are sufficient for the most use cases. Zoom level 2 gives a good
overview, while 15 has enough details. The second and more important limitation
using the GeoServer is, one has to rebuild tiles completely for the region covered
by the newly imported data. A request to PostGIS querying all features for a tiles
specific region is performed in order to create the tile. Our approach allows to extend
not only the tile tree, but also the tiles itself. In our use case data is imported every
second week. Recreating a whole tile would lead to a time-consuming task. In our
approach a tile is updated. Once a feature collection is ready, the lastly saved tile is
loaded, andmergedwith the new data. Finally, its saved to disk again. As encoding is
the fastest part of the processing, creating fresh tiles and merging data into existing
ones does not make a huge difference. The limiting factor here is memory space
needed for the uncompressed tiles to merge or recreate them. Our implementation
is not much optimized yet, especially in the manner of memory usage. It shows it is
possible to maintain a vector tile database in a reasonable amount of time.

Another huge benefit to use only vector data is, the limitation of the image reso-
lution is no longer a problem. Vector data can be transmitted faster and the rendering
does not lack of quality.

All performancemeasurements are done on aMacBook Pro 13-inch (2017, 16GB
memory, Core i5 3.1Ghz processor). This hardware should represent a average mid-
level hardware. It has a high resolution display, which also makes the benefit of the
rendering quality using vector data visible.

6 Future Work

The evaluation section reveals the limitations of working with state of the art vector
tile technologies. The idea is to keep track on our approach to speed up the vector
tile creation process which is important for both, the initial creation of the tile tree
and also serving tiles. Memory allocation during the decoding of a whole tile is huge
limitation. This can easily be five gigabytes per tile. Google Protobuf is conceptual
designed in a way one has to decode the whole message to read it. Our next step
could be to have an internal encoding to just skip parts of our tile while reading it.
Features or attributes not requested are skipped then. Furthermore, utilizing this fast
processing could give us the option to apply culling. We figured out, especially in
time series data, many geometries are the same and therefore overlap. These could
also be skipped by default. On the visualization side we want to give a fast and
simple overview of the data in a spatial manner. The main idea here is to do more
simplification on low levels of detail. We consider to apply clustering and merging
of geometries. Additionally, in a more detailed few the idea is to make even direct20

20 DataBio—https://databio.eu.

https://databio.eu
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and persistent geometry manipulation possible. We are also working on technical
optimizations in our algorithms21 and technologies.
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A Clustering-Based Framework for
Understanding Individuals’ Travel Mode
Choice Behavior

Pengxiang Zhao, Dominik Bucher, Henry Martin and Martin Raubal

Abstract Travel mode choice analysis is a central aspect of understanding human
mobility and plays an important role in urban transportation and planning. The emer-
gence of passively recordedmovement data with spatio-temporal and semantic infor-
mation offers opportunities for uncovering individuals’ travel mode choice behavior.
Considering that many of these choices are highly regular and are performed in sim-
ilar manners by different groups of people, it is desirable to identify these groups
and their characteristic behavior (e.g. for educational or political incentives or to find
environmentally-friendly people). Previous research mainly grouped people accord-
ing to “mobility snapshots”, i.e. mobility patterns exhibited at a single point in time.
We argue that especially when considering the change of behavior over time, we
need to investigate the behavioral dynamic processes resp. the change of travel mode
choices over time.We present a framework that can be used to cluster people accord-
ing to the dynamics of their travel mode choice behavior, based on automatically
tracked GPS data. We test the framework on a large user sample of 107 persons in
Switzerland and interpret their travel mode choice behavior patterns based on the
clustering results. This facilitates understanding people’s travel mode choice behav-
ior in multimodal transportation and how to design reasonable alternatives to private
cars for more sustainable cities.

Keywords Human movement data · Travel mode choice behavior ·
Autocorrelation · Hierarchical clustering

1 Introduction

As one of the environmentally relevant behaviors, travel mode choice has become
increasingly important with the rising social concern for the environment (Hunecke
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et al. 2001). Specifically, traffic-related carbon dioxide (CO2) emissions resulting
from cars and taxis speed up the greenhouse effect and pose a large threat to the
environment (Zhao et al. 2017a). When trying to provide sustainable travel modes,
policy-makers and mobility providers are facing both challenges and opportunities.
In recent years, multimodality has already been considered for a more sustainable
future urban mobility, as it offers an attractive alternative to the private car through
combinations of (more ecological) travel modes such as public transport, electric
car (e-car) and bicycle (Klinger 2017). Especially, the proliferation ofMobility as a
Service (MaaS) makes it more convenient for people to book a delivery service with a
range of travel modes. Compared to private cars and taxis, the use of public transport
and e-cars is a more environmentally friendly type of travel behavior due to their
lower CO2 emissions. Therefore, travel mode choice has always been a continuing
research topic in the fields of Geographic Information Science and transportation
planning.

Over the past decades, the vast majority of studies on travel mode choice have
concentrated on modeling and analyzing the related influencing factors from travel
surveys and questionnaires (Chen et al. 2008; Murtagh et al. 2012; An et al. 2015;
Daisy et al. 2018). However, less emphasis has been given to explore individu-
als’ travel mode choice behavior patterns. Although examining the influence factors
of travel mode choice is necessary, understanding individuals’ travel mode choice
behavior patterns is also significant for urban transportation planning. For instance,
it is meaningful to discover whether there is a large group of people who choose
the car as sole travel mode or if there are people who usually choose a combination
of travel modes (Heinen and Chatterjee 2015). Due to the high cost and large time
requirements, travel survey data normally merely record the respondents’ status quo
of travel mode choice behavior, thereby ignoring the behavioral change processes.
Hence, these datasets fail to uncover and analyze interpersonal and intrapersonal
travel mode choice behavior patterns.

The emergence and prevalence of GPS-based human movement data (e.g. mobile
phone records, taxi trajectory data) facilitates characterizing and analyzing human
mobility patterns at the aggregate and individual levels (Bucher et al. 2019; Yuan and
Raubal 2014; Zhao et al. 2017b; Jonietz and Bucher 2018). Undoubtedly, there are
numerous studies which investigate human travel behavior patterns from movement
trajectory data. For instance, Barbosa et al. (2018) reviewed research on reproducing
human mobility patterns from various movement data sources in recent years, which
shed light on the fundamental modeling approaches and technical methods of human
mobility. However, there has not been sufficient research on exploring and under-
standing human travel mode choice patterns at the individual level. The objective of
this work is to understand individuals’ travel mode choice behavior patterns through
categorizing users with similar mode choice behavior patterns based on their trajec-
tory data. Exploring these patterns will be helpful for policy-makers to understand
people’s travel mode choice behavior, and design and implement more sustainable
mobility strategies.

In this study, we propose a clustering-based framework for understanding indi-
viduals’ travel mode choice behavior patterns. Specifically, the framework contains
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threemain steps: (1) construct features in terms of time series to describe individuals’
travel mode choice behavior; (2) measure the similarity of different users based on
autocorrelation coefficients; (3) segregate individuals into groups based on their sim-
ilarity using hierarchical clustering. The reason for choosing hierarchical clustering
is that researchers can define their own similarity or distance measures to generate
a similarity matrix according to their research purpose and because it can be con-
veniently visualized using a dendrogram. The experimental dataset comes from the
large-scale pilot study SBB Green Class conducted in Switzerland, which will be
introduced in Sect. 3.

The article is organized as follows: Related work regarding travel mode choice
and time series clustering are reviewed in Sect. 2. Section3 describes the dataset
used in this study. Section4 presents the overall framework for understanding travel
mode choice behavior patterns. The experimental results are shown in Sect. 5 and we
discuss and conclude this research in Sect. 6.

2 Related Work

2.1 Examining Individuals’ Travel Mode Choice

Travelmode choice has been investigated based on choice behavior theory for several
decades (Glasser 1999). As mentioned in the introduction, the central issue of the
related studies is to model and analyze the relationship between people’s travel mode
choices and their influencing factors. It has beendemonstrated that travelmode choice
is impacted by a variety of factors, such as built environment (Chen et al. 2008; Ding
et al. 2017; Sun et al. 2017; Han et al. 2018), individual characteristics (Murtagh et al.
2012; Vij et al. 2013; Böcker et al. 2017), weather conditions (Böcker et al. 2013; Liu
et al. 2015), or travel time and distance (An et al. 2015; Daisy et al. 2018). However,
little attention has been paid to studies on detecting individuals’ travel mode choice
behavior patterns. Although there are several studies that investigate travelers’ mode
choice behavior by grouping individuals, they normally divide the travelers into
groups according to socioeconomic information and neglect the behavioral change
processes of travel mode choice (Ding and Zhang 2016).

With the widespread usage of smart phones and location-based services (Huang
et al. 2018), it has become convenient to record individuals’ daily travel activities
over longer periods. The emergence ofGPS-based humanmovement data has spurred
numerous studies on individuals’ travel behavior patterns from their trajectories.
For instance, Shen and Cheng (2016) proposed a theoretical framework to divide
users into subgroups according to their travel behavior patterns using individual
trajectory data. An integrated framework was developed to analyze human mobility
patterns from volunteered GPS trajectories and contextual information. Specifically,
how individuals’ travel mode choice depends on their residential location, age or
gender (Siła-Nowicka et al. 2016). The individual travel behavior regularity was
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investigated through constructing a travel behavior graph model. The graph can be
used to indicate an individual’s travel routes and forecast travelmode choice behavior
(Liang et al. 2018). Several studies specifically considered how human movement
data in combination with location-aware information technology can be used to
influence mobility behavior (Froehlich et al. 2009; Bucher et al. 2016). This line
of research is often driven by the desire to lower greenhouse gas emissions and
make mobility more sustainable (Weiser et al. 2016). In this study, we focus on
understanding individuals’ travel mode choice behavior patterns, more specifically
on the temporal patterns of individuals’ travel duration and distance by means of
each type of travel mode, which reflects the behavioral change processes of travel
mode choice. Autocorrelation is employed to measure the similarity of time series,
as it allows capturing regularities inherent in some behavior, and can be used to
effectively calculate the similarity of short time series (Aghabozorgi et al. 2015).
The background of clustering time series based on their similarity is presented in
Sect. 2.2.

2.2 Clustering Time Series Based on their Similarity

Clustering time series datasets has been universally done in diverse scientific disci-
plines and domains. It facilitates researchers and data analysts to discover valuable
information and knowledge in an unsupervised way. Measuring the similarity of
time series has always been an important research question regarding time series
clustering (Gunopulos and Das 2001). The traditional method to measure the simi-
larity of time series is the Euclidean distance (ED), which regards time series as a
vector across all time points and then calculates the sum of the distances between
corresponding points. In recent years, a growing body of measurement methods has
emerged to calculate the similarity of time series.

For time series clustering, similarity measurement approaches of time series data
were summarized into four categories according to the characteristics of the time
series, namely shape-based, compression-based, model-based and feature-based
approaches (Aghabozorgi et al. 2015). Shape-based similarity measures are essen-
tially used to discover similar time series in shape and time, and include Dynamic
Time Warping (DTW), or Longest Common Subsequence (LCSS) (Górecki 2018).
As a classical shape-based similarity measurement, DTWhas been widely utilized in
time series clustering. For instance, Yuan and Raubal (2012) explored dynamic urban
mobility patterns from mobile phone data by measuring the similarity of time series
representing the dynamic mobility patterns of different urban areas. Subsequently, a
large number of improved DTWmethods was proposed to measure the similarity of
time series (Bankó and Abonyi 2012; Łuczak 2016; Ye et al. 2017). Compression-
based similarity is applicable in short and long time series, and includes Autocorre-
lation or Pearson’s correlation coefficient. For example, Yue et al. (2018) developed
a spectral clustering framework to understand the intertwined usage of bus, metro,
and taxi in urban space. Specifically, the similarity of time series that represents the
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ridership patterns of mass transit modes in different urban spaces was measured by
calculating autocorrelation coefficients. Model-based and feature-based measures
are suitable for long time series, and include ARMA models (Xiong and Yeung
2002), Hidden Markov Models (HMM) (Dias et al. 2015), Fourier transformation
(Gao et al. 2015), and wavelet transformation (Barragan et al. 2016).

Since the time series in this work are generated from daily aggregates and
are thus rather short, we confine the similarity measurements to shape-based and
compression-based approaches. Compared with autocorrelation, the DTWalgorithm
neglects the interior correlation within the time series. Considering the regularity and
periodicity of individuals’ travel behavior patterns, an autocorrelation approach is
chosen to measure the similarity between the time series, which will be introduced
in Sect. 4.3 in detail. Although autocorrelation has been employed to measure the
similarity of time series, to the best of our knowledge no studies have applied it to
explore individuals’ travel mode choice behavior patterns.

3 Data

This study is based on the dataset from the large-scale pilot project SBB Green Class
in Switzerland. SBB Green Class was carried out by the Swiss Federal Railways
(SBB) and offered 139 participants a Mobility as a Service (MaaS) package, which
included a general public transport pass, a BMW i3 electric vehicle (with a corre-
sponding charging station at home), memberships to common car- and bikesharing
programs, as well as a parking spot at a train station of the participant’s choice.
While the participants were primarily selected based on their geographic location,
the (financial) participation preconditions lead to a bias towards middle and upper
class people. As part of the pilot, the participants were asked to install a commercial
application on their smart phones to track their daily movement. The recorded GPS
data (approx. one GPS recording every 1–5 min, with a spatial accuracy in the order
of tens of meters) were automatically segmented into trajectories and stay points by
the app. Next to the raw spatial and temporal information, the data include semantic
information about the travel mode of each trip and the purposes of stay points, which
have been manually validated by the users themselves (the transport modes proposed
for validation were identified by the commercial tracking app, but likely to be based
on accelerometer data). The validated travel modes contain airplane, bicycle, boat,
bus, car, coach, e-bicycle, e-car, train, tram and walk. While the whole project ran
from January to December 2017, we here select a subset of 183 days, covering April
to September 2017. In addition, selecting April 2017 as a starting date for this study
allowed people at least one month’s time to explore the new mobility options and
settle for a regular behavior (i.e. the novelty of the MaaS offer and especially the
electric car has worn off).

Since this study focuses on individuals’ daily travel trips, we exclude airplane
trips. Additionally, in such a practical application, GPS trajectories are not perfect
due to various influencing factors, and people have gaps in their recordings (e.g.,
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due to a lack of battery or voluntarily turning off the tracking device). Therefore, we
filter the dataset based on the available data to ensure the trajectories are reliable. As
a filtering criteria, we remove all users that either have a gap of more than 30 days
duration or who recorded data on less than 150 days. This leaves us with 107 active
users with mostly continuous records which are further used within this study.

4 Method

In this study, a clustering-based framework is proposed to understand individuals’
travel mode choice behavior using GPS trajectory data. The overall framework con-
sists of five steps, which are shown in Fig. 1. First, we construct features to represent
individual travel mode choice behavior. The second step is to interpolate the gaps
for the days of data loss. Third, we measure the similarity of individual travel mode
choice behaviors based on autocorrelation. The fourth step is to divide the individuals
into different groups by means of a hierarchical clustering algorithm. The last step
is to conduct behavior pattern analysis based on the clustering results.

4.1 Constructing Features of Travel Mode Choice

In this section, we aim to extract a series of descriptive features of the individuals’
travel mode choice behavior, namely the modal split during the same period (Jonietz
et al. 2018). For instance, how long (i.e. duration) or how far (i.e. distance) someone
utilizes various travel modes every day. On this basis, we construct duration-based
and distance-based features respectively to depict the travel mode choice behavior
for each user, which capture the temporal fluctuations of duration and distance by
means of a certain travel mode during a period. In this study, one day is selected as
the temporal granularity. Additionally, we only consider days were we have tracked
over 70% of a users day and treat all other days as missing values.

For an individual’s travel duration and distance by means of a certain type of
travel mode, the features Ti and Di can be denoted as 1 × 183 (days) vectors:

Ti = [t1i , t2i , . . . , t183i ] (1)

Fig. 1 Workflow of the framework: the raw trajectory data are processed in five consecutive steps
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Di = [d1
i , d

2
i , . . . , d

183
i ] (2)

where i ∈ (1, 2, . . . , 10), which corresponds to ten types of travelmodes (i.e. bicycle,
boat, bus, car, coach, e-bicycle, e-car, train, tram and walk). t ji and d j

i represent the
duration and distance of the i th type of travel mode on the j th day, respectively.

Ultimately, duration-based and distance-based features are obtained, which are
expressed as 10 time series respectively. Figure2 visualizes the constructed features
of two exemplary users based on the above-mentioned 10 types of travel modes.
As can be seen in the features, the two users exhibit different travel mode choice
behavior patterns. The first user (red) selects multiple travel modes for daily trips,
including car, e-car, tram and walk, while the second user (blue) mainly depends on
e-car and walk as well as car for long-distance trips.

4.2 Interpolating the Gaps

Since significant proportions of human activities occur indoors, signal loss and sig-
nal noise are prevalent in human trajectory data (Hwang et al. 2018). Additionally,
trajectory data recorded with smart phone applications are also influenced by other
factors (e.g. battery capacity of smart phones). Uncertainties in the individuals’ tra-
jectories make it complicated to explore their travel mode choice behavior patterns.
Therefore, the features are interpolated for the days of data loss. We propose a solu-
tion to interpolate the gaps based on the previous and next workdays (or weekends).
The assumption is that humanmobility patterns are regular, periodic and predictable,
which has been demonstrated by several related studies (Gonzalez et al. 2008; Song
et al. 2010; Yuan and Raubal 2016). Considering that people’s travel habits are
normally stable, we choose the features of the adjacent days to impute the gaps.
Concretely, the gap will be interpolated with the features of two workdays adjacent
to it if the trajectories are missing on a workday. Likewise, the data loss on weekends
is processed in a similar way.

4.3 Measuring Individuals’ Similarity Based on
Autocorrelation

Based on the aforementioned features, the goal of this section is to measure the
similarity betweendifferent users. Since each feature is in the formof a time series,we
calculate the similarities of the time series based on their autocorrelation coefficients
(AC) (D’Urso and Maharaj 2009). Compared to similarity measurement methods
based on the shape of the time series, autocorrelation considers interior correlation
characteristics of the time series. Given a set of time series X = {x1, x2, . . . , xK },
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(a) duration

(b) distance

Fig. 2 Temporal variations of the duration and distance by means of various travel modes for two
exemplary users (red and blue)
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as shown in Eq. (3), the autocorrelation coefficient of the kth time series at time lag
r can be expressed as Eq. (4):

X =

⎛
⎜⎜⎜⎜⎜⎜⎝

x11 . . . xk1 . . . xK1
...

...
...

x1t . . . xkt . . . xKt
...

...
...

x1T . . . xkT . . . xKT

⎞
⎟⎟⎟⎟⎟⎟⎠

(3)

ρ̂kr =
∑T

t=r+1(xkt − xk)(xk(t−r) − xk)∑T
t=1(xkt − xk)2

(4)

where K is the number of time series, T is the length of one time series, xk = {xkt :
t = 1, 2, . . . , T } represents the kth (k = 1, 2, . . . , K ) time series, xkt stands for the
t th observation value of the kth time series, and xk is the mean of the kth time series.

As we want to classify people not solely on the regularity of their transport mode
choices, but also by taking into account the relative number of times they used a
certain transport mode, we introduce a user-specific weighting of each autocorre-
lation vector ρ̂k . Namely, as each autocorrelation vector is computed from either
the daily distance or duration of a single mode of transport, we multiply it by the
share of this mode’s distance or duration over the whole study period for each user
(wk = dk/

∑10
k=1 dk , where dk is either the distance or duration of transport mode k,

depending on how the respective autocorrelation vector was computed). To clarify,
let us assume there are two users: one never uses the car, while the other uses the car
every day to go to work. Simply looking at the autocorrelation would classify these
users into the same class, as their time series are perfectly autocorrelated. Introducing
user-specific weights for the autocorrelation, essentially scales the autocorrelation
values of the first user to zero, thus increasing the likelihood that this user gets into
another cluster.

Given two sets of time series for two users’ travel duration by use of various travel
modes and the determined time lag R, two sets of autocorrelation vectors can be
calculated accordingly on the basis of Eq. (4). We assume the autocorrelation vectors
ρ̂si = (ρ̂si1, . . . , ρ̂si R) and ρ̂t i = (ρ̂ti1, . . . , ρ̂ti R) correspond to the i th travel mode
for users s and t respectively, and the weights of them are ws = (ws1, . . . , ws10)

and wt = (wt1, . . . , wt10). The similarity of two users is measured based on the
autocorrelation vectors and weights, which is denoted by the follow formula:

d2
st =

10∑
i=1

R∑
r=1

(ρ̂sir · wsi − ρ̂tir · wti )
2 (5)

where i = 1, 2, . . . , 10 stands for the i th travel mode, r = 1, 2, . . . , R are the time
lags for the time series.
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4.4 Clustering the Time Series

We measure the similarities of individuals by calculating the distance of their cor-
responding weighted autocorrelation vectors at different time lags with Eq.5 and
obtain the similarity matrix. On the basis of the similarity matrix, the individuals
can be categorized into different groups based on their travel mode choice behavior
changes. In this work, we choose a hierarchical clustering algorithm to process the
similarity matrix (Gower and Ross 1969). Hierarchical clustering algorithms attempt
to construct a hierarchy of clusters through a bottom-up (i.e. agglomerative) or top-
down strategy (i.e. divisive). The output of the algorithm is a dendrogram, which
intuitively displays the hierarchical relationships between the clusters. One of its
major advantages is that hierarchical clustering is flexible for inputting a similarity
matrix generated by various similarity or distancemeasures according to the research
purpose. Therefore, it has been widely used in human mobility analysis (Shen and
Cheng 2016; Wang et al. 2018).

The number of clusters to be generated in this study is determined by the Calinski-
Harabasz Index (CH-index) (Caliński and Harabasz 1974), which evaluates how
well the dataset is separated quantitatively. Normally, the location of the maximum
CH-index corresponds to the optimal number of clusters. Before calculating the
CH-index, two basic elements, namely SSW and SSB (sum of squares within resp.
between the clusters) need to be calculated, which can be used to quantify the overall
within-cluster and between-cluster variances. The CH-index is a ratio based on them.
Given a set X = {x1, x2, . . . , xN }, representing a dataset with N data points, X =∑N

i=1 xi/N is the center of the whole dataset. Let us denote the centroids of clusters
{C1,C2, . . . ,CM} asC = {c1, c2, . . . , cM }, with M being the number of clusters and
ni being the number of elements in clusterCi . SSW , SSB andCH are then computed
as follows:

SSW =
N∑
i=1

∥∥∥xi − Cpi

∥∥∥ 2 (6)

SSB =
M∑
i=1

ni
∥∥ci − X

∥∥ 2 (7)

CH = SSB/ (M − 1)

SSW/ (N − M)
(8)

where xi represents the i th point, Cpi indicates the centroid of the pth cluster and xi
is in the pth cluster.
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5 Results

5.1 Measuring the Similarity of Individuals

This section aims at measuring the individuals’ similarity with autocorrelation based
on the constructed time series that represent their travel mode choice behavior, which
will provide input for the clustering analysis. The autocorrelation coefficients at dif-
ferent time lags constitute the autocorrelation vector of a time series. Theoretically,
the time lag r is between 1 and T − 1 (where T is the number of days in the time
series). Considering the specific characteristics of the constructed features (e.g. reg-
ularity and periodicity), we examine the differences of their autocorrelation coeffi-
cients at different time lag limits. We select all users’ travel duration and distance by
train as an example. The variations of autocorrelation coefficients for duration and
distance at different time lags are shown in Fig. 3. To observe the variations of the
autocorrelation coefficients more clearly, Fig. 3 (c) and (d) visualize the first 50 auto-
correlation coefficients. It can be seen that the autocorrelation coefficients display
regular weekly patterns. According to the recommendation by (Box et al. 2015) that
the number of lags up to about a quarter of the time series length is sufficient to assess
the dependence structure of the time series, this study examine the autocorrelation
coefficients up to lags 7, 14, 21, and 28 for the calculations of similarity.

Based on the selectedmaximum time lag, similaritymatrices for both duration and
distance can be calculated using the procedure introduced in Sect. 4.3. Here, the two
similarity matrices are calculated based on the autocorrelation coefficients up to lags
28 to reflect the overall similarity of individuals’ travelmode choice behavior in terms
of duration and distance. In addition, we further calculate the correlation coefficient
of the twomatrices. The correlation coefficient reaches 0.86,which implies that travel
duration and distance are comparatively consistent in the depiction of individuals’
travel mode choice behavior.

5.2 Detecting Travel Mode Choice Behavior Patterns

On the basis of similarity matrices of duration-based and distance-based features,
the goal of this section is to segregate all individuals into groups. The individuals are
divided into subgroups in the form of a hierarchical tree. The hierarchical tree can be
cut at certain predetermined locations to divide the whole dataset into several groups.
We utilize the CH-index to determine the number of clusters, which evaluates the
clustering validity based on the average between- and within- cluster sum of squares.
Based on the similarity matrices, Fig. 4 presents the relations between the number
of clusters and CH-index for different time lags. Note that the optimal number of
clusters is different for the different number of time lags. According to the optimal
number of clusters determined by Fig. 4, Table1 displays the clustering results for
different time lags. Specifically, the clusters with one or two users are regarded as
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(a) Autocorrelation vectors of travel duration (b) Autocorrelation vectors of travel distance

(c) The first 50 autocorrelation coefficients (d) The first 50 autocorrelation coefficients

Fig. 3 Variations of the autocorrelation coefficients at different time lags for all users

outliers. Next, we analyze the users’ travel mode choice behavior patterns at the
aggregate and individual levels respectively based on the fourth clustering results
(i.e. the number of lags is 28).

First, we analyze the travel mode choice patterns at the aggregate level. Specifi-
cally, the proportions of travel duration and distance bymeans of various travelmodes
are calculated for each cluster, as shown in Table2. It can be observed that the indi-
viduals in each cluster show different transport mode use patterns. For example, car
and train are chosen as the main travel modes, and e-car and walk as secondary travel
modes in cluster 1. For cluster 2, train occupies a high proportion as the main travel
mode, while car, e-car and walk occupy comparatively low proportions as secondary
travel modes. Meanwhile, note that the two clusters based on duration show the same
main travel modes as those based on distance, namely car and train, train, as well as
car. It also demonstrates that travel duration and distance are consistent in describing
individuals’ travel mode choice behavior. However, the difference between them is
also worth noting. For instance, walk does not appear as secondary travel mode in
the clusters based on distance, which is also in accordance with individuals’ daily
trips. After all, walk is normally selected for short-distance trips.
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Fig. 4 Relation graph of the number of clusters and CH-index

Table 1 Results of the clustering for different time lags

Num(lags) = 7 Num(lags) = 14 Num(lags) = 21 Num(lags) = 28

Cluster Num Cluster Num Cluster Num Cluster Num

Duration 1 100 1 100 1 100 1 100

2 6 2 5 2 5 2 5

3 1 3 1 3 1 3 1

4 1 4 1 4 1

Distance 1 104 1 104 1 94 1 93

2 2 2 2 2 9 2 9

3 1 3 1 3 2 3 1

4 1 4 2

5 1 5 1

6 1

Second, travel mode choice behavior patterns at the individual level are investi-
gated. Concretely, five humanmobility indicators are selected to explore individuals’
travel mode choice behavior patterns, including travel duration and distance based
on four travel modes (i.e. car, e-car, train and walk) as well as carbon dioxide (CO2)
emissions. These emissions were computed by multiplying the distances covered
with each means of transport by a mode-specific constant as given by the Swiss plat-
form for mobility management tools (mobitool) (Tuchschmid and Halder 2010). The
nine resulting indicators refer to the mean of the corresponding observation values
in the selected period for each user. In addition, we normalize these indicators to
ensure that they fall between 0 and 1 in order to conveniently compare them in the
same figure. To understand the distribution of indicators for the users in each cluster,
we visualize their distribution using a boxplot in Fig. 5. Looking at Fig. 5a, it can
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Table 2 The shares of travel modes for different clusters

Duration Distance

Travel mode Cluster 1 Cluster 2 Cluster 1 Cluster 2

Bicycle 0.038 0.021 0.017 0.008

Boat 0.009 0.015 0.003 0.001

Bus 0.014 0.015 0.008 0.005

Car 0.314 0.146 0.373 0.208

Coach 0.003 0.005 0.004 0.000

e-bicycle 0.000 0.000 0.000 0.000

e-car 0.173 0.129 0.210 0.131

Train 0.252 0.488 0.351 0.622

Tram 0.008 0.008 0.006 0.003

Walk 0.189 0.173 0.028 0.022

(a) duration (b) distance

Fig. 5 Boxplots of five mobility indicators in different clusters

be seen that the users in clusters 1 spend more time by car for their trips than those
of cluster 2 as a whole. Similarly, we can conclude that the users in cluster 2 spend
more time by train for their trips than those of clusters 1, which results from train as
the sole main travel mode for the users in cluster 2. It is noteworthy that the travel
time by e-car and walk is not very different for the users in the two clusters, which
is due to the fact that e-car and walk are both regarded as secondary travel modes.
Additionally, another remarkable phenomenon is seen in the comparison of CO2

emissions among the two clusters. High CO2 emissions of clusters 1 indicate that
car is probably still the main source of transport-related carbon dioxide emissions.
Public transport and green travel modes (e.g. e-car) are efficient alternatives for the
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reduction of CO2 emissions and for sustainable urban development. Similar anal-
yses can be conducted to explain the travel mode choice behavior patterns for the
distance-based indicators.

6 Conclusions and Future Work

The availability of long-term human movement data with semantic information (e.g.
travel mode) enables us to investigate individuals’ travel mode choice behavior pat-
terns. Specifically, behavioral change processes cannot be considered in traditional
travel mode choice studies due to a lack of advanced data collection methods. In this
study, we propose a clustering-based framework to understand individuals’ travel
mode choice behavior patterns by segregating them into groups that exhibit simi-
lar travel mode choice behavior, based on a human trajectory dataset with semantic
information. First, we construct duration-based and distance-based features in the
form of time series to depict individuals’ travel mode choice behavior. Next, we
propose a weighted autocorrelation method to measure the similarity of individuals.
Finally, a hierarchical clustering algorithm is employed to divide the individuals into
groups based on the similaritymatrix. For a case study in Switzerland, two clusters of
individuals are detected and interpreted from the perspective of travel mode choice
behavior patterns at the aggregate and individual levels. Our contributions facilitate
understanding people’s travel mode choice behavior in multimodal transportation
and how to design reasonable alternatives to private cars for more sustainable cities.
In addition, dividing the individuals into different groups based on their travel mode
choice behavior will also help policymakers design and provide personalized travel
mode recommendation services for different user groups.

However, there are several limitations in the current study,which could be regarded
as directions for future work. First, the interpolation of data loss is simply conducted
based on the historical movement data. Especially, only the data of two adjacent
days are used, the effect of which requires to be considered. Hence, new methods
and techniques of data gaps imputation should be investigated to impute gaps in
the trajectory dataset. Second, the current hierarchical clustering algorithm has lim-
ited ability working on high-dimension datasets. New advanced high-dimensional
clustering methods would be more appropriate for this study. Last but not least, this
study only analyzes the individuals’ travel mode choice behavior patterns based on
the clustering results. Although it can reflect the difference between individuals, it
would be more meaningful to explore the cross influence of socio-demographic and
urban environment factors on the patterns.
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Classification of Urban and Rural Routes
Based on Motorcycle Riding Behaviour

Gerhard Navratil, Ioannis Giannopoulos and Gilbert Kotzbek

Abstract A basic problem in navigation is the selection of a suitable route. This
requires a determination of costs or suitability. There are approaches for many stan-
dard situations, e.g., the shortest route for pedestrians, the fastest route for cars, a
physically possible and legal route for trucks, or the safest route for bicycle riders.
However, not much research has been done yet for motorcycle riders. Published
approaches rely on interpretation of geometry, interviews, or user feedback. None of
these approaches is precise and scalable. Since modern motorcycles have an increas-
ing number of internal sensors (e.g., lean angle sensors for curve ABS), they could
provide the data required for a classification of route segments. The combinationwith
a navigational device allows to georeferenced the data and thus attach riding char-
acteristics to a specific road segment. This work sketches the classification concept
and presents data from a real-driving experiment using an external IMU.

Keywords Routing · Inertial measurement unit · Motorcycle · Classification ·
Navigation

1 Introduction

The calculation of an optimal route requires a criterion to determine the costs of
each segment. Geometrical distance, the travel time, the energy consumption, or the
financial costs are often applied. Any of the standard algorithms can then produce
an optimal path. In other situations, this strategy does not directly work, e.g., when
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looking for a scenic route (compare Hochmair and Navratil 2008) because two dif-
ferent properties need to be balanced. In this case, scenic routes should preferred
over other routes of the same length. A solution is to either reduce the costs of scenic
segments or increase them for unattractive segments. A multiplier to the costs would
have this effect. A first attempt to do this for motorcycle routing was published in
2012 based on the utilization of the routes’ geometrical properties assuming that
riding a winding road is more attractive and safer than driving along a straight road
(Navratil 2012). The conclusions mention a number of other parameters for suitabil-
ity like grip level, legal speed limit, and traffic. This shows that the determination
of optimal routes for motorcycle riders is more difficult than for other modes of
transportation. More parameters affect the suitability of a segment than in the case of
cars, bicycles, or pedestrians. Since motorcycle riders do not enjoy the same protec-
tion by technology like car drivers or by the lawmaker like bicyclists or pedestrians,
rider concentration is an important topic. Continuously changing conditions keep
the concentration at a suitable level and provide more fun than monotonous situa-
tions (e.g., on highways) or abruptly occurring hazards (like in dense urban traffic).
The collection of the parameters listed by Navratil (2012) is theoretically possible.
However, the assessment of the resulting attractiveness might be problematic since
many different aspects need to be addressed. Klingspor (2018) avoids this problem
by utilizing a different approach based on tracks suggested on motorcycle portals
to assess the attractiveness of routes. The disadvantage of this approach is that the
tracks are not stored as a set of edges but as a sequence of points between which
optimal parts need to be calculated. It is unclear if the resulting set of edges belongs
to the suggested route.

An important factor is the determination if the road segment is in an urban or a
rural area. Urban areas tend to be connected to more hazards (e.g., tram tracks), more
traffic (including bicycle riders and pedestrians), more stops (cause by stop signs
and traffic lights), and straight lines connecting intersections. Driving speed seems
to be an obvious factor differentiating between rural and urban segments. However,
analysis of floating car data shows that up to 40% of the drivers are speeding in
urban areas (Partusch et al. 2014). A reliable information for this separation is the
current vehicle position. However, this information is not always available in the
necessary absolute quality. Being able to determine different types of road segments
could lead to improved navigational services. An increasing number of riders is using
navigation services in unknown and even in familiar environments. These systems
may be vehicle fixed or on a smartphone. The solution determined by the system
could be improved by a road segment classification to select routes that are safer and
more fun to drive without significantly lengthening the route.

One development of the last decade provides a basis to implement a new approach
for measuring and quantifying attractiveness: Sensors in vehicles. Vehicles including
motorcycles contain an increasing number of sensors to improve driving safety and
efficiently manage the engine and auxiliary systems. Given sensory access restric-
tions of the bike used for this work, we focused on the assessment and analysis of
rotation and acceleration information retrieved through an external inertial measure-
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ment unit (IMU). This was done independently of location to provide a strategy also
applicable in situations where the absolute position is not available.

The remainder of the paper is structured as follows: Sect. 2 provides the basis by
inspecting the necessary sensors for modern motorcycles, Sect. 3 describes general
expectations of what kind of information the data could unveil, Sect. 4 describes
the test setup, and Sect. 5 shows the results of the data analysis. Section 6 discusses
the results from the experiment, points out some further research directions, and
concludes the paper.

2 Sensors in Modern Motorcycles

Sincemodernmotorcycles (like all other vehicles drivenby combustion engines) need
to comply with increasing emission restrictions and rider safety becomes a strong
sales argument, the sensors required for these tasks will also be present in future
motorcycles. Currently, the data produced by the sensors are only available inside the
systemof themotorcycle andmanufacturer-specific equipment is required to read and
analyse them.This is comparable to the situation of geographical information systems
in the early 1990ies before the foundation of the Open Geospatial Consortium led to
open standards for a free exchange of data without loss of semantic information. As
soon as a standardized interface for data access for motorcycles is implemented, new
applications using these data can be developed. One of these could be a navigation
service for motorcycle riders. However, the development of such a service requires
information about the type of data collected by the sensors and a realistic assessment
of suitable sensors.

Modern motorcycles depend on a large number of sensors. Some are necessary
for driving assistant systems like anti-blocking system (ABS), traction control (TC),
or quickshifter, others are necessary to let the engine operate in the optimal way
(compare, e.g., Seiniger et al. 2008; De Filippi et al. 2011). Thus, the motorcycle is
constantly monitoring data like

• revolutions per minute of engine,
• revolutions per minute of the wheels,
• speed,
• gear,
• gas handle, and
• breaking power.

Revolutions per minute for front and back wheel are required for TC and ABS.
However, while the TC only needs to compare the results for front and back wheel
and act if the back wheel is spinning much fast than the front wheel, an ABS must
control a much more difficult situation. ABS shall prevent locking the wheel during
deceleration. This may happen on either, the front or the back wheel, and both may
be undesirable. It is also more complicated than with four-wheeled vehicles because
motorcycles lean into curves and then the tire must cope with lateral forces as well.
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Therefore, modern motorcycle ABS include lean angle sensors. Some or all of these
data may be stored in the electronic system of the motorcycle to be used in case of
malfunction or standard maintenance.

3 Expectations from Sensor Readings

Riding behaviour depends on a number of factors. Some are personal (riding skills,
mood, time pressure, or cautiousness), some are based on the motorcycle (power-
to-weight ratio, mounted tyres, possible lean angles, or agility), and affected by the
road and traffic situation. Road and traffic situation is interesting information for
a navigation service. Some aspects on the situation can be derived from various
sources. The radius of turns can be derived from large-scale maps and the speed
limit is typically published by the authorities either as a general rule (city road, rural
road, highway) or in form of differing speed limits for specific sections. Weather
forecast, for example, provides a general idea on temperature and precipitation. The
same is true for traffic information. There are two types of online traffic flow infor-
mation sources: Stationary sensors and floating car data. Stationary sensors provide
accurate observations but only for a limited area. However, a suitable selection of
locations for stationary sensors can still provide a reasonable overview on the traffic
situation. Floating car data provide valuable information on the driving speed of
vehicles (compare Partusch et al. 2014) but their use is severely restricted by privacy
regulations in many countries. Nevertheless, there are several aspects that cannot be
covered by these sources, e.g., local variations in weather conditions, local risks due
to past weather events (slippery roads) as well as seasonal risks of similar nature.
All of these aspects can influence the standard grip level of the tarmac. Thus, these
aspects should influence the riding behaviour and should therefore be visible in the
data. Some expectations could be formulated as follows:

• Lean angles decrease in wet conditions.
• Lean angles increase with the road grip level.
• Dense traffic in the direction of driving will lead to overtake manoeuvres that
require lane changes, strong acceleration and possibly quick deceleration.

• Dense traffic in both directions will lead to more monotonous driving based on
the average speed of cars and trucks.

Some of these data, like the lean angle, are available directly for the motorcycle.
Others may not be observed directly but can be computed by other means. Acceler-
ation or deceleration, for example can be derived from speed changes or changes in
the engine rotations per minute.
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Fig. 1 XSENS sensor and mounting on the motorcycle

4 Test Setup and Test Implementation

Themotorcycle utilized for in the experiment was aKTMDuke 790.1 As an IMU, the
XSENS MTi2—miniature gyro-enhanced Attitude and Heading Reference Sensor
was employed (see Fig. 1 left). It provides 3D orientation, 3D acceleration, and 3D
rate of turn. The earth’s magnetic field provides a reference frame for the orientation
of the sensor’s x-axis. Since the sensor was mounted such that:

• The x-axis is parallel to the wheelbase with the positive direction back.
• The y-axis is perpendicular to the x-axis pointing to the left side of the motorcycle.
• The z-axis points from the bottom of the motorcycle up

The angular readings provide roll, pitch and yaw.Roll is the rotation on the x-axis, i.e.,
the lean angle of the motorcycle. Pitch is the rotation around the y-axis and depends
on acceleration and deceleration of the motorcycle and if the road is ascending or
descending. Yaw is the rotation around the z-axis, and describes the direction of
driving (the orientation).

The IMU itself has no storage capability and thus a connection by cable to
the USB-port of a computer is required. The producer of the sensor also provides
Windows-based software to read and store the sensor data. AMicrosoft Surface Book
was used to collect the data during the tests. Mounting the sensor and placing the
computer was challenging since a motorcycle does not have much room for attach-
ments. A tailbag attached to the pillion seat provided a solution. The sensor was fixed
to the bottom of the tailbag using duct tape and the computer was wrapped in air
bubble film to avoid damage. In practice, the chosen setting was sub optimal:

• The rider needs to unmount the motorcycle and open the tailbag to access the
computer. This prevented a fine resolution in the segmentation of the track.

• The mounting was not strong enough to cope with all bumps occurring during the
trips. As a result, the sensor moved slightly and some of the reading seem to have

1https://www.ktm.com/at/naked/790-duke/?color=ORANGE#productHeader for technical details.
2http://opportunity-project.eu/system/files/MTi_and_MTx_User_Manual_and_Technical_
Documentation.pdf.

https://www.ktm.com/at/naked/790-duke/%3fcolor%3dORANGE#productHeader
http://opportunity-project.eu/system/files/MTi_and_MTx_User_Manual_and_Technical_Documentation.pdf


100 G. Navratil et al.

large errors (lean angles of more than 60° on either side, for example). In principle,
all erroneous data would have to be eliminated. Unfortunately, there is no possible
criterion to determine, when the sensor was back in the original position. Thus, the
data were not excluded from the data but small sections of the data were evaluated
and compared to the full interval.

The sampling rate of the sensor was set to 10 Hz because acceleration in urban
areas rarely exceeds 1 s due to the speed limits. Lower sampling rates would not
allow to detect shorter periods of acceleration and these may occur in urban traffic
situations (compare the Nyquist–Shannon sampling theorem: Shannon 1949).

Two different routes were selected for the experiment on two consecutive days.
One route contains a large section that is driven in both directions (compare Fig. 2).
This is not a problem since there is an essential difference between driving up- and
downhill and the optimal motorcycle line in a curve depends on the curves before
and after the current curve (Spiegel 2002). Therefore, the sensors data should be
reasonably different between the driving directions. It might have been preferential
to select a route where no overlaps occur. However, the battery of the notebook used
for data storage restricts the maximum route length. Missing experience with battery
lifetime under the test conditions led to a limitation to routes that can be finished
within 1 h. The first route shown in Fig. 2 starts at the bottom right and has a length
of 63 km. The first section to point 1 is through an urban area, the second section
between points 1 and 2 is a rural road with only two sections in villages. Section 3
connecting points 2 and 3 is a rural road through 7 small villages. The final section
from point 3 to the start/end point is again in an urban area. The second route shown
in Fig. 3 starts at the top right and has a length of 67 km. The first section to point 1
starts in an urban area and continues through connected villages, the second section
between points 1 and 2 is a rural road with only one section in a village. Section 3
between points 2 and 3 is a rural road with 2 small villages. The final section from
point 3 to the start/end point is again in an urban area.

5 Analysis of the Test Data

The raw data is illustrated in Fig. 4. All four graphs a–d show a 100 s long fragment
of the data. The upper two graphs a and b contain acceleration data. Graph a is
a representation of data collected in an urban environment in a legal speed range
below 50 km/h, graph b of data collected in a rural area with higher speed. Two
time series are centred around the zero line, one is shifted upwards by approximately
10 m/s2. This last one is the acceleration along the z-axis. The other two curves
represent longitudinal and lateral acceleration. Both, in graphs a and b, the lateral
acceleration is the upper line. A first look at the raw data provides some insights:
There is significant noise in the acceleration data due to the vibrations of the engine.
Graph b has an even higher noise level than graph a due to the higher speed and higher
engine rotations. There seems to be an offset between the accelerations along x- and



Classification of Urban and Rural Routes Based on Motorcycle … 101

1

2

3

Fig. 2 Track for day 1 (Sept. 21st, 2018), track 1: https://goo.gl/maps/5UgnzcrK8n22 (background
data: © Google Maps)

1

2
3

Fig. 3 Track for day 2 (Sept. 22nd, 2018), track 2: https://goo.gl/maps/Rgjt22owKg82 (background
data: © Google Maps)

https://goo.gl/maps/5UgnzcrK8n22
https://goo.gl/maps/Rgjt22owKg82
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Fig. 4 Raw data series from a test drive: a acceleration in an urban area, b acceleration in a rural
area, c rotation in an urban area, and d rotation in a rural area
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Fig. 4 (continued)
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Table 1 Statistical parameters for lean angle and acceleration

Rural/urban Lean angle standard
deviation (°)

Acceleration standard
deviation (m/s2)

1a Urban 12.1 1.6

1b Rural 20.1 1.9

1c Rural 21.6 1.9

1d Urban 14.0 1.4

2a Urban 9.0 1.5

2b Rural 16.5 1.9

2c Rural 19.6 2.2

2d Urban 9.4 1.6

y-axis. This is due to the fact that the used sensor cannot be corrected by external
signal sources and the mounting on the motorcycle was not optimal compared to the
integrated sensors. Theother twographs (c andd) showangular data (yaw/orientation,
pitch and roll/lean angle). It is much smoother than the acceleration data.

Visual inspection of the data shows some interesting patterns:

• The acceleration graph clearly identifies waiting times, e.g., at red traffic lights.
Graph a in Fig. 4 shows an example in the left half of the image.

– The acceleration along all three axis is constant but affected by noise causing a
variation in the range of approximately 0.5 m/s2.

– At the same time where the acceleration indicates a waiting time, the angular
measurements (graph c) show a slight drift. Whereas a variation in lean angle
and pitch are possible during waiting times at a red traffic light as a result of
the rider shifting his position, the change in yaw is definitely a result of sensor
drift.

– At the end of the waiting period, a spike in pitch shows the effect of acceleration.
The spike is negative due to the mounting position of the sensor.

• Roll behaves different in urban and rural areas. In urban areas, there are only
occasional spikes when turning at an intersection. In rural areas, the higher driving
speed required larger roll to follow the road through a curve.

The comparison between graphs c and d in Fig. 4 suggests, that roll should have
different statistical parameters in rural areas than in urban areas. The total deviations
from a zero angle are smaller in urban areas, which should be reflected in the standard
deviation. Table 1 presents the standard deviation for the eight segments of the two
routes. The standard deviation of the lean angle is between 9.0° and 14.0° in urban
areas and between 16.5° and 21.6° in rural areas.

Amore detailed look at the data reveals that the behaviour is not stable. Section 1c
is the largest standard deviation. When cutting the whole section into pieces of 1 min
driving, the standard deviations vary significantly:
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Fig. 5 Twisting roads—left in section 2 of route 1, right in section 2 of route 2

17.3◦ 24.6◦ 25.9◦ 17.7◦

10.4◦ 16.1◦ 23.7◦ 10.7◦

17.5◦ 20.7◦ 23.5◦ 29.6◦

27.8◦ 19.7◦ 19.1◦ 21.4◦

14.7◦ 14.6◦ 18.9◦ 30.2◦

Two of the values could also be in urban areas. A reason for this could be that
there are several small villages along the section. Two of them apparently were long
enough to show behaviour of urban areas. A separation between rural and urban
areas would require one of the following pieces of information:

• driving speed (assuming that it reflects changes in the speed limit)
• absolute position (for map matching)
• map position (from a navigational device)

A remarkable difference in lean angles can be detected in two seemingly similar
situations. On both tracks there are segments with twisting roads on an inclining
road. The radius of the turns is comparable. This would suggest that the lean angles
(shown in Fig. 6) are also comparable. On average, lean angles were around 25°.
However, in one corner (marked with a circle in Fig. 5) the lean angle was only 10°
(marked with a circle in Fig. 6). The reason for this difference is that there were large
amounts of leaves on the tarmac. There was some rainfall during the night between
the two days. Leaves in forest areas take a long time to dry so there was a high
chance that the leaves were slippery and this resulted in a lower lean angle. This is
an example that the data could reflect road surface properties. However, knowledge
on the actual situation is necessary to interpret the data properly.
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Fig. 6 Lean angles in twisting roads

Fig. 7 Acceleration data in an urban area (left) and a rural area (right)

Another observation is the duration of acceleration and deceleration manoeuvres.
In urban areas they should be much shorter and more frequent and this can also be
seen in the data (compare Fig. 7). The example for the rural area was take at a twisting
road and therefore each corner requires breaking before the corner and acceleration
after the corner.

The areas between the two graphs seem to be different. The normalized area
(divided by the number of data points) is 1.2 for the urban segment and 2.5 for
the rural area. However, these are extreme cases. Derived for longer segments the
difference is not that large. The four urban segments result in 1.1, 1.0, 1.1, and 1.1
whereas the rural segments result in 1.5, 1.5, 1.5, and 1.7 so there seems to be an
increase of approximately 30% when moving from urban to rural segments.

6 Discussion and Further Research Questions

In this work, we present first insights demonstrating that IMU data from amotorcycle
can provide information on different aspects of the road. Although the measurement
of the rider’s fun itself is not possible, the assumption that rider’s fun relates to the
amount of lean angle is reasonable. It became apparent that, in general, lean angles
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have a larger variation in rural areas than in urban areas where roads tend to be
straighter, traffic tends to be denser, and speed limits tend to be lower than in rural
areas.

Due to the insufficient stability of the sensor, the data are imperfect. However,
it was still possible to show the different characteristics of sensory data in different
situations. Thus, the general feasibility of the approach was shown. Further exper-
iments with better sensory fixation (or even usage of the internal sensors) will be
necessary to improve the capacity to assess the situation from the sensory readings.
It became evident that some aspects need further investigation, e.g.,

• better mounting of sensor or use of already existing, internal sensors,
• connecting the sensor to GNSS would provide absolute position and would allow
map matching to identify road segment or match to data from navigation device
(via time),

• better classification of situation by using a camera to identify the cause of specific
behaviour (similar to Zeile et al. 2016),

• use of machine learning to analyse data, and
• use of different riders and different motorcycles to develop a strategy for normal-
ization of the data to merge the data from different sources.

The approach can also be discussed in the context of Volunteered Geographic
Information (VGI, Goodchild 2007). Each motorcycle rider can collect this kind of
data. After analysis and classification the data could be stored and used together
with the results of other riders to assess the suitability of a specific road segment.
The collection could be either done by the manufacturers themselves but that would
require information on the location of data collection. Without GNSS sensors this is
a challenge due to the sensory drift. However, the data could also be analysed and
communicated by a navigational service. A navigational service must have access to
the location of the motorcycle and can perfectly combine sensory readings and road
segments. The data could either be uploaded on the fly or in arbitrary intervals (e.g.,
each time the road network data are updated). However, the data should be reasonable
anonymized to comply with privacy (for the problem of anonymization compare
McKenzie et al. 2016). Finally, the approach is not restricted to motorcycles. Bad
weather conditions also influence car drivers and collected sensory data can improve
their driving security. This would be an alternative to the prediction of the situation
(Litzinger et al. 2012).
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Route Choice Decisions of E-bike Users:
Analysis of GPS Tracking Data
in the Netherlands
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Abstract Over the past years, the usage of electric bikes has emerged. E-bikes
are suitable for short and medium distance trips. Therefore, the Dutch government
promotes using e-bikes for daily commuting trips. However, the impact of increasing
demand on the cycling infrastructure is unclear. Additionally, route choice models
for e-bikes are limited. This paper estimates a route choice model for e-bike users
in the Noord-Brabant region of The Netherlands. The data used are based on 17626
trips from 742 users including user profiles extracted from GPS data. In order to
analyze the data, a mixed logit model is applied on the route choice of respondents
with addition of the path-size attribute. Mixed logit model allows a panel data setup
and enables the examination of preference heterogeneity around themean of distance
attribute. Moreover, the path-size attribute is included on the model to account for
the overlap between alternatives. Socio-demographic characteristics and trip-related
factors are found to be influencing on the route choice decisions of e-bike and bike
users. There are differences on the significance of variables between e-bike and bike
users.
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1 Introduction

In 2016, the motorized vehicle travel kilometers in The Netherlands has increased
with 3.1% compared to the year before (Rijkswaterstaat 2017), which in turn leads to
an increase in traffic congestion and average travel time. This increase has negative
consequences both on the environment and the accessibility of urban regions due to
air pollution and congestion. Cycling is considered to be a sustainable alternative
mode to motorized vehicles, especially for short trips. Since, besides its positive
impact on a person’s physical and mental health, when cycling is more adopted by
people, it can reduce the emission and congestion (de Hartog et al. 2010). Therefore,
governments are focusing on projects to stimulate bicycle usage for commuting trips.
In such projects, participants collect points per cycling kilometer or they receive a
financial incentive for using bikes (Tertoolen et al. 2016).

Over the past years, the usage of electric bikes has emerged. The market share of
e-bikes has increased up to almost a third of the new bike sales in the Netherlands
(BOVAG-RAI vereniging 2016). This type of bicycles are equipped with a small
electric motor that assists while paddling which makes it easier to travel longer
distances. It also lowers the effort of cyclists to overcome natural obstacles such
as elevations and wind (Wachotsch et al. 2014). Thus, it increases the average trip
radius with increased speed while the rider feels less tired. These specifications make
e-bike a suitable mode of transportation for medium distance trips that otherwise are
made by car or public transport. However, this increase in usage of e-bikes will also
increase the usage of cycling network and thus can result in the need for a better
infrastructure for cycling routes. Due to that, it is important to understand the route
choice decisions of e-bike users.

Route choice models are used to gain insights on travelers’ preferences on route
characteristics and predict traveler’s behavior in the transport network (Prato 2009).
In recent years,many studies have been conducted in route choice behavior of cyclists
such as Landis et al. (1997), Frejinger (2008), Sener et al. (2009), Menghini et al.
(2010), Broach et al. (2012), Allemann and Raubal (2015) and Ton et al. (2017).
The overview of the researches conducted on the factors influencing the cycling
route choice can be found in Table 1. The factors that influence route choice can
be categorized in four groups: the characteristics of travelers, the route, the trip
and other circumstances such as weather, safety (Bovy and Stern 1990). In order to
incorporate these factors in route choice studies, either stated preference or revealed
preference data are collected. Although stated preference data collection is easier
and less expensive than revealed data collection, it is difficult for respondents to
visualize the given choices in a real-world context (Broach et al. 2012). Revealed
data collection commonly consists of travel diaries and drawing the chosen routes
on maps (Altman-Hall 1996). Such data collection is quite demanding from the
respondents. Moreover, the respondents may not remember the trip and the chosen
route after the trip is made. This may create bias in the data or result in missing
information.
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Table 1 Overview factors influencing route choice behavior of cyclists

Factor References

Trip Trip purpose Altman-Hall (1996), Ben-Akiva and Bierlaire (1999),
Stinson and Bhat (2003)

Time of day
and/or daylight
and/or peak
hours

Dill and Gliebe (2008), Li et al. (2017), Ton et al. (2017),
Winters et al. (2011)

Route road Cycling facility Altman-Hall (1996), Bradley and Bovy (1984), Casello
and Usyukov (2014), Hood et al. (2011), Hunt and
Abraham (2007), Landis et al. (1997), Li et al. (2017),
Menghini et al. (2010), Misra and Watkins (2017), Sener
et al. (2009), Shafizadeh and Niemeier (1997), Stinson
and Bhat (2003)

Travel time
and/or distance

Allemann and Raubal (2015), Bradley and Bovy (1984),
Broach et al. (2012), Hunt and Abraham (2007), Li et al.
(2017), Menghini et al. (2010), Misra and Watkins
(2017), Sener et al. (2009), Ton et al. (2017), Usyukov
(2013))

Route traffic Obstacles
(number of left
turns, Stop signs
and/or traffic
lights)

Allemann and Raubal (2015), Ben-Akiva and Bierlaire
(1999), Bierlaire et al. (2013), Broach et al. (2012),
Menghini et al. (2010), Sener et al. (2009), Stinson and
Bhat (2003), Ton et al. (2017)

Volume Bradley and Bovy (1984), Hunt and Abraham (2007),
Landis et al. (1997), Li et al. (2017)

Safety
(perceived
and/or actual)

Broach et al. (2012), Buehler and Pucher (2012), Casello
and Usyukov (2014), Huisman and Hengeveld (2014),
Hunt and Abraham (2007)

Street lights Misra and Watkins (2017)

Route
environment

Slope (uphill
and/or downhill)

Broach et al. (2012), Casello and Usyukov (2014), Dill
and Gliebe (2008), Hood et al. (2011), Hunt and
Abraham (2007), Landis et al. (1997), Menghini et al.
(2010), Sener et al. (2009), Stinson and Bhat (2003),
Zimmermann et al. (2017)

Scenery Landis et al. (1997), Milakis and Athanasopoulos (2014),
van Overdijk (2016), Winters et al. (2011)

Traveler Gender Altman-Hall (1996), Dill and Gliebe (2008), Heinen
et al. (2013), Stinson and Bhat (2003)

Age Altman-Hall (1996), Hunt and Abraham (2007), Stinson
and Bhat (2003)

Other
circumstances

Weather Dill and Gliebe (2008), Romanillos et al. (2016), Stinson
and Bhat (2003), Weber et al. (2014)
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With recent developments in location-based services, researchers have started to
use Global Positioning Systems (GPS) technologies to collect revealed preference
data for route choice modeling. GPS tracking allows collecting large datasets with
low cost while revealing the actual route chosen with high accuracy. Not only has
the growing volume of GPS usage made it an attractive data source for researchers
but also the high level of detail that it provides is influential. The current state of the
technology makes it possible to collect data at an individual level every few seconds
and with an accuracy of a couple of meters. This results in big datasets with many
data points in time and space for each individual using GPS. Although it creates
many opportunities, using the GPS data in route choice models has some difficulties:
the computation time increases with big data, datasets lack of sociodemographic
information, sample bias problems occur due to voluntary response, random varia-
tions and noise may occur during data collection, and there are differences in data
processing algorithms. These difficulties are acknowledged by several studies such
as Menghini et al. (2010), Hood et al. (2011), Usyukov (2013), Ton et al. (2017)
which have used GPS data specifically for bicycle route choice modeling. Due to
limitations of GPS data, they either used small sample of selected cyclists or did not
include user characteristics in the route choice models.

Although, there are studies on route choice modeling by using GPS data and
advanced modeling techniques, these studies do not exactly focus on e-bike users.
The existing research on route choice for e-bike users is scarce and there is a lack
of knowledge whether this group differs in route choice decisions from traditional
cyclists. Therefore, the impact of increasing number of e-bike users on infrastructure
is unclear. In order to promote the e-bike usage for short and medium distance trips
through a well-designed network, it is necessary to identify which characteristics
have an effect on the route choice of e-bike users. The existing studies that use GPS
data on route choice of e-bike users generally have small data sets such as Allemann
and Raubal (2015) or focus only on the influence of route and trip characteristics
while excluding the characteristics of users such as Ton et al. (2017) because GPS
data in general lacks user profiles such as gender and age of users, and only give
information about start/end time of trip, latitude and longitude, speed and altitude.
Thus, the objective of this research is to add to the understanding of the route choice
decisions of e-bike users by presenting a route choice model estimation that includes
user and trip characteristics by means of a large set of GPS data collected from the
Noord-Brabant region of The Netherlands.

The remainder of the paper is organized as follows. First, the methodology is rep-
resented by describing the dataset and its processing. Then the results of the analysis
are described. Finally, we conclude the paper with discussions, recommendations
and possible future directions.
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2 Methodology

2.1 Data Collection

The data is gathered through a dedicated mobile phone app that tracks volunteered
bike and e-bike users for every day of a year since 2013. This app is designed for
a project in collaboration with the Ministry of Infrastructure and Environment and
the Province of Noord-Brabant in order to stimulate people to use bike or e-bike
for their commuting trips by a rewarding system. Respondents had to register on
the project website and download the smartphone app in order to participate in the
reward program, they also had to be 18 years or older, have a minimum commute of
4 km to a destination in the Noord Brabant region and make their commute at least
50% of the time by car during the last 3 months. Currently, there are approximately
5000 people who use the app.

This data includes GPS tracks and basic user profiles such as age and gender. For
this study, we use the data from 742 respondents inMarch, 2014, containing a total of
17626 bike and/or e-bike trips with an origin and/or destination in the Noord Brabant
region. The GPS traces, obtained from the app, were transformed into activity-travel
diaries by the Trace Annotator software developed by the DDSS research group of
Eindhoven University of Technology. The Trace Annotator is used to recognize the
transportationmode and segment theGPS traces into trips. An advantage of the Trace
Annotator is the included imputation model, which is trained in the recognition of
the transport mode by combining accelerometer data and GPS data, and predicts
the bicycle mode with an accuracy of 97% and the e-bike mode with 99%. The
GPS points were connected sequentially and matched to transportation network data
acquired from OpenStreetMap (OSM). For this, an algorithm was used which first
looks at the possible road segments around a GPS point and then identifies the most
probable one. After the transportation mode was determined and the chosen route
was matched to the transportation network, alternatives were generated and added
to the dataset. Both the map matching of the GPS coordinates and the generation
of alternatives based on a routing module was done prior to this study. Detailed
information on the process of mode identification and map matching can be found
in Feng and Timmermans ( 2013a, b).

The following attributes are selected to be included in the route choice model:
gender, age, distance traveled, transport mode (bike or e-bike), day of the week
(weekend/weekday), daylight (light/dark), peak time (peak-off/peak), route to work
(PCWork) and route to home (PCHome). The variables ‘age’ and ‘gender’ are
extracted directly from the project dataset. ‘Weekday/weekend’, ‘peak-off/peak’ and
‘daylight’ are calculated based on the start and end time of each trip found in the
project dataset, compared to the peak times defined by Dutch road network (Rijk-
swaterstaat 2017) and the times of sunrise and sunset obtained from the database
of the Dutch Meteorology Institute (KNMI 2014). There are also two attributes that
represent trip purposes. ‘PC work’ and ‘PC home’ indicate whether the endpoint
of the trip corresponds with the given work or home location in the project dataset.
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Further indication of trip purpose is not possible due to the method of data collection
and privacy reasons. For this study, bike and pedestrian paths are selected fromOSM
data and the paths for motorized vehicles are excluded from the dataset. Characteris-
tics of the route in the choice model is represented only by ‘distance’ attribute that is
extracted fromOSM for both chosen route and choice alternatives. In addition, travel
duration is derived also from OSM data and used for the shortest path calculation.

2.2 Choice Set Generation

In order to estimate a route choicemodelwith revealed preference data, it is necessary
to know the chosen route but also the alternative routes that are not chosen. The set
of all possible routes between a given origin and a destination is called the choice set
(Bovy and Stern 1990). A large group of choice alternative generation methods are
based on the shortest path algorithm proposed by Dijkstra (1959). The most straight
forward approach that is based on Dijkstra’s shortest path algorithm is the K-shortest
path algorithm. This algorithm calculates the shortest path, then the second shortest
path until the desired number, K, of shortest paths is reached. The shortest path
approach has the problem that it assumes perfect knowledge of the network and
the shortest path between origin and destination, therefore this can be problematic
for large and complex networks. However, due to its straightforward approach, we
applied it in this research.

To produce the feasible choice sets, possible alternatives are generated for each
observed route. The alternative routes were generated for each O-D pair through the
routing component with a set of heuristic rules. The K-shortest path method was
used to generate up to 5 alternatives for each trip and added to the dataset, along with
the actual chosen route. In some cases, the algorithm didn’t provide more than 1, 2,
3 or 4 alternatives which resulted in unequal number of alternatives for choice sets.
In addition to that, the algorithm produced routes that were also the actual choices,
adding the alternatives along with the actual choices to the dataset resulted in having
some of the routes as both an actual choice and as an alternative. In such cases the
generated alternative was removed from the choice set. Finally, all data is converted
into a table format which can be used for modeling and estimation. All discrete
variables are effect coded for the estimation.

2.3 Estimation Method

There is a wide variety of models used in route choice research. Most models in
travel behavior studies are based on the random utility theory, which assumes that
travelers try to maximize the utility and find the optimal combination of attribute
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values according to their preferences, when choosing amongst alternatives. In choice
set Cn of individual n the utility Uin of alternative i is given by:

Uin = Vin + εin (1)

the deterministic term Vin consists of individual characteristics and alternative
attributes. The random error term εin is incorporated to account for uncertainty
caused by unobserved individual characteristics, unobserved attributes or measure-
ment errors. To estimate the probability that a certain alternative is chosen, several
different models have been proposed in literature for route choice modeling. They
can be grouped by the way they deal with the overlapping problem that is created
when alternative routes share a link or multiple links. The first and most basic group
of models are those that do not account for overlap amongst alternatives, for exam-
ple the Multinomial Logit or Nested Logit. Second is the group of models that use
a tree structure and account for overlap through the random error component of the
utility function, examples are Cross Nested Logit and the Generalized Nested Logit.
These models overcome the problem of correlation amongst nests, but they both cre-
ate an extremely large and complex model structure when applied to real networks.
The third group of models allow accounting for the overlap amongst alternatives
by adding an extra attribute to the deterministic part of the utility function of the
model. An example of this is the Path-Size Logit which is very often used in route
choice modelling due to its easiness to calculate and low computational effort. The
attribute accounting for the overlap amongst the alternatives is called the path-size
(PS) attribute as shown in Eq. 2.

Uin = Vin + βPSlnPSin + εin (2)

With

PSin =
∑

a∈�i

La

Li

1∑
jεCn

δaj
(3)

where �i is the set of links in path i; La and Li are the length of link a and path i.
δaj is the link-path incidence variable that is 1 if link a is on path j and 0 otherwise.

The fourth and last group contains themodels that account for overlap by allowing
covariance between the error terms of the alternatives, such as Mixed Logit model
(ML). The advantage of this model over the other models is that it allows alternatives
to be correlated, it allows coefficients to be randomly distributed which enables
understanding heterogeneity across respondents and it is computationally feasible
for route choice decisions.

It is important to note here the data structure that is used for the estimation in this
research. Due to the alternative generation method, the alternatives in the choice set
are unlabeled. So that the alternatives are described by the values of their attributes.
Only the “distance” attribute varies over the alternatives and the rest of the attributes
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are fixed. Due to that, all fixed attributes are entered in the model as interaction with
“distance”. Moreover, as each respondent can have more than one trip registered,
the data is treated as panel data. In this case the panel structure is unbalanced due to
different numbers of entries per respondent. In short, the dataset consists of unlabeled
variable choice set with unbalanced panels. To account for the panel structure, anML
model is applied in this research with addition of the path-size attribute because the
path-size attribute is necessary to account for the overlap between alternatives. Path-
size attribute is calculated as in Eq. 3. Using this model we estimate a distribution for
the distance parameter to examine the preference heterogeneity around the mean of
distance attribute. In this paper, we estimate the ML model with 1000 Halton draws
on the samples of bike trips and e-bike trips separately by using Nlogit software.

3 Results

3.1 Descriptive Analysis

Table 2 shows the distribution of age and gender across the sample. In the dataset,
females are slightly more represented than males. Moreover, respondents above
44 years old are highly represented in the dataset. This might be due to the rule
of the project that participants have to be over the age of 18 and the project focused
on commuters, this causes the age category of younger than 35 years to be very small
compared to the overall sample. In addition, the oldest respondents in the sample is
recorded to be 66 years old. Table 3 shows the trip frequencies per traveler character-
istic andmode.We can say that more e-bike trips has been conducted by respondents.
Some respondents conducted both bike and e-bike trips at different times. Females
have conducted more bike and e-bike trips than males. The majority of the trips are
conducted by respondents between 45 and 66 years old.

Table 4 shows the descriptive statistics of the distance and its natural log transfor-
mations per transport mode. On average, respondents traveled 5.5 km by bike and
9 km by e-bike. Table 4 also describes the path-size variable. Since a path-size of 1

Table 2 Distribution of
socio-demographic variables
across sample

Gender Sample Percentages (%)

Male 354 48

Female 388 52

<35 years 33 4

35–44 years 130 18

45–54 years 346 47

>55 years 233 31

Total 742 100
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Table 3 Trip frequencies per traveler characteristic and mode

Mode Age Male (%) Female (%) Total (%)

Bike <35 years 23 2 56 4 79 3

35–44 years 175 16 338 22 513 19

45–54 years 431 39 710 46 1141 43

>55 years 485 44 431 28 916 35

Total 1114 100 1535 100 2649 100

E-bike <35 years 135 2 352 4 487 3

35–44 years 1198 17 1215 15 2413 16

45–54 years 3045 43 4178 53 7223 48

>55 years 2760 39 2094 27 4854 32

Total 7138 100 7839 100 14977 100

Total <35 years 158 2 408 4 566 3

35–44 years 1373 17 1553 17 2926 17

45–54 years 3476 42 4888 52 8364 47

>55 years 3245 39 2525 27 5770 33

Total 8252 100 9374 100 17626 100

Table 4 Trip frequencies per route characteristic and mode

Minimum Maximum Mean Std. deviation

Bike

Distance (km) 0.08 29.05 5.46 5.04

ln (distance) −2.50 3.37 1.19 1.10

Path Size 0.28 1.00 0.84 0.14

ln (Path Size) −1.29 0.00 −0.19 0.19

E-bike

Distance (km) 0.12 31.34 9.04 5.51

ln (distance) −2.15 3.44 1.93 0.84

Path-Size 0.22 1.00 0.82 0.16

ln (Path-Size) −1.50 0.00 −0.23 0.22

means a unique route and of 0 complete overlap, a mean of 0.84 (0.82) and standard
deviation of 0.14 (0.16) indicates that the alternative generation algorithm performed
rather well in creating different alternatives with only some overlap.
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3.2 Estimation Results

The sample is divided into two: bike and e-bike trips, andwe estimated theMLmodel
on each sample including the path-size attribute. The distance parameter is included
as a random parameter in the model. As each attribute, except path-size, is interacted
with the distance attribute, the results reflect the route choice of respondents based
on the distance attribute. According to the results as shown in Table 5, pseudo rho
squared values are 0.340 for the bike model and 0.482 for the e-bike model. Pseudo
rho squared values greater than 0.3, which is the case for both models, are considered
good (Hensher et al. 2005).

For both bike and e-bike models, the distance and the path-size are found to be
significant. ‘Distance’ is the only variable in the model which has a main effect since
all independent variables are fixed over the alternatives in the choice set. Its effect
is significant in all models however its sign is counterintuitive. The positive sign of
the estimated coefficient means that if the distance of a route increases so does the
probability of the route being chosen, suggesting that people prefer longer routes.
This is not in line with findings in existing literature. The estimate for the standard
deviation of distance is found to be positive and significant for both bike and e-bike,
meaning that for both bike trips and e-bike trips taste variation for distance exists in
the sample.

The path-size variable estimate is found to be positive and significant at a 1%-
level, as expected. The sign needs to be positive in order to correct the utility for the
overlap amongst alternatives and the fact that the estimates have a significant effect
proves that there is indeed correlation between the alternatives which have overlap.

Besides distance and path-size, the age category ‘35–44 years’ and the ‘daylight’
estimate are found to be significant in the model for bike trips. The age category
estimate has a negative sign and is significant at 10% level. This means that respon-
dents between 35 and 44 years old prefer a longer distance to a lesser extent than
respondents over 55 years old, which is the base category. The ‘daylight’ estimate is
highly significant, at 1% level, and has a positive sign. This means that for bike trips,
the likelihood of a longer route being chosen at night is smaller than during the day.

For e-bike trip model, besides distance and path-size, the estimates for age cat-
egory ‘45–55 years’, ‘weekday’, ‘peak’ and ‘PCwork’ are found to be significant.
Age category ‘45–55 years’ is significant at 5% level while others are significant at
1% level. The negative estimate for the age category ‘45–55 years’ indicates that
individuals in this age category prefer a longer distance to a lesser extent during
e-bike trips than individuals over 55 years old, which is the base category. The neg-
ative estimate for ‘weekday’ indicates that during weekdays respondents prefer a
longer distance to a lesser extent than during the weekend when using an e-bike.
The negative estimate of ‘peak’ indicates that when respondents are making a trip
using an e-bike during peak hours they prefer a longer distance to a lesser extent than
when making an e-bike trip outside peak hours. The positive sign for the ‘PCwork’
estimate suggests that if the end location of the trip is the work location, respondents
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Table 5 Estimation results of
models for bike and e-bike

Attribute Bike E-bike

Main effects

Ln (distance) 4.786*** 4.889***

Interaction effects

Gender −0.113 −0.024

Age < 35 2.246 −1.605

Age 35–44 −1.550* −1.731

Age 45–55 −0.826 −1.931**

Weekday 0.221 −0.831***

Peak −0.103 −0.484***

Daylight 0.938*** −0.171

PC work 0.420 0.608***

PC home −0.041 0.194

ln(PathSize) 10.20*** 15.50***

Std. dev. of random ln(dist) coeff. 4.366*** 8.780***

Log-likelihood model −2241 −11600

Log-likelihood base −3394 −22389

Pseudo rho-squared 0.340 0.482

Note ***, **, * Significance at 1%, 5%, 10% level

have a higher preference for longer distance routes than when the end location is not
the work location.

3.3 Discussions

Comparing the models for the different transport modes shows that the significant
positive estimate for distance is similar for both bike and e-bikemodels. This indicates
that the probability of a route being chosen increases when distance increases, this
contradicts the base assumption of route choice modelling, and the expectation that
people prefer the shortest route. A less negative estimate for the distance coefficient
might be explained by respondents’ imperfect knowledge of the network, they might
not knowa shorter path exists (Prashker andBekhor 2004; Prato 2009), but this cannot
explain a positive sign for the estimate. The positive estimate for distance may be
causedby the alternative generation algorithm in combinationwith that only one route
specific variable (distance) is included in the model. The generation algorithm used
a k-shortest path algorithm which generated alternatives that are clustered around
the shortest path, with little variety on other road attributes. The high path-size
variable coefficient, which corrects the alternatives for overlap, indicates that there
are unobserved variables that have a negative influence in the utility function (Broach
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et al. 2012). An example of this is that many of the shortest paths generated might
all pass through a high density urban area and share a busy road segment with high
motorized traffic volumes andno separate bicycle lane,while the chosen longer routes
detours around the high density urban area, through a more rural landscape, and have
little motorized traffic or a separate bicycle path. Moreover, geometric complexity of
the routes and also participants’ knowledge of the available routes might influence
the chosen routes. In our study, these variables are not included in the models due
to lack of data while other studies found these attributes have a significant effect.
The effect of such unobserved variables is captured by correlations with the distance
attribute that is included in the model, which might have contributed to the positive
estimate for ‘distance’. An incentive created by the project might also contribute to
the higher preference for longer distance routes of participants. Part of the project
is that participants are rewarded for every kilometer they travel by bike or e-bike,
travelling longer distances will result in a bigger reward.

Both ‘peak’ and ‘weekday’ have a significant negative effect on the utility of a
route for trips made with an e-bike but not for trips made with a bike. This indicates
that when respondents make a trip by e-bike they prefer a longer distance to a lesser
extent during peak hours and weekdays while for respondents making a trip by
bike ‘peak’ and ‘weekday’ don’t have this effect. Weekday and peak hours traffic is
characterized by commuters who are more time-constrained (Ton et al. 2017). The
higher average speed, one of the main reasons for using an e-bike (Weinert et al.
2007), might suggest that this group of travelers is more time conscience.

The variable ‘daylight’ has a significant positive effect in the bikemodel but not in
the e-bikemodel. This suggests that people who travel by bike indeed have a different
preference for distance when it comes to whether it is day or night, but people who
travel by e-bike don’t have this difference in preference. The change in preference
for different daylight conditions for bike trips is explained by the perceived unsafe
conditions found by Stinson and Bhat (2003) and Gatersleben and Appleton (2007).
This unsafety during the night is not experienced by e-bike trips.

The ‘PCwork’ estimate has a positive significant effect on the preferred distance
for e-bike trips. The positive estimate is counterintuitive when assuming that the
majority of travelers during peak hours are commuters travelling to work. However,
a correlation test shows that a relation between these two variables is not that clear.
The positive estimate might be explained by trip-chaining, people drop their kids off
at school and travel further to work, but majority of people travelling to work do this
directly (Department for Transport 2014). Why the estimate is only significant for
e-bike trips and not for bike trips is likely because respondents making a trip by e-
bike in general travel, and prefer, longer distances than respondents making a trip by
bike. The significance of the ‘PCwork’ estimate indicates that when respondents are
using an e-bike travelling to work, other route characteristics play a more important
role in their route choice decisions.
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4 Conclusions

Understanding the trends of e-bike users and their route choice behavior is important
to make correct policy decisions for stimulating the usage of it. The smartphone
based GPS data allows incorporating larger spatial and temporal coverage with big
volumes of data. Such data can be enriched by fusing other existing datasets in terms
of including relevant factors influencing route choices. That way it helps for better
understanding of the behaviors and decisions of e-bike users.

This study distinguishes itself from other cyclists’ route choice studies by the
size of the final dataset and that there are several socio-demographic variables
included that often lack in other cyclists’ route choice studies using GPS data. For
this study, a GPS dataset acquired from a national project and combined with net-
work data acquired from OpenStreetMap was used. Extra variables were added with
the use of secondary data on sunset-sunrise times and peak hours acquired from
KNMI and Rijkswaterstaat, respectively. Moreover, this study used a Mixed-Path
Size logit model, which handles the overlap problem between alternatives and takes
into account the correlation caused by the repeated choice of individuals that is often
ignored in other studies. Thus, the model allowed to examine whether there is any
taste variation between people for the valuation of trip distance.

The estimation results show that socio-demographic characteristics and trip-
related factors are influential on the route choice of both bike and e-bike users.
The findings suggest that e-bike users are sensitive to distance of trips and their taste
varies in terms of distance. Moreover, although usage of e-bikes is substantial within
the elderly group, increasing age is negatively associated with the distance of the
chosen route. In the dataset, it is also seen that respondents can be both bike and
e-bike user depending on the purpose of their trips. The findings suggest that there is
a difference between the preferences of bike and e-bike users’ route choice behavior.

Although findings of existing studies show that multiple route characteristics are
potential influencers on route choice, only distance is included in our study. In order
to reduce the likely effects of unobserved variables on the route choice, multiple
route characteristics should be included in the data through secondary sources such
as OpenStreetMap. For instance, busy road segments or topographic complexity
might also impact the route choice for bike users. So far the study has taken into
account the user behavior perspective, including more spatial characteristics is nec-
essary for future work due to the interdependency between human behavior and
spatial planning. Because, topology matters in determining human activities, and in
better understanding urban structure and dynamics (Ma et al. 2018). In addition, as
new services are available via smartphones such as maps and navigation apps, that
even provide real-time information depending on the area, might influence the route
choices of bike and e-bike users. Therefore, information on whether the respondents
have knowledge of the network or use navigation assistance should be incorporated
to the data collection in the future for a more realistic estimation and understand-
ing of the reality. Finally, the k-shortest path algorithm that was used to generate
the alternatives may not be an adequate model of the route alternatives individuals
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actually consider when making a trip. This likely influenced the estimation results
of the model. Therefore, in the future, it is necessary to examine alternative route
generation algorithms and test whether they lead to more realistic choice sets.
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Route Optimisation for Winter
Maintenance

Nikmal Raghestani and Carsten Keßler

Abstract In many countries, winter maintenance is a requirement to keep public
life going throughout the cold season. This paper investigates the optimization of
salt spreading routes in Denmark in terms of service time and cost. It looks at salting
as a capacitated arc routing problem and proposes a greedy randomized adaptive
search procedure to this end. At the core of the proposed approach is a heuristic
algorithm based on simulated annealing that improves the initial route by searching
for alternatives within a predefined search space, taking into account a number of
constraints and criteria at each iteration of the procedure. The performance of the
optimization approach is tested on three different existing service routes, where it is
shown to reduce route length by an average of 8.7% and service time by an average
of 9.5%.

Keywords Capacitated arc routing problem · Simulated annealing · Route
optimization

1 Introduction

The nordic winter weather requires the authorities to remove snow and takemeasures
against road icing in order tomaintain accessibility and traffic safety. InDenmark,The
DanishRoadDirectorate (Vejdirektoratet, VD) and themunicipalities are responsible
for these tasks. This paper investigates the potential for optimisation of the winter
maintenance services in terms of service time and cost. We focus on salting, as
this is by far the most common winter road maintenance activity (Knudsen et al.
2014). Planningofwintermaintenance activities consists of various types of decision-
making problems at the strategic (facility locations such as plants, depots, material
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storages), tactical (fleet size, fleet combination and other vehicle/material related
issues) and operational (determination of routing and scheduling of each vehicle)
levels (Bodin et al. 1981). These levels are interconnected, but the strategical and
tactical levels are often bound by a number of inflexible circumstances, so that the
largest potential for optimisation is in the vehicle routing at the operational level.

This routing problem is based on a set of arcs that a fleet of vehicles has to tra-
verse. The objective is to determine feasible routes for each vehicle with respect to
the cost variables. Since one of the cost variables in road salting is the salt capacity
on a vehicle, this kind of vehicle routing problem is a Capacitated Arc Routing Prob-
lem (CARP) (Eiselt et al. 1995). Since CARPs fall into the class of NP-hard, non-
deterministic polynomial-time hard problems (Golden and Wong 1981), heuristic
procedures are required in order to approach a near-optimal solution within accept-
able time. This paper applies an approach based on Simulated Annealing (SA) for
this purpose.

Figure1 shows one of the winter maintenance routes served by VD. During the
optimization process, the route itself, shown in green, cannot be changed due to
service contracts that VD and the municipalities have with private road maintenance
firms, which they can bid on in public tenders. The optimisation is therefore limited
to the routing between the depot and the route, the order in which the green segments
are serviced, as well as the deadheading during turns and between different segments
of the route, during which no salt is brought onto the road. Despite these limitations

Fig. 1 Winter maintenance route K72, West of Copenhagen, with depot location in Roskilde
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for route optimisation, manual inspection of the existing routing instructions has
shown potential for optimisation due to the fact that the current routing instructions,
including deadheading and getting from depot to route, have been created manually.
The remainder of this paper will show that despite these limitations for optimisation,
a heuristic approach based on simulated annealing could reduce route length by an
average of 8.7% and service time by an average of 9.5% across a set of three test
routes.

The next section introduces relevant related work. Section3 formalizes the prob-
lem, followed by an introduction of the heuristic algorithm in Sect. 4. Section5 out-
lines the implementation and presents the achieved results, followed by concluding
remarks in Sect. 6.

2 Related Work

Scientific research on winter maintenance in terms of road salting and snow removal
first began in the 1960s. In the 1980s and 1990s, winter maintenance as Arc Routing
Problems (ARPs) got more attention (Lemieux and Gampagna 1984; Evans and
Weant 1990; Goode and Nantung 1995; Haslam and Wright 1991; Gendreau et al.
1992). Eglese (1994) conducted research with the objective to determine the most
cost-effective management of salt spreading. The approach was based on a heuristic
algorithm with respect to practical constraints such as service time, deadheading
time, vehicle capacities, multiple depot locations, etc. The heuristic procedure was
initiated with a construction algorithm, first introduced by Male et al. (1977), and an
SA heuristic was then used for improvement. The study showed that the use of SA
improved the initial results (Eglese 1994).

The idea of SA was introduced by Metropolis et al. (1953) based on the cooling
of molten materials, where the cooling rate determines the structural properties of
the solid mass. Metropolis et al. (1953) proposed the use of SA in order to simulate
the physical system’s cooling process and change in energy until a state of thermal
equilibrium is obtained. This is ensured with the stopping conditions of either a min-
imum temperature or a maximum number of iterations, thus retaining the possibility
of accepting a non-improving solution in order to escape local minima while search-
ing for a global minimum. Kirkpatrick et al. (1983) proposed the use of SA to search
for near-optimal solutions in the context of routing. They proposed that the search be
carried out in a wide solution space with respect to decreasing probability depending
on the progresses of the algorithm by moving arcs between the routes.

The Capacitated Arc Routing Problem (CARP) has been defined based on a con-
nected undirected graph G = (N , A,C, Q), where N is a set of nodes, and A is a set
of arcs. C denotes a cost vector, indicating the cost of traversing each arc, and Q is a
corresponding demand matrix, indicating the demand for each arc. Given a number
of identical vehicles with capacity W , the problem is to find a number of tours so
that (1) Each arc with positive demand is serviced by exactly one vehicle, (2) The
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sum of demand of those arcs serviced by each vehicle does not exceed W , and (3)
The total cost of the tours is minimized (Golden and Wong 1981).

Existing heuristic algorithms for CARP can be divided into construction meth-
ods and improvement methods. Simple construction methods include the Construct-
Strike Algorithm (Christofides 1973; Pearn 1989), which is one of the simplest CARP
construction methods. This method progressively constructs and removes feasible
routes from the original graph without disconnecting the graph until nomore feasible
routes can be determined. The Path Scanning Algorithm (Bodin et al. 1981) uses a set
of five arc selection rules. This is done by selecting one rule at a time and determin-
ing the optimal routes for each of the five rules. This method was extended by Pearn
(1989), who suggested random use of the rules and then selecting the optimal solu-
tion. Furthermore, Bodin et al. (1981) proposed an Augment-Merge Algorithm for
CARP which heuristically creates feasible routes based on incomplete routes. Using
the same method, Chapleau et al. (1984) proposed the Parallel-Insert Algorithm,
which routes in parallel, while balancing the costs of the different routes. Moreover,
there are a number of heuristics that follow a two-phase construction approach by
either clustering route segments first and then creating routes from those clusters, or
vice versa (Eiselt et al. 1995).

The heuristics for these construction methods are problem-dependent and often
too greedy. This can cause trapping in a local minimum, thus failing to obtain the
global minimum. To avoid this, there is a need for meta-heuristics that are not greedy
and can accept a temporary solution deterioration. This allows exploration of the
solution space in order to find a better solution towards the global minimum. The
meta-heuristics are improvement methods for an initially constructed solution and
there are a number of meta-heuristics for various problem statements within the
CARP. In this paper, we use a two-phase algorithm consisting of a construction
phase that generates an initial route and a local search phase, where an SA-based
meta-heuristic is used to improve the initial route. While we focus on an SA-based
approach in this paper, recent work on the CARP also employs genetic algorithms
(Arakaki and Usberti 2018; Kurniawan et al. 2015).

3 Problem Formulation

In order to generalise the approach presented in this paper beyond salt spreading in
Denmark, the development will be based on the following problem formulation:

Given a graph with both directed and undirected arcs, some of which may not require
service but can be used for deadheading, and given a number of vehicleswith different
capacities, find a total least time set of routes that start and end at the concerned
depot, while satisfying the distance, capacity, time and frequency constraints.

An existing exact approach to this kind of combinatorial optimization is integer
linear programming (Nemhauser and Wolsey 1988). Integer linear programs (ILPs)
can be solved with existing mathematical solvers, which allow computing glob-
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Table 1 Parameters, variables and indexes used in the problem formalization

Notation Definition Unit

A The network’s set of arcs [number]

Ci j Distance between the nodes [m]

D The maximum total distance a vehicle can cover [m]

i, j Node index [number]

F p
i j This decision variable ensures the elimination of sub-tours and is

assigned to all arc (i, j) and vehicle p in the direction i to j
[number]

Gi j The difference between deadheading time and servicing time for an
arc (i, j) in the direction i to j

[minutes]

k The number of available vehicle(s) for service [number]

L p
i j This variable indicates if an arc needs to be serviced and L p

i j = 1 if an
arc (i, j) has to be serviced by a vehicle p in the direction i to j

[number]

n The total number of nodes in the network [number]

Ni j The number of times an arc (i, j) in the direction i to j needs to be
serviced

[number]

p Vehicle index [number]

Qi j The demanded salt for an arc (i, j) in the direction i to j [m2 ∗ kg
m2 ]

T The maximum total time a vehicle can cover [minutes]

Ti j Time for travel without servicing (deadheading), arc (i, j) in the
direction i to j

[minutes]

W Vehicle capacity [kg]

X p
i j This variable indicates if an arc is “used” and X p

i j = 1 if an arc (i, j)
is used by vehicle p for either servicing or deadheading in the
direction i to j

[number]

ally optimal solutions for small problem instances. However, since our real-world
problem instances are large and the existing algorithms for solving ILPs have an
exponential worst-case runtime, we developed a heuristic method based on simu-
lated annealing. Nevertheless, in the following, we define the problem in the form
of an ILP.

The problem formalization is based on a model proposed by Golden and Wong
(1981) and modified by Haghani and Qiao (2001). The parameters, variables and
indexes used are shown in Table1. The objective is to minimise the total travel
distance (and by that, the total time, observing speed limits and assuming different
maximum speeds for salting and deadheading), for servicing all required arcs with
the vehicle(s) in use, including deadheading:

Minimize
k∑

p=1

∑

i, j∈A

Ci j X
p
i j (1)
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The minimisation has to be carried out with respect to the following constraints. The
vehicle capacity constraint ensures that the vehicle capacity is not exceeded:

∑

i, j∈A

L p
i j Qi j ≤ W ∀p = 1..k (2)

The continuity constraint ensures that the vehicle enters and exits a node every time
one is used, thus maintaining connectivity:

n∑

r=1
r �=i

X p
ri −

n∑

r=1
r �=i

X p
ir = 0 ∀i = 1..n p = 1..k (3)

The frequency constraint ensures the service of the demanded arcs. These arcs can
either require service in one direction:

k∑

p=1

L p
i j + L p

ji = 1 ∀(i, j) ∈ A (4)

…or a finite number of times, Ni j in either direction if the width of the carriageways
exceeds the salting width1:

k∑

p=1

L p
i j =

∑
Ni j ∀(i, j) ∈ A, Ni j >= 1 (5)

The service/deadheading constraint ensures that the service of an arc can only be
carried out when a vehicle traverses the arc:

X p
i j ≥ L p

i j ∀(i, j) ∈ A, p = 1..k (6)

The time constraint ensures that the total travel time is not exceeded:

∑

i, j∈A

Ti j X
p
i j +

∑

i, j∈A

Gi j L
p
i j ≤ T ∀p = 1..k (7)

The distance constraint ensures that the maximum total distance (service and dead-
heading) is not exceeded:

∑

i, j∈A

X p
i jCi j ≤ D ∀p = 1..k (8)

1Based on the salting vehicles used in Denmark, we assume a salting width of 8m.
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The sub-tour cancellation constraint ensures the cancellation of sub-tours, which is a
loop of tours without connection or inclusion of the depot, adapted from Golden and
Wong (1981). When the network has at least one arc that requires service, then the
right side of Eq.9 will have a value greater than 0. To satisfy this equation, the left
side containing the decision (flow) variables must be positive. According to Eq.10,
an arc’s decision variable can only be positive if a vehicle travels the arc. Thereby,
Eq.9 prevents sub-tours by ensuring that at least one arc which is connected to the
depot is used when traveling.

n∑

r=1
r �=i

F p
ir −

n∑

r=1
r �=i

F p
ri =

n∑

j=1

L p
i j ∀i = 2..n, p = 1..k (9)

F p
i j ≤ n2X p

i j ∀(i, j) ∈ A, p = 1..k (10)

F p
i j ≥ 0 ∀(i, j) ∈ A, p = 1..k (11)

Due to the computational complexity of solving the equations shown above, a heuris-
tic algorithm has to be developed that finds a near-optimal solution with respect to
those constraints.

4 The Heuristic Algorithm

The heuristic proposed here is adapted fromResende andRibeiro (1997) and based on
the Greedy Randomized Adaptive Search Procedure (GRASP). GRASP consists of
two phases: In the first phase, a feasible solution is generated by aRoute Construction
Algorithm (RCA)which is then improved in the secondphase that searches for a better
solution in its neighbourhood using a Simulated Annealing (SA) meta-heuristic to
execute the local search for all the iterations. The aim of the iterative GRASP process
is to reach the global minimum, i.e., to minimize overall salting time.

4.1 Phase One: Route Construction Algorithm

RCA traces a route from the depot by adding arcs incrementally with respect to the
constraints (Sect. 3) for each iteration until a route is constructed. In every iteration
of RCA, a list of arc candidates, a Restricted Candidate List (RCL), is generated by
evaluating possible arc candidates that meet a greedy evaluation function. Further-
more, these arc candidates must be able to meet the feasibility of the partial solution,
thus enabling arc exchange. This is used by the greedy evaluation function, which
calculates the change in total cost and only considers the candidates that contribute
with an incremental cost below the threshold value. The selection of candidates from
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Table 2 The nomenclature
of RCA

Variable Definition

α The threshold parameter between 0 and 1

Cmax Highest incremental cost

Cmin Lowest incremental cost

E Possible candidate list

NoRoutes The number of developed routes

RCL is random and repeated until a final route is obtained. The cost refers to the
adjusted lengths, which are then adjusted for the traverse time based on the speed
limit. In addition, the arcs with a service demand will be termed the required arcs.

The RCA consists of the following steps (see Table2 for the nomenclature):

Step 1: The shortest distance between each pair of nodes is calculated and
NORoutes is set to 0. The shortest distance can be calculated using Floyd–
Warshall’s algorithm (Cormen et al. 1990, pp. 558–565), which computes
the shortest distances between all nodes in the graph.

Step 2: The current node is set to the depot node, partial route termed as no route,
partial cost set to 0, the remaining capacity is set to the capacity of vehicle
and the depot node is set as start node. If all the arcs’ requirements are 0,
i.e. no arcs require service in the network, then the process goes to step 7,
otherwise to step 3.

Step 3: The process goes to step 4 if any required arcs are connected to the current
node, otherwise step 6.

Step 4: The RCL with a cost in the range of R = [Cmin,Cmin + α ∗ (Cmax −
Cmin)] is generated. α is a value between 0 and 1.

Step 5: If the RCL contains at least one arc, then a random selection is made and
the selected arcs are added to the partial route. Then, the partial route is
updated by setting it to the current partial route including the added arc
and partial cost is set as partial cost including the cost of the added arc.
Furthermore, the remaining capacity is set to the remaining capacityminus
the required capacity for servicing the added arc. If the added arc has a
traverse demand >= 1, then the demand is reduced by 1. In addition, the
current node is set to end node of the recently added arc and the process
returns to step 3, otherwise to step 6.

Step 6: If the addition of the required arc(s) is not possible due to violation of the
constraints, then the shortest return route to the depot has to be determined.
While doing this, the partial route is updated with the shortest return path
to the depot, route cost is set to partial cost including the distance back
to the depot and NORoutes is set to NORoutes + 1. After doing this, the
process returns to step 2.
Otherwise, the closest node connected to a required arc that does not exceed
the constraints has to be determined and the shortest distance calculated.
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Then, the partial route is updated to the partial route including the distance
to the closest node, route cost is set to partial cost including the cost of the
path to the closest node and the current node is set to the closest node and
the process can go back to step 4.

Step 7: The solution is a set of routes that fulfills the demand of the required arcs
in the network. NORoutes is set to the total number of solution routes in
the network.

4.2 Phase Two: Simulated Annealing Heuristic

The SA process starts with the best overall solution obtained fromRCA and looks for
a better one in a predefined neighbourhood. Since SA is a meta-heuristic, it allows
for uphill moves, i.e. moves that generate solutions with higher costs than the current
solution. This enables the process to escape local minima and find better solutions.
The following pseudo-code outlines SA (Rere et al. 2015):

Algorithm 1 The local search
1: procedure Simulated Annealing
2: Select the best solution vector x0 to be optimised. Initialise the parameters:
3: Temperature T , Boltzmann’s constant k, reduction factor c
4: while termination criterion is not satisfied do
5: for number of new solution select a new solution: x0 + δx
6: if f (x0 + δx) < f (x0) then fnew = f (x0 + δx); x0 = x0 + δx
7: else δ f = f (x0 + δx) − f (x0)
8: random r(0, 1)
9: if r < exp(−δ f/kT ) then fnew = f (x0 + δx), x0 = x0 + δx
10: else fnew = f (x0), do
11: end if
12: end if
13: f = fnew
14: Decrease the temperature periodically: T = c ∗ T
15: end for
16: end while
17: end procedure

The SA algorithm itself is embedded in a loop of moves of arcs in the route,
followed by the execution of a route improvement algorithm, as outlined in the
following.

The Movements

The movements for the local search are adapted from Pearn (1989), following the
idea of “shuffling” subsets of arcs between two possible routes in order to find a
better solution. This method randomly applies five arc selection rules to then select
the optimal solution. This is done by defining sets of moves where each contains
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Table 3 The nomenclature
of the movements and the
route improvement

Variable Definition

Level1 The obtained routes, when the input route is
splitting at 2 points and rearranged

Level2 The obtained routes, when the input route is
splitting at 3 points and rearranged

N1 The number of best Level1 routes

N2 The number of best Level2 routes

Routex1 The route from which one or more arcs are
removed

Routex2 The route in which one or more arcs are inserted

every move only once. The randomness is achieved by sequencing the order of the
moves in the sets randomly. Each move of each set is performed for a number of
finite iterations. When all iterations for all moves in one set have been performed,
the process continuous to a different set. Table3 shows the nomenclature used for
the moves in the following steps.
Move 1 moves one arc from Routex1 to Routex2 with respect to the constraints of
the succeeding route by executing the following four steps:

Step 1: First, a candidate list containing arcs that can be moved from one route
to another, is generated. These arcs have to respect the constraints of the
route to which they are moved to. For this move, there are following three
categories of such arcs; (a) Both arcs being non-required arcs. (b) One of
the preceding or succeeding arcs being a service arc. (c) Both arcs being
service arcs.
This move can be executed with the preference hierarchy (probability of
selection) of (a) followed by (b) and then (c).

Step 2: For every candidate arc, all the candidate routes, in respect to the con-
straints, are determined.

Step 3: Then, an arc is randomly selected from the candidate list in respect to the
probability of selection.

Step 4: For the selected arc, a candidate route is selected randomly, cf. step 2.

Move 2 exchanges a pair of arcs between Routex1 and Routex2 with respect to the
constraints of both routes by executing the following two steps:

Step 1: First, a candidate list containing all pair of arcs that can be exchanged
between two routes is generated by complete enumeration. This is done
with respect to the constraints of both routes.

Step 2: Then, a random selection from the candidate list is made and the move is
carried out by inserting the two arcs in their receptively counter route.

Move 3 exchanges two arcs from Routex1 with one arc from Routex2 with respect
to the constraints of both routes by executing the same steps as in move 2.
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Move 4 exchanges three arcs from Routex1 with one arc from Routex2 with respect
to the constraints of both routes by executing the same steps as in move 2.
Move 5 exchanges three arcs from Routex1 with two arcs from Routex2 with respect
to the constraints of both routes by executing the same steps as in move 2.

The Route Improvement

When a move is executed, a Route Improvement (RI) algorithm is used to generate
a new route, starting and ending at the depot, including the moved arcs. The RI-
algorithm uses the set of arcs obtained from the different moves and works with one
set at a time. When the RI-algorithm has constructed a route, it splits the route
at different points, creating multiple elements. Then, the algorithm changes the
sequence of elements, by moving the elements, creating multiple routes with dif-
ferent arranged sequence of elements. Among these routes, the cheapest route with
rearranged sequence of elements is the final result of the RI-algorithm, which then is
used in the SA as the result of the move. The steps of the RI-algorithm are as follows;

Step 1: The RCA, as described in Sect. 4.1, is used to create a route that starts and
ends at the depot.

Step 2: The route obtained from RCA is then divided in all possible ways at two
points creating three segments (Level1-analysis). The sequence of these
three segments is then changed and rearranged in all possible ways with
respect to the orientation of the arcs. This step ends with an evaluation of
the cost of each route after the rearrangement.

Step 3: The N1 routes of the Level1-analysis are stored in a Level1-list. Every
time a cheaper route than N1 is found, the list is updated by including the
new route.

Step 4: The top N1 routes are then randomly selected from the Level1-list, termed
Level2-routes, and stored as a Level2-list. Each route from this list is
then divided in all possible ways at three points creating four segments,
Level2-analysis. The sequence of these four segments are then changed
and rearranged as in step 2.

Step 5: If the Level2-analysis creates a cheaper route, N2, than the routes in the
Level1-list, then the N2-route is used in the Level1-analysis, step 2. If the
new Level1-analysis of the N2-route creates a cheaper route, then a new
Level2-analysis is generated, step 4.

Step 6: The final result is the cheapest route after the performance of Level1- and
Level2-analysis.

The low cost routes for both Routex1 and Routex2 are thereby determined. After
creating the sets of moves, the SA can be performed, consisting of the following
steps and using the nomenclature from Table4:

Step 1: The values of the parameters; a, Nmax , Nmove, MaxI teration and T have
to be set. In addition, the following parameters have to be; N = 0 and
Niteration = 0. The process continuous to step 2.
The cooling of SA is managed by Nmax and a i.e. for every Nmax , the
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Table 4 The nomenclature of SA

Variable Definition

a The temperature reduction factor

BestCost The lowest cost

BestRoutes The corresponding route to the lowest cost

CurrCost The current cost

CurrRoutes The set of corresponding routes to the current cost

MaxI teration The maximum number of iterations

N The number of iterations at the current temperature (counter)

NIteration The number of ongoing iterations (counter)

Nmax The maximum number of iterations at each temperature

Nmove The maximum number of iterations for each type of move

R A random value between 0 and 1

RCACost The total cost obtained from RCA

RCARoutes The set of routes obtained from RCA

SACost The cost of SA

SARoutes The set of SA routes

T The temperature

�TC The value of (CurrCost − SACost )

temperature reduces by factor a. In addition, the temperature T allows
the exchange of the neighbouring solutions, enabling the heuristic search
space, thus the value of T has to be high.
Furthermore, in this step, a set of moves has to be generated, as described
in Sect. 4.2.

Step 2: The following conditions have tobe set; BestCost = RCACost , BestRoutes =
RCARoutes , CurrCost = RCACost and CurrRoutes = RCARoutes . The
process continuous to step 3.
Here, the route(s) and solution values obtained from theRCAare assumed
and set to be the current and the best route with the related values.

Step 3: The following condition is set; Niteration = Niteration + 1. The process
continuous to step 4.
In this step, the overall iteration counter increases by 1.

Step 4: The following condition is set; N = N + 1. The process continuous to
step 5.
In this step, the annealing iteration counter increases by 1.

Step 5: The following conditions are set; SACost = the cost of the performed
move and SARoutes = the route obtained after performing the move. The
process continuous to step 6.
In this step, the cost and set of route(s) of the move are set as the SA
values.
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Step 6: �TC = CurrCost − SACost is calculated and depending on the result,
the process continuous to either step 7 or step 8.
In order to assess the solution obtained after a move, the difference
between the current cost and the SA cost has to be calculated.

Step 7: The following conditions are set if �TC >= 0: CurrCost = SACost &
CurrRoutes = SARoutes and the following conditions are set if SACost <

BestCost , BestCost = SACost and BestRoutes = SARoutes . The process
continuous to step 9.
Here, based on the evaluation of the difference between the current cost
and the SA cost a number of conditions are set. In case of the difference
being greater or equal then 0, the solution of SA is better the current
solution. At the same time, the values of SA are set as the best values, if
the cost of SA is less than the cost of the best solution.

Step 8: The following conditions are set in case of �TC < 0 and exp(�TC/T )

> R; CurrCost = SACost and CurrRoutes = SARoutes . The process con-
tinuous to step 9.
In contrast to step 7, this step deals with current solutions being worse
than the SA solutions. If so, the non-improving SA solutions have to, based
on the probability function, either be accepted or rejected. As�TC �→ 0,
the chance of the non-improving SA solutions being accepted increases.
At the same time, as T �→ 0 the probability of acceptance decreases.

Step 9: The following conditions are set if N = Nmax ; T = a ∗ T and N = 0.
The process continuous to step 10.
If the maximum number of iterations at the current temperature has been
reached, the temperature is reduced by a and the N counter is set to 0

Step 10: If NIteration = MaxI teration , the algorithm process ends. Otherwise, the
process continuous to step 11.
If the total number of ongoing iterations has reached the maximum num-
ber of iterations (the algorithm’s stop condition), then the best overall
solution of the iterations is the final solution.

Step 11: If NIterationMOD(5 ∗ Nmove) = 0, then a new set of moves has to be
generated and the process returns to step 3. Otherwise, the process con-
tinuous to step 12.
If the number of ongoing iterations has reached five times the maximum
iterations for each type of move, then all solutions for that set of moves
have been searched. Since the Niteration has not reached the number of
maximum iteration of the algorithm, then a new set of moves can be
assessed.

Step 12: If NIterationMODNmove = 0, then the type of move, in the same set of
moves, has to be updated and the process returns to step 3. If that is not
the case, the process still returns to step 3.
Here, it is determined whether there has to be a change in the type of
move or if the algorithm has to run the next iteration of the same type of
move.
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Fig. 2 An example of a traffic direction-based model (Ruas and Gold 2008, p. 623)

The best overall solution becomes the final solution when one of the stop condi-
tions has been reached.

5 Implementation and Results

In order to implement and test the approach outlined in the previous sections, three
of VD’s winter maintenance routes have been modeled based on a traffic direction-
based schema. This model is an abstraction of vehicle driving directions rather than
physical objects (Ruas and Gold 2008, p. 622). Figure2, shows an example in which
the northern carriageway is represented as a single line due to same direction lanes
and the southbound carriageway is represented by five modeling objects based on
their traffic directions; off-ramp, on-ramp, right-turn, left-turn and ahead flow.

The data for the three routes (and their vicinity; see Fig. 3 for an example) were
obtained from VD’s road management system2 and, after extensive cleaning and
manual fixing of disconnected arcs, translated to the traffic direction-based schema.
RCA and SA have then been implemented in Python to work on this model.

The three test routes used for evaluation of the approach are shown in Figs. 1 and 4,
respectively. After some experiments, the optimization procedure was run with an
initial temperature T of 100, a temperature reduction factor α of 0.995, a maximum

2See http://vejman.dk and https://trafikkort.vejdirektoratet.dk.

http://vejman.dk
https://trafikkort.vejdirektoratet.dk
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Fig. 3 A maintenance route with neighbourhood, obtained by clipping a buffered convex hull

Fig. 4 Winter maintenance routes K18 and K20

number of iterations for each type of move Nmove of 1000, a maximum number of
iterations at each temperature of 300, and an overall maximum number of iterations
of 125.000. The SA progress with these parameters for each route is shown if Fig. 5.
In addition to a fixed salting width of 8m and the arcs’ respective speed limits, the
evaluation is based on a maximum speed of 80km/h when deadheading, 30km/h
when salt spreading the ramps and 70km/h when salting elsewhere.

The optimization produces significantly shorter routes for all three routes, despite
the fact that themaintenance route itself was fixed and optimizationwas only possible
in the deadheading and in the order of the segments of the maintenance route. For
test route K18, the route length was reduced by 6.3% and service time by 7.1%. For
K20, route length was reduced by 8.2% and service time by 10.7%, and for K72,
route length was reduced by 11.7% and service time by 10.6%. Assuming the current
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Fig. 5 SA progress for the three test routes, with the blue line indicating the route length before
optimization, the gray line indicating the route length at the current iteration, and the red line
indicating the minimum route length found up to the current iteration



Route Optimisation for Winter Maintenance 141

average salting cost per hour and that similar improvements can be expected for the
remaining roads VD has to maintain during the winter, we expect savings in the order
of 2.8million DKK (about 380.000 Euros). This estimate does not include savings
due to the automation of route planning.

Concerning the route optimization procedure itself, there is still room for improve-
ment in computation time. The result shown here were obtained on a standard laptop
and took 7h 28min (K18), 12h 41min (K20), and 71h 3min (K72). While these
are clearly substantial computation times, they are not unusual for such heuristic
procedures on complex problems. The computation time of almost three full days
for route K72 is a prime example, as this is the only route that requires two vehicles
to be serviced, resulting in a substantially increased processing time. However, the
focus of this research has been on demonstrating that substantial improvements of
the routes themselves are possible using this approach, without a big focus on com-
putation times, since these procedures are only run once in the rare event that the
routes are changed. Nonetheless, we believe that further testing and tuning of the
parameters would allow us to improve computation times.

6 Conclusions

This paper has shown how the Danish Road Directorate’s salt spreading can be opti-
mized by treating it as a CapacitatedArc Routing problem (CARP). Based onCARPs
categorisation as NP-hard, heuristic procedures were investigated and a heuristic
algorithm based on a Greedy Randomized Adaptive Search Procedure (GRASP) was
developed. In the proposed procedure, each iteration constructs a solution which is
further optimised by performing a local search with a Simulated Annealing (SA)
based heuristic algorithm. This is done by constructing an initial solution with a
Route Construction Algorithm (RCA), that incrementally traces a route with the
depot as the start and end node, in order to service the required arcs with respect
to a number of constraints and criteria at each iteration. The final obtained solution
of RCA is used to perform a Simulated Annealing (SA) based local search, which
improves the RCA-obtained solution by exchanging arcs in terms of five different
moves that define the solution space. When a move is performed, a Route Improve-
ment (RI) algorithm is used to rearrange and reconstruct a new solution that, if better
than the initial solution, is used as the new initial solution for the next iteration. The
final result becomes the best overall solution that is obtained when the GRASP has
reached one of the stop conditions. The proposed algorithms were implemented and
tested on three different service routes, showing that they were able to improve the
existing routing of all three test routes significantly. Future work on this approach
should focus on the reduction of the processing time, as well as the inclusion of fur-
ther parameters in the optimization, such as variable salting widths or the inclusion
of typical morning traffic conditions, when most salting activities take place.
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Tracing Tourism Geographies with
Google Trends: A Dutch Case Study
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Abstract Search engines make information about places available to billions of
users, who explore geographic information for a variety of purposes. The aggregated,
large-scale search behavioural statistics provided by Google Trends can provide new
knowledge about the spatial and temporal variation in interest in places. Such search
data can provide useful knowledge for tourismmanagement, especially in relation to
the current crisis of tourist (over)crowding, capturing intense spatial concentrations of
interest. Taking the Amsterdammetropolitan area as a case study and Google Trends
as a data source, this article studies the spatial and temporal variation in interest in
places atmultiple scales, from2007 to 2017. First,we analyze the global interest in the
Netherlands and Amsterdam, comparing it with hotel visit data. Second, we compare
interest in municipalities, and observe changes within the same municipalities. This
interdisciplinary study shows how search data can trace new geographies between the
interest origin (what place users search from) and the interest destination (what place
users search for), with potential applications to tourism management and cognate
disciplines.
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1 Introduction

In their effort to provide relevant information to users, search engines create connec-
tions between users and Web content. Just considering Google, more than a billion
people query the search engine every day, resulting in more than 3.5 billion requests
per day.1 Geography plays a central role in this process of information retrieval and
consumption, as users,machines, and online resources are always located somewhere
on the planet (Graham et al. 2015). Users search for places from their location for
a variety of purposes, including travel, reference, news, entertainment, and invest-
ment. The expression of interest in an entity (e.g. typing “London” into Google) is a
relatively novel and unique type of big data that can be used for the study of human
dynamics (Stephens-Davidowitz 2013).

Tourism constitutes a major and increasing driver for the development of places.
Over the past decade, global tourist flows have strongly increased, exhibiting a growth
rate of 4% or more every year. In 2017, the growth was 7%, reaching a total of
1.32 billion overnight visitors worldwide.2 Search engines, combined with online
platforms such as booking.com and Airbnb, have radically transformed how tourists
find their destinations and plan their journeys. The economic and cultural benefits of
growing tourism do not come without a cost. Many focal areas in the world suffer
fromovercrowding, includingVenice,Barcelona, andAmsterdam. In this context, big
data analytics offer new insights into observing, modelling, and forecasting tourism-
related behaviour in space and time (Önder and Gunter 2016).

As part of the broad “Web science” approach (Hendler et al. 2008), the potential
of search data has attracted attention from multiple viewpoints. Since 2006, Google
Trends3 has provided aggregated measures of interest in topics searched for on the
search engine, capturing how interest in a person, city, event, book, team, or movie
can rise, fall, concentrate, and disperse over time (Jun et al. 2018). This data source
spurred several applications in economics (Choi and Varian 2012) and epidemiol-
ogy (Lazer et al. 2014). While some of these works include geographic and temporal
dimensions, no study has focused on the search for places with an explicit attention
to the spatial dimension of this human behaviour.

In this article, we use Google Trends data to observe the variation of interest in
places, with particular attention to potential applications in tourism studies. This
exploratory study of what we might call an “interest geography” aims at paving
the way towards more modelling-oriented efforts. As a case study, we consider the
Amsterdam metropolitan area, a region of the Netherlands that comprises 33 munic-
ipalities. The investigation is restricted to the most recent decade with complete
data (2007–2017). Central to the study are the interest origin (which place people
search from) and the interest destination (which place people search for). Following

1https://web.archive.org/web/20181204153621/https://www.internetlivestats.com/google-search-
statistics. All URLs were accessed in November 2018, and are stored in the Internet Archive.
2https://web.archive.org/web/20180808124718/http://cf.cdn.unwto.org/sites/all/files/pdf/unwto_
barom18_01_january_excerpt_hr.pdf
3https://web.archive.org/web/20181206023025/https://trends.google.com/trends/

https://web.archive.org/web/20181204153621/
https://www.internetlivestats.com/google-search-statistics
https://www.internetlivestats.com/google-search-statistics
https://web.archive.org/web/20180808124718/
http://cf.cdn.unwto.org/sites/all/files/pdf/unwto_barom18_01_january_excerpt_hr.pdf
http://cf.cdn.unwto.org/sites/all/files/pdf/unwto_barom18_01_january_excerpt_hr.pdf
https://web.archive.org/web/20181206023025/
https://trends.google.com/trends/
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recommendations by Singleton et al. (2016), all analyses in this article are fully repro-
ducible, and code and data are available online.4 This article is a first step towards
answering the following research questions:

RQ1 Howdoes search behaviour change at different geographic scales (e.g. national,
regional, local)?

RQ2 How does search behaviour change in space across different interest origins
and different interest destinations?

RQ3 Is there any correlation between search behaviour and measurable tourism
activity, such as hotel visits?

RQ4 What areas are over- and under-represented in online search interest with
respect to population size?

The remainder of this article is organized as follows. Section 2 discusses related
work in spatio-temporal analytics of search data, particularly on Google Trends, and
tourism studies. The analysis of interest origin for the Netherlands and Amsterdam at
the global scale is then discussed in Sect. 3, contrasting hotel visits with search inter-
est. Section 4 analyzes the variation of interest in municipalities in the Amsterdam
metropolitan area over time, both within each municipality and between municipal-
ities. Section 5 concludes the article with a discussion and outlook on the potential
of search data for tourism analytics.

2 Related Work: Search Interest and Tourism

This study is located at the intersection of web science, internet geography, data
science, and tourism studies. This section aims at covering relevant works from
these areas, including background about tourism in the Amsterdam metropolitan
area.

2.1 Search Engine Data for Human Dynamics

The information retrieval community has traditionally relied on search engine logs
as a source of information about user behaviour, before privacy concerns emerged
during the notoriousAOL incident in 2006.5 Since then, search data has been released
only in coarse aggregated forms, making it hard to connect searches with specific
individuals. Additionally, as the business model of Google relies on the secrecy of its
algorithm to reduce rankingmanipulation in the arena of Search EngineOptimization

4https://github.com/andrea-ballatore/SearchGeography.
5https://web.archive.org/web/20181204192954/https://www.nytimes.com/2006/08/09/
technology/09aol.html.

https://github.com/andrea-ballatore/SearchGeography
https://web.archive.org/web/20181204192954/
https://www.nytimes.com/2006/08/09/technology/09aol.html
https://www.nytimes.com/2006/08/09/technology/09aol.html
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(SEO), access to highly granular search data is essentially impossible outside of the
search engine provider.

For these reasons, Google Trends indicates an index of interest from 0 to 100,
calculated relative to all searches conducted in a given period, allowing comparisons
either between terms, or within the same term over time, and does not provide the
actual number of searches. Therefore, if the overall pool of searches grows and
changes composition, the index for a given topic can decrease even if the actual
number of searches has increased. Given the noisy, volatile, and ambiguous nature
of search data, caution is needed when handling the Google Trends index.6

Search motivations vary widely (e.g. searching for London to plan a journey or
to learn about its history), and the disaggregation of these behaviours is not trivial.
Search terms are often ambiguous (“Chelsea” as an English or American neighbour-
hood, an English football team, or a female name), and exceptional events, such
as natural and man-made catastrophes, tend to generate short-lived bursts of inter-
est. Spatially, the geography of searches is biased by an uneven user distribution:
Google has a limited user base in major countries such as China, Russia, and Iran.
Furthermore, virtual private networks (VPNs) deliberately obfuscate the geographic
location of users.

Despite these limitations and challenges, Google Trends data have been used in
a variety of contexts, primarily in economics (Jun et al. 2018) and management
(Askitas and Zimmermann 2015). Researchers showed that search data can forecast
future behaviours (Goel et al. 2010), often correlate with changes in the value of
several goods and services (Choi and Varian 2012), and can quantify attitudes that
are not easily revealed by polls, such as racism (Stephens-Davidowitz 2013). From a
more geographical perspective, Google Flu Trends famously linked search locations
to potential flu outbreaks, producing some hype and subsequent reappraisal of the
potential of big search data for forecasting (Lazer et al. 2014).

In GIScience and geography, our prior work focuses on several facets of search
engines, including the localness of results (Ballatore et al. 2017), interest in crowd-
sourced datasets (Ballatore and Jokar Arsanjani 2018), and popularity of data science
tools (Ballatore et al. 2018). However, none of these studies has the spatial focus that
we take in this article.

2.2 Tourist (Over)Crowding and Big Data

Cities and their historical cores have since long been popular recreational destina-
tions among travellers (Gospodini 2006), but only since the end of the 20th century
assets are purposefully developed and marketed in order to create and foster a “vis-
itor economy” (Hall and Barrett 2017). Ambitious city marketing strategies were
often developed and opportunistic city development projects implemented to sell

6https://web.archive.org/web/20181108133214/https://medium.com/@pewresearch/using-
google-trends-data-for-research-here-are-6-questions-to-ask-a7097f5fb526.

https://web.archive.org/web/20181108133214/
https://medium.com/@pewresearch/using-google-trends-data-for-research-here-are-6-questions-to-ask-a7097f5fb526
https://medium.com/@pewresearch/using-google-trends-data-for-research-here-are-6-questions-to-ask-a7097f5fb526
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and boost the city’s appeal for visitors in terms of leisure and consumption, with
the goal of attracting large numbers of visitors and their spending power (Spierings
2013). Supported by, amongst others, the rise in leisure time, the growth of spend-
ing power, and the proliferation of low-cost airlines, many cities have also become
very successful in attracting tourists. However, rising complaints and protests by
residents against large and increasing numbers of tourists are clear indications that
several cities have recently become too successful, and are increasingly perceived
by residents and tourists alike as “(over)crowded” (Popp 2012; Novy and Colomb
2017; Neuts and Vanneste 2018).

Even though surveys provide valuable quantitative data about tourist flows and
related processes of (over)crowding, supporting decision-making, the rise of “big
data” promises cheaper and more granular data sources (Kitchin 2014). The poten-
tial of search engine behaviour has not gone unnoticed in tourism and management
studies (Pan et al. 2012; Yang et al. 2015). Search statistics can provide valuable
information about the interests and intentions of tourists (Li et al. 2017). The estima-
tion of tourist arrivals can also be enriched by search trends, as shown in a case study
on Vienna (Önder and Gunter 2016). Search interest correlates better with arrivals
when linguistic and other biases are taken into account (Dergiades et al. 2018). Along
similar lines, Siliverstovs and Wochner (2018) improved the forecasting accuracy of
Google trends for tourist arrivals to Switzerland by employing a cross-sectional
instead of a longitudinal approach. This body of work offers sophisticated insights
into the temporal dimension of search patterns, but overlooks the spatial dimension
that we focus on in this article.

2.3 Tourist Marketing and Spreading in Amsterdam

As our case study focuses on the Amsterdam metropolitan area, it is beneficial to
provide some background about the city’s complex relationship with tourism. Nowa-
days, most tourist destinations aim to manage and mitigate the social impacts of
(over)crowding. One of the strategies that is experimented with is the spatial “spread-
ing” of tourists. Amsterdam is a telling case of this policy strategy, which has the
objective of spreading tourists at the urban, regional, and even at the national level.
Recently, a marketing campaign was initiated to promote neighbourhoods outside
and adjacent to the historical core of the city as interesting and diverse destinations.7

A complementary tourist-spreading strategy was developed at the national level
withAmsterdam as an important constituent of several marketing “storylines”. These
narratives present the country as onemetropolis (i.e. Holland city) and promote visits
“off the beaten track” throughout the country.8 The storyline of the Dutch Golden

7https://web.archive.org/web/20181206203125/https://www.iamsterdam.com/nl/over-ons/
amsterdam-marketing/afdelingen/marketing-strategy/consumer/buurtencampagne.
8https://web.archive.org/web/20181206203356/https://www.nbtc.nl/en/homepage/collaboration/
storylines.htm.

https://web.archive.org/web/20181206203125/
https://www.iamsterdam.com/nl/over-ons/amsterdam-marketing/afdelingen/marketing-strategy/consumer/buurtencampagne
https://www.iamsterdam.com/nl/over-ons/amsterdam-marketing/afdelingen/marketing-strategy/consumer/buurtencampagne
https://web.archive.org/web/20181206203356/
https://www.nbtc.nl/en/homepage/collaboration/storylines.htm
https://www.nbtc.nl/en/homepage/collaboration/storylines.htm
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Age, for instance, combines the well-known capital’s canals and the Rijksmuseum
with attractions in cities like Haarlem, Leiden, Middelburg, and Dordrecht, inviting
tourists to go beyond Amsterdam.

Another marketing campaign at the regional level has been running for more
than a decade.9 Several places and sites within the urban region are marketed as
extensions of Amsterdam—including Zandvoort aan Zee (a seaside resort) as part of
“Amsterdam beach”, Muiderslot (a medieval castle in Muiden) as “Amsterdam cas-
tle”, Zaanse Schans and Volendam (respectively a traditional village with windmills
and a traditional fishing village) as “old Holland”, and Almere (a city developed in
the second half of the twentieth century) as “new land”. Our study of search geog-
raphy brings a new viewpoint on how to sense and gather data about the spatial
configuration of tourist interest.

3 Interest Origin for the Netherlands and Amsterdam

To inspect the geographyof search,we start byobserving the interest origin (i.e.where
people search from) for the Netherlands and Amsterdam, two prominent interest
targets in our Dutch case study. Hence, we collected the Google Trends index (GTI)
from 2007 to 2017 at the country level.10 For example, the GTI for Amsterdam
in France in 2010 is 2, with 100 being the GTI in the country that showed the
highest interest (the Netherlands). In order to gain an understanding of how many
searches actually occurred,we obtained estimates fromSEOcompanySemRush. The
company indicates that, in October 2018, “Amsterdam” received 246,000 searches
from the Netherlands and 201,000 from the UK. These estimates are useful to sense
the magnitude of the search volume.

During a first inspection of the GTI, we noted an unusual peak in July 2014 for
“Netherlands”, corresponding to the World Cup. It is therefore highly likely that
most of those searches were aimed at the Dutch national football team and not at
the country. “Amsterdam”, by contrast, showed seasonal variation without bursts.
Hence, in the most of the analyses below we focused on Amsterdam as opposed
to the Netherlands, for which correction would be needed. To reduce the noise in
the data, unless specified otherwise, we retrieved Google Trends data with the “low
volume” option off. This option allows to include or exclude data points with low
values that are filtered out by default.

In Google Trends, it is possible to retrieve data as a “term” (a plain string),
or as a “concept” (a bundle of correlated terms). While, in principle, the results
can vary significantly between terms and concepts, empirical observation indicated
that the variation was negligible in this study, and therefore we always used terms.

9https://web.archive.org/web/20181206102019/https://www.iamsterdam.com/en/plan-your-trip/
day-trips.
10The data was retrieved in tabular form from the Google Trends API using the R package gtrendsR:
https://cran.r-project.org/web/packages/gtrendsR.

https://web.archive.org/web/20181206102019/
https://www.iamsterdam.com/en/plan-your-trip/day-trips
https://www.iamsterdam.com/en/plan-your-trip/day-trips
https://cran.r-project.org/web/packages/gtrendsR
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As the difference in interest for objects of different sizes can vary by orders of
magnitude, when appropriate, we show transformed values with inverse hyperbolic
sine, conceptually similar to a logarithmic transformation, but better at handling 0
values.

3.1 Spatial Distribution of Interest Origin

The GTI quantifies the interest for the interest destinations (Amsterdam and the
Netherlands) in each country in the time period, relative to other countries, which
makes the comparison between countries possible. As a first step to describe the over-
all geography of interest origin, we aggregated the countries by continent (omitting
Antarctica), summing the GTI for the 11 years included in the dataset, as shown in
Fig. 1. For all continents, the Netherlands obtained higher interest than Amsterdam,
suggesting a proportionality between the size of the interest target and theGTI (RQ1).
Europe shows the highest GTI for both terms by far, with the Netherlands obtaining
1.7 times the summed GTI than Amsterdam. Notably, Africa obtained 17.6 times
more interest in the country than in the capital, while the same ratio for Asia is 6.2.
In this sense, searches from Africa focus disproportionately on the whole country
as opposed to the capital city. The other continents show substantially lower values,
indicating a strong distance decay effect. At a closer look at European countries, the
Netherlands generates the highest GTI (100) for both terms, followed by Belgium,
UK, Ireland, Germany, and Italy.

At a finer spatial granularity, Fig. 2 shows the variation in GTI by country for
Amsterdam between 2007 and 2017 (RQ1). Note that for this comparison, low-
volume data was included, as otherwise most African countries would have been
missing. These maps clearly show that interest origin became less diverse and more

Fig. 1 Google Trends
interest (GTI) for terms
“Amsterdam” and
“Netherlands”, summing
countries by continent from
2007 to 2017 (GTI
transformed with inverse
hyperbolic sine, without
low-volume data)
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Fig. 2 Google Trends interest for terms “Amsterdam” by country 2007 and 2017, with low-volume
data (index transformed with inverse hyperbolic sine). Data grouped with quantiles. Period 2007–
2017. Projection: Robinson. World borders from Natural Earth, 2017

concentrated in Europe over time (RQ2). A possible explanation for this change is
that, in the decade being analyzed, European tourist flows grew comparatively more
than those from other continents (see Sect. 3.2). Beyond the striking dominance of
Europe, post-colonial links emerged. Countries with unusually high interest (GTI in
range [8,23]) include former or current Dutch territories, such as Suriname, Aruba,
Curaçao, and Sint Maarten. By contrast, Liberia also has an unusually high GTI,
whereas colonial relations with the Netherlands were very short-lived.
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Fig. 3 a Hotel visits in Amsterdam and b GTI for term “Amsterdam” from 2012 to 2017, with-
out low-volume data (index transformed with inverse hyperbolic sine) for 50 countries. Sources:
Statistics Netherlands and Google Trends

3.2 Temporal Change in Interest and Hotel Visits

To study the relationship between quantifiable tourist behaviour and search data
(RQ3), we retrieved hotel visits in Amsterdam from 2012 to 2017 for 50 countries.11

This data estimates stays in traditional hotels, and does not include home sharing
platforms, such as Airbnb. Figure 3 depicts the yearly change in hotel visits and
the search interest as the sum of transformed GTI per continent in the same period,
for the 50 countries included in the dataset. It is possible to note that a superficial
similarity between the trend lines, particularly for the case of Europe, dominant and
increasing both in terms of hotel visits andGTI. However, the trends diverge for other
continents, which show a slight decline in GTI, while hotel visits actually increased,
even though not at the same pace as for Europe (RQ3).

The number of years in the dataset (6) is too low for meaningful correlation
analysis at the country level, we calculated the pair-wise correlation of all countries
for all years. The hotel visits are highly granular (181 levels in the variable), but
because of the coarse granularity of GTI (the variable takes only 12 levels in the
case of Amsterdam), the pairs contain a large number of ties, and therefore the non-
parametric Kendall’s τ is a suitable correlation coefficient. Table 1 shows the global
pair-wise correlation between hotel visits and GTI. No meaningful correlation is
found for the Netherlands (τ near 0), confirming the difficulty of extracting tourism-
related value from Google Trends with a query affected by interest bursts (e.g. the
World Cup). By contrast, a strong positive correlation is found for Amsterdam,
without low-volume data (τ = .57).

Over time, this correlation appears to have decreased (from .63 in 2012 to .51 in
2017, at p < 0.001), and we have no clear interpretation of this fact. Low-volume

11https://web.archive.org/web/20181201124839/http://statline.cbs.nl/Statweb.

https://web.archive.org/web/20181201124839/
http://statline.cbs.nl/Statweb
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Table 1 Correlations between hotel visits and GTI in Amsterdam and in the Netherlands (2012–
2017). Source: Statistics Netherlands. N = 294 for each test. Significance level: (***) p < 0.001,
(**) p < 0.01, (*) p < 0.05

Target Low-volume GTI levels Kendall’s τ

Amsterdam No 12 0.57***

− Yes 11 0.13**

Netherlands No 32 −0.03

− Yes 25 −0.13**

data shows weak correlations in both cases. This indicates that low-volume data is
noisier and needs extra caution to be handled. Bearing in mind the specificity of the
case study, these results suggest that searches for cities correlate fairly well with hotel
visits, while no correlation is visible with searches for countries (RQ3). Intuitively,
this might be explained with the fact that hotel are searched for in specific cities, and
not in whole countries.

4 Spatial Analysis of Interest in Municipalities

After studying the global interest origin for Amsterdam and the Netherlands, we
turned our attention to municipalities (gemeenten in Dutch) as interest destinations
in the Amsterdam metropolitan area, which covers about 2,600 km2 and currently
hosts 2.3M residents. Its 33 spatial administrative units represent Amsterdam and
the cities surrounding it. The largest municipalities in terms of resident population
are Amsterdam (about 845,000), Almere (201,000), and Haarlem (159,000), while
the smallest municipalities have as few as 6,000 residents.

4.1 Data Granularity and Comparability

Retrieving data about these municipalities from Google Trends involves distinct
technical challenges. The GTI is computed relative to a set of up to 5 search targets.
Since the index is expressed as a percentage of the maximum amount of searches
over all targets, indices from different queries are not comparable (for example,
GTI = 10 for Amsterdam would indicate a lot more searches than the same GTI
for a less popular place). To overcome this limitation, we included a reference term
in each query which was guaranteed to define the maximum for all target objects,
namely “Amsterdam”. This effectively made all municipality indices comparable
with the reference term, and thus comparable to each other. A second strategy was
to compare the temporal behaviour between regions, in terms of decline or increase
in percentage.
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A second difficulty lies in the fact that the GTI has a very limited resolution. GTI
values near zero are rounded to zero, and all other values are rounded to integers.
This limitation is enforced by design to avoid exposing fine-grained information that
could be used to alter rankings. This makes it difficult to compare index distributions
over interest targets that are spread out with a long tail in higher values, because
many low values are reduced to zero or 1.

In order to collect data at a sufficient granularity, we implemented an algorithm
that increases the resolution of a given query. This is done by subdividing the query
terms along their order of magnitude at GTI gap of more than 80, then re-querying
the lower subset of terms, and finally scaling the new index values of the subset to
the old index value. For example, one can query the GTI for “Amsterdam”, “Almere”
and “Beemster” for 2018. The result is Amsterdam = 100 (base term), Almere = 6,
and Beemster < 1. Since the GTI gap is more than 80, a second query is executed
with Almere as the base term (100), and Beemster obtains 2. We can then estimate
the GTI for Beemster as 2/100 · 6 = 0.12. While this procedure can in principle be
repeated for all index gaps, we only applied it once, since the differences between
terms of lower interest turned out to be smaller than 80.

For eachmunicipality, we inspectedGoogle Trends and ensured that the querywas
fairly unambiguous, i.e. themunicipality namedid not have another obviousmeaning.
Interestingly, smaller municipalities were under-represented in Google Trends, with
undefined GTI in most instances (RQ1). This suggests that usable data exists for
countries, cities, and for some popular neighbourhoods and points of interest (e.g.
Van Gogh Museum), but smaller areas are not mappable.

Using the aforementioned algorithm, we collected the GTI between municipali-
ties, for period 2007–2017, using a base term to make them comparable at a given
time (e.g. was the interest higher for Amsterdam or for Almere in 2007?). The data
was then collected within municipalities, looking at the temporal variation for a sin-
gle municipality (e.g. was the interest for Almere higher in 2007 or in 2008?). In
both datasets, the GTI excluded low-volume data.

4.2 Interest Between Municipalities

In this analysis, we used the aforementioned algorithm to be able to compare the
interest in target municipalities across space, starting from “Amsterdam” as a base
term (GTI = 100). Note that all the following maps of the Amsterdam metropolitan
region are projected with UTM (zone 31N). The boundaries and population data are
from dataset CBS Wijk- en Buurtkaart 2017.12 Figure 4 shows the GTI of the 33
municipalities, ranging from 0 to 62.5.

As can be seen, high-interest muncipalities emerged in the suburban area (RQ2).
On theWestern coast, Zandvoort is a popular beach area close toAmsterdam.Nearby,

12https://web.archive.org/web/20181205153226/https://www.cbs.nl/nl-nl/dossier/nederland-
regionaal/geografische%20data/wijk-en-buurtkaart-2017.

https://web.archive.org/web/20181205153226/
https://www.cbs.nl/nl-nl/dossier/nederland-regionaal/geografische%20data/wijk-en-buurtkaart-2017
https://www.cbs.nl/nl-nl/dossier/nederland-regionaal/geografische%20data/wijk-en-buurtkaart-2017
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Fig. 4 Google Trends index for municipalities in the Amsterdam metropolitan region in 2017,
using “Amsterdam” as the base term, from the whole world, without low-volume data. White areas
represent water. Data grouped as quantiles. Source: Google Trends

Haarlem is an important historical city with several popular museums. Amstelveen
has an important residential function for people working in Amsterdam, but also
contains corporate head offices, including that of KLM, and a prominent art museum.
Huizen is a former fishing village. Hilversum is known as the Dutch “media city”
with a focus on radio and television broadcasting and a relatedmuseum on image and
sound. Finally, Almere and Lelystad were both developed in the second half of the
20th century, and are currently important centers for commuters in the Amsterdam
area, and also have recreational highlights, such as a large shopping centre with
modern architecture, a replica of a cargo ship of the Dutch East India Company, and
one of the Factory Outlet Centres in the Netherlands.

As the population size of these municipalities varies from about 6,000 to 845,000,
we related the GTI with population densities, by grouping population densities and
GTI based on quantiles (RQ4). The bi-variate choropleth map in Fig. 5 shows the
geography of search interest in relation to population.13 The brown municipalities
(high population and high interest) dominate the metropolitan area, and are of par-
ticular interest for tourists. The light red areas manage to attract high interest with
low population: Huizen, Laren, and Blaricum are very affluent municipalities, and a
popular beach is located in Zandvoort. Haarlemmermeer and Velsen, in contrast, are
much more affordable housing areas of lower interest.

13Map based on R package: https://github.com/sdesabbata/BivariateTMap.

https://github.com/sdesabbata/BivariateTMap
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Fig. 5 Population of municipalities in the Amsterdam metropolitan region 2017, in relation to
Google Trends index in period 2007–2017 (sum), without low-volume data. The 9 groups are
calculated as the intersections of 3 quantiles for the two variables. For the sake of readability, labels
are omitted for low-low and medium-medium areas. Sources: Statistics Netherlands and Google
Trends

Bymeasuring the demand for an area in terms of search interest and its capacity in
terms of population or infrastructure density,we suggest that theworldwide interest in
the red and brown municipalities is likely to overcome their carrying capacity. Thus,
rising numbers of residents and visitors can be expected with a further increase in
property prices and the development as well as aggravation of capacity problems,
including (over)crowding. This Google Trends data allows to identify, among others,
Amsterdam, Almere, Lelystad, Haarlem, Hilversum, and Amstelveen as hotpots that
combine high population and high tourist in-flows, resulting in overcrowding (RQ4).
By contrast, turquoise areas (high population and low interest) emerged as under-
represented in the interest geography. These areas might be considered as targets for
intervention to absorb tourist flows from high-interest areas (RQ4).

4.3 Interest Within Municipalities

To see further temporal and spatial trends in theAmsterdammetropolitan area (RQ1),
we studied the temporal variation in GTI for eachmunicipality separately, comparing
only whether interest declined or increased in the last decade. This latter measure is
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Fig. 6 Change in Google Trends index in each municipality, without low-volume data (2007–
2017). Interest origin: Netherlands. Data is grouped with equal intervals. For the sake of readability,
some labels are omitted. Source: Google Trends

comparable between areas, while the underlying absolute values are not. Rather than
the variation with respect to a base term, in this instance, GTI is 100 at the peak of
each municipality.

Figure 6 shows the change in GTI for each municipality, only considering
searching originated from the Netherlands. The GTI increased for some munici-
palities (i.e. Amsterdam, Almere, Oostzaan, and Landsmeer, Edam-Volendam and
Beemster, Blaricum and Laren), while other areas declined, including Haarlemmer-
meer, Zaanstad, and Wormerland. Possible explanations for the interest growth for
some areas: Edam-Volendam, an old fishing village with a traditional cheese market,
may have become more popular among visitors in recent years. Blaricum and Laren
are among the most affluent municipalities in the Netherlands, attracting investors in
real estate and luxury shoppers. Almere serves as one of the most important parts of
the commuter belt of Amsterdam, and has absorbed some of the housing demand in
the area, but also has appealing recreational facilities. Beemster has several historical
fortresses that attract tourists. The popularity of Oostzaan may relate to the fact that
it is located closely to the Zaanse Schans, a traditional working village with several
windmills.
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Fig. 7 Change in Google Trends index in each municipality, without low-volume data (2007–
2017). Interest origin: world. Data is grouped with equal intervals. For the sake of readability, some
labels are omitted. Source: Google Trends

When observing global searches, the distribution of change looks similar, but with
a steep decline over most areas (Fig. 7). Even Amsterdam, Almere and Blaricum lost
interest over the last decade, while only Beemster, Edam-Volendam and Oostzaan
stayed equal or increased. To investigate the decline, it is beneficial to look at the
variation in GTI at a higher temporal detail (Fig. 8). Almost all areas declined in
2008–2011, with a particularly steep decline in the Western part of the region, with
negligible exceptions. The decline is subsequently more biased towards the Eastern
areas, with recovery localized in the North. Finally, from 2014 to 2017, more areas
are either recovering or remaining stable.

This overall international decline in interest in the Amsterdam metropolitan area
escapes simple explanations, and seems to counter other trends (RQ3). A possible
factor can be identified in the sharp increase in mobile searches on smartphones,
which broadened and changed the search pool, therefore impacting on theGTI.While
the 2008 financial crisis marked a temporary reduction in tourist flows, tourism at
the global level seems rather “shock proof” and shows robust growth in the period
2007–2017. This suggests that spatially and temporally more detailed analyses are
needed to relate this large decline to ground truth data (RQ2 and RQ3).



160 A. Ballatore et al.

Fig. 8 Change inGoogle Trends index in eachmunicipality, without low-volume data in 3 temporal
intervals (2007–2017). Groups were manually defined. For the sake of readability, some labels are
omitted. Interesting origin: world. Source: Google Trends

5 Discussion and Conclusion

In these analyses of Google Trends, we have shown several possibilities for empirical
research. First, we studied the interest origin for the Netherlands and Amsterdam at
the global level (RQ2), highlighting the rise of Europe as the main origin area, and
howpost-colonial ties are clearly visible in the spatial distribution of interest. Second,
we compared search trends with hotel visits (RQ3). The correlation turned out to be
fairly strong at the city level, but very weak at the country level (RQ1).

We thenmovedon to observe the interest geography at themunicipality level, com-
paring areas to one another and in terms of population (between areas) and at the level
of individual change (within areas). This analysis illustrated how uneven and volatile
the geography of interest is, and how some areas appear largely over-represented in
the interest they generated (e.g. very affluent municipalities) and others are under-
represented (e.g. more affordable residential areas) (RQ4). While this unevenness is
perhaps not surprising, it is novel to view interest quantified over time at this scale
(RQ1).

For the case study of the Amsterdam metropolitan area, we have shown that it is
possible to detect major areas of interest, in particular ones that attract a relatively
high volume of searches despite low population density: These are potential hotspots
of tourist overcrowding. In addition, we might be able to detect suburban areas
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where interest is rising due to tourist attractions and appealing housing opportunities
(globally or from a specific country of origin). These are areas where interest, by
tourists as well as residents, is already rising. Processes of a rapid increase in interest,
such as gentrification, might be detectable through this data. Furthermore, areas that
are not yet on the tourist map could be identified for futuremarketing or development.

Rather than providing exhaustive answers to our research questions, this arti-
cle opens up a path to further, more modelling-oriented investigations, adopting
high-quality, tourism-related datasets as ground truth. While not reaching final con-
clusions, this exploration has provided us with several insights. In order to make
effective use of Google Trends data in tourism studies, and more broadly, in geogra-
phy, we deem the following points to be noteworthy:

• The geographic scale has a strong impact on the search behaviours for places. For
example, patterns at the country and at the city level appear very different (e.g.
city searches correlate to hotel bookings, country searches do not). Furthermore,
for scales finer than a municipality, the data is not granular enough.

• The resolution of the GTI is intrinsically limited. Our algorithm (see Sect. 4.1)
can help increase the resolution of the index resolution for relatively low-interest
areas. However, peripheral small areas are likely to have a GTI= 0, which cannot
be re-scaled. Many prominent points of interest can attract higher interest than
large spatial units (e.g. Van Gogh Museum).

• Semantic ambiguity of search terms is a critical problem that cannot be solved
completely. The manual inspection of search results for each query in the study
is highly recommended. An approach worth pursuing might be to distinguish
between tourism, reference, and housing searches through more specific terms
(e.g. “Amsterdam hotels” as opposed to “Amsterdam rent”).

• Estimates from SEO companies such as SemRush can provide a quantification of
search volume to complement the GTI, although the quality of such data is largely
undefined.

• Searches for places tend to exhibit strong seasonality. Interest bursts are a serious
issue and should be accounted for. Burst-causing events might be both unplanned
(natural and man-made disasters) and planned (e.g. the World Cup).

• It is essential to possess local expert knowledge in order to interpret trends and
spatial patterns both in interest origin and targets. Even so, in our case study,
some patterns remained hard to interpret with obvious explanations (e.g. tourist
flows). Place searches have their own peculiar, rather volatile geography, and some
hard-to-explain variation must be expected.

This study of the spatial dimension of Google Trends data can enable a novel
observation point on urban geographies.More efforts are needed to devise techniques
to increase the semantic accuracy of terms, to reduce noise from bursts, and to
disaggregate search behaviours that are currently conflated. Other kinds of ground-
truth flow data (tourism and migration statistics, Airbnb stays, and smartphone data)
could in the future be used to calibrate the Google Trends statistics. The inclusion
of more granular search targets, such as a specific, highly visible points of interest,
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may also uncover meaningful patterns. Such big data sources might help gather new
knowledge in the geographic domain, including the tourism-induced (over)crowding
crisis that places increasing pressure on several cities around the world.
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Estimating the Spatial Distribution
of Vacant Houses Using Public Municipal
Data
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Hideo Takaoka and Kohta Hisadomi

Abstract This study aimed to develop a new method for estimating the spatial
distribution of vacant houses using municipal public big data and sample field sur-
veys instead of a field survey of the whole municipal area. This can help reduce
the cost, time, and labor involved in conducting vacant house surveys. For this pur-
pose, we developed a vacant house database to integrate various public big data with
field survey results for different parts of Japanese municipalities (Kagoshima and
Asakura). With our newly developed method, we could estimate the spatial distribu-
tion of vacant houses with high reliability utilizing crosstab tables developed from
the database. The results help to realize a method for conducting surveys of vacant
house distribution in broad areas in a quick, inexpensive, and continuous manner,
which has not yet been achieved by previous studies.
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1 Introduction

In recent years, the number of vacant homes in Japan has continued to increase due to
the declining population, the aging society, and migration to large cities. According
to the Housing and Land Survey conducted in 2013 by the Statistics Bureau of Japan,
the number of vacant houses in 2013 was 8.20 million, and the rate of vacant houses
was 13.5%, showing continuous increases since the 2003 survey results. In particular,
among vacant houses, the increase in the number of houses called “other houses”
where no one lives currently is remarkable. The number of such houses was 2.12
million nationwide in 2003, increasing to about 3.18million in 2013, according to the
Housing and Land Survey. It is estimated that this number will continue to increase
in the future. For example, Akiyama and Shibasaki (2015) estimated that the number
of other vacant houses will increase from 3.18 million to 4.17 million from 2013 to
2040. Moreover, Imai et al. (2015) estimated that the number of such houses will
reach about 21.5 million in 2033 in the pessimistic scenario.

Many previous studies have suggested that an increase in vacant houses in Japan
can increase crime, adversely affect the landscape, and reduce the charm and vitality
of surrounding areas (Abe et al. 2014; Asami 2014; Baba and Asami 2017). In the
US context, Accordino and Johnson (2002) found that an increase in vacant houses
and lots in certain cities greatly affected neighborhood vitality, crime prevention
efforts, and commercial vitality. Similar effects have been identified in otherUS cities
(Zahirovich-Herbert and Gibler 2014) as well as in South Korea (Nam et al. 2016).
Meanwhile, different from Japan, Turnbull and Zahirovic-Herbert (2010) found that
“vacant houses enjoy stronger shopping externality effects from surrounding houses
for sale than do their occupied counterparts.” In Japan, because of the accumulation
of damage from severe climatic conditions (e.g., typhoons, heavy snowfall, and
earthquakes) and frequent changes to the Building Standards Act, Japanese people
tend to avoid moving into secondhand houses. Therefore, once a house becomes
vacant, especially an old one, there is a high likelihood that new residents will not
move in.

In response, the “Act on Special Measures to Forward Municipalities’ Moves for
Vacant Premises” was put into effect in 2015. Under this act, Japanese municipalities
nationwide are promoting measures to cope with vacant houses. Per this act, to
monitor the spatial distribution of vacant houses in municipalities, all Japanese local
governments are required to develop databases of vacant houses. Therefore, there is
an urgent need for a method that can quickly, easily, and inexpensively monitor or
estimate the spatial distribution of vacant houses in a municipality using only data
owned by the municipality.

The main method for monitoring the spatial distribution of vacant houses in a
broad area has been to visit individual buildings and judge them by looking at their
exteriors. Even today, methods are not well established to estimate areas where many
vacant houses are distributed and thus prioritize field-survey areas, to monitor or
estimate the spatial distribution of vacant houses in a broad area, and to periodically
update information on vacant house distribution. Therefore, surveying vacant houses
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costs local governments a lot of time, money, and labor. For example, in a 2017 study
by the authors, it took about half a year and 10 million JPY to survey an area with
about 4000 vacant houses in a city in Osaka Prefecture. It would therefore be very
difficult for municipalities with weak fiscal capacity to conduct such surveys on a
regular basis. This poses a major barrier to accelerating measures to deal with vacant
houses in Japan.

2 Related Work

Several studies have attempted to monitor and estimate the spatial distribution of
vacant houses in Japan. For example, Ishikawa and Akagawa (2014) and Kubo and
Mashita (2015) tried to clarify the occurrence factor of vacant houses. Kato et al.
(2009) investigated the current state of management methods for vacant houses.
Sasaki et al. (2010) investigated the utilization situation of vacant houses. Many
of these studies analyzed vacant houses from various perspectives after monitoring
their spatial distribution. However, in many such studies, the method for monitoring
the distribution of vacant houses was based on field survey by visual inspection or
interviews with local residents or residents’ associations. It is difficult to apply such
methods for continuous investigations in broad areas, such as entire municipalities.

Therefore, in recent years, some studies have tried to monitor the spatial dis-
tribution of vacant houses by utilizing various statistics and spatial information.
For example, Yamashita and Morimoto (2015) estimated the distribution of vacant
houses in a city based on water closure information; however, this method defined
all buildings where water supply had ceased as vacant houses, and the rationale for
that definition was unclear. Ishikawa et al. (2017) estimated the vacant house rate of
each city block using point data for building locations and the Japanese population
census; however, the reliability of the method was not verified in comparison with
field-survey results. Outside of Japan, Accordino and Johnson (2002), Nam et al.
(2016), and others have attempted to estimate the number of vacant homes. How-
ever, they consideredmacro aggregation units, such asmunicipal units, using existing
national or municipal statistics and were thus unable to understand the distribution
of vacant houses in small areas.

There are examples of Japanese municipalities estimating vacant-house distribu-
tion using water closure information in Kyoto in 2014, Nara in 2015, and so on.
However, the survey areas were very limited, and there have been no attempts so far
to monitor or estimate the distribution of vacant houses in entire municipal areas by
methods other than field surveys. Additionally, data on vacant house surveys devel-
oped by private companies have also recently become available in Japan. However,
since there are charges for these data, it is difficult for many Japanese municipalities
facing declining revenues (due to population decline) to acquire and continuously
update the data.
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3 Study Objective

In light of the abovementioned problems, this study aimed to develop a method
for local governments to quickly, easily, and inexpensively conduct vacant house
distribution surveys. This is not a conventional field survey method that visually
inspects thewhole target area. Rather, by using field-survey results from some sample
areas and various municipal big data (called “public big data” in this paper) owned
by municipalities, we developed a method to quickly estimate the spatial distribution
of vacant houses in a broad area—namely, the whole municipal area. The reason for
mainly using public big data is that it is desirable to conduct surveys at a low cost
using data already possessed by municipalities as much as possible.

This study also aimed to understand the distribution of vacant houses among
detached houses. This is because there are differences in many aspects, including the
method of monitoring spatial distribution, between detached houses and apartment
houses, as well as for promoting the utilization of vacant houses and understanding
the distribution of vacant houses that are likely to become “other houses,” which
are expected to increase in the future. Moreover, this study aimed not to accurately
specify the distribution of each vacant house but to estimate and understand the areas
(city blocks or grid units) where many vacant houses are distributed.

Our method has great usability in municipalities. First, the method proposed in
this study can solve the problems encountered by previous studies—in particular, the
difficultly of rapidly investigating the spatial distribution of vacant houses in a wide
area. Second, our method was realized using public big data possessed bymunicipal-
ities. Public data are updated continuously every year as a part of regular municipal
tasks, so there is little additional financial cost for municipalities. In other words,
the method can contribute to realizing inexpensive and continuous surveys. Third,
our method ensures versatility because it uses public big data that are commonly
maintained by municipalities throughout Japan. Finally, the method is highly appli-
cable outside Japan since similar data are being developed in municipalities in other
countries. In this way, our method can help overcome the limitations of previous
studies.

4 Field Survey

First, to understand the spatial distribution of vacant houses from public big data,
it is necessary to analyze the characteristics of a vacant house. For this purpose,
information about a certain number of actual vacant houses is needed. Therefore, we
first extracted sample areas from the target areas of this study and then collected the
actual locations of vacant houses by field survey through visual inspection of each
house.

The study areas were Kagoshima city in Kagoshima Prefecture and Asakura city
in Fukuoka Prefecture. These were selected because these municipalities allowed us
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Fig. 1 Study areas and field survey areas

Table 1 Criteria for definite vacant houses and non-vacant houses

Criteria for a non-vacant house – Electricity meters are working
– People come in and out of the house
– Laundry is dried
– Flower beds are kept
– There is a light on in the house
– There are cars that are used now, etc.

Criteria for a definite vacant house – Electricity meters are not working
– There are no traces of people coming in and
out of the entrance

– There is no furniture in the house
– The mailbox is closed
– There are signs for sale or rent
– The house has collapsed and people cannot
dwell in it

to conduct field surveys in a relatively wide area, and they cooperated in providing
public big data. Figure 1 shows the study areas and sample areas of the field survey.
These included an appropriate balance of residential areas, the city center, suburban
areas, and mountainous areas.

In the field survey, the standards presented in Table 1 were set, and all detached
houses in the field survey areas were classified into the following three categories
according to the procedure shown in Fig. 2. Buildings that met at least one non-
vacant house criterion were classified as “non-vacant houses”; those that met at least
one definite vacant house criterion were categorized as “definite vacant houses”; and
those that did not meet any criterion were “estimated vacant houses.” In this study,
we decided to treat the definite vacant houses as having the real value of a vacant
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Fig. 2 Evaluation process for vacant houses in the field survey

Fig. 3 Photographs of field surveys and definite vacant houses in Kagoshima

house. Figure 3 shows a photograph of a field survey and definite vacant house in
Kagoshima. Table 2 shows the results of the field surveys.
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Table 2 Date of field survey and number of surveyed detached buildings and vacant houses

City name Date of field
survey

Number of
surveyed
detached
buildings

Number of
surveyed vacant
houses

Rate of vacant
houses (%)

Kagoshima August 22–26,
2016

7350 353 4.80

Asakura October 17–21,
2016

19,886 1065 5.36

5 Development of Vacant House Database

We developed a database for analyzing the characteristics of vacant houses by spa-
tial integration of the real value of vacant houses collected by the field survey and
municipal big data obtained frommunicipalities with detached building polygon data
recorded on the digital residential map across the study area using GIS. We call this
database as the “Vacant house database” in this study. Table 3 shows the attribute
list for the vacant house database. All buildings in the database contain six kinds of
data sources, as shown in Table 3.

“(1) Residential map (RM),” in Table 3, provided digital data (polygon data)
on each building with attributes such as building name, use, area, and number of
floors of all buildings in Japan. These are commercial data; however, since they
have already been introduced by many municipalities in Japan and the barriers to
obtaining them are low, this study treats them as data owned by municipalities. “(3)
Basic resident register (BRR)” provided digital data of resident cards and official
information on all residents living in each municipality. “(4) Hydrant consumption
amount information (HCI)” is the database on water usage by houses managed by
the municipal waterworks bureau. (5) Building registration information (BRI) is
information on individual land and buildings managed by municipalities and the
Legal Affairs Bureau. “(6) National land numerical information” is various data on
Japan’s land area developed by the Ministry of Land, Infrastructure, Transport and
Tourism. It is open data.

BRR, HCI, and BRI are public big data, and all public big data are not open data,
although they can be used within the municipality. Therefore, to carry out this study,
we use them after approval for research use by the Personal Information Protection
Review Board of Kagoshima and Asakura, and we cannot collect personal names
due to anonymized processing.

However, as shown in Table 4, public big data were not necessarily given to all
detached buildings. The reason is that those buildings whose names are registered as
unknown on the residential map contain not only vacant houses but also an attached
building such as a warehouse or a garage. Since these buildings are not used for
residential purposes, many buildings were not integrated with the public data. In
addition, the reason why the integration rate of the HCI in Asakura is low is that
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Table 3 Attributes of the vacant house database

Data source Survey
date

Number of
recordsb

Data size
(MB)b

Attribute Data type

(1) Residential
map (RM)

K: 2016
A: 2016

K:
285,917
A:
44,692

K:
667.4
A:
108.1

Building ID V

Building use C

Building area (m2) V

(2) Field survey K: Aug.
22–26,
2016
A: Oct.
17–21,
2016

– – Field survey area name (in
case of field survey area)

C

Evaluation result of vacant
house

C

(3) Basic resident
register (BRR)

K: Jun.
2016
A:
Sep. 2016

K: 292,285
A: 120,326

K: 82.5
A:
8.9

BRR could be integrated (or
not) with RMa

C

Number of households V

Number of residents V

Average age of residents V

Youngest resident V

Oldest resident V

Shortest length of residence
(years)

V

Longest length of residence
(years)

V

(4) Hydrant
consumption
amount
information
(HCI)

K: Jun.
2016
A: Oct.
2016

K: 270,218
A: 167,530

K: 16.1
A: 2.9

HCI could be integrated (or
not) with RM
(Non-integrated, Integrated
and opened, Integrated and
closed)a

C

Duration of hydrant closure
from last closed year (year)

V

Annual consumption
amount (t)

V

(5) Building
registration
information
(BRI)

K: Jan.
2016
A: Jan.
2016

K: 253,511
A: 33,804

K: 16.6
A: 1.6

BRI could be integrated (or
not) with RMa

C

Building age (year) V

Building structure C

Building use C

(6) National land
numerical
information

K: 2011
A: 2011

– – Designated land use zone C

Note “V” in the “data type” column means numerical data, and “C” means categorical data. “K” in the “survey
date” column means Kagoshima, and “A” means Asakura
aBRR, HCI, and BRI could not be integrated with RM because, while RM contained all buildings, it did not
cover all buildings. Therefore, there was no information for some buildings in RM
bNumber of records and data size of the source data (residential maps in image file formats and public data in
text file formats)
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Table 4 Spatial integration rate of public data with building polygon data of residential map

City Kind of bldg. Num. of
bldg.

BRR HCI BRI

NSIa Rate
[%]

NSIa Rate
(%)

NSIa Rate
(%)

Kagoshima All bldg. 7350 3708 50.45 3793 51.61 4180 56.87

Bldg. with
name

4709 3558 75.56 3627 77.02 3569 75.79

Vacant house 353 70 19.78 79 22.25 194 55.01

Asakura All bldg. 19,886 7278 36.60 4474 22.50 7465 37.54

Bldg. with
name

8857 6250 70.57 3981 44.95 6195 69.94

Vacant house 1065 235 22.09 108 10.17 388 36.40

a“NSI” means the number of spatial integration rate of public data

some houses in Asakura, especially in the suburbs and mountainous areas, still use
well water. Although, spatial integration rates of public data with vacant house were
smaller than all building and buildings with name. It means that BRR, HCI, and BRI
expect to estimate detached building is vacant or not.

6 Development of Estimation Method of Vacant House
Distribution

6.1 Overview of the Method

The field survey data included in the vacant house database have the attributes shown
in Table 3 for each building. Therefore, this study performed a cross tabulation using
these attributes as explanatory variables, and calculated the vacancy rate for each
combination. By allocating the result to each building, we estimated the vacancy rate
of each building. In this study, we call each combination of crosstabs a “cell.”

First, this study determined the number of used explanatory variables for the
estimation of vacant house rate to create a cross tabulation table using all field survey
data collected fromKagoshima andAsakura and compare the true value of the vacant
house and the estimated value every 250 m grids by correlation analysis for each
number of used variables. In addition, we need to verify how reliably the distribution
in the entire area canbe estimated using the data of thefield survey area; the estimation
of the vacant house distribution of the whole city based on the field survey results
is shown in Fig. 1. Therefore, we developed a cross tabulation table by randomly
using 50% data obtained from the field survey areas and verified the reliability of the
method by comparing the estimation results with the true value using the same cross
tabulation table in both cities. Moreover, the same random sampling was repeated
1000 times, and 1000 samples of cross tabulation were created using all samples.
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Finally, we verified the variation of reliability by comparing the estimation results
and the true value using these crosstab tables in both cities.

Incidentally, logistic regression analysis is known to stochastically determine
the state of a response variable (dependent variable) using multiple explanatory
variables (independent variables). However, not all explanatory variables used in
this paper were integrated with detached buildings, as shown in Table 3. Therefore,
it is also necessary to consider cases where each explanatory variable cannot be
used. Considering that it is widely used for vacant house distribution surveys in
municipalities, we should develop an estimation method that can be used even when
certain explanatory variables cannot be employed, as in the method proposed in this
paper. Therefore, we did not adopt the logistic regression analysis.

6.2 Cell Splitting of Explanatory Variables

First, we performed cell splitting of the explanatory variables in Table 3. The quali-
tative variables—two kinds of building use, building structure, and designated land
use zone—do not require new cell division. However, for the other quantitative vari-
ables, there is a need to determine thresholds for cell splitting. For example, Fig. 4
shows the vacancy rate for each number of residents obtained from BRR in all field
survey areas. The vacant house rate of buildings with one resident is considerably
larger than that of buildings with two or more residents. Additionally, an increase in
the number of residents substantially reduces both the number of buildings and the
vacancy rate; the rate of buildings with six or more residents is almost zero. From
Fig. 4, it can be assumed that it is appropriate to divide the cell into six cells with
one to five residents and six or more residents. Thus, it is possible to compress the
calculation amount by combining the cells with few samples or similar vacancy rates.
The thresholds of other quantitative variables were also determined using the same
method. Table 5 shows a threshold list of explanatory variables, using the results
obtained from the vacant house database.

6.3 Development of Crosstab Tables

Second, by combining 15 types of explanatory variables shown in Table 5, we devel-
oped crosstab tables and compared them with the true value of vacant houses to
select the crosstab table that matches the true value the most. All crosstab tables
were developed using all field survey data in both cities. Moreover, the comparison
of the estimated result with the true value of vacant houses is based on the correla-
tion analysis between the true number and the estimated number of vacant houses,
estimated by crosstab tables accumulated by every 250 m square grid.

If the number of variables to be used is less than 15, a method of performing
calculation on all possible combinations is also conceivable. However, it is realistic
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Table 5 Threshold list of variables for cell splitting

V. no. Variables Thresholds Num. of
splitting

Qualitative variables

1 Building use of residential map “Detached house,” “Detached
office,” “Landmark bldg.,”
“Detached bldg. without bldg.
name,” and “Others”

5

2 Building use of BRI “Residential bldg.,”
“Non-residential bldg.,”
“Unknown,” and “N”

4

3 Building structure of BRI “Wooden,” “Non-wooden,”
“RC/SRC,” “Unknown,” and
“N”

5

4 Designated land use zone 13 kinds of zones and
non-designated

14

Quantitative variables

Residential map

5 Building area (m2) 25, 50, 75, 100, 150, 200, 300,
500, 750, over 1000

12

Basic resident register (BRR)

6 Number of households 1, 2, 3, over 4, and “N” 5

7 Number of residents 1, 2, 3, 4, 5, over 6, and “N” 7

8 Average age of residents 20, 40, 50, 60, 70, 80, 90, over
100, and “N”

10

9 Youngest resident 10, 30, 40, 50, 80, 90, over 100,
and “N”

9

10 Oldest resident 20, 30, 60, 70, 80, 90, over 100,
and “N”

9

11 Shortest years of residence of
households

5, 10, 20, 30, 40, 50, 70, 90,
over 100, and “N”

11

12 Longest years of residence of
households

30, 50, 60, 70, 80, over 90, and
“N”

8

Hydrant consumption amount information (HCI)

13 Duration of hydrant closure
from last closed year

0, 1, 2, 3, 4, over 5, and “N” 7

14 Annual consumption amount (t) 5, 10, 25, 50, 75, 100, over 150,
“N”, and “C (closed)”

10

Building registration information (BRI)

15 Building age (year) 10, 20, 30, 40, 50, 60, 70, 80,
90, over 100, and “N”

12

Note “V. No.” means variable number, and “N” means no information because public data were not
integrated with the residential map
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Fig. 4 Vacancy rates for the number of residents obtained from BRR in all field survey areas

to select used variables in advance because this method needs a large amount of
calculation. Therefore, we adopted a method of decreasing variables one at a time by
repeating the principal component analysis. First, the qualitative variables in Table 5
were categorized by dummy variables. Second, the principal component analysis was
performedusing all variables;we excluded the smallest variable among themaximum
values of the absolute values of each variable included in the principal component
whose cumulative contribution rate exceeded 80%. Subsequently, by performing a
principal component analysis again, variables with little influence on the principal
components were excluded in order. In case of qualitative variables, corresponding
qualitative variables were excluded at the stage when all dummy variables related to
the variable were eliminated.

6.4 Deciding on the Number of Variables Used

We first estimated the vacancy rate of each building in all field survey areas using
crosstab tables. Subsequently, the estimated number of vacant houses for every 250m
square grid in the entire field survey area was estimated by Eq. 1. The 250 m square
grid divides the grid in the field survey area of Fig. 1 into two parts equal in length
and breadth.

V̂i =
ni∑

k=1

r̂k, (1)
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Table 6 Reliability of the estimated number of vacant houses accumulated by 250 m square grid
using crosstabs by each number of used variables

No. of used
variables

Excluded
variable no.

Number of cells Result of correlation
analysis

Total Included vacant
houses

Correlation
coefficient

RMSE

15 – 11,871 696 0.8956 2.4548

14 6 11,824 655 0.8761 2.4551

13 7 11,266 601 0.8552 2.5002

12 5 8786 513 0.8377 2.6711

11 2 8619 491 0.8356 2.6822

10 11 6673 477 0.8327 2.6978

9 13 6562 461 0.8318 2.7026

8 12 5593 439 0.8284 2.7326

7 9 4638 434 0.8246 2.7542

6 10 3185 415 0.8208 2.7772

5 8 1114 263 0.8078 2.8928

4 4 294 126 0.7850 2.9558

3 14 41 33 0.7596 2.9544

2 3 12 12 0.7630 2.9922

1 1 12 12 0.7630 2.9922

Note Numbers in “excluded variable number” match the numbers of “V. no.” in Table 5
p-values in all correlation analyses satisfy <0.0001

where r̂k is the estimated vacancy rate of detached house k, ni is the number of
detached houses in grid i, and V̂I is the estimated number of vacant houses in grid i.

Reliability was verified by performing correlation analysis using the estimated
number of vacant houses and the true value of the number of vacant houses in each
250 m square grid estimated using Eq. 1. Table 6 shows the reliability using crosstab
tables for each variable used in the entire field survey area. The results show that
the estimation obtained by the crosstab table created using all 15 variables had the
highest reliability. Therefore, from this point forward, we estimated the vacancy rate
by using a crosstab table using all variables. The estimation result of the number of
vacant houses by the crosstab table using all variables revealed that the correlation
coefficient was 0.8956 in units of 250 m square grids, and a very strong correlation
was found between the true number and the estimated number of vacant houses.
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6.5 Reliability Verification of the Estimation Result Using
Random Sampling of Field Survey Results

First, we extracted 50% data randomly from the field survey results, developed a
crosstab table using the extracted sample, and compared the estimation result with
the true value using thewhole field survey area and both cities. Reliability verification
was carried out by a correlation analysis of the true value and the estimated value of
250 m square grids, in a manner similar to the previous section. Table 7 shows the
results of the reliability verification. The correlation coefficient of the whole field
survey area was 0.8598, which was almost the same as the correlation coefficient of
the results of using the complete field survey results, 0.8956. Additionally, the results
of only Kagoshima and Asakura have almost the same correlation coefficient, and
the mean absolute error (MAE) was also low.

Second, the same random sampling was repeated 1000 times, and the results
were compared with the true values. Figure 5 shows all correlation coefficients, and
Fig. 6 shows all MAEs. The correlation coefficient was about 0.84 on average in
any area. Moreover, there was no significant difference in the correlation coefficient
between samples. On the other hand, the average MAE was 0.81 in the whole area,
2.09 in Kagoshima, and 0.57 in Asakura, and there was no significant difference in
MAE between samples. We estimated the distribution of vacant houses in the whole
city area by using the field survey results as sample data, and the result showed the
adequacy of estimating the distribution in the wide area by random sampling results.

However, the fluctuation ranges of the correlation coefficient and MAE of
Kagoshima were larger than the other results. This is because Kagoshima is a diver-
sified region, which includes a city center of a relatively large-scale local city as
well as mountainous villages. On the other hand, Asakura is a small-scale city in
the provinces, and the diversity of regional characteristics is small in this city. This
problem could be improved by obtaining field survey data on various regional char-
acteristics of other cities and further improving the vacant house database in the
future.

Table 7 Result for reliability
verification using the 50%
sample crosstab table

Areas

Whole area Kagoshima Asakura

Correlation
coefficient

0.8598 0.8520 0.8583

Adjusted
coefficient of
determination

0.7377 0.7259 0.7332

MAE 0.6433 1.7876 0.4310

p-value 4.25e−135 2.23e−26 1.99e−120
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Fig. 5 All correlation coefficients for 1000 random samplings in the whole area, Kagoshima, and
Asakura

Fig. 6 All MAEs for 1000 random samplings in the whole area, Kagoshima, and Asakura
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7 Results

Figures 7 and 8 show the estimated number and rate of vacant houses in 500 m
square grid units in Kagoshima and Asakura, respectively, using the crosstabs with
the highest correlation coefficients for the whole area in Fig. 5. Figure 7 shows that
in Kagoshima, the number of vacant houses is particularly large in residential areas
around the central urban area (“A”), residential areas on the plateau (around “B”),
old city centers (“C” and “D”), and Sakurajima district affected by active volcano
(“E”). Additionally, the vacant house rate is particularly high in the mountainous
areas around the city center (around “F”). On the other hand, Asakura municipality
was established in 2006 when several municipalities were merged. Figure 8 shows
that the number of vacant homes was large in the old central urban area before
the merger (“G” and “H”). Moreover, it shows that the number of vacant homes
is also large in the old urban area, the castle town (around “I”). The vacancy rate
is uniformly distributed in the plain of the south part of the municipality, and the
difference between the regions is not as clear as in Kagoshima. Furthermore, the
mountainous areas are spread widely in the northern part of the municipality, and
the grids are dotted with high vacancy rates in these regions.

Finally, our method could estimate the spatial distribution of vacant houses using
public big data in the whole area of Kagoshima and Asakura. However, it is notewor-

Fig. 7 Estimated number and rate of vacant houses in the entire area of Kagoshima accumulated
by 500-m square grids
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Fig. 8 Estimated number and rate of vacant houses in the entire area of Asakura accumulated by
500-m square grids

thy that our results are an estimation, and they do not necessarily accurately show
the actual spatial distribution of each vacant house.

8 Conclusion and Future Work

In this study, we developed a method to estimate the spatial distribution of vacant
houses using public big data possessed by municipalities to implement and support
vacant house distribution surveys in municipalities. We developed a vacant house
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database to integrate public big data presumably possessed by many municipalities:
BRR, HCI, and BRI, the digital RM, and field survey results in part of municipalities.
Additionally, we were able to estimate the distribution of vacant houses with high
reliability by utilizing the crosstab tables developed from the database. Our approach
generated results that helped realize a method of conducting quick, inexpensive, and
continuous surveys of vacant house distribution in a broad area, which had not yet
been achieved by previous studies. Moreover, as mentioned in Sects. 1 and 2, social
problems related to vacant houses occur not only in Japan but also in other countries
worldwide. Since even municipalities outside Japan are expected to develop data
similar to the public big data used in this study (of course, various other kinds of
public big data are also usable), we believe our method can be applied outside Japan
in the near future.

Based on this study, we also suggest the following directions for future research.
First, it is necessary to apply our method to more municipalities and to study its
possibilities and limitations. We only applied it to Kagoshima and Asakura; how-
ever, by applying it to various other municipalities, we could discover areas where its
application is difficult, clarify its limitations, and find ways to improve the method.
Second, it is expected that the estimation accuracy can be improved by proceed-
ing with the collection of the field survey results on vacant house distribution and
improving the information on the vacant house database. Third, this study used 15
kinds of variables, as shown in Table 5. However, we plan to increase this by col-
lecting other kinds of municipal data since our method allows for greatly increasing
the number of attributes. We hope to further increase the accuracy in consideration
of the abovementioned scope for future work.
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Enhancing the Use of Population
Statistics Derived from Mobile Phone
Users by Considering Building-Use
Dependent Purpose of Stay

Toshihiro Osaragi and Ryo Kudo

Abstract Recently, it is possible to grasp the spatiotemporal distribution of people
in cities using population statistics based on the location information of mobile
phone users. However, it is difficult to know their purpose of stay which varies
according to the use of building they stay and their detailed attributes such as age
and gender. In this paper, we firstly propose a model that describes the number of
people staying inside/outside of buildings by considering the population density that
varies according to the use of building, time, and local characteristics, by using GIS
database andMobile Spatial Statistics (MSS) which is one of the population statistics
of mobile phone users. Next, we integrate the MSS data and the Person Trip survey
data (PT data) which include detailed personal attributes as well as the purpose of
stay. Using the integrated database, we demonstrate the advanced use of population
statistics based on mobile phone users by addition of purpose of stay which varies
according to building use.

Keywords Mobile spatial statistics (MSS) · Person Trip survey data (PT data) ·
Multiple regression analysis · Spatiotemporal distribution · Population statistics

1 Introduction

Due to human activities and mobility by rapid urban transportation systems, the dis-
tribution of people varies according to time. This is especially true in metropolitan
areas. The actual spatial distribution of transient occupants in any busy metropolitan
area changes by the hour, or even by the minute, so static estimates of the population
distribution are of limited utility (Osaragi 2009; Aubrecht et al. 2009, 2011). Con-
cerning methods such as spatial disaggregation of population, one of the keys is to
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Fig. 1 Outline of the proposed model

combine such methods with earth observation data and remote sensing techniques
in order to achieve fully integrated urban system models (Bracken and Martin 1989;
Sim 2005; Steinnocher et al. 2006). With the increasingly available census data and
remotely sensed data, to discuss their relationship is one of important issue in GIS
data integration (Chen 1998, 2002).

Given this background, Osaragi and Hoshino (2012) proposed a statistical model
to estimate the spatiotemporal distribution of people using Person Trip survey data
(PT data), which are questionnaire-based survey conducted by the government, and
include detailed personal attributes, as well as the location and time information
of the departure and arrival, purpose of trip, and means of transportation (Osaragi
2015). However, PT data is compiled from the questionnaire survey conducted once
every ten years and cannot provide the information on bank holidays. In addition,
we cannot know the information of seasonal fluctuations and year-end and new-year
holidays.

Recently, population statistics of mobile phone users that make it possible to
determine the spatiotemporal distribution of people in urban areas are being put
to practical use. However, detailed attribute information is sometimes concealed to
protect privacy, and it is impossible to obtain specific information, such as the uses
of the buildings where people are located or the purpose of stay in such buildings.
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In this paper, we examine a method for enhancing the population statistics of
mobile phone users by complementing the disadvantages and utilizing the advantages
of urban demographic big data, by adding information on the purpose of stay which
varies according to the uses of buildings where they stay.

First, we propose a model to estimate the number of people staying inside/outside
of buildings for each building use, by using MSS data and the GIS data on the floor
area and building use. Next, we integrate the data estimated by the above model and
thePersonTrip surveydata (PTdata). Furthermore,wepropose amodel that uses non-
region-specific parameters so that it can be applied to anonymous regions by modi-
fying the above model to describe the local characteristics of areas. Finally, using the
estimated spatiotemporal distribution of people including detailed personal attributes
and the purpose of stay, we attempt advanced use of the spatiotemporal distribution
of people in urban areas. The outline of the proposed model is shown in Fig. 1.

2 Advanced Use of Population Statistics Based on Mobile
Phone Users

2.1 Mobile Spatial Statistics (MSS) Data

Mobile Spatial Statistics (MSS) is one of the available population statistics based
on mobile phone users, which was estimated by multiplying the number of mobile
phones using the cellular phone network (NTT DoCoMo 2013) and the penetration
rate (Oyabu et al. 2013) which is around 40% in Tokyo Metropolitan area (“Mobile
Space Statistics” is a registered trademark of NTTDoCoMo, Inc.). TheMSS data are
provided as raster data of 500 m by 500 m grid cell (250 m by 250 m is available for
densely populated area) for every hour. The largest advantage of the MSS data is that
it is possible to grasp the precise spatiotemporal distribution of people every hour
for all Japan area. As the disadvantage, the data do not provide any information to
distinguish the people those who are staying inside building or those who are moving
outside building. Some attributes such as age, gender, and location of residence are
available, however, they are also sometimes concealed to protect privacy in case
that the number of people is less than a certain number. Hence, we need to utilize
the advantages of the MSS data and complement the disadvantages by using other
available datasets.

2.2 Key Concept for Linking Population Statistics

Think about the people’s purposes of stays in each building and their attributes. In the
case of amusement facilities, people’s purpose will be naturally to having time for
amusement, and their attributes will be family with children or younger people. In
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the case of fashionable commercial facilities, there will be relatively a larger number
of young women visiting for shopping purposes. In the case of restaurants, people
of diverse attributes visit there for eating and drinking. However, in the late night
there are few families with children, and many of them will be office workers on
weekdays. As shown in these examples, the purpose of stay and the attributes are
deeply dependent on building use, day of the week, and time of day (Osaragi 2016).

Hence, first (1) we allocate the population data of MSS according to building use
and time by using the model presented in the following section. Next (2) we calculate
the composition ratios of the purpose and attributes of people for building use and
time using PT data. Finally, (3) by multiplying the composition ratios to the number
of people for each building use and time, and sum up them within each grid-cell, we
can accurately estimate the people’s purpose and attributes which greatly depend on
building use and time. This is the key concept for linking MSS and PT data, which
will be described in the following sections.

2.3 Estimation Method for Number of People by Each
Building Use

First, we define a variable yti , the total number of people staying inside/outside build-
ings in cell i at time t. Also, we define a variable ytij, the number of people staying
inside/outside buildings of building use j in cell i at time. yti is obtained by summing
yij(t) over all building uses j. Next, we consider that ytij is proportional to the total
floor area of building use j in cell i, denoted by xij [m2]. The value of ytij can be
described by multiplying xij by the density of people, denoted by Dt

ij [persons/m
2],

which depends not only on building use j and time t, but is also dependent on the
characteristics of cell i (location). Thus, yti can be described as follows;

yti =
∑

j=1

yti j =
∑

j=1

Dt
i j xi j , (1)

Next, we consider that the density of people, Dt
ij, can be decomposed into two

parts; a time fluctuation factor αt
j [person/m

2] and a location characteristic factor β i.
A time fluctuation factor αt

j is dependent on time t and building use j but common to
all cells (location). A location characteristic factor β i is dependent on each cell i but
independent from time t and building use j. Thus, yti can be expressed as follows;

yti = βi

∑

j=1

αt
j xi j . (2)
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When the data of population statistics on yti and GIS data on xij are available,
the unknown parameters αt

j and β i can be estimated by using multiple regression
analysis. Herein, the model of the parameter describing local characteristics using
the cell-specific unknown parameter β i is referred to as the descriptive model.

On the other hand, in order to describe local characteristics, we propose the pre-
dictive model using the variables relating to the local characteristics as follows,

yti =
(

∑

k=1

γk zik

)⎛

⎝
∑

j=1

αt
j xi j

⎞

⎠, (3)

where γ k is the kth unknown parameter describing locality, and zik is the kth explana-
tory variable describing the local characteristics of the cell i.

The descriptive model uses a cell-specific parameter and might have a high esti-
mation accuracy, but the geographical scope of application of the estimated model is
limited.Meanwhile, when the predictivemodel uses general variables using available
data, it can be applied to any regions for which the same kind of data can be obtained.
Namely, the predictive model is useful for determining factors related to the number
of people, while its accuracy might be lower than that of the descriptive model. Since
we would like to validate the models and provide novel population dataset for Tokyo,
where various spatial analyses have been done till date, we employ the descriptive
model which is superior in terms of fitness.

2.4 Estimation Method for Number of People by Purpose
of Stay

Person Trip survey has been carried out every ten years by the Ministry of Land,
Infrastructure, Transport and Tourism of Japan, for detecting the actual travel behav-
ior in cities. “Trips” defined in PT data are illustrated in Fig. 2. The information
provided in PT data is shown in Table 1. Personal attributes (age, gender, occupa-
tion), the position and time information of departure and arrival, purpose of trip (18
purposes: e.g., commuting, business, shopping, eating), and means of transportation
(5 means: on foot, bicycle, car, bus, train, ship, airplane) are included. The area for
this survey covers a wide range of 70 km radius centered on the Tokyo Railway
station. About 1.2 million persons were selected from around 33 million residents
by random sampling based on census data. The number of valid samples is 883,044.

Using PT data, we can estimate the number of people with purpose l in building
use j within cell i at time t, denoted by ntijl. Although it seems be difficult to know the
precise number of such people from PT data due to the limitation derived from time-
interval of survey and low sample rate, we consider that the percentage of people with
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Fig. 2 Example of trips contained in Person Trip survey data

Table 1 Information provided in Person Trip survey data (PT data)

Item Contents

Regions subject to survey Tokyo, Kanagawa, Saitama, Chiba and Southern Ibaragi
Prefectures

Survey time and day 24 h on weekdays in October of 1998, excluding Monday and
Friday

Object of survey Persons aged 5+ living in the above region

Sampling Random sampling based on census data (1,235,883 persons
selected from 32,896,705 persons)

Valid data 883,044 samples (mean weighting coefficient is approximately
37.3)

Content of data Personal attributes, position and time of departure/arrival, purpose
of trip, etc.

Purpose of trip Purpose of each trip (18 purposes: e.g., commuting, business,
shopping, eating)

Means of trip Means of trip (5 means: on foot, bicycle, car, bus, train, ship,
airplane)

purpose l in building use j within cell i at time t is relatively stable. This is because,
people’s purpose of stay in the building of specific use in the specific location and
time can be considered to be stable. Hence, the number of people with purpose l in
building use j within cell i at time t, denoted by Yt

ijl, can be expressed by using mt
ij,

the percentage of people with purpose l in building use j within cell i at time t, as
follows,

Y t
i jl = mt

i jl y
t
i j , where mt

i jl =
nti jl∑
j=1 n

t
i jl

. (4)
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2.5 Estimation Method for Number of People by Building
Use and Personal Attributes

The number of people of attribute u staying in cell i at time t, denoted by ytiu, is
available from the MSS data. Using the PT data, it is possible to estimate the number
of people of attribute u in building use j within cell i at time t, denoted by stiju. As
described above, we consider that the percentage of people of personal attributes u
in building use j within cell i at time t, denoted by rtiju is stable. Thus, the number of
people of attribute u in building use j within cell i at time t, Yt

iju, is expressed by the
following equation, so that the attribute composition percentage obtained from the
MSS data is consistent.

Y t
i ju = r ti ju y

t
i j∑

j=1 r
t
i ju y

t
i j

ytiu, where r ti ju = sti ju∑
j=1 s

t
i ju

. (5)

3 Estimation Results for Number of People in an Urban
Area

3.1 Details of Data Used in the Estimation

The explanatory variable, the total floor area xij, is constructed using Building Point
data of FY2015 version (Zenrin Co Ltd.) possessing detailed building attribute infor-
mation, which is aggregated according to building use j and cell i (cell size is 500 m
by 500 m) (Table 2). The predictive model uses the number of buildings according
to the size and use of buildings aggregated from the Building Point data (Table 3).
In addition, the objective variable, the number of people yti , is the mean values for
the number of people in cell i at time t that is obtained from the MSS data. In order
to analyze the differences of the day of the week, we analyze the data for weekdays
and bank holidays respectively. The study area is shown in Fig. 3. The MSS data
observed from 3:00 to 26:00 (107 weekdays and 47 bank holidays, 2015–2016) are
used in the analysis. We usedMSSwhose cell size is 500m by 500m, because 250m
by 250 m is available only in high density areas (city centers).

3.2 Validation of Model

Figures 4 and 5 show the results for the number of people estimated by using the
descriptive model and the predictive model respectively, according to weekday/bank
holiday and time. The accuracy of the descriptive model is quite good, while under-
estimation or overestimation occurs in some of the cells in the predictive model. This
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Table 2 Explanatory variable (total floor area by building use from building point data)

No. Building use Examples

1 Public/religious facility Government office, Museum, Temple and
shrine

2 Educational facility Elementary/junior high/high school,
University, Vocational school, study cram
school

3 Medical/welfare facility Hospital, nursing care welfare facility, etc.

4 Office Logistics, Post office, Finance, Insurance,
Real estate, Industry

5 Restaurant/bar Home delivery, restaurant

6 Commercial facility Service, sales business, automobile
industry (including automobile repair
business)

7 Mass retailer Supermarket, department store, large
store, etc.

8 Hotel Hotel, Inn

9 Sports/entertainment facilities Sports facility, entertainment

10 Apartment house Flat, apartment house, dormitory,
company house

11 Detached house Detached house

12 Railway station The number of railways (FY2005 National
Land Numerical Data)

13 Park (outside buildings) Area of park (Land Use Current State
Survey Data, 2011)

Fig. 3 Study area (500 m by 500 m grid cell, the total number of cells is 806)



Enhancing the Use of Population Statistics Derived from Mobile … 193

Table 3 Number of buildings according to size (explanatory variables for the predictive model)

No. Building use Size of building

Small Medium Large

Single building use 1 Public/religious
facility

~150 m2 150–600 m2 600 m2–

2 Educational
facility

~700 m2 700–3300 m2 3300m2–

3 Medical/welfare
facility

~175 m2 175–350 m2 350 m2–

4 Office ~80 m2 80–210 m2 210 m2–

5 Restaurant/bar ~75 m2 75–150 m2 150 m2–

6 Commercial
facility

~105 m2 105–225 m2 225 m2–

7 Mass retailer ~190 m2 190–360 m2 360 m2–

8 Hotel ~550 m2 550–1600 m2 1600m2–

9 Sports/entertainment
facilities

~260 m2 260–840 m2 840 m2–

10 Apartment house ~200 m2 200–500 m2 500 m2–

11 Detached house ~80 m2 80–160 m2 160 m2–

12 Railway station The number of railways (FY2005
National Land Numerical Data)

13 Park (outside
buildings)

~330 m2 330–1120 m2 1120m2–

Compound
building use

14 Commercial based
complex (1)

~260 m2 260–540 m2 540 m2–

15 Commercial based
complex (2)

~210 m2 210–710 m2 710 m2–

16 Office based
complex (1)

~240 m2 320–770 m2 770 m2–

17 Office based
complex (2)

~330 m2 240–870 m2 870 m2–

result shows that the location characteristics are difficult to be explained by using
the limited information on the size of buildings which are located in the cells. The
other adequate explanatory variables should be incorporated in the model. This will
be done in the future work.

Additionally, Fig. 6 shows the spatial distribution of the estimated parameter
representing the value of location characteristic factor β i for the descriptive model
and the predictive model. Here, differences in location characteristics associated with
the distribution of people can be confirmed. For example, a value of the descriptive
model that is high in the central business district (CBD) aroundTokyoRailway station
on weekdays becomes low on bank holidays.
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Fig. 4 Results for the number of people estimated by using the descriptive model according to
weekday/bank holiday and time

Figure 7 shows the time fluctuation factor αt
j , the temporal change in the density

of the number of people by building use per 100 m2, for the descriptive model. In
apartment houses and detached houses, the rate of decrease in the density of people
during the daytime is smaller on bank holidays than on weekdays. In addition, the
time of peak density of people in restaurants/bars on weekdays differs from that seen
on bank holidays. As a result, differences according to weekdays and bank holidays
in building use can be confirmed.

3.3 Estimation Results for Number of People by Building Use
and Purpose of Stay

Figure 8 shows the spatial distribution of the number of people according to building
use at 12:00 on weekdays and on bank holidays. Here, it can be seen that people
converge in (2) office buildings centered on Tokyo Railway station on weekdays, and
in (4) commercial facilities centered on terminal stations such as Shibuya Railway
station on bank holidays. Thus, we can break down the total number of people
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Fig. 5 Results for the number of people estimated by using the predictive model according to
weekday/bank holiday and time

obtained from theMSS data into the number of people who are staying inside/outside
building for each specific building use. This is a novel aspect of the proposed method
in this research.

Furthermore, Fig. 9 shows the temporal change in the number of people by build-
ing use and the purpose of stay in the cell where JR Ueno Railway station is located.
Looking at the number of people inside/outside the station building on a bank holi-
days by purpose (Fig. 9b right), it can be seen that there are many people with leisure
as a purpose at around 11:00, while there are many people who are shopping or
returning home between 16:00 and 19:00. Ueno railway station is one of the hub
railway station in Tokyo, and it is well known that people with various kinds of
purposes are passing through. We can see that dynamic change of people’s purpose
of trips which varies according to the day of week.
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Fig. 6 Spatial distribution of the estimated parameters representing location characteristic factor
β i for the descriptive model and the predictive model

3.4 Estimation Results for Number of People by Building Use
and Personal Attributes

Figure 10 shows the spatial distribution of the number of people in commercial
facilities at 18:00 by attributes. Here, we can confirm that the cells where people
are concentrated differ according to people’s attributes. For example, many men and
women in their twenties and thirties in the vicinity of Shibuya railway station, where
is very popular for younger generations. Also, men and women in their thirties to
fifties are concentrated in the cells around Asakusa railway station, where is one of
the typical down town areas in Tokyo.
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Fig. 7 Temporal change in the density of number of people by building use per 100 m2, for the
descriptive model

Figure 11 shows the temporal change in the number of people by building use
and personal attributes in the specific cells. Here, the differences in the attributes of
people according to location characteristics are apparent. For example, during the
day there aremanymen andwomen in their twenties and thirties in the cell containing
the Ginza railway station which is the commercial center of Tokyo and very popular
for younger generations. Also, there are many men in their twenties and thirties in
the cell containing Akihabara railway station where many electric stores are located
and famous for that many foreigners visit.

These numerical examples demonstrate that advanced use can be possible for the
MSS data which provide only the total number of people.
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Fig. 8 Spatial distribution of the number of people according to building use at 12:00 on weekdays
and on bank holidays
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Fig. 9 Temporal change in the number of people by a building use b purpose of stay in the cell
where JR Ueno Station is located

4 Summary and Conclusions

We introduced the population statistics based on the location information of mobile
phone users, and pointed out its limitation in which detailed personal attribute infor-
mation is being concealed to protect privacy. Given this back ground, we proposed
a method for enriching the value of the population statistics based on mobile phone
users. More specifically, we added the detailed information on the attributes (age,
gender) and the purposes of their stays, by focusing on the uses of buildings where
they are staying, as follows.

(1) First, we proposed a model to estimate the number of people being
inside/outside of buildings for each building use in detailed units of space and time,
by using Mobile Spatial Statistics (MSS) data and Building Point data, which is
the GIS data including detailed attribute information such as floor area and build-
ing use. (2) Next, we added the detailed attribute information to the people being
inside/outside of buildings for each building use, by using the Person Trip survey
data (PT data) in which detailed personal attributes as well as the location and time
information of the departure and arrival, purpose of trip, and means of transportation
are included. In this process, we utilized the fact that detailed personal attributes of
people are deeply dependent on the time, location, and building use where they are
staying. (3) Finally, using the spatiotemporal distribution of people which was esti-
mated by the proposed model, we attempted to making regional comparisons of the
spatiotemporal distribution of people in urban areas. Namely, we demonstrated that
it is possible to grasp the spatiotemporal characteristics of population distribution
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Fig. 10 Spatial distribution of the number of people in commercial facilities at 18:00 by attributes
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Fig. 11 Temporal change in the number of people by building use and personal attributes in specific
cells

attached with detailed attributes information such as their age, gender, and purposes
that vary according to the time, location, and building use where they are.

There is a growing demand for data that allows highly accurate understanding of
the spatiotemporal distribution of both moving and static people in urban areas. The
method proposed in this paper, however, cannot provide such information. In order
to address this issue, we would like to construct a method of estimating the number
of people who flow in or flow out in detailed units of space and time, by integrat-
ing multiple sets of data. Furthermore, we would like to discuss the characteristics
of spatiotemporal distribution of moving people that varies according to regional
characteristic, day of week, and time.

Using the models proposed in this paper, we can enrich the value of existing
population statistics. The models are, however, basically assuming the use of the
specific data available in Japan. In order to expand the availability of the models
for other data sources available in other countries, we need to discuss differences
and commonalities in population statistics, which are currently available in other
countries (Ahas et al. 2015; Gao 2015; Järv et al. 2017).
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for Detecting Updates in Authoritative
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Abstract Crowdsourced traces collected by GPS devices during sports activities
are now widely available on different websites. The goal of this paper is to study the
potential of crowdsourced traces coming from GPS devices to highlight updates in
authoritative geographic data. To reach this goal, an approach based on two steps is
proposed. First, a data matching method is applied to match authoritative data and
crowdsourced traces. Second, for the non-matched crowdsourced segments compos-
ing a trace, different criteria are defined to decide if whether or not, non-matched
segments should be considered as an alert for update in authoritative data. The pro-
posed approach is tested on crowdsourced traces and on BDTOPO® authoritative
road and path network in mountain area. The results are promising: 727, 1 km of
missing paths were found in the test area, which corresponds to 7.7% of the total
length of used traces. The discovered missing paths also represent a contribution of
2.4% of the total length of BDTopo® road and path network in the test area.
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1 Introduction

Nowadays, in the era of open data and crowdsourced data, the need for very up to
date authoritative geographic data has significantly increased. Generally, authori-
tative data are updated continuously or regularly, mainly through stereo-restitution
(i.e. 3D mapping from aerial and satellite images) and field surveys. This is a very
time-consuming and expensive task (Olteanu-Raimond et al. 2016). The road and
path network is an especially challenging theme regarding updates in reason of the
frequent changes of these objects, especially for footpath, tractor or bicycle paths
due to their intermittent nature (e.g. they appear and disappear very often) and their
location in various landscapes sometime difficult to survey (e.g. forest, high moun-
tains, seashore). Using stereo-restitution techniques is challenging in mountainous
area where dense vegetation may limit visibility from the sky. Field surveys are very
expensive due to the vast open area that has to be covered. Thus, these types of roads,
named paths in this paper, are less up-to-date in authoritative data compared to main
roads such as highway and national roads.

Simultaneously, thanks to developments of Web 2.0 and the integration of GPS
(Global Positioning Systems) or other GNSS (Global Navigation Satellite Systems)
into smartphones or other portable devices, citizens may now act as sensors and
generate geographic data, becoming ‘produsers’ as tackled by Bruns (2009). The
wider use of terms such as crowdsourced data, volunteer geographic information
(VGI), citizen-science, and user generated content (UGC) refer to the increasing
involvement of citizens in geographic data collection (See et al. 2016). Crowdsourced
traces are thus collected by GPS devices during sport and spare time activities, with
various devices from very low to high class. The question of their usability is then
open. On the one hand, traces are collected without any protocol, with low and
heterogeneous frequency sampling, and are made available with few or inexistent
metadata. Moreover, various errors are introduced by different uncontrolled external
factors such as the position of the device (in bags or pockets…) or the canopy cover.
These errors can cause significant errors and may limit the usability of the traces.
On the other hand, the precision of these traces is continuously increasing and their
interest is shown in the literature for purposes such as bicycle routing (Bergman and
Oksanen 2016) or updating or enrichingmain roads from authoritative data (Al-Bakri
and Fairbairn 2012; Liu et al. 2015; van Winden et al. 2016).

The goal of this paper is to study the potential of crowdsourced traces for updating
authoritative data, and especially for unpaved paths. Despite the limitation of the
crowdsourced traces as discussed below, our assumption is that these traces can be
used to highlight missing paths in authoritative data, or confirm that some paths are
still in use. To reach the goal, a two-steps approach is proposed. The first step consists
in matching traces with the authoritative road network to identify segments of traces
which have no homologous counterpart in the authoritative data. The second step,
named decision making, consist in defining if a non-matched segment should be
considered as an alert for update.
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The paper is organized as follows. First, Sect. 2 describes the state of the art
concerning the use of crowdsources data for updating authoritative data or more
globally in data matching processes. Section 3 describes the proposed data matching
approach for identifying potential missing paths in authoritative data. The proposed
method for highlighting actual updates in authoritative data is described in Sect. 4.
Before concluding, the results are presented in Sect. 5.

2 State of the Art

The use of crowdsourced data for update or enrichment purposes has been considered
in many research works. Al-Bakri and Fairbairn (2012) concludes that despite the
richness of crowdsourced data, there are significant incompatibilities, especially the
accuracy, in integration of OpenStreetMap (OSM) data into authoritative data from
Ordnance Survey. On the other hand, Zielstra and Hochmair (2011) found satisfying
the integration of OSM data with data coming from TeleAtlas and NAVTEQ. How-
ever, this refers to a specific context where OSM pedestrian paths are considered
useful for enhancing accessibility to bus and metro stations in US and German cities.
van Winden et al. (2016) used crowdsourced traces collected for research purposes
to update Dutch authoritative road characteristics (e.g. one-way or two-way road).
Liu et al. (2015) proposed an approach to detect new roads for updating authorita-
tive road network by using OSM data, which requires overcoming incompatibilities
between data. Other research works claim that the positional accuracy and complete-
ness (Girres and Touya 2010; Koukoletsos et al. 2012), actuality (Jokar Arsanjani
et al. 2013) and semantic accuracy (Fan et al. 2014) of much crowdsourced data may
actually be sufficient for the needs of mapping agencies, even if there exist issues
regarding the heterogeneity and inconsistency of crowdsourced data. As mentioned
in Olteanu-Raimond et al. (2016), National Mapping Agencies (NMA) have started
to engagewith crowdsourced data. Tomaintain their reputation for high quality prod-
ucts, they proposed their own crowd and community platforms to update their data
(Olteanu-Raimond et al. 2016, 2018). Let us precise that, in this work we are only
interested only in detecting updates for authoritative data, the process of integrating
those updates being left to the NMA.

In the cited works, data matching is a tool for defining homologous features
between crowdsourced and authoritative data. Many data matching methods rely
on the comparison of geometric positions, thematic and semantic information, and
an analysis of relations between features, or a combination of all those aspects. A
detailed state of the art on data matching is described in Olteanu-Raimond et al.
(2015), Xavier et al. (2016). When dealing with traces from GPS devices, and espe-
cially for navigation purposes, GPS location points are assigned to most probable
road within a road network. This process is a special case of data matching known
as map-matching, which received a much attention in the literature (Lou et al. 2009;
Newson and Krumm 2009).
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Despite their advantages most current matching methods are not adapted in our
case. First, datamatchingmethods relying on topology (Mustière andDevogele 2008)
are not appropriate in our case, since those methods usually expect a relatively com-
plete network, which is not the case of network built from traces. Second, methods
based on thematic and semantic comparisons (e.g. Olteanu-Raimond et al. 2015), are
not eligible due to lack of metadata and thematic and semantic information in GPS
traces. Finally, besides our data are coming from GPS devices, the map matching
solutions (e.g. Newson and Krumm 2009) are not appropriate due to the purpose of
our map matching method focus on matching complete GPS traces to existing roads,
while we are especially interested in detecting cases of not-matched parts of traces.

We thus expect that a fully-geometric based method using buffer growing (Walter
and Fritsch 1999; Liu et al. 2015) is more adapted in our case. However, existing
buffer based approaches are using single fixed thresholds (Liu et al. 2015). In case of
heterogeneous traces, applying a single threshold can cause significant side effects
due to the heterogeneity of precision of traces (i.e. false positive and negative match-
ings).

3 Data Matching for Identifying Missing Paths

This section describes our data matching approach to identify potential missing paths
in authoritative data.

3.1 Data Matching Approach

In this research, data matching is used as a tool for detecting potential updates in
authoritative data by identifying differences between two datasets: crowdsources
traces (noted DS1) and authoritative data (noted DS2). The results of a data matching
are a set of links defining homologous features and having different cardinalities: 1:0,
n:m, and 0:1. In this work, we are interested in matching links having the cardinality
1:0 (i.e. one feature from DS1 does not have a corresponding feature in DS2). Our
assumption is that features in crowdsourced traces that are not matched to features
from authoritative dataset are considered as candidates for potential updates.

The proposed data matching approach consists of two steps: selection of candi-
dates to match and analysis of candidates.

3.1.1 Matching: Selection of Candidates

The first step is the selection of candidates. Each trace from DS1 is composed of
a set of segments {Strace,i}, where i = 1, …, M; M represents the total number of
segments composing the trace. It is assumed in this approach that GPS traces are
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Fig. 1 Buffer for selecting candidates to match based on the accuracy of traces’ segments

associated with an a priori evaluation of their accuracy, at least a binary evaluation
as probably ‘low’ or “high’ accuracy. This may originates from metadata of traces
in the best possible circumstances. This may also originates from a pre-evaluation
of this accuracy based on an intrinsic and extrinsic analysis of the trace as proposed
by the authors: a chaotic shape of the trace or a complex environment like forest or
town area may be indicator of probable low accuracy of traces (Ivanovic et al. 2015).

For each segment Strace,i, composing a trace from DS1, we search for close seg-
ments in DS2, according to a distance criterion implemented by buffers. Let us
consider {SAuth,j}, j= 1,…, N, the set of segments from DS2 that intersect the buffer
of the segment Strace,i. These selected segments are the candidates for matching with
Strace,i. Knowing the heterogeneity of the accuracy inside the trace, an adaptable
buffer depending on the segment accuracy is proposed. Hence, a greater size is used
for segments having ‘low’ accuracy and a smaller size for segments having ‘high’
accuracy. The selection strategy is illustrated in Fig. 1 where purple and green buffers
are generated respectively for low and high accuracy segments.

3.1.2 Matching: Analysis of Candidates

The second step of the matching approach is to analyse each candidate to define the
actual matching links between homologous features. Thus, three criteria are defined
to compare the segment to match (Strace,i) and the candidates: angle, neighbourhood,
and length. The criteria are applied one after the other: the angle criterion is first
applied followed by the neighbourhood criterion. Finally, after merging the contigu-
ous matched and respectively unmatched segments obtained, the length criterion is
applied.
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Direction criterion. This criterion is based on the assumption that collinear fea-
tures are more likely homologous features than perpendicular features (Olteanu-
Raimond et al. 2015). The criterion compares local orientations between Strace,i and
a candidate for matching, SAuth,j. The orientation is evaluated through the angular
difference q between the orientations of tangents to Strace,i and to SAuth,j respectively
where the point of Strace,i is nearest to SAuth,j, and where the point of SAuth,j is nearest
to Strace,i. If the angle between the two segments is less than a threshold, TD, segments
are considering as corresponding segments.

Neighborhood criterion. This criterion is based on the assumption that thematch-
ing of on feature depends on the matching of its neighbours (Olteanu-Raimond et al.
2015). Hence, for each segment, Strace,i, the algorithm analyses if the preceding and
succeeding segments have the samematching result (matched of not matched). More
precisely, the two neighbouring preceding and the two succeeding segments are taken
into account. If all neighbour segments have different matching results than the cur-
rent candidate, the result is changed for the candidate.

Length criterion. The assumption for this criterion is that for a valuable update,
the segment should have a minimal length, in order to respect data specifications, and
in order to avoid insignificant update considered as noise. The criterion is defined
as follows. First, initial Strace,i, segments are merged according to their matching
results (matched or unmatched) obtained after applying Direction and Neighborhood
criteria. For each unmatched aggregated segment, the algorithm verifies if the length
of the segment is higher than a threshold, TL. If it is the case, then the segment is
classified as unmatched.

4 Decision Making

Determining which unmatched segment represents a real update is a difficult task.
Different interpretations are possible for unmatched segments, as illustrated for
example in the special case of a “deviation” in Fig. 2: (i) GPS error: the deviation
of a part of the trace from authoritative road is caused by GPS error measurements;
(ii) New road: the deviation is following an existing road in the real world which
is not represented in the database; (iii) Road modification: the deviation is due to a
modification of the existing road. The last two cases are considered as missing roads,
thus potential and different updates.

We propose to combine different criteria to define a degree of confidence mea-
suring to which extent the unmatched segment may be proposed for an update.
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Fig. 2 Different interpretations of the unmatched segments of a trace

4.1 Definition of Criteria

Taking into account the nature and specificity of traces, four relevant criteria are
proposed: quantity, accuracy, actuality, and continuity. For each criterion a score of
confidence is computed.

4.1.1 Quantity Criterion

The criterion refers to the number of traces representing the samemissing path and is
based on the following idea: the more non-matched segments belonging to different
traces follow the same path exist, the more chances that this path exists in the reality
and is missing in the database.

To determine if segments of different traces are representing the same missing
path, a buffer is fist computed for each unmatched segment. All other unmatched
segments having more than a certain percentage of their lengths within this buffer
are considered as following the same missing path. Second, directions between the
candidates are computed as proposed by Olteanu-Raimond et al. (2015). Only the
candidates having similar directions are finally considered as following the same
missing path. The scores for the quantity criterion C1 are computed as follows:

1. Rule 1: if only one candidate for a missing path exists, then criterion score is
equals to 0.25.

2. Rule 2: If two candidates following the same path exist, then criterion score is
0.5.

3. Rule 3: If more than two candidates follow the same path, then criterion score is
1.

Due to the weak redundancy of traces in mountainous areas, only three rules are
defined. Nevertheless, the computation of the scores can bemodified in case of higher
redundancy of traces, by introducing more rules and modifying threshold regarding
the expected redundancy of traces.
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4.1.2 Accuracy Criterion

This criterion is based on the accuracy assessment of segments composing a trace.
Our hypothesis is that an unmatched segment with high accuracy is more reliable
than one segment with low accuracy.

Even if data matching already takes into account the accuracy of segments of
traces, there are still situations where low accuracy segments can negatively bias the
results of data matching.

The accuracy criterion score, C2, is computed for each unmatched segment as the
percentage of length of high quality segments in its total length.

4.1.3 Actuality Criterion

For the detection of updates, the actuality of traces is considered as an important
factor. The assumption for this criterion is that the more recent a trace is, the more
relevant the update will be. In our context, we only consider the year in which a trace
is imported on the website, which is sometimes the only available information. The
confidence scores for the actuality criterion, C3, are defined as follows:

1. Rule 1: If the trace is collected during the current year, the confidence score
equals 1.

2. Rule 2: If the trace is collected during four previous years the score is reduced
by 0.25, being equal to respectively: 0.75, 0.5 and 0.25.

3. Rule 3: If the trace is collected four years ago and before, then the confidence
score equals zero.

4.1.4 Continuity Criterion

Cases where a trace follows an existing authoritative path along most of its length
except in some parts may occur. Some of these cases should not be considered as
updates, and are due to the heterogeneities regarding the accuracy of segments for
the same trace or alternatively to human behaviour living regular roads (Fig. 3, on
the left). Sometimes these cases should be considered as updates, due to the fact that
the trace really follows a path that is not represented in authoritative data (Fig. 3, on
the right). In the following, the first case is named ‘unmatched segment following
the same authoritative path’ and the second case is named ‘unmatched segment not
following the same authoritative path.

To distinguish these two situations, the continuity criterion is defined as follows.
First, unmatched segments whose neighbours are following the same authoritative
path are identified, {Sunmatched,i; i = 1, …, M}, where M is the number of selected
unmatched segments. Second, for each unmatched segment, Sunmatched,i, its length and
the distance to the nearest authoritative path are computed to distinguish between
real missing paths and deviations due to low accuracy and behaviour. The nearest
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Fig. 3 Part of the trace not following authoritative roads: due to human behaviour or GPS error
(on the left); due to a missing path in authoritative data (on the right)

authoritative path is selected by defining a growing buffer for each Sunmatched,i, i.e.
buffer is enlarged until the first authoritative path is selected. The score confidence
of continuity criterion, C4, is defined as follows:

1. Rule 1: If (length (Sunmatched,i) < TL and dH < Td), then the score equals 1,
otherwise the score confidence equals 0.

where: length (Sunmatched,i) is the length of the segment, Sunmatched,i; TL the thresh-
old determining ‘short parts’; dH is Hausdorff semi-distance between unmatched
segment and the nearest authoritative path, and Td the threshold determining the
closeness between an unmatched segment and the nearest authoritative path.

4.2 Combination of Criteria

The four criteria are combined to compute a degree of confidence for each unmatched
segment, as shown in Eq. 1:

CDi =
n∑

j=1

Ci jW j (1)

where: CDi is the confidence degree for i-th unmatched segment, and Ci j is the
normalized score of i-th unmatched segment with the respect to j-th criterion andWj

is the weight of criteria j.
Based on the confidence degree, each unmatched segment is classified into three

classes:

• Low confidence if Si ≤ T1. We weakly believe that an unmatched segment is a
missing path.

• Medium confidence if T1 < Si ≤ T2. We moderately believe that the unmatched
segment is a missing path and an update should be made.
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• Strong confidence if Si > T2. We strongly believe that the unmatched segment is
a missing path and an update should be made.

5 Experimentations and Evaluation

This section describes the results obtained for the matching process and the analysis
of unmatched segments for updating purposes.

5.1 Datasets Description

The experimentations of our approach have been performed on two datasets: author-
itative roads extracted from BDTOPO© and crowdsourced traces collected from
different sport activities websites. The test area is in the Vosges Mountains (France),
chosen for its interesting characteristics: small mountain mixing dense forest with
different canopies and open areas.

BDTOPO© is a topographic database roughly having 1 m accuracy and produced
by the French NMA. The road network theme contains different types of roads such
as highways, national and local roads, paths for different type of use (pedestrian,
tractors, bike etc.). Each feature road has a set of thematic attributes such as name,
origin of the data, elevation, etc.

A total of 437 traces (9,773 km) have been downloaded from hikers and mountain
bikers’ websites (randoGPS, tracesGPS, visuGPS, and VTTour). Points composing
the trace are theoretically described by 2D coordinates (WGS-84), timestamps, and
elevation. However, in a total of 300,000 points, 106,206 points (36.3%) lack times-
tamps, and 6,580 points (2.2%) lack elevation. Regarding the traces, 157 of them
(35.9%) have no timestamps at all. However, even if the timestamp for GPS points is
sometime missing, there is always a global timestamp for the trace in the GPX file,
which inform on the actuality of the trace, even if this may reflect only the date of
upload of the trace, and note the date of the trace.

5.2 Data Matching Results

Hereon, some results obtained by the matching process described in Sect. 3.1 are
illustrated. For validation purposes a ‘ground truth’ is defined by caring out an inter-
active data matching. A total number of 41 traces (920 km) are manually matched
by three experts based on different sources of data (e.g. orthophoto, maps).

The thresholds used are empirically defined by analysing the data with respect
with precision and recall. Thus the optimal thresholds for buffer size are: THA = 20
m and TLA = 40 m.
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Table 1 Matching results in
the test area

Data matching R (%) P (%) F1-score

Candidate selection 68 68 0.68

Direction criterion 74 75 0.74

Neighbourhood criterion 77 80 0.78

Length criterion 77 84 0.80

Fig. 4 Examples of efficiently unmatched segments

The threshold for the Direction Criterion, TD, is empirically set to 30° to be not
restrictive. For defining length criterion threshold, we follow the BDTOPO® spec-
ifications (BDTOPO® Specification 2.2, April 2017), which specify the minimum
length for an independent path in authoritative roads. Thus, for the length criterion the
TL is set to 100 m. Finally, the same threshold of 100 m is defined for neighbourhood
criterion to identify short segments.

Table 1 shows the importance of the criteria for the matching results. Thus, after
the candidate selection, both precision and recall are poor, being equal to 68%. The
direction criterion improved recall and precision for 6% and 7% respectively. After
applying the neighbourhood criterion, recall and precision rose for respectively 3%
and 5%. Finally, the length criterion improves only the precision of the unmatched
matching results. Thus, each criterion improves the results, the most efficient one
being the direction criterion.

Figure 4 illustrates two examples of a successful matching in detecting unmatched
segments being candidate for missing paths for the next step (decision making).

However, some false negative and positive matching results are noticed. Figure 5
(on the left) illustrates a false positive matching where a segment is wrongly
unmatched. Figure 5. (on the right) illustrates a false negative matching where a
segment (in yellow) is wrongly matched to an authoritative road.
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Fig. 5 Examples of false positive matching (on the left) and false negative matching (on the right)

5.3 Decision Making Results

The parameters necessary for the decision criteria are defined as follows. First, the
parameters used in determining candidates following the samemissing path criterion
are: 80% of the length within the buffer, and the maximum angle between the candi-
dates for samemissing path is 30°. The threshold estimating the ‘nearest homologous
path’, Td, is empirically set to 30 m.

In total, 727.1 km of missing paths were found in the test area, which correspond
to 7.7% of the total length of used traces. Compared to the total length of BDTOPO®
road network in the test area, detectedmissing paths represent a contribution of 2.4%.

Concerning the combination of criteria to compute the degree of confidence for
each identifiedmissing path, at this stage of our work, it is difficult to define the prior-
ities of criteria and weights, which needs to be refined according to NMA choices on
the good compromise between number of detected potential updates and efforts nec-
essary to examine each potential update. Thus, as suggested by Roszkowska (2013)
the Equal Weight method (EW) is used and weights are represented as a uniform
distribution on the unit n. Figure 6 illustrates the distribution of degree of confidence
function of the percentage of missing paths. It can be noticed that relatively small
amount of missing paths have a strong confidence. This is mainly due to the low
actuality of our traces (e.g. from 2013 to 2015) which implies that all missing paths
have weaker scores for the criterion actuality. According to the estimated thresholds
(see Fig. 6) and the qualitative classification proposed in Sect. 4.1, 19% of missing
paths has a week confidence, 66% have a medium confidence, and 15% of missing
paths have a strong confidence.

More importantly, a visual analysis of results allows us to classify the detected
missing paths according to two criteria: configuration of missing paths related to the
existing road network and interest of updating the missing path in the authoritative
data. Let us mention that the visual analysis is carried out only for traces where
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Fig. 6 Distribution of degrees of confidence for the missing paths

Fig. 7 Typical configurations of detected missing paths: a long independent paths; b shortcuts;
c parallel paths

the ground truth has been defined. Concerning the first case, our analysis takes into
account the main characteristics of missing paths regarding their functionality and
relations with other paths from the road network. Three typical cases are identified:
long independent paths, shortcuts, parallel paths and shown in Fig. 7.

The long independent paths type (illustrated in Fig. 7 on the left) is characterized
by a significant length and an independent use from other paths in the network. This
type of paths represents 42% (51.8 km) of the total missing paths. The second type is
‘shortcut’, as illustrated Fig. 7 (in the middle). Shortcuts have complementary use in
the road network and usually save time and distance for navigation purposes. From
the total amount of missing paths, shortcuts represent 26% (12.1 km). Finally, the
last category, named ‘parallel road’ (Fig. 7, in the right) is characterised by a part of
trace parallel from an existing authoritative path for a long distance, having the same
role as authoritative path, for example connecting the same places, A and B. From
the total amount of missing paths, parallel paths represent 32% (22.4 km). Figure 8
illustrates examples of detected missing paths from the test area.
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Fig. 8 Examples of detected missing paths from: long independent paths (on the left); shortcuts
(on the middle); parallel paths (on the right)

Fig. 9 Missing paths: doubtful missing path respecting data specification (on the left); path out of
authoritative data specification (on the right)

Overall, the most represented missing paths are long independent paths, which
have the highest priority for NMAs. With slightly more than one quarter, short-
cuts are not negligible in missing paths. This can be explained mostly by human
behaviour i.e. saving time and distance in their mobility by usually taking shortcuts
when it is possible. Parallel roads, even representing almost one third of the missing
paths, are with less interests for NMAs having the same role as the existing paths.
Thus, according to the database specifications, they are not always necessary being
considered.

Figure 9 (on the left) represents detected paths compliant with data specification
but having aweek degree of confidence,whereas Fig. 9 (on the right) shows a detected
path out of data specification and having a week degree of confidence, and certainly
an out of path behaviour. These examples show the necessity of checking the detected
paths having small degree of confidence.
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6 Conclusion

This research deals with studying the potential of using crowdsourced traces to detect
updates in authoritative geographic data.We propose an approach based on two steps:
matching data and decision making.

Data matching results consists in defining links with different cardinalities
between homologous features. In this paper, we have focused on cardinality 1:0
(a feature crowdsourced data has not homologous in authoritative data) which may
be interpreted such as ‘the missing feature should be added in authoritative data’.
In future works, it would be interested to study the other types of cardinalities. For
example, a cardinality 1:1 or n:m can be used as validation that the matched features
still exist in the real world because are still in use. This is very important, especially
for mountains paths, which frequently change. The case 0:1 can be interpreted such
as ‘the feature does not exist anymore in the real world’ and should be erased from
the authoritative data. This case requires more information and better quality and
quantity of crowdsourced traces. This definitely requires other external sources for
verification like satellite or orthophoto images, Flicker data, textual itinerary descrip-
tions, etc. and integrating those heterogeneous data is challenge for future works.

Concerning decisionmaking, some improvements could bemade. First, the lack of
metadata limits us in considering more information than only regarding the quantity
of traces. DOP information is often used in the literature to evaluate accuracy in
forest area. In our case, this information is not taken into account since most of the
GPS points do not have DOP. Nevertheless, when DOP exists, it should be used and
modelled such a new criterion for the data matching step. Other information such as
traces’ owner is important. Chances that a new road has appeared are higher if traces
are collected by different contributors. Moreover, time when the traces are collected
is also important. If majority of traces are collected during a short time period, for
example during the same day, the clue of new road creation is less reliable than if
traces are collected in different periods of time (e.g. different days during a month).
Second, in the current research the criteria have the same weights. The proposed four
criteria are very different in terms of their nature and it is difficult to determine their
relevance on the final decision without expert’s knowledge regarding their influences
on final result. Therefore, one perspective is to define the weights of criteria by using
objective information such as proposed in Chehreghan and Ali Abbaspour (2017).
Concerning data sources, we plan to explore more crowdsourced data coming from
other websites or OpenStreetMap (OSM). The last should be studied carefully due
to the lack of completeness of data in mountain areas and to the fact that in mountain
area we have noticed that data are bulk imports from sources such websites.

More globally, more research is needed to integrate updates coming from crowd-
sourced data into authoritative and should be done by taking into account the data
production policies. Our results show that some detected single paths have high accu-
racy and may be integrated directly in authoritative data. Even with good accuracy,
potential bias in path detection can be introduced because of use of traces coming
from sport activities, when contributors may have defined their own paths. If many
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paths are candidates to a single missing road (redundancy > 1; strong confidence)
than a single geometry should be estimated. In this case, different methods proposed
in the literature can be applied such as Etienne et al. (2015).
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A Scalable Analytical Framework
for Spatio-Temporal Analysis
of Neighborhood Change: A Sequence
Analysis Approach
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Abstract Spatio-temporal changes reflect the complexity and evolution of demo-
graphic and socio-economic processes. Changes in the spatial distribution of popu-
lation and consumer demand at urban and rural areas are expected to trigger changes
in future housing and infrastructure needs. This paper presents a scalable analytical
framework for understanding spatio-temporal population change, using a sequence
analysis approach. This paper uses gridded cell Census data for Great Britain from
1971 to 2011 with 10-year intervals, creating neighborhood typologies for each
Census year. These typologies are then used to analyze transitions of grid cells
between different types of neighborhoods and define representative trajectories of
neighborhood change. The results reveal seven prevalent trajectories of neighborhood
change across Great Britain, identifying neighborhoods which have experienced sta-
ble, upward and downward pathways through the national socioeconomic hierarchy
over the last four decades.
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1 Introduction

Changes over space and time reflect the complexity and evolution of demographic
and socio-economic processes (Miller 2015). Yet measuring the magnitude, location
and temporal frequency of these changes is challenging. Using traditional forms
of data (i.e. census and survey data), demographic and socio-economic changes
have often been captured at a very coarse temporal levels i.e. every month, year
or decade. Also, this data is normally available at some spatially aggregated level.
Administrative boundaries have traditionally been the default spatial framework for
census and survey data collection and analysis (Goodchild 2013), and these areas are
usually affected by boundary changes over time, particularly splitting an area in two
(Casado-Díaz et al. 2017; Rowe et al. 2017a, b). So, a ‘freeze history’ approach has
been generally employed to develop a consistent geography by freezing the zonal
system at a certain point in time and systematically tracking subsequent alterations
in geographical boundaries to amalgamate subsequently created areas (Rowe 2017).

Different levels of spatial aggregation can however produce different representa-
tions of a socio-economic process as a result of the Modifiable Areal Unit Problem
(MAUP). MAUP refers to the statistical sensitivity and variability of results relat-
ing to the spatial framework of analysis (Openshaw 1983; Fotheringham and Wong
1991). The most appropriate spatial framework of analysis may thus differ according
to the process in study (Prouse et al. 2014). MAUP can create ‘unreal’ spatial pat-
terns which are caused by loss of information (Hayward and Parent 2009). Choosing
areal units based on geographical coordinates, rather than aggregation of administra-
tive boundaries, could help to tackle this issue by offering the possibility to analyze
temporal data regardless of changes in geographic boundaries.

An increasing number of methods for spatio-temporal data analysis have been
developed to study complex demographic and socio-economic processes, namely
space-time point pattern, probabilistic time geography and latent trajectory mod-
els (An et al. 2015). Clustering techniques are often employed on space-time data,
identifying patterns (Warren Liao 2005; Aghabozorgi et al. 2015; Arribas-Bel and
Tranos 2018). There is also a wide variety of spatio-temporal statistical techniques
in current literature where traditional deterministic trend models, stochastic trend
models and stochastic residual models have been generalized to capture spatiotem-
poral processes using point-level data (Kyriakidis and Journel 1999), as well as
spatial and temporal correlation using Spatio Temporal Autoregressive (STAR) and
Bayesian hierarchical models on areal data (Huang 2017). Yet, thesemodels are often
restricted on specific situations namely particular data format or geometry types and
are not flexible or adaptable to contribute in scalable space-time analysis frame-
works. Spatio-temporal processes involve measurement of four dimensions namely
occurrence, timing, order and duration of events or transitions and while the afore-
mentioned methods can provide useful information about movements and points of
interest, they only capture some dimensions of spatio-temporal processes. The inte-
gration of multiple approaches can provide context ‘aware’ data and expose patterns
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based on analysis of the sequencing of events, rather than comparison of discrete
points in time, capturing the full range of dimensions of spatio-temporal processes.

Sequence analysis provides a useful framework to integrate various analytical
approaches and capture the four key dimensions of spatio-temporal processes i.e.
occurrence, timing, order and duration of events or transitions. Sequence analysiswas
originally developed for analyzingDNAsequences (Sanger andNicklen 1977;Bailey
2017), and theoretically introduced in the Social Sciences in the 1980s (Abbott 1983).
Sequence analysis has recently beenwidely applied to analyze longitudinal individual
family, migration and career trajectories (e.g. Rowe et al. 2017a, b; Backman et al.
2018).

Sequence analysis can also be applied to better understand the evolution of places.
Conceptually, neighborhoods for example are assumed to progress through a num-
ber of pre-determined stages, transitioning through phases of development, growth,
stability and decline (Hoover and Vernon 1959). However, prior empirical work has
employed a static cross-sectional framework to explore these transitions between two
points in time (e.g. Teernstra and Van Gent 2012) and assumed all neighborhoods
undergo the same rigid pathway of change. These shortcomings partly reflect the
lack of consistent spatial data over a longer window of time, but also the absence of
an analytical approach to study these transitions in a temporally dynamic framework.

Only recently, empirical analyses have recognized the diversification in neighbor-
hood transitions and enabled exploration and quantification of neighborhood change
over a long period of time by using sequence analysis. Delmelle (2016) conducted
a first study using sequence analysis for Chicago and Los Angeles, expanding her
focus on a subsequent investigation to US 50metropolitan areas over a 50 year period
(Delmelle 2017). These studies contributed in providing a general approach for ana-
lyzing differentiating pathways of neighborhoods namely upgrading, downgrading
or stable trajectories in the socio-economic hierarchy as well as gentrification pro-
cesses.Yet they focused only on urban andmetropolitan areas,missing the interaction
between urban and rural continuum.

While these studies have advanced our understanding of neighborhood change
in particular urban settings, significant gaps remain to be addressed. First, gridded
data generation is needed to address the lack of consistent geographical boundaries
over time (Janssen and Van Ham 2019). Second, the use of gridded data offers the
potential to perform analyses at various geographical levels through aggregation of
grids at particular administrative or functional areas. This opportunity provides a
flexible dataset and a scalable approach for the use of purpose-built areas. Third,
weighted clustering of the sequences provides a scalable approach on analyzing big
datasets by separating the unique sequences matrix and their frequency in different
vectors. This addresses the lack of information by using clustering approaches based
on ‘prototype’ sequences where their frequency is not captured (i.e. howmany neigh-
borhoods followed the same sequence). Fourth, the aforementioned gaps are partly
the result of the absence of a workflow that addresses the lack of temporally consis-
tent geographical units and offers a way to effectively capture the key elements of
changes in space and time (occurrence, timing, order and duration). This limitation



226 N. Patias et al.

is addressed in this study by the integration of different approaches (i.e. population
grid surface estimation, clustering analysis and optimal matching).

This paper aims to develop a scalable analytical framework for spatio-temporal
data analysis addressing all four identified gaps. By doing so, it contributes to the
current literature on spatio-temporal data analysis in three key ways:

1. By providing geographical consistent gridded data over a 40-year period for
Great Britain;

2. By developing a scalable analytical framework in twoways: (i) offering a flexible
dataset which can be aggregated at various geographical levels; and (ii) employ-
ing a weighted clustering approach to measure dissimilarity between individual
sequences;

3. By formulating a workflow to effectively capture the key elements of changes
in demographic and socio-economic process across space and over time through
the integration of multiple approaches.

The remainder of this article is organized as follows. Section two describes the
dataset and methods used in this research project, followed by results and discussion
that are presented in section three. Finally, section four provides some concluding
remarks and suggestions for further research.

2 Data and Methods

2.1 Data

The original data used in this study is drawn from five decennial Censuses for Great
Britain (i.e. England, Scotland and Wales) covering the period from 1971 to 2011
with 10-year intervals. The five Censuses were conducted in 1971, 1981, 1991, 2001,
2011. The data was downloaded from the Office of National Statistics (ONS) portal
(http://casweb.ukdataservice.ac.uk and http://infuse.ukdataservice.ac.uk).

Census administrative boundaries are not consistent over time. To this end, this
paper uses an approach of recalculating Census counts from administrative bound-
aries to gridded data using Popchange project algorithm. Popchange, is a tool that
provides population surfaces across Great Britain but also provides the algorithm
which calculates correspondence between low-level Census administrative geogra-
phies and 1 km2 grids (Lloyd et al. 2017). For this project, raw Census data covering
a range of demographic, socio-economic and housing variables was downloaded
in low-level Census administrative geographies (i.e. enumeration districts for 1971,
1981 and 1991 and output areas for 2001 and 2011) and Popchange algorithm used
to convert Census counts to 1 km2 grid counts.

These grid counts data correspond to estimates of census variables. As they are
generated from a coarser level of geography, there is certain degree of uncertainty
around these estimates. However, they offer two key advantages. Firstly, they provide

http://casweb.ukdataservice.ac.uk
http://infuse.ukdataservice.ac.uk
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Table 1 Variables used in the analysis

Demographic Socio-economic Housing

Children: 0–14 years old Managerial occupations Own occupied housing

Young persons: 15–29 years
old

Non-manual workers Private rented housing

Middle aged adults: 30 to
44 years old

Manual and other workers Council rented (social)
housing

Older adults: 45–64 years old Private mode Vacancy rate

Retired: 65+ years old Public transport

Born in United Kingdom (UK)
and Republic of Ireland (ROI)

Active mode

Born in Europe Other mode (i.e. other and
work from home)

Born in rest of the world Unemployment rate

Proportion of students

a consistent level of geography to make comparisons of spatial units over a period
of time. Secondly, they provide an effective tool to address the MAUP in a spatio-
temporal context by providing a spatial framework based ongeographical coordinates
(i.e. 1 km2 grids), rather than some arbitrary level of geographical aggregation. Grids
can be aggregated to create purpose-built geographical systems depending on the
process under analysis.

A drawback of grids is that administrative areas in rural and remote areas are
often larger than a grid. Thus, population counts that are split between two or more
grids in an administrative area, resulting a small number of population counts per
grid. In this study percentages of the variables were calculated by grid and given
the small number of counts per grid, the accuracy of the variables’ estimation is
low. To overcome this issue, only grids which encompass multiple small areas were
considered. To this end, the 1 km2 grid layer overlaid over the 2011 census Output
Area boundaries for Great Britain. The final output is 16,035 grid cells covering the
whole Great Britain. The grid cells containing zero values can be removed to aid
visualization and mapping of the data.

This studymeasures neighborhood change across three dimensions: demographic,
socio-economic and housing. Table 1 lists the set of census variables used to capture
these dimensions, all of which are measured as percentages for each grid cell i.e. the
grid-specific population aged 0–14 over the grid-specific total population across all
age groups.

There is variation in the number of categories across census years. For example,
a greater number of categories is available for socio-economic status in the 2001 and
2011 Census compared to earlier years. So, data have been aggregated to broader
categories which are consistent through time. Also, note that information on students
was not available in 1971; nonetheless, it is considered as an important variable and
is therefore included for the analysis.
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Fig. 1 Methodological framework workflow

2.2 Methods

The methodological framework developed in this study involves four main stages
which can be divided into six steps, as presented in Fig. 1. In general, the first stage
involves the production of gridded population data. This data is used in a second stage
to create a geodemographic classification of neighborhoods based on the variables
listed in Table 1, using k-means clustering. This classification provides representative
types of neighborhoods. In a third stage, the classification is used to analyze the
year-to-year transition of individual grids between neighborhood types and measure
their similarity via optimal matching. In a final stage, this measure of similarity is
employed to define a typology of representative neighborhood trajectories based on
a k-medoids clustering. Details on each of these stages are provided next.

Stage 1. The official administrative boundaries used to collect the census data are
not consistent over time. Boundary changes hamper temporal comparability of this
data. Harmonization of these boundaries is needed to effectively track changes over
time. To this end, Popchange algorithm was used to generate gridded data using raw
data drawn from five decennial Censuses for Great Britain as described in Sect. 2.1.

Stage 2. Gridded population data is then used to create a geodemographic classifi-
cation using a k-means algorithm. The input data is a pooled dataset of grids covering
the whole Great Britain for all five census periods i.e. 80,175 grids (=16,035 grids *
5 years). A cluster analysis is performed on a pooled dataset including all five census
periods to ensure consistency and comparability of cluster membership in the result-
ing partitioning solution. These are important elements for the longitudinal analysis
of spatial data. For the k-means clustering algorithm, the number of k partitions,
which define the number of cluster groups, need to be set prior to performing the
analysis (Gentle et al. 1991). This has been set to eight performing 1,000 iterations.
The approach used to specify the optimal number of clusters is a two-step sequential
process. First, the sum of distances of each observation to their closest cluster center
was calculated for a range of cluster options, from 3 to 15, creating an elbow curve.
In an elbow curve, the sum of distances tends to decrease towards 0 as the k increases
(the score is 0 when k is equal to the number of data points in the dataset, because
then each data point belongs to its own cluster, with no error between the cluster
and the center of the cluster). The goal is to determine the smallest number of k
partitions that minimizes the sum of distances, and the elbow represents the point
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at which diminishing returns by increasing k are achieved. Second, the k number at
which these diminishing returns are achieved is used as the seed number of parti-
tions. Various clustering partitions around this point were analyzed and mapped to
determine the optimal number of clusters for this study i.e. eight. The output from
the cluster analysis is temporally consistent geodemographic classification in which
each year-specific grid cell is assigned to a neighborhood type.

Stage 3. This geodemographic classification is then used as input for sequence
analysis. A key aim of this analysis is to define trajectories that characterize the ways
in which the internal demographic and socio-economic structure of neighborhoods
have changed over time. To this end, sequence analysis was used. Sequence analysis
is built to analyze longitudinal categorical data and enables identification of repre-
sentative patterns over a period of time. In the current study, the key aim is to identify
a small number of representative trajectories of neighborhood change, and the appli-
cation of sequence analysis involves three key steps. For the implementation of these
steps, the TraMineR package in the R programming language was used (Gabadinho
et al. 2009).

Step 1. The starting point is the creation of a sequence state object.A sequence state
object refers to a dataset arranged in a wide format with rows identifying each spatial
unit, columns identifying each time point, and individual cells indicating a specific
state. To create a sequence state object, the geodemographic classification was used.
Rows identify each geographical grid. Columns identify each of the five census years
and each individual cell contains their corresponding year-specific neighborhood
type. So, horizontally, each row provides a sequence of transition between different
neighborhood type over the five census years.

Step 2. Sequences comparison requires a measure of the minimal cost of trans-
forming one sequence to another. The operations can be used are insertion/deletion
(i.e. indel) cost where a single value is specified to reflect how many inser-
tions/deletions need to be made so that the two sequences match. But there is also
the option of substitution cost matrix which is a square matrix of s × s dimensions,
where s is the number of neighborhood types. So each (i, j) matrix element is the cost
of substituting neighborhood type i with neighborhood type j. These elements called
transition rates and are calculated based on the probability of transitioning from one
neighborhood type to another. Then the optimal matching can be performed (i.e.
measuring the similarity of those sequences) which is the sum of those rates for a
given sequence.

Step 3. A key innovation of this study is the scalability of the developed framework
to build and analyze sequences of neighborhood change. The calculation of dissim-
ilarity between individual sequences is computationally intensive as it involves the
use of substitution operations for each pair sequence in the dataset which increase
proportionally with the number of spatial units and time points in the analysis.

The analysis of this paper involves the calculation of a dissimilarity matrix for
16,035 grids over 5 years; that is, a resulting matrix of 257,121,225 entries. In order
to provide a scalable analytical framework, the unique sequences were identified and
their frequencies were calculated and stored in different vectors. Then the unique
(1,112) individual sequences used to compute the dissimilarity matrix of 1,236,544
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entries. The idea behind this is that the dissimilarity matrix between all pairs of
sequences has identical pairs (i.e. many grids that display the same transition, for
example, from affluent to thriving neighborhoods). So, if only one pair is considered
for the calculation and then it is expanded by the number of similar pairs in the
dataset makes the computation less intensive. The use of the proposed approach can
be applied to very large datasets for which the resulting dissimilarity matrix can go
beyond the storage memory limits of R.

Timing of transitions between neighborhood types was considered a critical ele-
ment for the definition of sequences as it helps discriminating between transitions
resulting from structural economic changes and localized socio-economic shifts. To
this end, substitution costs have been used capturing the temporal variation of tran-
sitions rather than indel costs which is static cost measure. The substitution cost
between neighborhood types i and j for i �= j is computed by:

4 − p(i | j) − p( j |i) (1)

where p(i|j) is the transition rate between neighborhood types i and j. This probability
is assumed to be dynamic reflecting the year to year transition between neighborhood
types. So, a dynamic method of optimal matching was used which updates the sub-
stitution costs year to year to calculate distances between individual sequences. This
method is referred as Dynamic Hamming method in the literature (Lesnard 2009).

Stage 4. The last stage involves producing a typology of neighborhood trajectories
using the resulting sequence dissimilarity matrix from Stage 3. Partitioning Around
Medoids (PAM) clustering method was selected for classifying sequences. It was
preferred over hierarchical clustering methods because, although the PAM algorithm
is similar to k-means, it is considered more robust than k-means as it can accept a
dissimilarity matrix as an index and its goal is to minimize the sum of dissimilarities
compared to k-means that it tries to minimize the sum of squared Euclidean distances
(Gentle et al. 1991). The PAM is based on finding k representative objects or medoids
among the observations and then k clusters (that should be defined as in k-means)
are created to assign each observation to its nearest medoid.

As described in Stage 3 two vectors were created. One stores the dissimilarity
matrix of the unique sequences and the other stores its sequence’s frequency. The
last issue that had to be tackled was the use of both vectors in a clustering algorithm,
avoiding the creation of ‘prototype’ clusters but considering the whole dataset. In
some hierarchical clustering methods (i.e. single linkage and complete linkage), the
frequency of unique sequences does not affect the resulting partition of the data. But
in the PAM algorithm, the number of observations in the matrix plays a role in the
final result as it attempts to minimize the distance between each data point. Large
datasets (e.g. of 47,000) result in a dissimilarity matrix of large dimensions (e.g.
more than 2 billion), which cannot be handled in R where the storage memory limit
is 2.1 billion.

An approach to overcome this problem is data weighting. This study applies
a weighted version of the PAM clustering algorithm. The functionality of weighted
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PAMclusteringmethod is the same as using the usual PAMclustering but reduces the
amount of memory needed to perform calculations over large datasets. To implement
thismethod, a vector of the number of each unique sequence in the datasetwas created
and then used to weight dissimilarity matrix of these sequences when applying the
PAMclusteringmethod. In this way, the complete dataset (i.e. 16,035 sequences) was
used in a scalable, faster and less computationally intense process. To implement this
approach, ‘WeightedCluster’ R package was used (Studer 2013). For the Weighted
version of PAM, the following function is minimized:

minimize
n∑

i=1

n∑

j=1

wi j d(i, j)zi j (2)

whered is the dissimilarity between eachpair of sequences and z is a variable ensuring
that only the dissimilarity between entities from the same cluster is computed. The
term w is the weight parameter, which in this study is the frequency of each unique
sequence. Consequently, in the weighted PAMmethod the dimensionality of the full
dissimilarity matrix is reduced by creating a vector that contains the frequency of
each unique sequence.

3 Results and Discussion

This section illustrates the results of Stages 2, 3 and 4 described in Sect. 2 in sequential
order, starting by the geodemographic classification before discussing the sequence
analysis and clustering of sequences to create representative neighborhood trajecto-
ries.

3.1 Temporal Clustering

As described in Sect. 2, k-means clustering was performed to create a geodemo-
graphic classification of neighborhoods, considering a 40-year period from 1971 to
2011 for Great Britain. Twenty-one variables were included in the analysis, cover-
ing demographic, socio-economic and housing characteristics. Eight clusters were
returned as the optimal solution.

Figure 2 illustrates the mean variable values for each cluster. The name and key
features of the eight neighborhood types are described below and displayed in Fig. 3:

• Affluent: These are the most affluent areas with most of the population belonging
to the managerial socio-economic group with high proportion of population from
abroad (10%). These areas are usually suburban and their populations mainly
travel to work via private cars (53%). Public transport mode to work is used by
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Fig. 2 Representative variables across neighborhood type

25% reflecting good public transport connections to workplace areas. These areas
also have a high proportion of students (4.5%) and owner-occupied houses (76%).

• Mixed workers suburban: This group of neighborhoods is characterized by a mix-
ture of people in manual (46%) and non-manual (43%) socio-economic groups
with only a few students (3%). Their residents are largely UK and Republic of
Ireland born (96%). There is high proportion of people travel to work with private
mode of transport (70%) and finally high proportion of owner-occupied housing
(70%).

• Families in council rent: These neighborhoods are predominantly occupied by
UK and Republic of Ireland born people (96%). There is high unemployment rate
(11%), with high proportion of people staying in council rented housing (77%).
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Finally, well connected or close to workplace areas as people use public (36%)
and active mode of travel to work (22%).

• Blue collar families: These areas characterized by high proportion ofmanualwork-
ers (66%) owing a house (41%) that are predominantly UK andRepublic of Ireland
born (94%). Close to workplace areas with high proportion of people using active
mode to travel to work (38%). This cluster appears in the earlier census years.

• Thriving suburban: These neighborhoods are quite similar to the Affluent areas
with the difference of less people belonging to managerial socio-economic Group
(18%) and higher ratio of owner-occupied houses (87%). Mainly using private
mode to travel to work (74%) and low vacancy rate (4%) which shows that the
demand for housing is high.

• Older striving: These neighborhoods are occupied by older people.Mainlymanual
workers (52%) but with few non-manual (38%) occupations too. There is high
vacancy rate (7%) which represents low demand and thus people can afford to
buy properties in these areas. The name of the cluster is Older striving but there
are people from higher socio-economic Groups (i.e. non-manual and managerial
occupations) living in these areas due to the affordability of housing.

• Struggling: Young and middle-aged families UK and Republic of Ireland born
(96%) with high unemployment rate (10%) and an even split of people living in
council rented (47%) or owner-occupied housing (46%). These neighbourhoods
consist of -mainly- manual workers (56%) with few people in non-manual (37%)
occupations.

• Multicultural urban: The two main characteristics of these neighborhoods are the
high proportion of young people (29%) and high ratio of people born abroad (30%),
whichmakes them highly ethnically diverse. There is a mixture of socio-economic
Groups and high ratio of people relying on public (40%) or private (34%) transport
to travel to work. It is also worth mentioning the high vacancy rate (7%) of these
locations which are predominantly in city centers of urban areas, not the most
‘desired’ locations for housing in Great Britain.

This classification can be used to analyze spatio-temporal changes of neighbor-
hood types. For example, a marked decrease in the number of blue collar families and
families in council rent can be observed across Great Britain over the 40 -year period.
Liverpool emerges a prominent example changing from predominantly pink and pur-
ple in 1971 to red and yellow in 2011 in Fig. 3. The number of multicultural urban
neighborhoods have significantly increased from 1971, especially between 2001 and
2011. These changes at the neighborhood level reflect the shrinkage of manual jobs
in Great Britain after 1970s and the ethnic diversification of urban centers in the 2001
and 2011.
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Fig. 4 Substitution costs
from 1971 to 2011

3.2 Sequence Analysis

Using sequence analysis, a more comprehensive understanding of spatiotemporal
process can be achieved by examining the occurrence, timing, duration and order
of transitions between neighborhood types. Figure 4 displays the year-to-year sub-
stitution cost matrix to define the sequence of a neighborhood. It shows that lower
substitution costs for earlier years, reflecting the higher degree of neighborhood trans-
formation from 1971 to 2001. Neighborhoods during the 1970s were more likely to
transition between mixed workers suburban to thriving suburban.

In addition to this, the results show that some neighborhood transitions between
particular types are more common than others. Thus, the probability of transitioning
between affluent and thriving suburban or blue collar families and struggling is
higher compared to the probability of transitioning between affluent and blue collar
families through all the decades. Yet from 2001 onwards these probabilities have
been decreased as mentioned above.
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3.3 Sequences Clustering

The substitution costs matrices were then used, to calculate a dissimilarity matrix
between individual sequences and derive a typology of neighborhood sequences
using the Dynamic Hamming method and weighted PAM clustering. Figure 5 dis-
plays the resulting typology of seven neighborhoods representing pathways of sta-
bility, improvement and decline across the national socio-economic hierarchy. Three
panels of graphs are shown in Fig. 5. The top panel shows individual sequences.
Each line in this graph represents a neighborhood. Each color denotes a particular
type of neighborhood and the x-axis represents each census year. So, horizontally
each line shows the transition of a neighborhood between neighborhood type over
time. The middle panel displays the year-specific distribution of each neighborhood
type. The bottom panel shows the mean time remaining in each neighborhood type.

The name and key features of the seven main neighborhood transition patterns
are described below and displayed in Fig. 6:

• Stable affluent neighborhoods: Areas remaining persistently affluent over 1971
and 2011.

• Ageing manual labor neighborhoods: Areas transitioning from being dominated
by blue collar families to an older striving neighborhood type.

• Increasingly socio-economically diverse neighborhoods: Areas transitioning from
a struggling or blue collar families type to a mixed workers suburban type.

• Increasingly struggling home-owners neighborhoods: Areas transitioning from a
families in council rent type to a struggling type.

• Stable multicultural urban neighborhoods: Areas remaining multicultural in urban
locations.

• Rejuvenating neighborhoods: Areas transitioning from an older striving type to a
mixed workers suburban type.

• Up-warding thriving neighborhoods: Areas transitioning from an older striving
type to, or remaining in, a thriving suburban type.

The spatial distribution of these neighborhood trajectories varies between and
within areas. There are areas such as Edinburgh and London suburbs that are dom-
inated by stable affluent neighborhoods, while others such as Liverpool and New-
castle have more increasingly struggling home-owners neighborhoods. Regarding
the distribution of neighborhood trajectories within areas there are few interesting
patterns. One example is the rejuvenating neighborhoods that are characterized by
younger people with various socioeconomic backgrounds ‘replacing’ the older popu-
lation in suburban areas. Another example is the upward trajectories from struggling
neighborhoods to more socio-economic diverse and the massive increase of thriving
neighborhoods in suburban areas too. Lastly. stable multicultural urban areas appear
in or close to city centers of all big urban conurbations.

Finally, ageing of British population is clearly reflected in the results. Suburban
and rural areas are largely occupied by retired and older people. Interestingly, this
pattern has changed slightly in the last decade, reflectingmore inclusive communities
both socio-economically and ethnically.
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Fig. 6 Neighborhood trajectories map
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4 Conclusion

This study proposed a novel scalable analytical framework for spatiotemporal data
analysis. It does so by (1) producing a temporally consistent spatial framework
and geodemographic classification based on 1 km2 grids; (2) offering the potential
to perform analysis at particular administrative, functional or purpose-built areas;
(3) implementing a weighted approach to measure dissimilarity between individual
neighborhood trajectories; and, (4) integrating multiple approaches (population grid
surface estimation, clustering analysis and optimal matching) to analyze long-term
change.

Theproposed spatiotemporal analytical approachoffers a frameworkwithinwhich
the evolution of complex demographic and socio-economic processes can be effec-
tively captured and enables understanding of the ways in which past conditions
influence present and future transitional changes. Unlike commonly used longitudi-
nal approaches such as event history analysis, which focuses on a single transition,
the proposed sequence analysis provides a more comprehensive representation of
present and future changes by examining the chronological sequence of events. Such
approach enables to unravel key dimensions of changing socio-economic processes
in terms of their incidence, prevalence, duration, timing and sequencing—which can
serve as useful guidance for policy development.

The proposed approach offers the potential to expand understanding on key demo-
graphic and socio-economic processes. A key area for future research is the analysis
of trajectories of socio-inequality examining at various levels of spatial aggregation
and determining the extent of intra-regional and inter-regional inequalities. Such
analysis can guide policy intervention by identifying spatial concentration of poverty
and areas undergoing continuous economic decline. Another area of future investi-
gation is the analysis of population change by identifying areas experiencing rapid
and continuous population loss or population ageing in the light of sustained low
patterns of fertility and signs of declining life expectancy (Green et al. 2017).
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Improving Business-as-Usual Scenarios
in Land Change Modelling by Extending
the Calibration Period and Integrating
Demographic Data

Romain Mejean, Martin Paegelow, Mehdi Saqalli and Doryan Kaced

Abstract Land use and land cover change (LUCC) models are increasingly being
used to anticipate the future of territories, particularly through the prospective sce-
nario method. In the case of so-called trend or Business-as-Usual (BAU) scenarios,
the aim is to observe the current dynamics and to extend them into the future. How-
ever, as they are implemented as baseline simulation in most current software pack-
ages, BAU scenarios are calibrated from a training period built from only two dates.
We argue that this limits the quantitative estimation of future change intensity, and
we illustrate it from a simple model of deforestation in Northern Ecuadorian Ama-
zon using the Land Change Modeler (LCM) software package. This paper proposes
a contribution to improve BAU scenarios calibration by mainly two enhancements:
taking into account a longer calibration period for estimating change quantities and
the integration of thematic data in change probabilities matrices. We thus demon-
strate the need to exceed the linear construction of BAU scenarios as well as the need
to integrate thematic and particularly socio-demographic data into the estimation of
future quantities of change. The spatial aspects of our quantitative adjustments are
discussed and tend to show that improvements in the quantitative aspects should not
be dissociated from an improvement in the spatial allocation of changes, which may
lead to a decrease in the predictive accuracy of the simulations.
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1 Introduction

Over the past several decades, geographers developed a large spectrum of models to
study land systems through land change, also called land use and land cover change
(LUCC),whose socio-environmental impacts have beendemonstrated (Chhabra et al.
2006; Mahmood et al. 2014; Oliver and Morecroft 2014). Among them, pattern-
based models (PBM) of LUCC (Camacho Olmedo et al. 2018) are spatially explicit
models allowed by knowledge of the drivers of change (Lambin et al. 2001; Carr
2003) and by change analysis methods (Mas 1999; Lambin et al. 2001; Comber et al.
2016). The purpose of PBM is to anticipate future changes in order to guide the
present action e.g. in terms of public policy, by using prospective scenarios (Houet
and Gourmelon 2014). Thus, the prospective scenario technique can be used both
to observe the continuation of past and current trends in the future and to project
alternative pathways (Veldkamp and Lambin 2001; Escobar et al. 2018). We will
focus here on the first approach, called “business as usual” (BAU) scenarios which
is a path-dependent approach (Houet et al. 2016) consisting therefore in extending
the trend observed in the past over time. BAU scenarios are frequently found in the
literature on LUCCmodelling (Escobar et al. 2018) as well as in many cases of PBM
application, in particular because PBM software packages includes BAU scenarios
as baseline simulation (Mas et al. 2014).

According toMas et al. (2014), the modelling process implemented in these PBM
software packages can be divided into five steps: quantity of change estimate, change
potential evaluation, spatial allocation of change, reproduction of temporal and spa-
tial patterns andmodel evaluation.Although there is extensive literature on improving
the spatial allocation of changes or model evaluation (Pontius and Millones 2011;
Maestripieri and Paegelow 2013), there is little work on improving the quantitative
estimation of change intensity. Indeed, most of the time, applying a BAU scenario
means defining a single calibration period, between two training dates, according to
the available data (Mas et al. 2018). The model uses notably this calibration period to
estimate future change quantities, using generally one-order Markov chains (Cama-
cho Olmedo and Mas 2018). Indeed, present-time software only allow the use of
only two training dates (e.g. Land Change Modeler, CA_Markov, Dinamica EGO,
Metronamica, ApoLUS, LucSim) and it has been shown that the choice of train-
ing period is not insignificant and that the simulation results obtained are different
according to the training dates that have been chosen (Paegelow et al. 2014; Paegelow
2018).

The spatial expansion of the agricultural frontier in Northern Ecuadorian Amazon
(NEA) can be observed over time from historical remote sensing images: settlement
patterns and the forest clearing they induce are identifiable by their familiar fish-bone
patterns, spread alongside the roads (Baynard et al. 2013). In the NEA, Mena et al.
(2006) calculated an annual deforestation rate of 2.49% between 1986 and 1996 and
of 1.78% between 1996 and 2002, i.e. a slowing of deforestation over time.We argue
that, in a path-dependent approach like that of the BAU scenarios, such a slowdown
in the rate of deforestation (i.e. in quantities of change) could not be deduced from
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purely spatial and linear assumptions, e.g. from only two training dates, but rather
requires taking into account a longer period of time and the consideration of thematic
data.

Based on a simple model of deforestation dynamics in the NEA using the Land
Change Modeler (LCM) software (Eastman and Toledano 2018), we propose here a
contribution to improve BAU scenarios and more specifically the quantitative esti-
mation of change intensity by mainly two enhancements. First, this contribution tries
to exceed the linearity of BAU scenarios resulting from taking into account only two
training dates. Then, authors introduce available, socio-economic, especially demo-
graphic, driver data directly to make more realistic classic Markov matrices. Both
approaches are implemented by adjusting Markovian transition probabilities.

2 Materials and Methods

2.1 Context and Study Area

Northern Ecuadorian Amazon (NEA) is a region located in the western part of the
Amazon basin, in the eastern part of Ecuador’s national territory called “Oriente”.
This region is characterized by significant endemism to such a degree that it is
known as one of the world’s biodiversity hotspots (Orme et al. 2005). However, since
the discovery of oil fields in the late 1960s, this territory is undergoing significant
deforestation coupled with a fast population growth, due to free land accessibility, a
high fertility rate and to a continue in-migration (Bilsborrow et al. 2004). Indeed, the
road infrastructures built for oil extraction have enabled an agricultural colonization,
mainly by small farmers from Andean and Coastal regions of Ecuador (Hiraoka and
Yamamoto 1980; Bromley 1981; Brown et al. 1992). This agricultural colonization
was spontaneous but also supported by the Ecuadorian authorities through two land
reforms (Wasserstrom and Southgate 2013) and logistic support (Juteau-Martineau
et al. 2014).

We will focus here on an area composed of a set of sub-watersheds, altogether
surrounding and including the parroquia of Dayuma, inherited from another mod-
elling approach dealing with environmental contamination (Houssou 2016). This
area (Fig. 1), is located south of the city of Coca and Río Napo, in NEA. We have
developed land cover classification for this study area using the following procedure
detailed below.

2.2 Data and Image Processing

The land cover data used in the modelling process were obtained by using relatively
simple imageprocessing, coupling supervised segmentation (PaegelowandCamacho
Olmedo 2010) and classification based on maximum likelihood algorithm. Then,
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Fig. 1 Study area, in NEA

authors calculated the annual deforestation rates. In order to minimize classifications
errors, we have chosen to classify land use into four major categories: water, forested
areas, deforested areas (merging of the classes “bare soil”, “crops” and “pastures”)
and urban areas. Tables 1,2 and 3 indicate image characteristics, areas of each of the
land cover classes and estimates of the annual rate of deforestation we have derived
from it.

Despite some problems in detecting water surfaces, we observe a trend similar
to that observed by Mena et al. (2006) at a different period and further north, in
an earlier colonized territory: a slowing down of the annual rate of deforestation.
Indeed, according to our data, while 0.61% of forests disappeared each year between
1998 and 2002 in our study area, only 0.29% was disappearing each year over the
2013–2017 period.
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Table 1 Image characteristics

Satellite sensor Path/row Data acquired Spatial resolution (m)

LANDSAT 5-TM 9/60 and 9/61 25 September, 1998 30 m

LANDSAT 7-ETM+ 9/60 and 9/61 12 September, 2002 30 m

LANDSAT 8-OLI TIRS 9/60 and 9/61 2 September, 2013 30 m

SENTINEL-2 1 September, 2017 10 m decreased to 30 m
by generalizationa

SENTINEL-2 8 February, 2018 10 m decreased to 30 m
by generalizationa

aReduction in the number of columns and rows while decreasing cell resolution by a pixel thinning
algorithm

Table 2 Area per class (ha) on classification

Area per class (ha) 1998 2002 2013 2017

Water 53.46 0 5.67 0

Forested areas 259703.73 253322.01 240156.63 237400.83

Deforested areas 26889.39 33391.35 46470.15 49218.48

Urban areas 95.94 29.16 110.07 123.21

Table 3 Annual
deforestation rate (%/year)

1998–2002 2002–2013 2013–2017

−0.61 −0.47 −0.29

2.3 Implemented Pattern-Based Model

The software package chosen for the pattern-based modelling process, called Land
Change Modeler (LCM), is integrated into TerrSet (Eastman 2014) and is used to
develop prospective models of LUCC, based on observations of past changes, statis-
tical and machine learning methods to calibrate functions describing the relationship
between change and drivers of change (Mas et al. 2018).

Although many authors have focused on analysing the functioning of LCM (Mas
et al. 2014; Eastman and Toledano 2018), it is necessary to recall here some essential
points about it as a brief overview: to estimate future change quantities, LCM uses
Markov chains from a calibration period purposely defined by two training dates
in order to determinate matrices of future transition probability between land use
classes. LCM allows the use of an external transition probability matrix. Then, in
terms of spatial allocation of changes, LCM allows the user to choose between three
different methods to determinate the location of future changes, based on the rela-
tionships between driver variables loaded into the model and changes that occurred
during the training period: (i) a multi-layer perceptron (MLP) neural network (Mas
2004), (ii) Similarity-Weighted Instance-based Machine Learning (SimWeight) and
(iii) Logistic Regression. The simulation results can be expressed in two forms:
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Table 4 Markovian matrix of transition probabilities

Water Forested areas Deforested areas Urban areas

Water 0 0.3333 0.3333 0.3333

Forested areas 0 0.9657 0.0343 0

Deforested areas 0 0.0882 0.9106 0.0012

Urban areas 0 0 0.2143 0.7857

Reading: from row to column

(a) a soft simulation, i.e. a map of projected potential for transitions, mapping the
places most prone to change. It can then be validated by means of a Receiver
Operating Characteristic (ROC) analysis (Pontius and Schneider 2001; Mas
et al. 2013)

(b) a hard simulation, i.e. a qualitative map of projected LUCC, which can be
validated by pixel-by-pixel validation techniques (Chen and Pontius 2010).

LCM is also able to integrate dynamic drivers into the modelling process (recal-
culated at each time step of the simulation), such as land use or road network as well
as incentives or constraints for change e.g. the presence of protected areas that reduce
deforestation. Finally, especially for us, BAU-type trend scenarios are included in
LCM as baseline simulations.

The model we developed with LCM was trained over the period 2002–2013 and
we used it to do projections for the year 2017. For simplification purposes, the
only transition considered by the model is the transition from forested to deforested
areas. Tables 4 and 5 below show respectively the Markovian matrix of transition
probabilities calculated by LCM and the spatial driver variables used by the MLP
(method we have chosen to spatially allocate future changes).

Drivers that are not Euclidean distances (ED) to relevant features like roads, oil
fields or already deforested areas are socio-economic drivers selected from the last
population census (Instituto Nacional de Estadística y Censos, INEC, 2010). More
specifically, these are maps obtained by spatial interpolation (TIN method, Floriani
and Magillo 2009) of census detail file data processed with REDATAM (De Grande
2016), from localidades dispersas andmanzanas, which are census basic point units
of the census. First, we selected the drivers to be included in the model based on
our readings on deforestation processes in NEA or other South American contexts.
So, we selected the variables we assumed to refer to: household size (Morin 2015),
position of household in the lifecycle (Perz andWalker 2002), good living conditions
(pull effect,Mena et al. 2006) and province of origin (push effect, to identify settlers).
In a second step, among these drivers, we arbitrarily selected those with a Cramer V
calculated with the class “deforested spaces” greater than 0.2.

LCM provides elements of model skill from the training process, based on analy-
ses of a set of validation pixels: at each iteration, the MLP generates predicted class
membership for each of the validation pixels and reports an overall accuracy rate and
a skill score. According to the TerrSet documentation, the skill score represents the
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Table 5 Spatial driver variables implemented in the model

Driver variable Source Cramer V

Viviendas with one to two rooms INEC, 2010 0.2777

Viviendas with three to five rooms INEC, 2010 0.2307

Viviendas with six or more rooms INEC, 2010 0.2271

People aged 0–14 years old INEC, 2010 0.2543

People aged 65 years old and more INEC, 2010 0.2419

People with 6 or more children INEC, 2010 0.2272

Viviendas connected to the electricity network INEC, 2010 0.237

Viviendas with WC facilities INEC, 2010 0.2912

People born in the Sierra INEC, 2010 0.2969

People born in the Oriente INEC, 2010 0.259

Population density INEC, 2010 0.2179

ED to deforested areas in 2002 Own data 0.4606

ED to roads SIGTIERRAS 0.4606

ED to oil fields PRAS 2016 0.2373

difference between the calculated accuracy using the validation data and expected
accuracy if one were to randomly guess at the class memberships of the validation
pixels. We obtained a training accuracy rate of nearby 80% and a skill measure of
nearby 0.6. The only dynamic driver is ED to deforested areas and, still for simpli-
fication purposes, we have not used any constraint or incentive, although we have
cadastral division and that our study area is crossed by the Yasuni National Park, in
the east.

3 A Classic Markovian BAU Scenario and Its Adjustments

First, we performed a classic BAU trend scenario, as implemented by default in
LCM, where future change quantities are estimated using Markov chains, based
on two training dates. For this reason, we have named it “Markovian BAU”. In a
second step, we proposed two consecutive adjustments to the Markovian BAU: an
adjustment to exceed its linearity, taking into account a larger time period (BAU-a),
and an adjustment to integrate demographic data (BAU-b).

These two adjustments are made by corrections to the Markov transition matrix
(Table 4) and are intended to improve quantitative estimation of change intensity in
trend scenarios as part of path-dependent pattern-based modelling approaches. In a
third step, we considered the spatial aspects of these adjustments.



250 R. Mejean et al.

Table 6 Markovian BAU scenario simulated areas (ha)

Land cover 2017 by classification 2017 by Markovian
BAU predicted area

Model deviations (%)

Water 0 5.67

Forested areas 237400.83 231847.28 −2.3

Deforested areas 49218.48 54690.28 +11.1

Urban areas 123.21 110.03 −10.7

3.1 Markovian BAU

The classic Markovian BAU scenario uses the Markovian matrix calculated by LCM
(Table 4) based on the training period we have defined (2002–2013) to determinate
future quantities of change in simulations. Under this scenario, the hard simulation
produced by LCMoverestimates deforestation quantities: as shown in Table 6, nearly
54700haof deforestation are estimated by the simulation in 2017, compared to almost
49200 ha on the classification (Table 2), that is about 11.1% overestimation.

We assume that this overestimation is mainly due to the non-inclusion of the
observed trend of increasing deceleration in the rate of deforestation, as LCM only
estimated the quantities of changes from only two training dates. We try to correct
this below, by modifying the matrix to take into account the deceleration trend.

3.2 BAU-a

The first adjustment we made is therefore to take into account a longer period of
time for model calibration. We assume indeed that an observation of the dynamics
prior to those of the strict training period (2002–2017) would allow us to better
integrate the slowing of the rate of deforestation and thus limit the overestimation
of deforestation quantities by the model, that we have previously observed. We have
therefore, in concrete terms, changed the original transition matrix to better integrate
this deceleration, by multiplying the transition probabilities that interested us by one
factor: the ratio between the annual deforestation rates for the periods 1998–2002
and 2002–2013 (Table 3). This ratio, about 0.77, was therefore used to weight the
transition probability from forested to deforested area, in bold in Table 7. We then
adjusted the cell of persistence of the forested areas class accordingly, in such a
way that the sum of the row equals 1 (difference between 1 and the new transition
probability). This new modified matrix (Table 7) has been implemented in LCM and
has led to new simulations, the results of which in terms of area by class are presented
in Table 8.

Under this new scenario, we observe this time a lower overestimation of defor-
estation quantities by the model: LCM overestimates only 7.3%.
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Table 7 Modified matrix of Markovian transition probabilities: the BAU-a scenario

Water Forested areas Deforested areas Urban areas

Water 0 0.3333 0.3333 0.3333

Forested areas 0 0.9736 0.0264 0

Deforested areas 0 0.0882 0.9106 0.0012

Urban areas 0 0 0.2143 0.7857

Table 8 BAU-a scenario simulated areas (ha)

Land cover 2017 by classification
(ha)

2017 by BAU-a
predicted area (ha)

Model deviations (%)

Water 0 5.67

Forested areas 237400.83 233743.90 −1.5

Deforested areas 49218.48 52793.67 +7.3

Urban areas 123.21 110.03 −10.7

Table 9 Demographic data
from the population census
(INEC) and calculation of the
ratio between annual growth
rates

Population of Orellana Canton

1990 2001 2010

19674 42010 72795

Growth rates (%)

1990–2001 2001–2010 Ratio

10.32 8.14 0.79

3.3 BAU-b

Our second proposal to adjust the BAU trend scenario is to integrate population
growth dynamics into the transition probability matrix, to make it more realistic.
Indeed, population growth is often considered as a major driver of deforestation in
the world, in Latin America and especially in NEA (Preston 1996; Armenteras et al.
2017; Jarrín-V. et al. 2017).

Therefore, using the available demographic data from the population censuses
(INEC), we calculated a new ratio to reweight the transition matrix. On our study
area, the only demographic data available at a fixed spatial scale over time, allowing
the calculation of a population growth rate, were those at the cantonal level, and
we focused on the canton of Orellana, which includes the Dayuma parroquia and
most of our study area (Fig. 1). These data (Table 9) indicate that population growth
slowed between 1990–2001 (10.32%) and 2001–2010 (8.14%), a trend effectively
similar to that of the deforestation rate over a comparable period. We thus calculated
the ratio between the annual population growth rates for the two periods (1990–2001
and 2001–2010). This ratio, of 0.79, was used to reweight the transition probability
from forested to deforested area, this time in the BAU-a transition matrix (Table 7),
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Table 10 Modified matrix of Markovian transition probabilities: the BAU-b scenario

Water Forested areas Deforested areas Urban areas

Water 0 0.3333 0.3333 0.3333

Forested areas 0 0.9792 0.0208 0

Deforested areas 0 0.0882 0.9106 0.0012

Urban areas 0 0 0.2143 0.7857

Table 11 BAU-b simulated areas (ha)

Land cover 2017 by classification
(ha)

2017 by BAU-b
predicted area (ha)

Model deviations (%)

Water 0 5.67

Forested areas 237400.83 235088.43 −1

Deforested areas 49218.48 51449.13 +4.5

Urban areas 123.21 110.03 −10.7

in the same way as we did previously (i.e. by weighting the transition from forested
to deforested areas by this new factor and then recalculating the other elements of the
row). As before, the new matrix (Table 10), resulting from the calculation, was used
in LCM to generate new simulations. The results in terms of quantities are presented
in Table 11, in comparison with the surfaces of the classification.

As we can observe, after this second adjustment of the transition probability
matrix, the overestimation by LCM is only 4.5% compared to the classification
(Table 11). Our successive adjustments have therefore reduced the overestimation of
quantities bymore than half: whereas the classicMarkovian BAU scenario simulated
about 11.1% more deforestation than observed while the adjusted BAU-b scenario,
the most advanced, generates only 4.5% of deviations to the model.

It seems that the adjustments have improved the quantitative estimation of change
intensity, by exceeding the linearity of Markovian BAU scenarios based on only two
dates and weighting the change probability matrix with demographic data. It is now
a matter for us to briefly analyse the spatial effects of these adjustments.

3.4 Spatial Aspects

In order to consider the spatial aspects of our successive quantitative adjustments,
that led to the simulation results of the BAU-b scenario presented before, we use
here the method developed by Chen and Pontius (2010). Based on the observation
that the Kappa indices are ineffective for accuracy assessment (Pontius andMillones
2011) on the one hand, and the need for statistical assessment on the other (Pontius
et al. 2004), a part of this method consists in categorizing pixels into four categories
in order to identify omission and commission errors (Pontius 2000): (i) correct due
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Table 12 Overall prediction
successes and error across the
entire study area for
Markovian BAU and BAU-b
scenarios (%)

NS FA H DM RM

Markovian BAU 89.10 1.32 0.89 4.38 4.31

BAU-b 89.40 1.03 0.71 4.56 4.31

NS null successes, FA false alarms, H hits, DM deforestation
misses, RM reforestation misses

Fig. 2 Accuracy components based on observed land cover (2013, 2017) and 2017 predicted land
cover maps from the Markovian BAU and the BAU-b

to observed persistence predicted as persistence (null successes), (ii) error due to
observed persistence predicted as change (false alarms), (iii) correct due to observed
change predicted as change (hits) and (iv) error due to observed change predicted as
persistence (misses).

Table 12 shows the proportion of each of these categories in the Markovian BAU
and in the BAU-b scenarios, calculated as a percentage of our study area. We have
chosen to indicate separately errors due to reforestation (transition from deforested to
forested area), which, as we recall, is not a process taken into account by the model.
Figure 2 shows a portion of the territory simulated by the Markovian BAU scenario
(left) and by BAU-b scenario (right), qualified according to this categorization of
prediction successes and errors.

This analysis of the spatial aspects of simulation successes and errors demonstrate
that quantitative adjustments to the probability matrices of change are not devoid of
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spatial consequences. Indeed, as shown in Table 12, hits, which refer to deforestation
that occurred between 2013 and 2017 and correctly predicted by LCM, represent
nearby 0.9% of the study area before adjustments compared to almost 0.7% after
adjustments (BAU-b). This is also visible on themap (Fig. 2) showing a representative
detail of the study area, where the hits appear in blue: they are more numerous on
the left extract assessing the Markovian BAU than on the right extract assessing
the BAU-b. Inversely, errors due to deforestation predicted as persistence (DM) are
increasing after adjustments: they represented nearly 4.4% of the study area before
adjustments compared to nearly 4.6% after adjustments (in red on map extracts).

Then, if we relate the area of hits in both cases (Markovian BAU and BAU-b)
to the deforestation area simulated by the two scenarios, we also find that hits are
decreasing after successive adjustments. Under the Markovian BAU scenario, about
3200 ha of hits are observed among the 54690 ha of simulated deforestation, or
approximately 5.9%. For BAU-b, about 2045 ha of hits are observed for 51450 ha
of simulated deforestation, or almost 4%: the proportion of hits in simulated defor-
estation decreases as a result of adjustments.

4 Discussion

This paper show that BAU scenarios as implemented in LCM, i.e. based on a training
period established from only two dates, may be insufficient to provide a correct
quantitative estimation of change intensity. Indeed, using a classic Markovian BAU
scenario, the simple LCM model used here was not able to accurately reproduce the
observed trend, i.e. a slowing down in the deforestation rate, since it overestimates
quantities of deforestation. The work presented here explore two ways of improving
change intensity prediction in BAU scenarios in land change modelling: extend the
trend observation period and use thematic data to more accurately predict future
quantities of change. These assumptions are applied by successive weightings of the
model’s transition probability matrix.

First of all, the results show that such adjustments of the probability transition
matrix can improve path-dependant modelling approaches: they led to a lower over-
estimation of deforestation quantities in the simulations. These results therefore
highlight the value of incorporating a longer time period and the benefits of tak-
ing socio-demographic data into account during the calibration step, to exceed the
linearity in the construction of change quantities prediction and to make them more
realistic. This last approach is in line with the idea of “socializing” pixels, which
appeared in the 1990s (Martin and Bracken 1993; National Research Council 1998).

These results also imply that BAU scenarios would benefit from being better
designed: as these are so-called “trend” scenarios, because they are path-dependent
approaches, we believe that it would be more efficient to build them on the basis
of a more in-depth understanding of the trends, i.e. beyond the only two training
dates allowed by the current software packages. In this sense, the integration of
higher-order Markov chains (Ching et al. 2013) into LUCC modelling tools could
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be a potential path to consider, because the successive adjustments of the Markovian
matrices proposed here cannot constitute a robustmethodology applicable to all cases
and all types of thematic data.

However, these adjustments emphasize the need to integrate socio-economic data
at each step of the LUCC modelling process, in one way or another and therefore
not only at the spatial allocation of changes step as is currently the case in software
packages. We believe that socio-economic data must be used to estimate future
quantities of LUCC, as they are used to predict spatial allocation. This is obviously
valid for all LUCCmodelling approaches, above andbeyondBAUscenarios.Because
land use systems are characterized by multiple, non-linear and complex interactions
between societies and environment, at different temporal and spatial scales (Geist
et al. 2006), and cannot therefore be limited to the use of purely spatial or physical
drivers, whatever the stage of the modelling process. In addition, it is likely that
the coming decades will be characterized by the multiplication of accessible socio-
economic data as well as those of big data. The latter represent a major challenge for
many scientific disciplines and geography and geomatics are no exception (Kitchin
2013). Lastly, it is interesting to note that population projections studies have become
increasingly numerous and accessible in recent years, including in Global South
countries such as Ecuador, where they are produced and published by INEC. These
data can be useful in the development of prospective BAU scenarios, especially when
they are themselves trend-based.

Finally, the results show that in LCM, an improvement in the estimation of future
quantities of change can lead to a decrease in the proportion of hits in predicted
changes, i.e. changes that occurred and were correctly predicted. The improvement
in the prediction of change quantities has indeed led to a decrease in the quality of the
results in terms of spatial allocation in the case of the study presented here. This is
simply because to spatially allocate changes, LCM selects the pixels with the highest
change potential on the transition potential map calculated by the MLP neural net-
work based on the relationship between the changes that occurred during the training
period and drivers. But a reduction in quantities simply results in a smaller selection
of pixels and therefore a smaller simulated change area. However, if the software
simulates fewer changes, it is less likely to hit the target: the changes that occurred.
Thus, this result suggests that quantitative improvements must be accompanied by
progress in the spatial allocation of changes, in particular the reproduction of realistic
patterns of change bymodels e.g. as Dinamica EGO software allows it better through
its mechanism of expander/patcher (Soares-Filho et al. 2002; Rodrigues and Soares-
Filho 2018). Process-based LUCC modelling approaches like agent-based models
are also an interesting approach in this field (Parker et al. 2003;Matthews et al. 2007)
and their coupling to pattern-based approaches is still an important scientific issue
(Castella and Verburg 2007).

Although this approach allowed us to obtain results which contribute to a brief
reflection on LUCC modelling practices and especially on the calibration stage of
trend/BAU scenarios, it has however several limitations. These limitations are due
both to the data used, to the choices made during the construction of the model in
LCM and to the method by which we adjusted matrices.
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Initially, these limitations concern the accuracy of the remotely sensed data as
model input data. Indeed, it has been demonstrated that uncertainty is present at
each step of the construction of land cover data and that is therefore significantly
present in LUCC models (Garcia Alvarez 2018). Besides, this uncertainty is at the
root of a numerous and ongoing work on improving satellite image classification
techniques which show that there is always a scope for improvement (Lu and Weng
2007; Tso and Mather 2009). Nonetheless, it is important to remember that while
supervised classification methods offer many advantages, including time savings,
practical systematization and greater objectivity, their accuracy is often lower than
manual classification by photo-interpretation. In brief, the results must be balanced
according to the confidence we can place in land cover data, especially since they
were not validated by field surveys.

Then, regarding the limitations inherent in the construction of the model, some
choices made to simplify the model in order to improve understanding can be dis-
cussed. In particular, the non-inclusion of transitions from forested to deforested
areas (reforestation process) can reduce model accuracy as much as the non-use of
more dynamic data updated at each iteration like cadastral data or dynamic road
modelling. However, the main purpose of this paper is to propose an improvement
of the quantitative estimation of change intensity in trend scenarios, that is why the
emphasis has been placed mainly on the quantitative aspects, to the detriment of
certain details, which may nevertheless usually be essential for the development of
a complete LUCC model.

Finally, the last limitation that we can highlight is the mismatch of spatial and
temporal scales when the transition probability matrix has been modified. Indeed,
for the second adjustment (the BAU-b scenario), we used cantonal demographic data
for a model applied to a lower spatial level. Another bias lies in the fact that these
cantonal data include several cities, characterized by specific demographic dynamics,
while our territory is essentially rural. In addition, the time scale of the population
censuses used to weight the matrix does not exactly match that of our classifications.

5 Conclusion

Based on a simple LUCC model developed with LCM, this work highlights the
need to extend the trend observation period and to include thematic data in the
calibration step of path-dependent pattern-based modelling approaches, to improve
the quantitative estimation of change intensity. Indeed, the successive adjustments
to the original Markov matrix of transition probabilities have minimized the model’s
overestimation of deforestation.

A quick spatial analysis of the results also recalls that improving the quantita-
tive estimation of changes cannot be done independently of progress in the spatial
allocation of changes.
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Abstract Air travel facilitates the international spread of infectious disease. While
global air travel data represent the volume of travel between airports, identifying
which airport an infected individual might use, or where a disease might spread
after an infected passenger deplanes, remains a largely unexplored area of research
and public health practice. This gap can be addressed by estimating airport catch-
ment areas. This research aims to determine how existing market area delineation
techniques estimate airport catchments differently, and which techniques are best
suited to anticipate where infectious diseases may spread. Multiple techniques were
tested for airports in the Province of Ontario, Canada: circular buffers, drive-time
buffers, Thiessen polygons, and the Huff model, with multiple variations tested for
some techniques. The results were compared qualitatively and quantitatively based
on spatial patterns as well as area and population of each catchment area. There were
notable differences, specifically between deterministic and probabilistic approaches.
Deterministic techniquesmay only be suitable if all airports in a study area are similar
in terms of attractiveness. The probabilistic Huff model appeared to produce more
realistic results because it accounted for variation in airport attractiveness. Addition-
ally, the Huff model requires few inputs and therefore would be efficient to execute
in situations where time, resources, and data are limited.
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1 Research Background

Air travel is a key mechanism facilitating the international spread of infectious dis-
ease. The increasing volume and ease of air travel promotes the dispersal of pathogens
and importation of infectious diseases worldwide. This poses a significant threat to
environmental conservation and public health (Golnar et al. 2016;Hatcher et al. 2012;
Kilpatrick et al. 2006; Tatem et al. 2006). Severe acute respiratory syndrome (SARS),
West Nile virus and Zika virus are well-known examples of this phenomenon (Bird
and McElroy 2016; Bogoch et al. 2016a, b; Fauci and Morens 2016; Golnar et al.
2016; Lounibos 2002; Powers 2015; The SARS Commission 2006). The majority of
processes that aim to address infectious disease threats are reactive in nature (Kil-
patrick et al. 2006). In response to events such as the outbreaks of SARS, West Nile
and Zika, researchers have increasingly studied the global movement of humans to
predict and possibly prevent the emergence of infectious disease. However, this has
proven to be notoriously difficult, and many approaches involve numerous assump-
tions and analyses based on incomplete data (Kilpatrick et al. 2006). Despite these
inherent challenges, researchers continue to find new ways to provide necessary
support to decision-makers (Golnar et al. 2016).

Multiple studies have identified human air travel as one of the most important
pathways for the importation of infectious disease to new areas (Golnar et al. 2016;
Kilpatrick et al. 2006). Data on passenger and flight volumes have been used to
model international connections and anticipate where infectious diseases might be
imported. For example,Bogoch et al. (2016a) analyzed air travel volumes for travelers
departing Brazil, to anticipate the international spread of Zika virus during the 2016
outbreak. Such analyses aim to help health care workers anticipate whether they
may see travel-related infectious disease cases, and support public health officials
in guiding resource distribution (e.g. for screening or communication campaigns) to
locations at risk for local transmission if a case was imported. In fact, Zika virus
was presumably imported to Miami from Brazil via air travel, and local transmission
was initiated due to the presence of Aedes mosquitos and suitable environmental
conditions (Bogoch et al. 2016a, b; Centers for Disease Control and Prevention,
2017).

The processes of infectious disease importation and spread are complex, but sim-
plified modelling efforts can be effective (Golnar et al. 2016). While analysis using
global air travel data indicates volume of travel between airports, identifying which
airport an infected individual might use, or where a disease might spread after an
infected passenger deplanes, remains a largely unexplored area of research. This gap
can be addressed by estimating the area fromwhich an airport attracts its passengers,
referred to as its catchment area (Lin et al. 2016). In the absence of observed data,
airport catchment areas can be estimated through a variety of models. While many
catchment area techniques were developed for trade area analysis in retail geogra-
phy (Boots 1980; Huff 2003; Huff and Black 1997; Reilly 1931), they have also
been applied to model service areas for transportation (Debrezion et al. 2009; Lin
et al. 2016; Wittman 2014). Existing methods can be classified into three main cate-
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gories: deterministic, probabilistic, and customer profiling (Hernandez et al. 2004).
Only deterministic and probabilistic methods are relevant to this study, since data
representing spatial concentrations of airport users, which would be necessary for
customer profiling, are lacking.

Deterministic approaches make a clear-cut assumption about the spatial dimen-
sion of the trade area (Hernandez et al. 2004). Trade areas are polygons that have
definite boundaries, and assume that all customers come from the defined catchment
(Hernandez et al. 2004). Proximity-only models are included in the deterministic
category and include circular buffers or drive-time buffers along a road network
(Hernandez et al. 2004; Lin et al. 2016). Another deterministic technique calculates
Thiessen polygons (also known as Voronoi polygons) around sites (Boots and South
1997; Hernandez et al. 2004). Here, every customer is assigned to the closest site
based on Euclidean distance. Customers are assigned to only one site, and the mid-
points between sites form the trade area boundaries. The Thiessen polygon method
has been adapted to incorporate weights based on store/site attractiveness (Boots
1980; Hernandez et al. 2004). While deterministic methods such as circular buffers
have been used to estimate airport catchment areas for the purpose of anticipating
spread of infectious disease (Brent et al. 2018), they may over-simplify the problem
(Cervero et al. 1995; Debrezion et al. 2009; Lin et al. 2016; Sanko and Shoji 2009).

In contrast to deterministic approaches, probabilistic approaches do not assume
that customers always choose the closest option, and therefore assign customer
groups (households, census tracts, neighbourhoods) partially to the alternative sites
(Hernandez et al. 2004). A widely-used probabilistic model is the Huff model (Huff
2003), which defines catchment or trade areas as series of zonal probability contours
(Huff 1963). The Huff model is popular in retail geography because it is relatively
straightforward to apply, conceptually appealing, and applicable to a wide range of
problems (Huff 2003; Huff and Black 1997).

The Huff model results represent the probability of the population at each origin
location to patronize each alternative service location. The two basic parameters of
the model are attraction and distance, both of which have explicit behavioural bases
(Huff and Black 1997). The attraction parameter represents the “impact of store
size on consumer patronage for a given product when distance is held constant”
(Huff and Black 1997). For certain products or services, size (or other associated
attractiveness measure) is more important to consumers, and therefore would more
greatly impact their choice alternative. The distance decay parameter represents the
consumer’s willingness to travel for different types of products (Huff 1963). The
choice set is another critical element of the Huff model. In a choice situation, there
exists a universal set of alternative sites from which a consumer selects a subset
based on their individual preferences. For example, some choice alternatives may
be beyond a maximum distance the consumer is willing to travel (Huff and Black
1997). Specifying an accurate choice set is essential to minimizing prediction errors
(Huff and Black 1997).

When selecting a method to estimate airport catchment areas, it is important to
consider existing knowledge of how airports are used. For example, Debrezion et al.
(2009) found that less than half of passengers at a Dutch railway survey chose their
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nearest train station (Lin et al. 2016). Leon (2011) found that airline travellers in
North Dakota will not use the local airport but instead use the competing major
hub airport located 250 miles away. There is general consensus that consumers are
willing to travel further to reach a more desirable location, but it is difficult to deter-
mine the maximum distance they would be willing to travel especially considering
this distance likely changes between regions (Leon 2011; Lin et al. 2016). These
examples suggest that for the application of delineating catchment areas for trans-
portation, deterministic proximity-only models may be too coarse (Debrezion et al.
2009; Leon 2011; Lin et al. 2016;Wittman 2014), although circular buffers have been
used frequently to define airport catchment areas (Bilotkach et al. 2012; McLay and
Reynolds-Feighan 2006; Wang 2000; Wittman 2014). Lin et al. (2016) suggest that
gravity models (such as the Huff model) may be a more appropriate approach than
proximity-only approaches, since they incorporate not only distance but also attrac-
tion. The main considerations of the Huff model align with what studies have shown
to be the greatest determinants of airport choice (Başar and Bhat 2004; Hess and
Polak 2005; Ishii et al. 2009; Leon 2011; Suzuki 2007).

While some localized analyses have been conducted to model airport catchment
areas (Augustyniak and Olipra 2014; Lieshout 2012), their techniques would be
complex to apply at a national, or global scale. For example, if a drive-time distance
or cut-off were incorporated in a model, it might be unrealistic to apply a single
appropriate distance to the entire study area, where characteristics of the population
and environment likely differ widely (Lin et al. 2016; Upchurch et al. 2004).

To support rapid response to infectious disease outbreaks, we explore the dif-
ferences in how the multiple available methods estimate airport catchment areas.
This research aims to answer two questions: How do various market area delineation
techniques estimate airport catchments differently? And, which techniques are best
suited to anticipate where infectious diseases may spread internationally? Airports
in the Province of Ontario, Canada, served as a test case for which to compare results
between techniques.

2 Data and Methods

The case study of Ontario, Canada, was selected because of the province’s large
territory and high population, and the relevant context of the outbreak of severe acute
respiratory syndrome (SARS) in Toronto, Ontario, in 2003. Ontario is the second-
largest province in Canada and home to over 13.5 million people (Government of
Ontario 2018). The highest population densities are clustered around Toronto with
smaller clusters of moderately-high population density near London, Hamilton, and
Ottawa (Fig. 1). Ontario’s 77 airports are also concentrated in the south. Figure 1
shows the eightmajor airports that had 2016 passenger volumes reported by Statistics
Canada.

Ontario’s high proportion of foreign-born population (29%) also makes the
province relevant to this study (Ontario Ministry of Finance 2017). This high pro-
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Fig. 1 Population density and locations of Ontario’s major airports by 2016 passenger volume
(Statistics Canada 2016a)
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Fig. 2 Catchment area delineation techniques applied to Ontario airports, with input specifications
for circular buffer radius, drive-time extent, and the Huff model’s airport attractiveness metric

portion is indicative of a high volume of transnational migrants, and increased fre-
quency of cross-border travel for personal, education, and business purposes (Levitt
and Jaworsky 2007). This phenomenon adds to the magnitude of international air
travel to and from Ontario. The concern of importation of infectious disease via air
travel is especially relevant to Toronto, in which immigrants make up close to one
half of the city’s population. In 2003, Toronto experienced the largest outbreak of
SARS outside of Asia (Bell 2004; Muller et al. 2006; Summers 2013). Bell (2004)
noted “limiting the spread of infection by domestic and international travel” as one
of the interventions that aided in containing this outbreak in some parts of the world.
The importation of SARS to Toronto via international travel is an example of where
interventions failed and had a devastating impact on both human health and the
economy (The SARS Commission 2006).

The catchment area delineation techniques applied to Ontario’s airports included
three deterministic techniques (circular buffers, drive-time buffers, and Thiessen
polygons) and one probabilistic technique (Huff model) (Fig. 2), with some vari-
ations based on parameter inputs. Each technique had unique data requirements
(Fig. 3). Results from each technique were compared and evaluated based on the
applicability to analyzing the potential for international spread of infectious disease.
We assume that these methods are more representative of Ontario residents than
tourists or visitors, who might take longer routes to reach various tourist attractions.

Data on air passenger traffic and flights for Ontario airports were obtained from
Statistics Canada (2016a). Only eight of 77 airports had associated passenger traffic
and flights data, as detailed in Table 1.

To estimate catchment areas using circular buffers the only necessary input was
the spatial locations of the airports. Buffers were produced based on two distances:
200 and 300 km. Brent et al. (2018) applied a 200 km buffer to airports in their
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Fig. 3 Data requirements and sources by catchment area delineation technique (double line indi-
cates data source was used to fulfill two data requirements)

analysis of potential international spread of Yellow Fever globally. They used flight
itinerary data of travelers who departed yellow fever-endemic areas. 200 km served
as the lowest buffer distance. While visualized as full circles on the resulting map,
the area and population associated with each buffer was calculated based only on the
portion that intersected the Ontario boundary (including smaller inland water bodies
but excluding the Great Lakes and Hudson’s Bay).

The drive-time buffers approach required an additional dataset representing the
road network. A road network dataset was created for Ontario using a road network
file from the Ontario Ministry of Natural Resources (2010). Since this road network
covered Ontario only, resulting buffers were automatically restricted to provincial
land. Buffers were produced based on two drive-time cut-offs: two and three hours. A
maximumdriving-distance to reach an airport inOntario could not be referenced from
existing literature. Thus, a 2-h cut-off was selected because preliminary exploration
revealed that itwas generally comparable in extent to the 200 kmbuffer forYYZ—the
airport with the highest passenger volume (Table 1). A 3-h cut-off was also applied
to include a larger drive-time cut-off for comparison.

Like the circular buffer technique, Thiessen polygons required the single input
of airport locations. Thiessen polygons form a tessellation that exhaustively fills the
study area and do not overlap. Locations that are equally close to more than one
airport collectively form the boundaries of the Thiessen polygons (Yamada 2016). In
this study, each Thiessen polygon represented the catchment area of the respective
airport.

The Huff model was the only probabilistic technique that was tested. It estimates
catchment areas using both distance to and attractiveness of each airport, while also
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incorporating distance to and attractiveness of all other airports. The Huff model is
described by:

Pi j =
Saj /D

β

i j
∑n

i=1 S
a
j /D

β

i j

where Pij is the probability of an individual located at i choosing airport j, Sj is a
measure of attractiveness for j, Dij is the distance from i to j, α is the attractiveness
exponent and β is the distance decay exponent.

Probabilities were calculated for census subdivisions, which correspond to the
municipalities (Statistics Canada 2016b), the level at which many public health pro-
grams and procedures are operationalized. To represent airport attractiveness, we
tested multiple variables including total flights, total domestic passengers, and total
international passengers. These data were obtained from the same Statistics Canada
dataset that included airport locations. Parameterization of the Huff model was based
on findings from a related study by one of the authors. On this basis, a value of 2
was applied as the distance decay exponent (beta), while no attractiveness exponent
was applied (i.e., alpha = 1).

For all spatial analysis,modeling, andmapping, an open-source software package,
QGIS, was used in conjunction with the “Location Analytics” toolset, which is under
development (https://github.com/ryersongeo/qgis_location_analytics).

The results were visually compared within and between catchment area delin-
eation techniques. Results were also quantitatively compared based on total area and
population within each catchment area. For the Huff model, a probability threshold
had to be defined to indicate which census subdivisions should be included in the
area calculation. Aminimum probability of 20%was selected to define the boundary
of each catchment area. This threshold is similar to thresholds used to define mar-
ket areas in the retail sector (Dolega et al. 2016). Population within each catchment
area was calculated using population totals by census subdivision for 2016, obtained
fromStatistics Canada (2016c). For circular buffers, drive-time buffers, and Thiessen
polygons, the total population within the catchment area was summed. If a subdivi-
sion was split by the catchment area boundary, the population of that subdivision was
split proportionally based on area. For Huff model results, the population of each
subdivision in the catchment area was multiplied by the probability of using each
airport. The relationship between area and population for estimated catchment areas
based on each technique was analyzed as an indicator of the spatial patterns of the
risk of disease spread.

3 Analysis and Results

As expected based on the inherent characteristics of each technique, the estimated
catchment areas notably differed. Results of each technique are shown in Figs. 4,

https://github.com/ryersongeo/qgis_location_analytics
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Fig. 4 Circular buffers for major Ontario airports overlaid on census subdivision boundaries. Insets
provided for the London, Toronto, and Hamilton airports in Southern Ontario

6, 8, 10, 11 and 12, which reveal qualitative differences in the shape and extent
of catchment areas. Quantitative differences in the estimated area and population
associated with each catchment are shown in Table 2.
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Table 2 Area (km2) and population for airport catchment areas as defined by different market area
delineation methods

Airport code Circular buffers

200 km 300 km

Area Population Area Population

YYZ 68,716 10,414,146 118,971 11,054,816

YOW 40,899 1,752,100 69,416 2,441,445

YQT 61,441 135,615 139,409 166,984

YXU 48,540 9,945,855 70,582 10,885,048

YQG 16,654 1,298,391 38,038 3,998,808

YHM 56,291 10,295,559 93,135 11,183,121

YSB 92,110 414,373 180,120 1,467,060

YTS 112,561 125,490 218,602 397,199

Airport code Drive-time buffers Thiessen polygons

2 h 3 h

Area Population Area Population Area Population

YYZ 39,248 9,663,296 72,801 10,573,212 40,378 7,366,464

YOW 20,304 1,415,375 34,790 1,669,496 40,487 1,707,563

YQT 10,962 112,798 21,605 116,650 497,319 227,353

YXU 33,978 5,818,639 49,786 10,210,489 19,072 982,067

YQG 9116 905,679 20,492 1,999,344 5161 549,935

YHM 32,642 9,309,201 59,500 10,385,373 8072 2,050,521

YSB 7805 118,815 24,820 234,147 80,232 452,685

YTS 12,394 39,614 29,551 82,002 293,508 111,906

Airport code Huff model

Flights Passengers, domestic
sector

Passengers, intl. sector

Area Population Area Population Area Population

YYZ 961,118 10,285,369 968,352 10,812,078 981,143 12,146,910

YOW 35,000 1,366,554 44,206 1,397,449 17,137 1,032,229

YQT 143,910 162,333 N/A N/A N/A N/A

YXU 6457 394,297 7638 410,131 867 91,049

YQG 2046 349,831 N/A N/A N/A N/A

YHM 1152 123,331 1183 180,212 N/A N/A

YSB 12,628 146,714 N/A N/A 0 0

YTS 9642 55,226 8945 49,541 0 0
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Fig. 5 Area and population for estimated airport catchment areas based on 200 and 300 km circular
buffers

3.1 Circular Buffers

Despite the drastic difference in the number of annual passengers and flights between
airports, the catchment sizes based on the circular buffers approach are equal by
definition. The full circular buffers (shown in Fig. 4) were 125,535 km2 for the
200 km buffer, and 282,453 km2 for the 300 km buffer. Catchment areas were not
impacted by the presence of other proximate airports—though this could have been
incorporated if buffers were truncated.

The area and population for the portions of each catchment that were within the
study area are detailed in Table 2. YTS was the largest in area for both the 200 km
and 300 km buffer sizes at 112,561 km2 and 218,602 km2, respectively. YYZ and
YHM had the largest population sizes based on both the 200 and 300 km circular
buffers.

Figure 5 reveals that based on circular buffers, a larger catchment in terms of area
was not necessarily associated with a larger population. While area was impacted by
the proportion of the circular buffer that fell within the land boundaries ofOntario, the
spatial distribution of population in the province meant that in many cases, circular
buffers that had relatively small proportions of area falling within Ontario had the
highest population sizes, and vice versa. For example, YYZ and YHM fell within the
middle of all airports based on area but had the largest population. In contrast, YTS
had the largest area but had one of the smallest populations. While the trend line in
Fig. 5 shows that area was negatively associated with population, the relationship
was weak and not statistically significant (r = −0.199, p = 0.637 for 200 km, and r
= −0.437, p = 0.237 for 300 km).
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3.2 Drive-Time Buffers

Generally, the size of catchment areas based on 2-h and 3-h drive-time buffers was
similar between airports (Fig. 6), but could be categorized into twomain groups based
on whether they were located in areas with relatively high or low population density.
Figure 1 shows that YQT, YTS, and YSB are surrounded by census subdivisions
with relatively low population density. The road network is also less dense here. For
these airports, the extent of the catchment area formed a web-like shape around the
major roads. Thus, the catchment areas covered less area. These airport catchments
were less than 13,000 km2 based on a 2-h drive-time, and less than 30,000 km2 based
on a 3-h drive-time (Table 2).

In contrast, Fig. 1 shows that YYZ, YOW, YXU, YQG, and YHM are surrounded
by census subdivisions with relatively high population density. The road network
is also denser here so the catchment areas formed a fuller polygon. The area of the
catchments for four of these five airports (excluding YQG) was between 20,000 and
40,000 km2 based on a 2-h drive-time and between 34,000 and 73,000 km2 based
on a 3-h drive-time (Table 2). For airports surrounded by higher population density,
catchments based on drive-time were similar to the circular buffers in extent.

As shown in Fig. 7 and in contrast to circular buffers, based on the drive-time
buffers approach there was a strong, positive correlation between area and population
that was significant based on Pearson’s correlation coefficients (r= 0.942, p= 0.000
for 2-h, and r= 0.919, p= 0.001 for 3-h). For both buffer sizes, the airports with the
largest catchments in terms of area also had the largest populations. As with circular
buffers, YYZ and YHM had the largest catchment areas and associated populations.

3.3 Thiessen Polygons

In contrast to the two buffer approaches, there is great variation in the area of catch-
ments based on Thiessen polygons (Fig. 8). Since there were more airports located in
southern Ontario than in the rest of the province, catchment areas in southern Ontario
were much smaller. Airports in less densely populated parts of Ontario, where fewer
airport options existed, had much larger catchment areas. For example, Table 2 indi-
cates that YQT located in northern Ontario had a catchment area of 497,319 km2

while YYZ located near Toronto only had an area of 40,378 km2. BothYQT andYTS
had large catchment areas that extended to the northern boundary of the province.

Variation in population seemed to follow the opposite trend as variation in area.
The airports in southern Ontario (plus YOW) tended to have larger population sizes
associated with them even though the catchment areas were smaller. For example,
Table 2 shows that a populationof 227,353 fellwithin the catchment ofYQT(northern
Ontario), while a population of 7,366,464 fell within that of YYZ (southern Ontario).
This follows the spatial pattern of population density in the province.
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Fig. 6 Drive-time buffers for major Ontario airports overlaid on census subdivision boundaries
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Fig. 7 Area and population for estimated airport catchment areas based on 2-h and 3-h drive-time
buffers

These findings are confirmed by Fig. 9, which shows that the airports with the
larger catchments in terms of area did not necessarily have large populations. There
was a negative correlation between area and population, though it was weak and
not statistically significant (r = −0.356, p = 0.386). YYZ is most notable in Fig. 9,
because it had a relatively small area but has a population much higher than any other
airport.

3.4 Huff Model

Estimated catchment areas based on the Huff model are shown in Figs. 10, 11 and 12,
with airport attractiveness represented by total passenger flights, total domestic pas-
sengers, and total international passengers, respectively. Across all three variations
of the Huff model, the most obvious pattern is that most census subdivisions were at
least 40% likely to use YYZ over all other airports. Another notable characteristic of
the Huff model results was that subdivisions located near one airport were less likely
to use any other airport. While circular and drive-time buffers did not account for
proximity to other airport options at all, Thiessen polygons arguably over-accounted
for proximity to other airports by defining catchments based on only the midpoint
between airport locations.

Between the Huff models based on total passenger flights, total domestic passen-
gers, and total international passengers, very similar spatial patterns resulted. In all
three cases, YYZhad the largest catchment, YOWhad amoderately-large catchment,
and all other airports were small or non-existent. A notable difference in results based
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Fig. 8 Thiessen polygons for major Ontario airports overlaid on census subdivision boundaries

on flight volume, domestic passenger volume, and international passenger volume
can be seen in the results for YTS. For this airport, subdivisions within close proxim-
ity have greater than 40% probability to use the airport based on total flight volume
and on domestic flight volume. However, without reported international passenger
volume, this airport disappears from the corresponding Huff model. Results for YXU
and YOW followed a similar pattern, since they had fewer international passengers
as compared to domestic passengers or total flights. In contrast, there was a clear
increase in probability to use YYZ when attractiveness was based on international
travel volume, specifically into northern Ontario. YYZ’s catchment had an area of
981,143 km2 when airport attractiveness was based on international passenger vol-
ume, as compared to 968,352 km2 when it was based on domestic passenger volume
(illustrated in Figs. 11 and 12).

Like Thiessen polygons, the Huff model produced large variation in the extent
of each airport’s catchment area. While for Thiessen polygons this variation was
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Fig. 9 Area and population for estimated airport catchment areas based on Thiessen polygons

the result of solely the distance between airports, variation produced by the Huff
model was the result of both distance between airports and the attractiveness of each
airport. Where YQT had the largest catchment area based on Thiessen polygons at
497,319 km2, YYZ had the largest catchment areas based on all three variations of
the Huff model at approximately 970,000 km2 (Table 2).

This variation in area in turn impacted the catchment area populations with a
strong, positive association between area and population based on the Huff model
(Fig. 13). The Pearson’s correlation revealed that the relationship was significant for
all three variations of results (r = 0.982, p = 0.000 for results based on passenger
flights, r= 0.997, p= 0.000 for results based on domestic passengers, and r= 0.998, p
= 0.000 for results based on international passengers. However, these statistics were
likely impacted by YYZ being an outlier.

4 Discussion and Conclusion

This study illustrated that variousmarket area delineation techniques produce notably
different estimates of airport catchments. Differences existed in both the general
shape and extent of the catchment areas as well as the land area and population
associated with each. Moreover, area and population had varying relationships based
on each technique. There were notable differences in the proportion of the study area
belonging to each airport’s catchment based on the deterministic approaches (circular
buffers, drive-time buffers, and Thiessen polygon) and the probabilistic approach
(Huff model).
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Fig. 10 Huff model results for airports with greater than zero total enplanements or deplanements,
with airport attractiveness represented by total passenger flights, reported by census subdivision
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Fig. 11 Huff model results for airports with greater than zero total enplanements or deplanements,
with airport attractiveness represented by total domestic passengers, reported by census subdivision
(airports not appearing in an inset map had suppressed or unavailable data)
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Fig. 12 Huff model results for airports with greater than zero total enplanements or deplanements,
with airport attractiveness represented by total international passengers, reported by census subdi-
vision (airports not appearing in an inset map had suppressed or unavailable data)
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Fig. 13 Area and population for estimated airport catchment areas based on the Huff model, using
total passenger flights, domestic passengers, and international passengers to represent airport attrac-
tiveness

The application envisioned is the forecasting of the spread of infectious diseases.
Such analyses often must be conducted rapidly, with limited data. Therefore, the
trade-off between efficiency of execution and validity of results must be considered
when evaluating each technique. Table 3 provides a summary of the evaluation of
each technique based on this trade-off. While this study was conducted based on the
test case of Ontario’s eight major airports, it is expected that results are generalizable
to other areas.

Of the techniques tested, the circular buffers and Thiessen polygon approaches
would be the most efficient to execute, since their only data inputs are the airport
locations. However, selecting a radius for the circular buffer techniquemight be diffi-
cult due to limited recommendations for an appropriate distance. This parameter may
also depend on the specific public health at hand. There were no inputs parameters
required for the Thiessen polygon technique. While this makes it efficient to execute,
it is impossible to tailor the method to the use case and study area of concern.

The drive-time buffer also required only the single parameter of a defined drive-
time cut-off, but required the additional dataset for the road network. If an analyst
had a defined study area in which they knew their analyses would be conducted,
this network could be pre-processed. However, if this technique had to be executed
for locations globally, it would likely require additional resources to prepare a road
network dataset. Moreover, infectious disease events may occur in remote or rural
areas, or in developing countries, for which road network data often do not exist or
are not readily available. Furthermore, road transportation via vehicle is not always
the main method of transportation in remote areas. For example, during the recent
outbreak of Ebola in Bikoro, Democratic Republic of Congo, the primary transporta-
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tion route to the nearest major population centres was not by road but via the Congo
River (WHO 2018).

While the three deterministic methods can be efficient, the results for our study
area did not appear to be realistic in the context of the differences in attractiveness
between airports; there are few airports in Ontario with high flight and passenger vol-
umes. The distance-only deterministic methods might be more appropriate in cases
where airports are equally distributed across a study area and are similarly attractive.
Alternatively, for circular and drive-time buffer methods multiple buffer sizes could
be applied. For example, a larger buffer could be applied for international airports
or those with higher passenger/flight volumes, and a smaller buffer could be applied
for domestic airports or those with lower passenger/flight volumes. Overall, deter-
ministic methods could likely provide a general estimate of airport catchment areas
in time-limited situations, though results would come with numerous limitations.

The probabilistic Huff model required additional inputs but was still relatively
efficient to execute. In contrast to the deterministicmethods, theHuffmodel estimated
the greatest variation between catchment areas of the different airports. While this
study did not incorporate validation of results based on observed data, the Huff
model results appear to be reasonable considering the passenger and flight volume
associated with each airport. It would be expected that people travel from much
further to reach YYZ due to its high volume of flights, and because they might not be
able to travel to their intended destination from smaller airports in Ontario. However,
the Huff model estimated that subdivisions even at the northern border of Ontario
were most likely to use YYZ. This is unrealistic and could be addressed by defining a
distance cut-off in the model to restrict the choice set to airports within a reasonable
distance. Additionally, the Huff model, as it was implemented in this study, does not
account for the potential of flight connections. For example, an individual could take
a domestic flight from YTS to YYZ, and then fly to an international destination from
YYZ. Such itineraries could be represented in the attractiveness variable if more
detailed data were available.

The characteristics of results based on each technique must also be considered
based on the situation inwhich this approachwould be implemented. Specifically, it is
important to consider whether full coverage of the study area is required, i.e. whether
all locations in the study area must be assigned to at least one airport catchment area.
This may be needed if the spread of a local outbreak through outbound passengers
was to be forecast. Only the Thiessen polygon and Huff model techniques meet
this requirement, while the buffering methods do not cover the entire study area.
However, if considering an inbound infected individual, catchment area resultswould
not necessarily need to cover the entire study area to estimate the area within which
the individual would likely travel after deplaning.

Considering the context of SARS, all methods would have assigned the City of
Toronto to YYZ. This was expected, due to Toronto’s close proximity to YYZ as well
as the high volume of flights and passengers associated with YYZ. However, results
based on each technique defined YYZ’s catchment area differently in extent—af-
fecting the area that an infected traveler who deplaned at YYZ might travel to. The
catchment area for YYZ, in this case, could be considered at risk for SARS spread.
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While the risk area based on Thiessen polygons was restricted to a small portion of
southern Ontario, most of the province would have been included based on the Huff
model. Resources might be focused on the defined risk area; therefore, it is impor-
tant to select the most appropriate method, and apply appropriate data inputs, to best
guide this distribution of resources. Considering YYZ’s high flight and passenger
volume compared to the other airports, it may be possible that its true catchment area
covers a large portion of the province, as estimated by the Huff model. In this case, it
could be useful to incorporate the population distribution within the catchment area
to help guide resource distribution, as is common in the field of retail geography to
estimate the spatial distribution of potential customers.

The results of this study were impacted by limitations in data access and con-
ceptualization of air travel. In the airport locations and associated passenger dataset
obtained from Statistics Canada, some data were suppressed and at least one impor-
tant airport location was not included for unknown reasons. In future research, Billy
Bishop Airport (YTZ) in Toronto, which serves approximately 2.8 million travelers
annually (PortsToronto 2018), should be included to better understand its impact on
the catchment area of Pearson International Airport (YYZ). Second, the comparison
between results based on domestic and international passengers did not include travel
to the U.S., since that is included in the “transborder” variable. Additional analysis
could be conducted to analyze results based on travel to the U.S. specifically, or
the variable could be merged with international passengers. Third, the open-source
Huff model tool did not have an option to apply a distance cut-off to represent a
maximum distance that an individual would be willing to travel. Without the use of
a distance cut-off, Toronto’s YYZ received high probability for individuals living in
northern Ontario—in some cases over 1500 km away. The option to apply a distance
cut-off would ensure a more realistic representation of travel to airports. Instead of
travelling an unreasonably far distance, someone might choose to take a connecting
flight from a local airport to a larger, more attractive airport from which to fly to their
final destination. There was no obvious solution to including connecting flights in the
modeling approaches, yet this would likely result in larger at-risk areas. Essentially,
the catchment areas of larger airports would need to be extended to include the local
catchments of smaller, connected airports, resulting in a network of airport catchment
areas. Fourth, the methods did not consider airports outside of Ontario, such as US
airports in Buffalo and Detroit just outside the Canadian border, which would likely
reduce the estimated catchment sizes of some southern Ontario airports. Addressing
this limitation would require expanding the study area to include parts of the United
States. Fifth, we could not validate results with empirical data due to lack of access
to such data. Validation is an essential next step. Primary data could be collected
through surveys at airport locations or by collecting license plate information, or
secondary data such as mobile phone data could be leveraged.

Infectious disease outbreaks can occur almost anywhere across the globe, and
with high volumes of international air travel they can be imported to essentially any
location. Thus, it is difficult to pre-define the study area that predictive analyseswould
need to be conducted for. With an understanding of the different characteristics of
eachmarket area delineation technique, it is important to focus on the requirements of
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eachparticular use case.The airport catchment estimate shouldnot onlybe as accurate
as possible, but the technique must be manageable in situations where time and/or
data are limited. This is often the case when there is an infectious disease outbreak,
and analysis must be conducted rapidly to guide decision-making to respond and
prevent further spread. In contrast to our case study, open-access airport and travel
data would be more difficult to obtain globally, though options exist to purchase
such datasets (e.g. from the International Air Transport Association). If a distance
cut-off were incorporated to refine the results, the Huff model provides a balance
between ease-of-execution and validity of results, so that catchment areas could be
estimated rapidly and produce valid results to properly guide decision-makers when
responding to infectious disease threats.
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Abstract Location-based gaming (LBG) apps presentmany challenges to the design
process. They have very different requirements compared to games that are aspatial
in nature. They take place in the wild and this brings unique challenges to the prac-
ticalities of their design. There is a need to balance the core game play with the
spatial requirements of location-aware technologies as well as considering the over-
all theme and objectives of the game together with the motivations and behaviours of
players. We reflect upon this balancing act and explore an approach to creative paper
prototyping through the medium of board games to co-design LBG requirements.
We examine two case studies of location-based games with different goals. The first
case study discusses the CrossCult Pilot 4 app built to trigger reflection on historical
stories through thoughtful play. Whilst the second case study uses the City Con-
querer app designed and played in Suzhou, China with a view to exploring notions
of territoriality. The paper considers how spatial, social and interaction metaphors
are used to simulate location-based games in a board game and discusses the lessons
learned when transforming the paper game into a digital prototype. It forms part of
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1 Introduction

We often take our cities for granted. Passing through them as we go about our daily
routine as we travel to and from work. So busy engrossed with our daily activities,
we stop noticing, exploring and interacting with that which is, and those whom are
around us. With the advent of location-enabled mobile phones, we are witnessing
the emergence of new playful forms of interaction and participation between and
within citizens and the city. Which changes the activity and materiality of the city
and supports different types of encounters. Take for example here in Luxembourg
at the height of the Pokémon Go phenomenon, the city parks were transformed
from the domain of the family and in particular, children to that of couples and
individuals, they became crowded with players actively using the space to catch
Pokémon. The geolocated game on the mobile device transformed and disrupted the
normativemateriality and activity of the place, into a place of hybrid play. Seamlessly
intertwining the digital and the physical worlds bringing a blended approach to the
city.

The embedded nature of locative technology within our smart phones has paved
the way for a broad range of research in this field (de Souza e Silva and Frith
2012; Saker and Evans 2016). We are witnessing a growing market in location-based
games, which engage millions of players, take PokémonGo, Geocaching and Ingress
as examples. In addition to these global successes there are also many niche apps
that still successfully engage outdoor play and urban discovery, albeit at a different
scale of engagement. GPS and mapping technologies provide users with playful
experience where the city is transformed into a living board game or playground.
If designed appropriately location-based games stimulate playful urban discovery,
interaction, sociability, information retrieval and the like (Ahlqvist and Schlieder
2018; Nijholt 2017).

1.1 Board Games and the Design of Location-Based Games

To summarize, the studies noted above illustrate that the City is an intrinsic com-
ponent of a geo-located game (Evans and Saker 2017) but often it forms a passive
component because the game play simply uses the city as a container of activity
but not much more. To provide a fully immersive and embodied experience that
shapes our playful interactions we need to design location-based games that facili-
tate interaction and dialogue between the city and its citizens. If carefully planned and
developed, these transformative forms of city-based engagement could be encour-
aged and achieved using geolocated gaming apps. Such technology ecosystems need
novel techniques and methods that enable them to be (co)designed creatively and
efficiently. This is because location-based gaming apps present many challenges to
the design process. They have very different requirements compared to games that
are aspatial in their nature. They take place in the wild and this brings unique chal-
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lenges to the practicalities of their design. There is a need to balance the core game
play with the social-spatial requirements of being outdoors together with the overall
theme and objectives of the game with the motivations of players. There must also be
consideration for notions of place attachment and territoriality that manifest because
of the place-based ties players have.

There aremany existingmethodologies for designing and evaluating online games
or websites that have been tried and tested ranging from cardboard prototyping (Ehn
and Kyng 1992) to Wizard of Oz prototyping (Li et al. 2004). Thus, it seems natural
that board games can aid in the planning of location-based games, especially since
they are intuitive, playful and sociable and incorporate many elements that are used
in location-aware games (proximity, movement, social interaction). It seems sensible
that common metaphors such as those used in board games should become part of
the location–based game designers’ toolkit. Indeed, the Carcassonne game was used
as the starting point for the development of a geolocated game discussed by Matyas
et al. (2008). In the literature, a few studies integrate board games into the iterative
design process of location-based games. These studies take inspiration from existing
board games (Mateos et al. 2016; Schlieder et al. 2006) or custom design a game
based on their unique scenario (Jones et al. 2017a; Marins et al. 2011). They build
upon notions of paper prototyping incorporating playfulness and sociability to foster
a co-design process.

1.2 Methodological Overview

We reflect upon this balancing act and explore an approach to creative paper prototyp-
ing using the medium of board games to co-design game requirements. We examine
two case studies with very different goals. The first case study in the spotlight, dis-
cusses the CrossCult Pilot 4 app, designed to provoke reflection and reinterpretation
on historical topics through thoughtful play, whilst the second case study uses the
City Conquerer app that was designed and played in Suzhou, China that explored
notions of territoriality. We use reflective practice to look back on the paper and tech-
nology prototypes to form part of a process of thinking as doing. Thus, the discussion
reflects upon our lessons learned that result from our thinking and observations of the
process that started with board games and comparing them to the technical imple-
mentation that were subsequently evaluated. We identify strengths and weakness of
the use of board games for this design process.
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2 Case Study 1: CrossCult PILOT 4—Designing Games
for Serendipitous Urban Discovery and Personal
Reflection

2.1 App Overview

The app is motivated by the desire to foster reflection and reinterpretation through
location-based experiences by encouraging participants to encounter different types
of historical stories, which relate to current social challenges such as migration. The
app is best described as a serendipitous urban discovery game. It triggers reflection on
the cultural heritage of cities and their public history by encouraging users to engage
in playful encounters. This supports an intellectual journey. Through geolocated play
with the city, its history and its people are brought into our consciousness. As player’s
walk through the city they choose which points of interest (POIs) to discover based
on where they are and where they are going (Fig. 1). They can also have the phone
in their pocket and it will vibrate if they are passing through a POI.

Fig. 1 Screenshots showing CrossCult Pilot4 App. (top left) birds eye map, (top middle) navi-
gational clue, (top right) story discovery, (bottom left) story window with title and tags, (bottom
middle) story media and text (bottom right) rating and answering a question
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Fig. 2 Board game set up (left) and game play (right)

POIs are comprised of navigational clues (a title and an image) which indicate to
players the story locations. The text of a navigational clue hints towards the topic of
the story. The POIs are symbolised on the map as yellow or purple circles—yellow
for curated stories and purple for player-contributed personal stories, see Fig. 2. As
soon as the user’s physical location (blue dot) is located within the yellow or purple
circle, users can open, read and interact with the story.

The stories discovered canhave either a direct connection to thePOIor ametaphor-
ical connection to the location. Each story is comprised of short self-contained texts
together with a contextual image. As part of the game, players can win points, move
through game levels, unlock functionality and earn achievement badges for complet-
ing different tasks including answering questions based on the stories. Comments on
questions are marked as pending until they have been moderated via a companion
app. The backbone of the app is the location tracking system and its ability to function
as a sensor capturing the player’s location and deliver information accordingly.

2.2 Board Game Design Approach and Discussion

We used an initial scenario to inform the design of a board game that become a tool
for both paper prototyping and co-design. The final design results have been previ-
ously described (Jones et al. 2017b), but in essence play tests were conducted with
16 participants (from the author’s institute), across three play sessions. The game
attempted to mimic how players would move, discover and interact with stories by
building upon existing intuitive representations of movement and play that estab-
lished in board games. We used a game master to organize the play sessions, their
role was to explain the rules, log the points on the scoreboard andmanage the content
interactions (making it available when players reached points of interest).

Urban movement and playspace: The act of movement through the city and dis-
covering POIS, central to the mobile game, was simulated using a combination of
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features. That were typical of many board games in which players move around
a board depicting an imagined landscape. By rolling a dice they could move their
playing piece by counting the number of steps and stopping when they reach a land-
mark (POI). For our play space, we replicated this movement metaphor using a paper
map (Luxembourg). Onto which we marked the real locations of the POIS (aligned
to their GPS coordinates) and then drew paths between them. Stepping-stones that
represented nodes on the street network were marked at junctions in the real street
network. They represented the choice of turning and changing direction midway
through long streets—they marked the effort required to move along long streets
(see Fig. 2). The stepping-stones together with the score from the roll of the die
restricted how far you could ‘walk’ in an attempt to simulate the physical effort of
moving in a city. We replicated autonomy of movement by enabling individual play-
ers to begin the game at any location marked and then with their roll of the die they
were free to move towards any POI of their choosing. The design supports serendip-
itous discovery of stories as opposed to traditional linear tours through a city that
have a designated start and end-point, players could ‘walk’ towards any POI they
wanted and change direction at any time.
Situated story activation: In board games, players land on special tileswhere players
collect or pick up playing/event cards (think ofmonopoly and the chance card). These
cards require the participant to take an action (go straight to jail, pass go or collect
$200). We took this idea of the event playing card to replicate the screen of the
mobile (creating a postcard size booklet), simulating the access to content that could
be discovered. Story discovery was activated when a user reached a POI icon on
the map. When players found themselves in the correct location, they were given
the option to open and interact with the story booklet or they could move on if they
were not interested. Players were under no obligations to interact with content unless
motivated to do so.
Context awareness:Wewere keen to design the game to provide amechanismwhere
players were not obligated to spend the entire game looking at their mobile phone.
Context awareness was an important concept. The phone automatically notifies you
when are in the vicinity of a POI, using haptic feedback if the app was open in the
background. To evaluate this type of feature in the board game, a gamemaster played
a sound when a player approached certain POIs.
Reading stories and reflecting: In board games playing/event cards, have actions,
rewards, or penalties that contribute to the winning conditions of the game. Thus, we
adapted the concept of event cards to create a postcard booklet—which you could
open when you arrived at the POI. Players could not read the hidden story until
this point was reached. We also used the small a5 size booklets as an imitation of
the mobile screen with each page more or less representing a scroll down on the
screen. Page 1 showed the navigational clue picture and a more detailed map, the
second contained a historical picture and the story whilst the third page focused on
the interactions of tagging and responding to a question (see Fig. 3).
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Fig. 3 Postcard booklet with participant interactions

Social interaction and player contribution: A key aspect of board games is their
ability to create shared social experiences. They come in many different formats
which include designs to create competition between players or those that are based
on consensus where players work together to achieve a common goal. We needed to
design elements of the game that would collect user-generated content and encourage
other users to view the contributions of others. When a player landed on a story they
could choose from a number of interactions: (1) tagging a thought on a story, (2)
rating your reaction to a place, a story or content or question (3) answering a question
designed to stimulate reflection. We used post-it notes together with agree/disagree
stickers (see Fig. 3) and all interactions with the booklet won players points.
Geolocated reflection(s) and personalized stories: We had one further game
mechanic designed to enable users to share their story at location of their choos-
ing. If players rolled a 1, they could spend that turn to pick a treasure card. In the
first iteration of the board game players wouldwrite on blank treasure or read treasure
cards provided by others. In subsequent iterations (there were 3 in total) story cards
used intuitive symbols to prompt a personal memory that could be pinned to any
location. This interaction simulated co-creation of user-created points of interest.

2.3 Lessons Learnt

With the Pilot 4 app designed in beta version and undergoing an extensive evalua-
tion, it is time to reflect back on the design process. Paper prototyping has long been
recognized as a useful tool for human computer interaction design (Snyder 2003)
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and so it seems only natural that in the design of location-based games we combine
the notion of paper prototyping and board games—there are so many that simulate
interaction of being in the city. We were able to evaluate and co-design a number of
different aspects including the (a) cultural content presentation and quality (historical
objects and narratives), (b) the participative activities (reflections, interactions and
user memories), (c) the winning conditions, and (d) the game design. The implemen-
tation of the digital app led to a series of evaluation experiments results of which are
described in a publication (Jones et al. 2019).

2.3.1 2D Paper Maps for Complex Topography

We used a 2D paper map as game board. With such a flat object, it is difficult to
replicate the presence of urban barriers such as landscape topography. In the board
game, people had no worries moving freely. In reality Luxembourg is undulating,
it lacks spatial continuity and has natural barriers (a large valley) which requires
extra physical effort. These barriers are challenging to replicate on paper and the app
requires game mechanics to motivate you to go to inaccessible places.

2.3.2 Sociability and Competitiveness

Social interactions are often a driver of the gameplay and help to stoke competition
amongst the players. In board games players are able to see each other positions
and observe their paths of movements and this helped to motivate players. This
is where there is a slight divergence with the technology prototype and the board
game design process. We felt it inappropriate to reveal the locations where other
players had been—due to data privacy and ethical issues of mediated co-proximity
and geostalking (Licoppe and Inada 2009).

2.3.3 Modelling Asynchronous Interactions

The mobile app of Pilot 4 app was always conceptualized as an asynchronous game,
players interacted by leaving their reflections which other players discovered. In
the board game, this asynchronicity was simulated by keeping the story booklets
closed and only allowing players to interact with them when it was their turn and
when they arrived at the correct location. To replicate the true form of asynchronous
game, on a board game we would have had to hold separate game play sessions with
each individual participant playing on their own—which we chose not to do so for
logistical, social and playful reasons. We made a compromise.
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2.3.4 Bird’s Eye View of the Map

In the board game the players had a birds eye view of the locations of the POIS
and their distribution in the city. We failed to carry this perspective through into the
technical implementations. During an early prototype, we restricted the zoom level,
preventing players from seeing this bird’s eye view of all the locations. The team
thought this would be a more playful interaction. An early round of testing with an
external participant indicated the value and importance of players that this view had.
In later experiments we observed participants using the bird’s eye view to plan their
routes and decide where to go. Mirroring the same behavior patterns that was used
in the board game, indicating its use and benefit to participants.

3 Case Study 2, CityConqueror—Designing Games
for Exploring Territoriality

3.1 App Overview

CityConqueror was inspired by the board game ‘Risk’. In this board game a player
conquer countries on a world map, deploying units to defend and attack countries
(Fig. 4 left). In the game CityConqueror, players can conquer territories in their
physical location, deploy units to defend their territories and attack those of other
players that are nearby. It was designed for the neighbourhood scale.

In the technology prototypewhen conquering a territory, the player gives it a name
that is then visible to other players. They can deploy units to defend the territory and
hide a treasure in it. Territories are conquered and plotted on amap of the “real” urban
terrain, showing the player’s location. The map is covered by the Fog of War similar

Fig. 4 (left) Fog of War: player conquer territory based on h current physical location. (middle
left) To conquer a territory, the player gives it a name, hides a treasure and deploys units. (middle)
Territories are plotted on the map. (middle right) A territory generates resources. (right) There three
different types of units
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Fig. 5 (left) To conquer a territory the player must defeat all enemy territories (the pink ring in
this figure). (middle left) Players can spy on enemy territories from outside their range. (middle
left right) When spying on a territory, players can see who conquered the territory, the name of
the territory, and other information (middle right left) The result of a fight. (middle right) After
winning the player can try to find the treasure by getting to the indicated position within the time
limit. (right) player can complete achievements

to other popular games that deal with territorial conquests, such as Age of Empires.1

Players uncover the Fog of War by physically exploring the urban space. When a
player visits a physical space they remove the Fog, they are able to see the enemy
territories. To motivate exploration of the player’s physical surroundings, hotspots
in the undiscovered spaces are marked on the map, indicating the location of enemy
territories in the Fog of War (Fig. 5 left). Territories generate resources over time,
which can be collected to buy units to defend their own territories or attack enemy
territories (Fig. 4 left).

To conquer a new territory, players must defeat all enemy territories in their range
(Fig. 4 middle). If a player attacks an enemy territory and wins, they have the chance
to find the hidden treasure. Searching for a treasure is amini-game.The player is given
a compass that points in the direction of the treasure, told how far away it is and the
has threeminutes to find it (Fig. 5middle right). The objective of CityConqueror is to:
(1) claim as many territories as possible, (2) generate income, (3) defend territories
against attacks from others or (4) to attack others and (5) conquer their territories
(Fig. 5). Thus, the game experience of one player is highly dependent on the actions
and interactions of other players.

3.2 Design Approach and Discussion

We began by brainstorming. This resulted in an approach that involved developing
the core functionality of CityConqueror, and testing various mechanics in the wild.
This seemed like a good idea but once we started thinking of the practicalities, it
became immediately apparent that itwould take timeuntil therewas a viable technical
prototype. Therefore, we changed tactic. At the same time as developing the game

1https://www.ageofempires.com/.

https://www.ageofempires.com/
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engine we employed Schlieder’s (Schlieder et al. 2006) approach and designed a
board game to explore the game experience and mechanics.

Play space: We developed the play space by mapping the city of Suzhou in a hexag-
onal 60 × 60 in. game map using hexographer.2

Urban movement: To create synchronous movement and asynchronous gameplay,
we used the turn tokens mechanic of Camelot.3 In brief, the “the turn token” com-
prised of 2 tokens that were passed in opposite directions. The players with the token
can move 1 hex or complete an action. Once the turn is over, they pass token 1 to
the person in their left or token 2 to the person to their right. This allowed players to
take turns quickly in an asynchronous manner. It forced a fast and intense game.
Interacting with territories: Individuals were actively encouraged to pursue a goal
by interacting with each other and the play space. We employed goals (e.g. capture
a territory) and winning conditions similar to Risk.4 Tokens (game pieces) denoted
interactions with territories and players used tokens to simulate interaction with
different territories. All players started with 30 area tokens. It cost 1 area token to
conquer an unoccupied area (removing the fog of war), attacking territories cost 2
tokens whilst defending your area did not cost tokens.
Conquering territories: The conquering and defending of territories was simulated
using a simple rock-paper-scissor-lizard-spock game. In this variationSpock smashes
scissors and vaporizes rock; he is poisoned by lizard and disproven by paper. Lizard
poisons Spock and eats paper; which is crushed by rock and decapitated by scissors.
Spock is signified with the Star Trek Vulcan Salute, while for “lizard” you form the
hand into a sock-puppet-like mouth. This variation led more often to a win rather
than a draw.

3.3 Reflecting on the Design Process—Lessons Learnt

Once we were happy with the game and the rules we organized a series of play
sessions with 12 groups of 8 players each (79 male and 97 female). They lasted
approximately 60 min per group and involved (1) a brief intro presentation to the
game, (2) playing the game and (3) an informal group discussions on how to improve
the board game and how to make a mobile game out of it. The results of which are
describe in (Papangelis et al. 2017a, b). By reflecting on the observations we identify
a further group of lessons learnt.

2http://www.hexographer.com/.
3https://boardgamegeek.com/boardgame/14812/camelot.
4https://www.hasbro.com/en-us/product/risk-game:2C7C6F52-5056-9047-F5DD-
EB8AC273BA4C.

http://www.hexographer.com/
https://boardgamegeek.com/boardgame/14812/camelot
https://www.hasbro.com/en-us/product/risk-game:2C7C6F52-5056-9047-F5DD-EB8AC273BA4C
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3.3.1 Social Interaction and Combat Systems

During the play test it was clear that the combat system, whilst fun, would not
transfer easily to the mobile device. We had to develop a ‘turn-based’ mechanic used
in popular pen and paper role-play games such as Dungeons and Dragons.5 A player
in a turn-based game is allowed a period of analysis before committing to a game
action, ensuring a separation between the game flow and the thinking process, which
is thought to lead to better choices.

3.3.2 A Light-Weight Digital Game Layer and Story Plots

The board game constructed an imagined layer of the city, which was transposed to
the digital prototype. This created a lightweight and thin virtual world. It offered a
‘real feel’ and enabled players to have the illusion of playing in the real world. The
use of game mechanics blurred the borders and interpretations of ordinary space and
play for the players because the game was based on an ‘actual’ map of the city.

We chose not to include a plot or characters in the game, we wanted to create a
thin hybrid reality to blur the borders and interpretations of ordinary space and play
for the players. Such an approach is based upon Flanagan’s view (Flanagan 2013)
that locative media and pervasive games should refer to, and not appropriate spaces,
therefore not divorce them from their meaning, history, and significance.

3.3.3 Personal Perceptions and Use Urban Space

Players used different strategies to conquer territory in the board game compared to
the digital prototype. In play tests with the app, players used established strategies
based upon personal attachments and perceptions of place to influence where they
went. For example, players took control of familiar areas and then expanded by
conquering neighboring territories. This behavior was less dominant in the board
game, so game mechanics must be mindful of this. Players’ perceptions of space and
place such as the waymeaning, history, and the significance of place are appropriated
(e.g. historic city centre) are difficult to simulate in the board game.

3.3.4 Hybrid Nature of the Magic Circle

In game design, the magic circle describes when players start using games (location-
based) they implicitly agree to some interactions happening in the virtual world, these
virtual interactions stand consciously outside of everyday life (Huizinga 1955). The
magic circle helps to transport the players into hybrid space where physical and
digital play meet. We observed a difference between the imagined spaces created in

5http://dnd.wizards.com/ accessed 12/21/2016.

http://dnd.wizards.com/


Reflective Practice: Lessons Learnt by Using Board Games … 303

the board game to the technology prototype. In the city players were neither “in”
or “out” of the magic circle, but rather continuously hoping between both. In the
board game it was easier to be drawn into the magic circle. LBG should not draw the
players into an entirely imaginaryworld in theway board/video games do, rather they
should encourage play with real spaces (Benford et al. 2006) by a focusing on the
interplay of the gameplay, content and physical locations. This could be achieved by
(1) incorporating elements of the ordinary world into the gameplay, and (2) through
designers taking into account both physical attributes of cities and digital media.

4 Reflective Discussion Constraints of Using Board Games
of LBG Design

The use of board games in both case studies provided a tool to encourage dialogue
between project members and participants and helped the evaluation of early game
scenarios. They also assisted in the co-design of the requirements, aiding the iden-
tification of refinements and new ideas through collaborative participation, helping
to stimulate imagination and enthusiasm in a playful manner. It was a fun way to
engage people outside of the project in the design process. Researchers observed the
players interacting with their scenario from the outside-in, noting what worked or
not as they watched the gameplay. Players were also able to comment, contribute
and thus become collaborators with the research as part of the creative process of
the project. This provided an inside-out perspective resulting from involvement in
the participation. The board games prototypes supported the process of thinking by
doing and reflective practice.

By examining the two case studies, which focus on different types of LBG, we
were better able to understand the advantages and limitations that result. The case
studies illustrate that even though board games can be a useful tool in the arsenal of an
LBG design and co-design, they cannot fully emulate all the necessary mechanics for
an engaging gameplay. This is because of the limitations ofmodelling the complexity
of the real world in a constructed environment of a board game. Thus, we propose
a set of constraints that one must be mindful of when is transitioning from a board
game paper prototype to the technical prototyping, see Table 1.

One of the most significant differences we observed were the manifestation of
local attachments that emerge during real location-based game play in areas that are
familiar to us. Any such playfulness should be designed to mediate and moderate the
inherent local ties and place-based bonds that we have. Particularly if the game play
is to take place in areas that are familiar to us, we are more likely to be comfortable
playing in neighborhoods that we feel connected to, so players are likely to feel
an outsider in unfamiliar parts. These feelings are less likely to emerge in a paper
prototype. When one adapts a board game to an LBG it is necessary to pay attention
to the person-to-person and person-to-place aspects of place attachment and sense of
place. As these relationships can result in expressions of attachment that are played
out because there is a sense of belonging to one place and not to another. It is our
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Table 1 Constraints of using board games in the process of location-based game design

ID Description Category

1 In the board game players tend to be
engaged in playful and competitive
interactions that are beyond the rule of the
LBG

Playful interactions

2 The magic circle of the board game is more
pronounced as the players are strongly
embedded in creative play

Playful interactions

3 LBG facilitate asynchronous and
anonymous interactions with
strangers—less likely in a board game as
players are together

Playful interactions

4 Effort and fatigue required to go to more
distant parts of the city need to be designed
for in LBG technology prototypes

Discovery

5 Autonomy of movement and choice of
content should be facilitated

Personalised discovery

6 Depending upon the LBG game
person-to-person and person-to-place
attachments emerge which are not evident
in the board game

Manifestation of local attachments

7 People are comfortable in certain real
locations, potentialities of power emerge
(such as expressions of territoriality, place
attachment and avoidance of locations)

Manifestation of local attachments

8 A sense of commonality and relationships
can be fostered in players of LBGs which
are absent in the board game

Social-spatial bonds

9 Cities can actively contribute to the
co-creation process of local knowledge in
LBGs because they offer a multisensory
and immersive environment

Co-creation of local knowledge

10 LBG create a collectivity of movement
beyond the everyday

(Re)familiarisation

11 LBG are prone to privacy and surveillance
issues (e.g. location tracking of real-time
movements) which is not an issue with
board games

Ethics and privacy concerns



Reflective Practice: Lessons Learnt by Using Board Games … 305

belief that the management of these ties should be designed to either avoid/enhance
these expressions of territoriality and attachment and/or to encourage the discovery
on unexpected, surprising locations. This depends upon the underlying goals and
objectives. We suggest designing features and gameplay that support such goals.

Firstly, we suggest the implementation of features to the articulation of sense
of identity and place attachment as part of the gameplay. Secondly, designs should
consider the power of the player-place attachments and be mindful to reinforce or
challenge them. This could be implemented using gamemissions, which require par-
ticipants to go to unfamiliar parts of the city and to complete participative situational-
based tasks motivated using incentives and rewards as part of the game framework.

Moreover, person-to-person and person-to-place ties to places are forged by
groups of people that have relationships that embody a sense of familiarity or com-
monality (Chamberlain et al. 2017) with each other and with places (social-spatial
bonds). These again are not explicit in board games since the play-space is static and
less relatable—it is an abstraction. An imagined representation of reality. One that
is simply a model, a more immaterial version of reality. To encourage sociability
that is present in board games we suggest functions that promote the creation of a
communities are taken into account. These may be user defined based on prefer-
ences (e.g. students of Xi’an Jiaotong-Liverpool University) or system created based
on the place attachments, a particular group of users. Since these interactions are
hybrid, they exist both in the virtual and the physical realm we suggest their design
incorporates both in-place and out-of-place interactions. This might encourage self-
awareness in their personal place-based meanings and consequently payers become
aware of their influence on their personal identity (Chorley et al. 2015). Avatars can
be also integrated into the design to build up digital identities that individuals/groups
can identify with.

5 Conclusion

Board games are fun and playful and are a valuable tool for the co-design process
of location based games. They provide many advantages since they are easy to
facilitate and are more playful than chauffeured pencil-paper prototyping methods.
Chauffeured pencil-paper prototyping requires the designer and the players to be in
the city and interact with pieces of paper that simulate the interface. They involve the
designer describing to the user and manually demonstrating how the interface would
respond to different actions that they make. In a board game form of prototyping,
the designers and developers can play the game alongside participants. This offers a
richer embodied experience as demonstrated by the case studies. In both cases, we
observed the use of representation and symbolization of the city (its space, place,
and people) and used various metaphors to simulate interactions in a board game.
In both case studies, effective use of board game play was used to symbolize the
sociability and spatiality of the city as cultural metaphors of the everyday. They were
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able to adopt board game as a tool for representingmovement and context awareness,
essential features of location-based games.

The paper prototypes were successful in incorporating freedom of movement and
directionality but were limited when trying to represent the physical effort experi-
enced by an individual who is traversing and discovering a real city. Although they
did not sufficiently represent and manage the place attachments that we have with
real places. They are a helpful tool for simulating movement in the city when time
and resources do not support being there. They are a useful tool for co-designing
elements of gamification and defining and redefining game rules. We also found that
they are invaluable method for trialing content (form, style and quality). They are
not without their limitations especially since the paper map is a simplified model of
a complex reality—one that can only ever be partially modelled and the complexity.
So when making the transition from the board game prototype one must be careful
to consider these limitations and the different nature of the experience players have
when they are out in the wilds of the city.
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Agent-Based Simulation
for Indoor Manufacturing
Environments—Evaluating the Effects
of Spatialization

Stefan Kern and Johannes Scholz

Abstract The paper elaborates on an Agent-basedModeling approach for an indoor
manufacturing environment—in particular, a semiconductor production plant. In
order to maintain a flexible production “line”, there is no conveyor belt, and a mix
of different products is present in the indoor environment. With the integration of
Industry 4.0 or Smart Manufacturing principles, production assets may be trans-
ported by autonomous robots in the near future. The optimization of manufacturing
processes is challenging and computationally hard. Thus, simulation methods are
used to optimize manufacturing plants and the processes. In contemporary litera-
ture, the effects of the spatial dimension with respect to the simulation of manufac-
turing processes is neglected. In this paper, we evaluate on the effects the spatial
dimension in an Agent-based Model for indoor manufacturing environments. The
Agent-based Model developed in this paper is utilized to simulate a manufacturing
environment with the help of an artificial indoor space and a set of test data. Four sim-
ulation scenarios—with varying levels of spatial data usable—have been tested using
Repast Simphony framework. The results reveal that different levels of available spa-
tial information have an influence on the simulation results of indoor manufacturing
environments and processes. First, the distances moved by the worker agents can
be significantly reduced and the unproductive movements of worker agents (without
production assets) can be decreased.
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1 Introduction

In industrial manufacturing processes efficiency is one of the key factors to suc-
ceed in global markets that tend to be increasingly competitive. In recent years,
the buzzwords Industry 4.0 or Smart Manufacturing are “spearheading” the fourth
industrial revolution, that is based on digitization in manufacturing. The digitiza-
tion approaches in any industry sector, includes Cyber-Physical Systems (CPS),
Cloud Computing and methods from the Internet of Things (IoT). These approaches
lead towards a digital integrated factory—i.e. Smart Factory Hermann et al. (2016);
Plattform Industrie 4.0 (2018)—where machines and production assets and humans
share data and communicate. Finally, smart manufacturing will end up in digitally
connected manufacturing plants, where IT systems may significantly support the
decisions of humans or enable robots to make a certain decision in an autonomous
manner Henning et al. (2013). In this paper we focus on the manufacturing processes
in the semiconductor industry that has some peculiarities mentioned in Scholz and
Schabus (2014). We deal with an indoor environment, where manufacturing devices
process production assets in a clean-room. The transport between the production
steps is not fully automated or done with a conveyor belt. Thus, humans perform
every transport process with the help of trolleys. Several hundred production steps
are necessary to create a fully functioning computer chip. The production is charac-
terized by a high variability ofmanufacturingmachinery that is capable of performing
several manufacturing processes, which leads to a highly complex system in combi-
nation with behavior of the involved humans. Thus, it is hardly possible to generate
a deterministic spatial optimization model that helps to simulate and optimize the
manufacturing processes. Simulation can significantly help in developing feasible
and accurate schedule with less computational effort in comparison to some of the
other techniques (e.g.Mazziotti and Horne Jr 1997), even for the job shop scheduling
problems which are considered as NP-hard (e.g. Pinedo 1995).

In literature, there are several simulation approaches mentioned that simulate
several production devices. Nevertheless,most of the papers neglect the geography of
manufacturing environments—i.e. the spatial arrangement/layout of manufacturing
plants. Scholz and Schabus (2015) and Scholz and Schabus (2014) elaborate on the
role of Geography for Industry 4.0 purposes and conclude that the spatial dimension
could be helpful for gathering new insights in manufacturing related data.

In this paper, we focus on a manufacturing simulation that utilizes Agent-based
Modeling and Simulation (ABMS). We evaluate the effects of the integration geog-
raphy on the simulation results. The research question of the paper is as follows:
“Does the integration of the spatial dimension have an influence on the results of
ABMS for indoor manufacturing environments”. Hence, this paper does not elabo-
rate on the computational complexity nor the increase of implementation complexity
by incorporating the spatial dimension in the ABMS.
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The remainder of the paper is organized as follows. Section 2 discusses the rele-
vant literature, followed by the approach followed in this research project in Sect. 3.
Section 4 describes the experiment conducted. The results and their discussion are
to be found in Sects. 5 and 6, respectively.

2 Relevant Literature

This section is intended to discuss the relevant literature for this paper. Basically, we
elaborate on literature covering modeling indoor space from a Geographic Informa-
tion Science (GISc) point of view, ABMS, and Smart Manufacturing/Industry 4.0.
The article is based on these three pillars and utilizes theory and methodologies from
all three fields of expertise.

Modeling indoor space is an active research field in GISc as there are numerous
recent publications in this field (Cheema 2018; Balasubramanian 2018; Diakité and
Zlatanova 2018; Knoth et al. 2018; Scholz and Schabus 2017; Schabus et al. 2017).
Modeling indoor space got into focus due to the fact that a person resides 90% of their
time inside a building (Klepeis et al. 2001; Jenkins et al. 1992). The first papers on
modeling indoor space were published by Raubal and Worboys (1999) and Raubal
(2001), where the latter elaborated on a wayfinding simulation with an agent-based
approach. Yang and Worboys (2015) describe the generation of navigation graphs
in indoor space, which can be utilized by e.g. a combined ontology—operations
research approach to find the most suitable path (Scholz and Schabus 2017).

Agent-based Modeling (ABM) simulates actions of autonomous agents, and dis-
plays their behaviour and the dependencies between agents. The aim of ABMs is not
to reach equilibrium, but to analyze how a system reacts and adapts to changed con-
ditions (Macal and North 2010; Crooks and Heppenstall 2012). According to Mandl
(2003) ABMs generally incorporate an environment with a spatial (geographical)
dimension, as well as a number of objects in the environment, which are passive
and can be recognized, created, destroyed, and changed by the agents. In ABMs the
environment is recognized as a passive part, and agents serve as stimulant for envi-
ronmental change processes (Batty et al. 2012). In an ABM, relations exist, which
connect objects with agents allowing them to recognize, create, consume, transform,
and manipulate objects. Van Berkel and Verburg (2012) mention an ABM in which
the willingness of agents, their opportunities and choices are simulated. ABMs can
simulate interactions between individuals, groups of individuals, but also between
policies not being represented by individuals. This approach can be utilized in land
cover and land use modeling (Brändle et al. 2015). Grimm and Railsback (2012) and
Grimm et al. (2010) elaborate on a protocol to describe and formalize AMBS in a
standardized way. ABMS have been widely used for simulation purposes in industry
(e.g. Monostori et al. 2006; Negmeldin and Eltawil 2015; Leitão 2009).

Literature in the field of Smart Manufacturing or Industry 4.0 deals with digiti-
zation in the industrial sector (Drath and Horch 2014; Albach et al. 2015; Hermann
et al. 2016; Kagermann 2014). Hermann et al. (2016) in particular describe the basic



312 S. Kern and J. Scholz

principles and the structure of an Industry 4.0 scenario. As IoT plays an important
role in this field Mattern and Floerkemeier (2010) elaborated on the basics of IoT for
industrial applications. Shrouf et al. (2014); Almada-Lobo (2016); Bi et al. (2014),
Geng (2005), and Osswald et al. (2013) discuss the terms industry 4.0 and smart
factory in detail.

ABM for manufacturing is laid out in detail in Paolucci and Sacile (2016). Negah-
ban and Smith (2014) elaborate on the literature published regarding the simulation
of a manufacturing system. Wang et al. (2016) highlight the importance of multi-
ABMS for Industry 4.0. They advocate for a self-organized ABMS that is assisted
by feedback and coordination originating from the accumulated data base. Addition-
ally, they argue that an intelligent negotiation mechanism for agents to cooperate
with each other can be based on ABMS that may help to optimize a smart manu-
facturing facility. The development of an hierarchical ABMS approach to simulate
a manufacturing environment is presented in Mönch et al. (2003). Nevertheless, lit-
erature does not show that there has been a study that elaborates on the effects of the
spatial dimension for manufacturing spaces. Contemporary papers show the benefits
of simulation approaches, but do not integrate the spatial dimension in the simulation
and/or decision making process.

3 Approach

The approach in this paper is based on the ABMS paradigm. Hence, the universe of
discourseis modeled with the help of individual agents that move around an indoor
manufacturing space. In general, we define an ABM—i.e. agents, environment and
their interactions—and conduct a number of simulations, which are based on defined
test scenarios. In detail, the operator-agents have different levels of information—e.g.
full set of spatial information, missing spatial information of tools, missing spatial
data on production assets, or no spatial information at all. We evaluate the effects of
these simulation scenarios on the ABM. In particular, the results evaluate the effects
on the walking distance of operators, time to complete the given production lot, and
thus walking distance without products (non-productive).

The first step is to define the ABM, which is the basis for the experiments. The
model contains of the basic elements of a manufacturing process, which are imple-
mented utilizing concepts of Industry 4.0. The components of the model, as well as
their functions, properties and relations are listed below and given in Fig. 1.

• Products: Products are processed in the factory. A predetermined sequence of
production steps must be carried out on each product. Each step has to be carried
out on one ore more defined machines. The products cannot move autonomously,
and thus must be transported by workers using trolleys. Each product is clearly
identifiable and knows its own production status. The product knows its position
in the factory and its work steps.
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Fig. 1 Class diagram of the model with the most important functions and attributes of each agent
class

• Workers: The workers or operators are the only mobile part of the model. They
transport products through the factory. This means they must be equipped with the
ability to navigate the factory on their own. Each worker can pick up and transport
a single product, using a trolley. The workers are also able to search for transport
orders on their own. Workers can communicate with the other components of the
model and exchange information.

• Machines/Tools: The tools process the product and carry out a specific work step.
This step is linked to the type of machine, so every machine of the same type can
perform the same step. They have a fixed position in the plant. Machines know
how much work they have ahead of them (i.e. products waiting to be processed),
and share this information with other agents.

• Stocks: Intermediate storage serves as an intermediate step if there is no available
machine for a certain product. They have a certain capacity, which can be queried.

• Simulation environment: A clean room in which the simulation is carried out. This
indoor manufacturing facility represents the spatial dimension of the ABM. The
structure of the factory with corridors and machines and stocks is designed similar
to Scholz and Schabus (2014).

The model is implemented according to the concept of Industry 4.0 respectively
a Smart Factory. This means that the basic elements of the model communicate
with each other. Such factories have a decentralized manufacturing control, which
means that there is not central instance that makes all decisions, but the entities
in the manufacturing space can (up to a defined level) make their own decisions
(Bi et al. 2014; Almada-Lobo 2016). The core element in a production process is
the manufacturing control. The manufacturing control checks the processes in the
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factory. The progress of the product is monitored while it moves through the various
manufacturing steps in the factory. Decisions have to be made, such as:

• which production step of which product is done on which machine?
• when will it be released for onward transport?
• in which order should the products be produced?

Traditionally, such processes are hierarchically and centrally controlled Leitão
(2009). With the number of required work steps as well as the number of interac-
tions between departing components, the complexity of scheduling increases. And
the system is becoming slower to adapt to new situations (Cantamessa 1997). Leitão
(2009) provides a manufacturing control based on agents. This approach is based
on the fact that all components of manufacturing are defined as agents. This means
they work autonomously, are intelligent and work together. Thus, a product which is
represented as an agent knows its past, knows which work step is next and can inde-
pendently request further transport. These properties are also used in the description
of an industry 4.0 scenario (Kagermann 2014; Albach et al. 2014). In the model pro-
posed here, we developed a central administration of the manufacturing information.
This administration does not plan or schedule the production process, but it acts as a
mediator for requests from agents. Hence, the information administration provides
e.g. the information to find the right manufacturing machine for a certain product.

3.1 Model Concept

Based on the definition of the components of the model, an overview of the planned
simulation process follows. The processes of the model are depicted in Fig. 2. This
figure shows the simulation process from a worker’s point of view. The process is
described in detail in the following list. In general, the ABM processes are applied
to all worker agents and the processes are repeated until all products are finished.

• The process starts with workers without transportation tasks. As each worker shall
transport products, the agent submits a transportation request to manufacturing
control. The request contains the agent’s position, which is required for the selec-
tion of the production asset. Using the worker’s position, a so-called accessibility
value is calculated for all products. This value is composed of the distance from
theworker agent to the product and the remaining production time at themachine.

accessibility value = distance

speed
+ remaining production time

The distance is calculated using Dijkstra’s shortest path algorithm (Dijkstra 1959),
based on a network representation of the indoormanufacturing environment. Since
the accessibility value is given in simulation ticks, the distancemust still be divided
by the speed of the workers. If the product is being processed on a machine,
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Fig. 2 Workflow of the agent-based production processes

remainingworking time is added to accessibility value. The next product is selected
via the accessibility value, the product with the lowest value is selected for the
next transport task. This means that the production asset is selected that has the
smallest the sum of travel and waiting time. The selected product is assigned to
the workers for the transport. Once the product is assigned to a worker, it is no
longer available to other workers until the transport process has been completed.

• After a worker agent has been assigned a product to transport, the agent navigates
through the indoor manufacturing environment to the product.

• Once the worker agent has arrived at the product, he picks it up. The product can be
located either at the starting point (i.e. where raw products enter the clean room),
in an intermediate store or at a machine.

• Due to the fact that the product knows its next step, it is looking for a suitable
machine for the next production step. A request is sent to the manufacturing con-
trol, which queries the production machines and forwards candidate machines to
the production asset. Before doing that, it is checked whether all work steps have
been completed on the product. If this is the case, the transport to the endpoint of
the production takes place (i.e. the point where they leave the clean room). As soon
as the product is at the end point, it is no longer relevant for the further simulation
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and removed from the simulation. If the product is not ready yet, it is necessary
to search for a suitable machine for the next step. Since there is normally more
than one suitable machine, one particular needs to be selected. This is done similar
to the product search via an accessibility value. The accessibility value is com-
posed of the travel time to the machine and the remaining production time of the
machine itself. The manufacturing machine having the minimum value is chosen.
If no machine is available—happening when all machines are currently utilized by
manufacturing processes—the transport will move the product to an intermediate
store. If the stocks are full or deactivated in the simulation, the worker waits until
a machine becomes available. If a machine has been selected as the destination
for transport, it will be locked for other jobs during the transport process. It will
not be released to other workers until the product has arrived at the machine. As a
result, there are no redundant transports, and the scheduling process is simplified.
The model offers the possibility for a worker to wait with a finished product in
front of the machine while a production asset is currently being produced on a
machine. We denote this situation as “exchange”, where the production asset in
the machine is exchanged right after the manufacturing process is finished. To
prevent a machine from being not available for the scheduling process for too
long, the maximumwaiting time can be controlled with the so-called for exchange
threshold. This value is entered during the initialization of the simulation. And
is given in simulation ticks. If the waiting time for a product exchange is greater
than the specified threshold, the transport moves the product to an interim storage
facility.

• Theworker transports the product to the selectedmachine or an intermediate store.
• The product will leave at its destination. The worker is thus free again for new
orders, and the cycle starts at the beginning.

The fact that the worker and not the product is the active part of the model has the
following reasons. First, we model a semiconductor production facility Scholz and
Schabus (2014) where humans perform the transportation tasks. Fully, autonomous
transport is still not fully developed due to the high flexibility in the production layout
and manufactured products. In addition, the production is not fulfilling the conveyor
beltmetaphor, which is done on purpose—to end up in a flexiblemanufacturing plant.
Furthermore, if the product is transported using autonomous robots, the following
question needs to be clarified: At what time will the transport request be made?
A wrong choice may end up in serious delays or in a deadlock of the simulation
system. This problem does not occur when a worker agent is looking for suitable
products. Thus, the product being currently selected for transportation is available
for the transportation process. This ensures that the worker is unladen for a short
time only.
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4 Experiment

The presented concept is implemented with Repast Simphony version 2.51 (North
et al. 2013). For this purpose, the presented model is implemented and a test environ-
ment for simulation purposes is created. For the creation of the environment some
considerations have to be made, which are listed as follows.

• A layout of the production environment: This layout contains the structure of
the environment. On the one hand walkable areas such as paths, corridors, and
open spaces (see Scholz and Schabus 2014), but also objects hindering movement,
like walls or obstacles, are included. Another important issue for the production
environment is the position of the machines and the intermediate storage, which
was positioned similar to real semiconductor manufacturing spaces. To simulate
the movement of the operators a network representation of the walkable space is
generated, similar to Scholz and Schabus (2014).

• Definition of the products: For the products, a list of necessary manufacturing
steps and transport speed for each product type are defined.

• Definition of the machines: The position and the type are determined by the
environment layout (by placing similar machines in a corridor). In addition, the
production time for a given manufacturing step on a machine is required.

Based on these considerations, the following test environment was generated. The
created layout is shown in Fig. 3. In Fig. 3, the walls are black and impassable areas
are gray. Tools are green, with four tools of the same type in each row. This results
in 16 different machine types. The six squares in purple in the middle of the layouts
are intermediate storage. The interim storage is therefore placed at the main corridor
in front of the aisles with the tools. The point in magenta is the starting point, from
here begins the production chain. The blue square on the right side is the end point,
here the finished products are delivered and leave the clean room. The blue circle
on the green square is the starting point of the works. At this point, the workers are
placed at the initialization of the simulation. The generated map of the production
environment has a size of 78× 71 pixels. With a maximum of one pixel per step and
a step length of one meter, the factory floor is 78× 71m.

The simulation of the described ABM above is done with several scenarios that
are defined below. In addition we use the settings, defined in Table 1, throughout the
simulation of the different scenarios. The scenarios are as follows:

• With spatial information: During this simulation run, workers, have spatial infor-
mation about products and tools at their disposal. Also, the running times of the
machines can be queried and included in the planning phase. Interim storage facil-
ities are also available. This represents the developed optimal case of a smart
factory simulation.

• Without tool locations: The workers, have no spatial information about the
machines during this simulation run. However, the interim stocks can be used.

1Repast Simphony 2.5: https://repast.github.io/download.html.

https://repast.github.io/download.html
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Fig. 3 The model of the indoor manufacturing space. This is the environment where agents move
around during the simulation. The green dots are manufacturing machines, the purple ones denote
stocks, the magenta one (on the left) represents the starting point of the production. The blue dot
denotes the point where products leave the clean room

Table 1 Simulation settings
of the ABMS for indoor
manufacturing environments

Worker: 10

Products: 50

Stock capacity 15

The selected machine is the first to be free when searching for targets, the distance
does not matter.

• Without spatial information regarding products: Here, the workers lack spatial
information about the products. Here, all available products (i.e. currently not in a
machine) are put in a list and the list items are randomized. The first element of the
randomized list is selected for transport, regardless of the distance from worker to
the product.

• Without spatial information: The worker/operator agent is not able to access
spatial data for the machines and the products. Hence, the agent has to select and
transport the first free product (from the randomized list of available products) to
the first free machine.
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Table 2 Comparison of the four simulation scenarios. Here the average runtime of each simulation
scenario, the difference to the scenario “with spatial information”, and the average increase in % is
given

With spatial
information

Without tool
locations

Without product
locations

Without spatial
information

Runtime: 156030 165270 171104 178541

Difference: 0 9240 15074 22511

Increase %: 5.9% 9.7% 14.5%

Each scenario was simulated three times and the results were averaged. This is
done in order to deal with the stochastic nature of the ABMs Crooks and Heppenstall
(2012). In this model, as in most other ABMs the stochastic nature results from each
agent’s ability to make autonomous decisions—which might be different at each
single simulation run.

5 Results

The results of the experiments are shown in Table 2 and Fig. 4. As described earlier,
the results are the average numbers of three test runs for each simulation scenario. The
results depicted in Table 2 reveal the total runtime of the simulation and the difference
between the runtime of the four test scenarios (in comparison to the scenario “with
spatial information”). The results are sorted in ascending order of the runtime.

The influence of spatial information on the choice of the next product and transport
targets becomes clear when looking at Fig. 5. This plot shows the distance traveled
by the workers. It is to be recognized that without distance information to the des-
tinations, the workers are on their way empty about half of their distance. Thus, it
can be said that workers that utilize distance information for their decision making
may increase the efficiency of the manufacturing processes. This is also supported
by the results presented in Table 3. In the worst case 46.5% of the worker agents’
movements are done without carrying products (for the scenario “without spatial
information”), whereas in the best case only 21.45% of the movement is done with-
out products (scenario “with spatial information”). Additionally, the overall distance
traveled is decreasing as well the more spatial information is used by the worker
agents. The agents in the scenario “without spatial information” travel a distance of
65610 length units, whereas in the scenario “with spatial information” the agents
move 41395 length units on the average. The overall smaller distance traveled by
agents indicates that the spatial informationmay be relevant for indoormanufacturing
simulation (Fig. 6).



320 S. Kern and J. Scholz

Fig. 4 Comparison of average simulation runtimes of the ABMS scenarios (above), and the dif-
ferences of the runtimes of the ABMS runtimes for the scenario, with respect to the scenario “with
spatial information” (below)

Table 3 Comparison of the four tested scenarios. The average distance covered by workers with
and without products is considered. The data is given in general units of length

Worker status With spatial
information

Without tool
locations

Without product
locations

Without spatial
information

with prod. 32515 35083 32350 35097

without prod. 8880 13518 25430 30513

6 Discussion and Conclusion

The paper deals with an ABMapproach for an indoor manufacturing environment. In
particular the ABM developed in this work models a complex indoor manufacturing
plant, where workers transport the production assets from one manufacturing device
to the next. This can be justified by that fact, that e.g. semiconductor manufacturing
requires a flexible production “line” that cannot rely on a static conveyor belt. As a
consequence, humans perform the transport tasks, up to now. With the integration of
Industry 4.0 or smart manufacturing principles, production assets may be transported
by autonomous robots. Nevertheless, the optimization of such complex manufactur-
ing processes—especially true for the semiconductor industry—is challenging and
computationally hard. Thus, simulationmethods have been widely employed to opti-
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Fig. 5 Average distance moved by each worker agent, in distance units. With products is colored
in blue and without products is depicted in red. Subfigure a shows the results for scenario “with
spatial information”, subfigure b the scenario “without tool locations”, c the scenario “without
product locations” and d the results of scenario “without spatial information”

mizemanufacturingplants/processes. In particularABMS is amicro-scale simulation
that is capable of delivering results on a macro-scale.

In contemporary literature the effects of the spatial dimension of manufacturing
processes is neglected—which is also true for a wide range of manufacturing simula-
tions. In this paper, we evaluated the effects of incorporating the spatial dimension in
an ABMS for indoor manufacturing environments, which is reflected in the research
question: “Does the integration of the spatial dimension have an influence on the
results of ABMS for indoor manufacturing environments?”. The ABMS developed
in this paper simulates an manufacturing environment with the help of an artificial
indoor space and a set of test data. Four simulation scenarios—with varying levels of
spatial data usable for the worker agent, performing the transportation processes—
have been tested using Repast Simphony framework. The results reveal that different
levels of available spatial information have an influence on the simulation results of
indoor manufacturing environments and processes. First, the distances moved by the
worker agents can be significantly reduced—by approx. 34%, and the unproductive
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Fig. 6 Heatmap of the worker agents’ movements for the four simulation scenarios. Subfigure a
shows the results for scenario “with spatial information”, subfigure b the scenario “without tool
locations”, c the scenario “without product locations” and d the results of scenario “without spatial
information”

movements (without production assets) can be decreased significantly. In addition,
the computational complexity (i.e. run time) of the simulation lower, if the spatial
dimension is included, which may be due to the fact that the manufacturing and
transport processes are more efficiently aligned because of the spatial dimension.
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Abstract Since its emergence in the 1990s, the area of Participatory GIS (PGIS)
has generated numerous interactive mapping tools to support complex planning pro-
cesses. The need to involve non-expert users makes the usability of these tools a
crucial aspect that contributes to their success or failure. While many approaches
and procedures have been proposed to assess usability in general, to date there is no
standardized way to measure the overall usability of a PGIS. For this purpose, we
introduce the Participatory GIS Usability Scale (PGUS), a questionnaire to evalu-
ate the usability of a PGIS along five dimensions (user interface, spatial interface,
learnability, effectiveness, and communication). The questionnaire was developed
in collaboration with the user community of SeaSketch, a web-based platform for
marine spatial planning. PGUS quantifies the subjective perception of usability on a
scale between 0 and 100, facilitating the rapid evaluation and comparison between
PGIS. As a case study, the PGUS was used to collect feedback from 175 SeaSketch
users, highlighting the usability strengths and weaknesses of the platform.
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1 Introduction

The term Participatory GIS (PGIS) refers to the usage of digital mapping tools to
increase participation in planning processes and political negotiation, both in public
and private contexts (Schlossberg and Shuford 2005; Sieber 2006; Rinner et al.
2008). Over the past 20 years, groups of planners, politicians, activists, and citizens
have engaged in forms of computer-aided (or mediated) activities revolving around
complex spatial problems that involve conflicting views and claims (Kwaku Kyem
2004). A typical PGIS is able to store, visualize, analyze, and annotate spatial objects
in a collaborative manner, often with a strong cartographic component. Such systems
are designed to enable multiple stakeholders to create and edit data and interact
with other participants (Dunn 2007). PGIS application domains include land use
zoning (Brown et al. 2018), urban planning (Maquil et al. 2018), indigenous land
rights (Brown and Kyttä 2018), assessment of environmental impact (Evans et al.
2004), and marine spatial planning (Mare Nostrum 2016).

While PGIS projects in the 1990s ran on unashamedly hard-to-use desktop GIS
manned by experts, the following 15 years witnessed a boom of increasingly cheap
and portable devices, coupled with the rise of ubiquitous web maps (Haklay et al.
2008; Smith 2016). Many PGIS project assemble ad-hoc systems using existing
Web-mapping platforms,1 while dedicated platforms include Commonplace.is and
SeaSketch.2 In parallel, the diffusion of smartphones since 2007 has created a novel
category of computing platforms, characterized by smaller screens, sensors, touch
interfaces, and well-integrated native apps.3 These rapid technological changes gen-
erally raised the expectations of users that interact with user-friendly, reliable, consis-
tent, responsive, and aesthetically pleasing systems. As a result, the issue of usability
is not an afterthought, but a central concern in an increasingly competitive software
ecosystem.

Originating in the study of ergonomics and human-computer interaction, the term
usability refers to how easy a user interface is to use, with respect to learnability,
efficiency, memorability, errors, satisfaction, and other dimensions (Nielsen 1999,
2012a). Developers across domains have pledged to adopt user-centered design,
emphasizing the needs of the user as a driving factor—or at least paying lip service
to this idea. Usability engineering, user experience (UX), and their cognate fields are
enjoying considerable popularity, and diverse methods and techniques are blossom-
ing in a growing marketplace (Hassenzahl and Tractinsky 2006; Garrett 2010).

The context of PGIS has peculiarities that clearly distinguish it from other appli-
cations and domains. Unlike large commercial websites, PGIS tend to have a limited
number of users, usually on the order of hundreds or thousands at most. The devel-
opment of PGIS tools tends to be performed by small teams on tight budgets, in
the framework of academic, non-profit, or governmental projects. As disadvantaged

1http://www.ppgis.net/resources/geoweb-applications—All URLs were accessed in November
2018 and can be found on the Wayback Machine at https://archive.org/web.
2https://www.commonplace.is, https://www.seasketch.org.
3See for example ESRI’s apps at http://www.esri.com/software/apps.

http://www.ppgis.net/resources/geoweb-applications
https://archive.org/web
https://www.commonplace.is
https://www.seasketch.org
http://www.esri.com/software/apps
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communities are often the focus of PGIS initiatives, users’ digital literacy might vary
dramatically. It is also important to note that, in projects using PGIS, social, political,
and cultural obstacles can be harder to overcome than tools’ usability (Brown et al.
2017). Despite the general interest in usability engineering in GIScience (Slocum
et al. 2001; Raubal 2009), our knowledge of usability for PGIS remain fragmented
and, because of technical changes, rapidly obsolescent (Haklay 2010).

For this reason, we argue that specific usability guidelines and approaches should
be developed for PGIS, coordinating the sparse efforts in the field. Considering the
typical technical and institutional context of PGIS projects, we aim at developing a
PGIS usability evaluation framework, with a set of clear guidelines, practices, and
tools that will help managers and developers. As the first step in this direction, we
focus on the issue of the measurement of the perception of overall usability of a
PGIS.

Quantifying the subjective perception of usability has long been identified as a
key aspect of usability engineering (Brooke 2013). If users find a system not usable,
these impressions will impact negatively on the system’s adoption, regardless of
other, more objectively measurable, aspects. In this context, the System Usability
Scale (SUS), designed by a usability engineer in the 1980s, emerged as simple and
useful scheme to measure the overall level of usability of a software system (Brooke
1996). Based on ten questions, the SUS captures in a repeatable and consistent way
how usable a system is perceived to be, and enables rapid comparisons with previous
or competing systems. The questionnaire has stood up to scrutiny of statisticians
and usability researchers for 30 years, without revealing fundamental flaws (Sauro
2011).

Considering the limited resources and constraints of PGIS projects, the emphasis
should be on inexpensive approaches, providing practical support and guidance to
developers, without the need for complex protocols and laboratory experiments. This
family of lean or discount techniques has been promoted by several leading usability
researchers, arguing that frequent, informal evaluations are to be preferred to rare,
expensive, and formal ones (Nielsen 2009; Krug 2014). Following this lean approach
to usability, we tackled the problem of measuring the user perception of usability in
PGIS.

Starting from the SUS, we designed a set of questions that capture central aspects
of PGIS with simple, unambiguous language. This process resulted in the Partic-
ipatory GIS Usability Scale (PGUS), a freely-available and general questionnaire
that can be deployed by any PGIS practitioner. This questionnaire is available online
under a Creative Commons license to be used, updated, refined, and extended by
PGIS practitioners.4 Indeed, this method is not meant to replace existing usability
assessment approaches, but rather to provide a complementary low-cost tool.

The PGUS was developed and evaluated on SeaSketch, a PGIS for marine spatial
planning created at the University of California, Santa Barbara.5 SeaSketch is an
entirely web-based platform for collaborative spatial planning and analytics, aimed

4http://github.com/andrea-ballatore/pgis-usability.
5http://www.seasketch.org.

http://github.com/andrea-ballatore/pgis-usability
http://www.seasketch.org
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at facilitating the creation, evaluation, and sharing of spatial sketches, i.e., map-based
scenarios that intend to capture and communicate the user’s viewpoint on planning
problems. The system is currently deployed in several planning projects, and has,
relatively to the field of PGIS, a large user base of about 3,200 people. The PGUS
was developed iteratively with the collaboration and input of SeaSketch users. A
set of 175 responses was obtained from the community, generally positive feedback
about the tool’s usability, while also identifying several areas of improvement that
informed the team’s development work.

In the remainder of this paper, we review the state of the art in the usability of
PGIS (Sect. 2). SeaSketch provided a suitable case study (Sect. 3). Subsequently, we
lay the groundwork for a lean usability method for PGIS (Sect. 4). Section 5 outlines
the Participatory GIS Usability Scale (PGUS), while Sect. 6 describes the results of
the PGUS applied to SeaSketch. Finally, we draw conclusions from this experience
and we indicate directions for future work (Sect. 7).

2 Usability, Web Design, and PGIS

The need for better usability in PGIS has been widely acknowledged (Haklay and
Tobón 2003; Aditya 2010; Skarlatidou et al. 2013). The cost of poor usability in PGIS
projects is high, as participants can quickly come to believe that the new technology
might not support the decision-making process or even hamper it (Haklay 2010).
Project funders might regret the investment and reduce future support for similar
initiatives. Engineering high usability for a PGIS is therefore of crucial importance
to avoid such unfortunate situations.

2.1 Measuring Usability

Producing reliable observations on the complex interactions between people and
machines presents many challenges. Usability is not directly observable, and is artic-
ulated in several interrelated dimensions, such as efficiency (the speed of execution
of tasks), effectiveness (the quality of the solutions produced through the system),
satisfaction (the emotions experienced when using a system), and learnability (the
ease to remember procedures on the system) (Nielsen 1999). The conceptual organi-
zation of these dimensions and their priority varies across research communities and
individual authors. Usability engineers often rely on qualitative methods to identify
specific issues, and on quantitative approaches to detect broad trends that would not
be observable qualitatively (Nielsen 2004).

As Nielsen (2012b) pointed out, some aspects of usability are measurable by con-
sidering objective outcomes of user behavior, while others depend on the subjective
and affective relationship of the user with the system. For instance, the efficiency of
a system in supporting a task can be measured in terms of success rate and elapsed
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time. By contrast, the measurement of user satisfaction must involve subjective judg-
ments. Unsurprisingly, users tend to be more satisfied with better-performing sys-
tems, but the correlation between objective performance and subjective satisfaction
is not absolute, requiring distinct measurement strategies (Frøkjær et al. 2000).

The need to study systematically these objective and subjective dimensions
prompted the design of severalmetrics and questionnaires (Hornbæk 2006). Notably,
usability experts can make users perform tasks, counting their successes and failures
in a binary way, studying their recurring errors, or looking the quality and complete-
ness of their solutions to non-binary problems. Usability metrics can capture the
precision of manipulation of interface elements (i.e., the ratio between intentional
and unintentional actions on the interface). The learnability of a system can be quan-
tified throughmeasures of recall (the ability of the users to remember how to perform
tasks or to recall information seen on the system’s interface). Tasks can be designed
to measure the user’s cognitive load and efforts when communicating system-based
procedures to other users.

To measure subjective dimensions of usability, questionnaires are fundamental
tools. In particular, the standardization of questionnaires has been identified as an
important way to measure success over time and compare systems (Hornbæk 2006).
For general usability, several questionnaires have emerged as de facto standards, and
have been applied to large numbers of systems and users. Notably, Lewis designed
questionnaires for IBM in the 1990s, which have been widely used (Lewis 1995).
Brooke’s System Usability Scale (SUS) (Brooke 1996, 2013; Sauro 2011) is one
of the most successful usability questionnaires, and provided the template for our
work that aims at providing a standardized questionnaire for PGIS. The SUS was
selected over competing questionnaires because of its simplicity and high statistical
reliability.

2.2 Usability and Web Design

As Norman (2013) claims, many usability principles remain valid over time and in
diverse application areas. However, as web browsers become increasingly power-
ful and influenced by the adoption of smartphones, the web is changing rapidly as
an interactive medium. Standards like HTML5, CSS3, and JavaScript frameworks
enable the design of full-fledged web-based applications, often with strong geospa-
tial components. Therefore, it is reasonable to assume that PGIS will increasingly be
web-based, and these trends should be considered with particular attention to design
usable PGIS.

In recent years, web technologies have greatly improved, and great strides in the
usability of websites have been made (Nielsen and Budiu 2013). As happened pre-
viously with desktop software development, web development increasingly relies
on frameworks that support the design of standardized, consistent interfaces. Fur-
thermore, in recent years, large actors in the US have developed their own usability
philosophies, such as Apple’s iOS Human Interface Guidelines, Google’s Material
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Design, and theUSGovernment’sUsability.gov. These guidelines havewide-ranging
effects, well beyond the respective corporate platforms and websites.

Seemingly commonsensical principles of web design have been challenged by
usability andUX research. The lightheartedwebsiteUXMyths provides a useful sum-
mary of such received ideas that appear to have no empirical basis.6 For instance, the
three-click rule states that a user of a website should be able to find any information
with no more than three mouse clicks, while this shows no correlation with perfor-
mance or user satisfaction in real systems. Moreover, trends such as the so-called
responsive design suggest to re-think interfaces as fluidly adaptable to any device,
ranging from high-resolution large screens to typical smartphones, and even to smart
watches (Gardner 2011).Maintaining high usability across radically different devices
confronts PGIS developers and designers with new, cross-media challenges.

2.3 Usability of PGIS

PGIS is not a well-defined area, and its boundaries are often difficult to discern.
Preferring the term Public and Participatory GIS (PPGIS), geographers and urban
planners aim at understanding the interplay of the social, institutional, political, and
technological dimensions in PGIS projects (Sieber 2006; Balram and Dragićević
2005; Forrester and Cinderby 2013).

While an account of these debates lies outside of the scope of this article, it isworth
noting that PGIS is studied in its social and political effects, questioning whether
it actually supports marginalized groups and social and environmental justice in
real-world contexts (Brown 2012). Indeed, higher usability cannot overcome deeper
constraints and barriers by itself, but non-usable PGIS have a slimmer chance to
succeed.

Among the dozens of books published about usability over the past 20 years (e.g.
Norman 2013; Krug 2014), only a textbook edited by Haklay (2010) focuses on
the specific context of GIS, providing a valuable overview of the field, guidelines
and case studies. In parallel, the usability of web maps, central to modern PGIS,
has received some attention (Nivala et al. 2008; Roth 2015). Unfortunately, the
highly specific context of PGIS studies and the rapid changes in web and mobile
technologies limit the generalizability and currency of these findings.

The rare research in PGIS usability highlights that participants’ previous web
and GIS experience tends to affect the perceived usability of a system, confirm-
ing the challenges of usability design for participants with low levels of digital
literacy (Stevens et al. 2014). Occasionally, in highly collaborative contexts, “old”
media such as translucent maps appear more usable than “new” mobile interactive
maps (Aditya 2010). In tense political contexts, the issue of trust has also received
attention (Skarlatidou et al. 2013), and “serious games” have been proposed to add
a playful component to PGIS, increasing public engagement (Poplin 2012).

6http://uxmyths.com.

http://uxmyths.com
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Desktop-based systems such asArcGIS are influenced by conventions and choices
of their native platforms (i.e. Microsoft Windows), and the same principle applies to
current GI web and smartphone apps, which are increasingly influenced by Google
and Apple guidelines and constraints. Notably, Google Maps has become the de
facto standard for reference maps in web applications, determining how hundreds of
millions of users experience panning, zooming, and search on digital maps. It is still
unclear how PGIS design practices should respond to these developments and, as a
result, PGIS developers have to make several technical choices.

Hence, we argue that a new wave of usability research is needed to adapt to these
recent changes and provide developers with lean, adaptive techniques to maximize
the usability of PGIS, within its usually tight institutional and financial constraints.
This article initiates this process by tackling the lack of standardized questionnaires
for PGIS usability. The next section outlines SeaSketch, a PGIS that provides the
real-world context to develop our usability framework and the PGUS.

3 SeaSketch, a Web Platform for Marine Spatial Planning

SeaSketch is a web-based software service mapping platform that facilitates the
planning of ocean space, and is owned by the McClintock Lab at University of
California, Santa Barbara.7 The SeaSketch platform was conceived as a successor
to MarineMap, an application used for the collaborative design of marine protected
areas in California (Gleason et al. 2010; Merrifield et al. 2013; Goldberg et al. 2016).
The platform aims at supporting science-based, stakeholder-driven marine spatial
planning in collaborative planning processes.

Marine Spatial Planning

Marine spatial planning, also referred to as ocean zoning, has as a main goal the coor-
dination of stakeholders in the regulation of the usage of limited coastal resources,
combining often divergent economic, social, and environmental objectives (Ehler and
Douvere 2009). For example, marine spatial planning can be used in a coastal region
to help fishing companies, local government, and environmentalists generate and
analyze different planning options, defining sustainable fishing areas, while protect-
ing endangered species in marine sanctuaries. Marine spatial planning can decrease
conflict between stakeholders, improve regulatory efficiency, engage affected com-
munities, and preserve fragile ecosystems, particularly in complex geopolitical con-
texts (Mare Nostrum 2016). To achieve these ambitious goals, marine spatial plan-
ning benefits from transparency and inclusiveness, engaging relevant stakeholders
throughout the process.

SeaSketch Projects

To date, SeaSketch has been implemented and deployed in over twenty, large-scale
planning initiatives including the Blue Halo Initiative in the Caribbean, the Southeast

7http://www.seasketch.org.

http://www.seasketch.org
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Fig. 1 The SeaSketch interface for collaborative marine spatial planning in the Santa Barbara
Channel

Marine Protection Forum and SeaChange in New Zealand, the Marine Planning
Partnership of the North Pacific Coast in British Columbia, the Marine Reserve
Zoning process of Galapagos National Park, and the Safe Passages initiative in the
Santa Barbara Channel of California.8 In each case, SeaSketch is used to facilitate
face-to-face meetings, in which planners engage stakeholders or members of the
general public in the design and evaluation of spatial plans. In most cases, the tool is
also used by non-technical stakeholders at home or in community meetings without
the assistance of planners.

The Tool

SeaSketch, launched in 2012, was designed for marine spatial planning to collect,
evaluate, and analyze data, assessing whether scenarios met planning goals and
objectives. The development team has collected feedback from users through the
User Voice service,9 acting upon comments and feature requests, as part of an Agile
development process. Figure 1 shows the interface of a SeaSketch-based system tai-
lored to support collaborative marine spatial planning in the Santa Barbara Channel
in California.

Users are invited to view relevant data and information, take surveys, and sketch
out their plan ideas. These prospective scenarios are automatically evaluated based on
science and policy guidelines and may be shared with other users in map-based dis-
cussion forums. These iterative design and analysis, often called geodesign (Good-
child 2010), encourage users to collaboratively build scenarios with broad stake-
holder support.

8For a complete and updated list of projects, see http://www.seasketch.org/projects.
9http://uservoice.com.

http://www.seasketch.org/projects
http://uservoice.com
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In terms of interaction with spatial information, typical operations for planners
and stakeholders include answering surveys to contribute to spatial datasets about
human activities and resources in and around the ocean, viewing and querying map
layers, sketching plans (e.g., marine protected areas, shipping lanes, tourism zones),
and sharing and discussing plans in map-based forums. Project administrators, in
addition, have control over the map extent, map layers, users and groups with access
permissions, discussion forums, surveys, and they can analyze user activity in a
project dashboard.

Usability of SeaSketch

While SeaSketch has been overall successful in its many deployments, the user
feedback collected through the Agile development suggests that several aspects of
its usability might be improved. For example, some users seem to be confused about
how to sketch and analyze geometries, despite the contextual help intended to guide
them through the process. Furthermore, user forums have seen limited usage and
appear underutilized, probably for lack of clear feedback about privacy settings.
Before addressing these specific issues, we realized that there was no simple and
yet structured way to probe the perceived usability, and SeaSketch and its user base
provide the ideal ground to advance the general knowledge about usability for PGIS.
Lean usability, we argue in the next section, provides a suitable framework for this
goal.

4 A Lean Usability Framework for PGIS

In a fast-changing technical landscape, usability for PGIS needs to be highly adaptive
and flexible. In this section, we outline a lean usability framework for PGIS, based
on our experience with the SeaSketch platform and user community. By lean usabil-
ity, we mean usability engineering and evaluation techniques that favor informal,
continuous, multi-modal, small-scale, iterative approaches to evaluating PGIS tools.
Our lean usability framework has the following objectives:

• Evaluate the overall usability of the system to a given group of users.
• Help developers identify usability issues in current products and gain actionable
insights from their users’ behavior.

• Tighten the feedback loop between users and developers, tapping multi-modal
computer-mediated communication.

• Embed continuous usability evaluation into the platform itself, not only in the form
of ad-hoc interventions.

• Support design choices with evidence collected from users in natural settings.

Espousing Nielsen’s viewpoint (Nielsen 2004), we argue that typical PGIS projects
do not have enough resources to generate reliable findings, such as in A/B stud-
ies, where alternative versions of an interface are compared on a randomized sam-
ple of users. Lab-based evaluations are complex and expensive, and fail to capture
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the diverse user bases and natural contexts of application of PGIS. Further princi-
ples include that observing what users do reveals more than asking users what they
want (Krug 2014), and that implicit feedback analysis offers opportunities too (Bal-
latore and Bertolotto 2011). Based on the usability testing classification by Rohrer
(2008), we propose a combination of the following methods for a typical PGIS.

Heuristic usability evaluations. A usability expert, external to the developers’
team, reviews the products informally based on general usability principles such
as consistency and standards, error prevention, and recognition rather than recall.
Such evaluations can be seen as a premise to the other techniques.

User feedback buttons. Feedback buttons and links are placed in the products to
allowusers to express opinions, and can be closed- or open-ended. Feedback forms
must be contextual, allowing users to comment on specific parts of the interface or
tasks, rather than on the product in general. The entire feedback procedure must
be extremely fast (usually shorter than 30s), and should encourage informality.

Intercept surveys. Short and contextual web questionnaires can be triggered
within the product, asking users focused questions, without making them leave
the application. Compared to email surveys, intercept surveys capture feedback
from users while they are performing tasks. To limit the impact on user attention,
intercept surveys must be triggered rarely and preferably not during sensitive
tasks. If triggered at the beginning or end of sessions, such surveys can be used
to collect the intentions of users, illuminating their behavior.

Email surveys. Traditional email surveys can be used as a complement to inter-
cept surveys to reach different users, particularly those who use the products
infrequently. While the response rate is expected to be lower than for intercept
surveys, email surveys can be longer and more detailed. The PGUS was dissem-
inated as an email survey.

Implicit feedback. Modern web analytics packages can provide insights about
user behavior, quietly collecting information about users’ geographic location and
devices, page views, clicks, taps, and even mouse movements. Implicit feedback
analysis can reveal recurring usage patterns, providing actionable evidence to
developers, for example suggesting the removal of anunusedbuttonor a shortcut to
reach a frequently used panel. Concerns for user privacy are obviously paramount
in PGIS and need to be addressed explicitly with an opt-in model.

To implement our first objective, that is the evaluation of the overall usability of the
system, we designed a usability scale for PGIS, described in the next section.

5 Design of the Participatory GIS Usability Scale (PGUS)

As a first step towards the development of a usability framework for PGIS, we started
by quantifying the perceived usability of a system on a numeric scale. Measuring
the overall usability of a system is an obvious starting point to then proceed to other
diagnostic techniques, and facilitates direct comparison between similar systems.
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System Usability Scale (SUS)

In usability research, the SystemUsability Scale (SUS), originally conceived in 1986,
has established itself as a standard tool for this kind of measurement (Brooke 2013).
In SUS, users are asked to score ten items such as “I think that I would like to use
this system frequently” and “I found the system unnecessarily complex” on a 5-point
Likert scale, ranging from “strongly agree” to “strongly disagree.” These scores are
then aggregated and converted into a final score from 0 (unusable) to 100 (extremely
usable). SUS has been used in research and industry for 30 years, and is considered
extremely general and reliable (Bangor et al. 2008; Sauro 2011).

Design Process

PGUS was designed in collaboration with members of the SeaSketch user com-
munity. The design of SUS involved the evaluation of two systems evaluated by
participants, who filled in an initial questionnaire of 50 questions. From these ques-
tions, ten were selected based on inter-correlations. In the design process of PGUS,
we did not have multiple systems to compare and, for this reason, we adopted a
different approach. Starting from an initial set of 40 questions, we ask a sample of
16 users to provide feedback on the questionnaire overall, and specifically on each
question. The user sample was designed to include expert administrators, interme-
diate users, and novices. Questions flagged as unclear, ambiguous or irrelevant were
either rephrased, edited, or removed. After two iterations, the questionnaire was
streamlined to 25 questions, marked as clear from all sample users. To maximize the
response rate of the PGUS, we kept the maximum time of completion at about 5min,
deemed acceptable by the sample users (see Sect. 6).

Questions

The resulting questionnaire contains 25 questions, formulated in simple English,
explicitly avoiding GIS jargon (see Table 1). It is worth noting that, although the SUS
questions includepositive andnegative phrasing,weonly includedpositive questions.
Notmixing positive and negative phrasing reduces the possibility ofmisinterpretation
and user error (Brooke 2013), making the score calculation simpler. However, it is
important to note that this approach might reduce the participant’s attention devoted
to each question.

The questions aim at capturing aspects that are common across PGIS in different
domains. The questions are grouped in five themes, which represent complementary
dimensions of the usability of a PGIS. These themes include (i) user interface (the
visible part of the system), (ii) spatial interface (the interaction with spatial data),
(iii) learnability (how easy it is to learn how to use the system), (iv) effectiveness
(how the system supports the user goals), and (v) communication (how the system
supports communicationwith other users and stakeholders). The names of the themes
should not be displayed to the respondents taking the questionnaire, and are only for
internal use. To reduce ordering bias, we recommend randomizing the order of the
questions.
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Table 1 Participatory GIS Usability Scale (PGUS)—v1

(A) User interface

1. The terms used in the system are clear.
2. It is easy to move through different parts of the system.
3. The error messages are easy to understand.
4. The delay between operations is acceptable.
5. Returning to the homepage is easy.

(B) Spatial interface

1. It is easy to move to a new location on the map.
2. It is easy to zoom in and out on the map.
3. I can create new content easily.
4. I can easily access information about what is displayed in the map.
5. The visual edits on the map take effect immediately.

(C) Learnability

1. I am confident using the system.
2. It is easy to remember how to perform tasks.
3. Discovering new features by trial and error is easy.
4. I find the help resources useful.
5. Mistakes can be easily undone.

(D) Effectiveness

1. The system gives me the tools to reach my goals.
2. The system is reliable.
3. I can complete tasks that would be impossible without the system.
4. The system increases my participation in the project.
5. I would recommend this system to others.

(E) Communication

1. The system helps me communicate my ideas to other participants.
2. I always understand what the system is showing.
3. The maps are easy to understand.
4. I can express my opinion about other participants’ ideas.
5. When I have a problem, somebody can help me.

Scoring

Following SUS, the answer to a question is expressed on 5-point Likert scale, with
each point corresponding to a score between 0 and 4: “Strongly disagree” (0), “Dis-
agree” (1), “Neither agree nor disagree” (2), “Agree” (3), and “Strongly agree” (4).
The final PGUS score, in analogy with SUS, is calculated by summing all the ratings,
and ranges between 0 (unusable) and 100 (extremely usable). By keeping the scoring
as simple as possible, PGUS avoids one of the common criticisms to SUS, reducing
the possibility of error. The practitioner should bear in mind that the score does not
represent a percentage of usability, and score comparisons across systems should be
done by treating the data as ranked.
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Resources and License

The current version (v1) of the questionnaire can be found in machine-readable
formats on GitHub,10 and can be applied to any PGIS. To ensure maximum re-
usability in research and industry alike, PGUS is released as Open Data under a
Creative Commons Attribution Share-Alike 4.0 (CC-BY-SA-4.0).

6 A Case Study on SeaSketch

The PGUS was implemented and disseminated to the SeaSketch user base, in order
to probe the usability of the platform along multiple dimensions. For the purpose
of this study, the PGUS was complemented by demographic and project-specific
questions, aimed at understanding the composition of the SeaSketch user base and
their self-assessed level of expertise. For the sake of completeness, we include these
additional ten questions in Table 2, which might be used as a template in other PGIS
projects.

The survey was disseminated by email to the SeaSketch user community through
the SurveyMonkey web platform.11 The invitation was delivered to a set of 3,274
user emails, including inactive and occasional users. These calls obtained 288 anony-
mous responses, followed by a tail of 23 late responses, for a total of 311 responses.
Out of all responses, 59% were complete, while the other respondents did not com-
plete the questionnaire. The total number of complete responses is therefore 181,
corresponding to 6% of the whole user base.

Completion Time

The PGUS is designed to maximize user participation and completion time is there-
fore an important dimension to observe. In the set of complete responses, we calcu-
lated the minutes elapsed between the beginning and the end of the user sessions.
This resulted in 181 completion times, with the following distribution: minimum
(0.8min), 1st quartile (2.8min), median (4.2min), 3rd quartile (7.4min), and max-
imum (2,611min). Note that these times include the ten questions about the user,
which are not part of the PGUS.

Hence, based on the median of 4.2min, we can confirm that the completion time
for PGUS is well below 5min. In this distribution, the tail of low completion times
is of particular interest to detect invalid responses. Considering the length and com-
plexity of the questionnaire, we estimated that responses that took less than 90s
were generated without comprehending its content. Six responses were therefore
discarded, leaving 175 valid responses in the dataset.

10http://github.com/andrea-ballatore/pgis-usability.
11The survey was disseminated on October 19, 2015, with a reminder on October 26.

http://github.com/andrea-ballatore/pgis-usability
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Table 2 The user questionnaire that was designed to collect information about the demography
and familiarity with SeaSketch of participants. Note that this is not part of PGUS

Welcome to the SeaSketch User Survey!

We are the SeaSketch team, and we are collecting feedback to improve SeaSketch.

This survey is strictly anonymous, and it will take less than 5 minutes to complete it.

Please note that this survey only applies if you used SeaSketch.

If you have any questions about this survey, please contact us at <email>.

Q1 What is your age?

<17 or younger; 18–20; 21–29; 30–39; 40–49; 50–59; 60 or older>

Q2 Are you male or female?

<Male; Female>

Q3 What is the highest level of education you have completed?

< Did not attend school, …, Completed graduate school>

Q4 How would you rate your web experience prior to working with SeaSketch?

<Beginner; Intermediate; Expert>

Q5 How long have you used SeaSketch for?

<1–10h; 11–20 h; 21 or more h>

Q6 How would you rate your knowledge of SeaSketch?

<Beginner; Intermediate; Expert>

Q7 Have you ever contributed to other public participatory projects?

<Yes; No>

Q8 What problems do you encounter using SeaSketch? <Open answer>

Q9 What existing features of SeaSketch need improving? <Open answer>

Q10 What new features would you like SeaSketch to offer? <Open answer>

Demographics

Out of 175 respondents, 97 males (55%) and 78 females (45%). The age of respon-
dents is illustrated in Fig. 2, showing that 26% are in the 30–39 group, followed
by 24% in 40–49 group. Another demographic dimension is the level of education,
showed in Fig. 3. Surprisingly, 60% of respondents completed graduate school, and
22% graduated from college, indicating a very high level of education of SeaSketch
users, considerably higher than other PGIS projects.

Two dimensions aim at capturing the level of experience of users with the tool,
and the total number of hours of prior usage. As shown in Fig. 4, 25% of respondents
considered themselves as beginners, followed by a 40% of intermediate, and a 35%
of experts. This self-assessment is consistent with the number of estimated hours of
exposure to the tool. Apart from the level of education, heavily skewed towards the
highest part of the range, the sample of 175 appears to cover in a balanced way males
and females, as well as a broad range of age groups and levels of expertise.
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PGUS Scores

The ratings in the Likert scales were used to calculate 175 usability scores, one
for each respondent. The distribution of these scores goes from a minimum of 28
to a maximum of 100, with the first quartile being 59, and the third quartile being
74. More importantly, the median PGUS score is 67. Figure 5 shows the density
of the scores, highlighting the median. Subsequently, we analyzed scores to find
correlations with the demographic characteristics of respondents. Using the non-
parametric Kruskal-Wallis rank sum test (Sprent and Smeeton 2007), no significant
difference was detected between scores by males and females.

The age of respondents has a small effect on the variance of the PGUS scores. The
Kruskal-Wallis test detects significant differences among the age groups (chi-squared
17.8 on 6 degrees of freedom, with p < 0.01). Treating age groups and PGUS scores
as ordinal variables, aweak inverse correlation can be observed, indicating that young
users tend to find the system more usable than older users (Spearman’s ρ = −0.25,
with p < 0.01). No other significant correlations were identified between PGUS
scores and the self-assessed level of expertise and hours of exposure to the tool.

PGUS Likert Ratings

After discussing the PGUS scores, which captures the overall perception of usability,
it is useful to consider the detailed Likert ratings to the 25 questions that are used
in the score calculation. Overall, the 175 respondents expressed 4,375 ratings on the
Likert scale. The counts of ratings for each question of the PGUS are displayed in
Fig. 6. The figure shows the sum of the PGUS scores only for each specific question,
with a distance from the mean expressed as a percentage. For example, question D4
(“The system increases my participation in the project”) obtains score 462, slightly
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Fig. 6 PGUS scores grouped by questions (N= 175). The colors highlight the mean score for each
question (white-green scale), the distance of each question from the mean (red-green scale), and
the number of ratings (white-blue scale). The mean of the scores is 462.2

Fig. 7 PGUS scores grouped by themes (N = 175). Mean group score: 2311.2

below average (−0.1%), while E3 (“The maps are easy to understand”) received a
total score of 523, (13.1% higher than average).

The most positive answers were obtained by questions B2 and D5 (“It is easy to
zoom in and out on the map” and “I would recommend this system to others.”). By
contrast, respondents rated questions D3 and E5 (“I can complete tasks that would
be impossible without the system.” and “When I have a problem, somebody can help
me.”) as the most negative. As is possible to see in Fig. 6, the respondents expressed
predominantly positive ratings (agree or strongly agree) on 19 out of 25 questions
(76%), indicating a generally positive perception of the usability of SeaSketch.

The questions are grouped in five themes. Figure 7 illustrates the same scores of
Fig. 6, but grouped by themes. In addition, the figure aggregates the ratings into three
groups (negative, neutral, and positive), showing percentages of the respondents. For
example, 62.3% of respondents gave a positive opinion about questions in the theme
effectiveness. By analysing the distance from the mean, expressed as a percentage,
we note that spatial interface is above average (3.9%), while the theme learnability
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is below average (−4.2%). Based on these considerations, it is possible to state that
the variation across questions and groups is contained between −12.2% and 15.1%,
without showing any extreme variation. The variation is even lower when observing
the five themes, ranging from −4.2% to 3.9%. As suggested by Brooke (2013),
uniformity of ratings is a further indicator of the soundness of the questionnaire.

Limitations

This exploration of SeaSketch with PGUS was useful to the development team,
revealing different facets of the usability of the tool. However, this initial version
of the questionnaire has important limitations that should be borne in mind. This
questionnaire should be analyzed in terms of validity (the measurement is accurate)
and reliability (the measurement is consistent). Usability judgments are subjective
by definition, as opposed to performance metrics that can be assessed more objective
(e.g., execution time of a task). As a result, the validity of PGUS is a complex issue,
andwe assessed itwith a qualitative content validity assessment, based on discussions
with a sample of participants from the SeaSketch community to ensure the relevance
and the clarity of questions. As we did not have access to a PGIS that is well-
known for poor usability, we could not assess validity with comparative methods.
To assess PGUS reliability, we have observed good internal consistency. Repeating
the assessment over time on different platforms is the ideal way further ensuring
reliability. For both validity and reliability, we hope that the research community
will use PGUS in diverse contexts and share the results, generating insights and
possible improvements that are hard to identify within a single PGIS project.

The meaning of the PGUS score is at the moment only interpretable in relative
terms, for example stating how the judgment of two users differ andwhether a facet is
perceived as more or less usable than another one. Even in well-established surveys
like SUS, it is not trivial to translate the 0–100 scores into meaningful adjectives,
such as “poor” and “excellent,” establishing general guidelines, e.g., scores lower
than 50 indicate unacceptable usability (Bangor et al. 2008). Applying PGUS to other
systems appears necessary to gather more knowledge and ascertain typical scores
for practitioners.

While PGUS aims at being broadly applicable to any PGUS, some questions are
likely to be more relevant than others to specific problems. For example, “I can
create new content easily” might not apply to visualization-only tools. In this sense,
there is a tension between the advantages of a standardized questionnaire and ad-hoc
solutions that will better fit the specificities of a project. Other limitations concern
the thematic and semantic scope of PGUS. Some questions are about the content
of the platform, rather than just about the user interface (“the maps are easy to
understand”). For example, users might create poor quality spatial content on a very
usable platform, and vice-versa. More conceptual separation between these aspects
would be beneficial. Similarly, the questionnaire includes aspects of usability (e.g.,
B3) and user experience (e.g., E5). In future versions, it might be beneficial to group
those aspects more clearly.
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7 Conclusion

PGIS is an important application area for GIS and spatial technologies, with specific
challenges and user needs. Despite the remarkable advances in usability in general,
it can be argued that PGIS usability research has provided limited insights to devel-
opers. In this paper, we have argued that the lean approach to usability is particularly
suitable for PGIS, and we have started to outline a set of techniques to embed it into
an existing platform. As a case study, we focused on SeaSketch, a web platform for
participatorymarine spatial planning, currently adopted in numerous projects around
the world.

To support usability in PGIS, we proposed to combine heuristic usability evalua-
tions, user feedback buttons, intercept surveys, email surveys, and implicit feedback.
These techniques provide multi-modal, flexible probes to collect opinions, with the
purpose of identifying usability issues. We expect the deployment of this ensemble
of lean techniques in SeaSketch to rapidly uncover usability issues, leading towards
the development of comprehensive PGIS usability guidelines, updated to the current
technological landscape.

As a first step towards this framework, we designed the Participatory GIS Usabil-
ity Scale (PGUS), providing a simple and inexpensive mechanism to measure the
perceived usability of a PGIS. The PGUS was designed in collaboration with the
SeaSketch community, starting from Brooke’s SUS, a widely used usability ques-
tionnaire (Brooke 2013). This questionnaire contains 25 questions, and quantifies
the perceived usability of a system on a scale between 0 and 100. The PGUS was
disseminated to the SeaSketch user base, obtaining 175 complete responses. The
analysis of the results highlights the perceived strengths and weaknesses of the tool,
providing useful indications to the developers.

This article covers the first version of the PGUS, which provides a useful starting
point for PGIS practitioners. However, more research and evaluations are needed to
further refine the questionnaire, assessing its validity and reliability across different
PGIS communities. For example, formal validations of the PGUS can be obtained
by measuring correlations with more established questionnaires (Hornbæk 2006), as
well as comparing the scores of systems that have known excellent and poor usability.

Of the many challenges in PGIS usability, better information sharing mechanisms
and the personalization of the interface for users from different backgrounds are of
particular interest (Ballatore and Bertolotto 2015). Moreover, PGIS usability cannot
ignore recent trends in web design, such as responsive design and the mobile-first
strategy, as they are likely to have a broad impact in the near future of PGIS. Under-
standing what works and what does not on tablets and smartphones is paramount in
the current technical landscape (Nielsen and Budiu 2013). Notably, touch interfaces
constitute growing and under-explored media to lower the barriers to participatory
spatial systems (Haklay 2010).

Because of its civil and political importance, the future PGIS deserves not only
usability evaluation for the sake of efficiency and effectiveness, but better user expe-
rience from social and affective viewpoints, reducing the need for skilled facilitators
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(the “GIS chauffeurs”) that are still playing a major role in many projects. The
limited empirical evidence and insights that we possess invites further research for
GIScientists, software developers, social scientists, and planners to study usability
in PGIS. Although usability itself cannot overcome deep social and institutional bar-
riers to participation, more usable tools are essential to maximize the inclusiveness,
accessibility, and ultimately the likelihood of success of participatory projects.
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Future Occupational Profiles
in Earth Observation
and Geoinformation—Scenarios
Resulting from Changing Workflows
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Abstract Technological advances require continuous efforts to keep existing cur-
ricula up-to-date and graduates employable in the Earth observation (EO) and geoin-
formation (GI) sectors. The increasing availability of space/geospatial data and the
maturity of technology induce disruptive changes to workflows in the EO/GI sector
that suggest the development of training programmes and academic courses for re-
skilling of workforce and training new user groups. The target in the EO domain in
this respect is to facilitate the ‘user uptake’ of the space infrastructure. User uptake
requires knowledge of theworkforce demand on themarket aswell as a skills strategy
that takes potential emerging and disruptive changes in the sector into account. In the
present contribution we build upon a study of demand for current workforce on the
EO/GI market and occupational profiles that require priority when developing train-
ing programmes and curricula. Reflections on the findings of that study highlight the
need to illustrate expected changes of workflows, i.e. the sequence of tasks executed
by employeeswith a certain occupational profile, for an improved basis of discussion.
Therefore, we present a methodology to first, acquire current occupational profiles
and second, to illustrate sector developments by mapping the developments on tasks
of the workflow. This methodology is demonstrated for the profile of remote sensing
specialists. The illustration of changing tasks suggests scenarios for future workforce
and questions and directions for the development of a sector skills strategy.
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1 Introduction

The geoinformation (GI) and in particular the Earth observation (EO) sectors are
currently experiencing disruptive changes because technological developments are
mature enough to enable automation and policies strongly support digitization
paradigm. The developments are widely discussed in literature (Chen et al. 2016;
Li et al. 2016; O’Sullivan et al. 2018; Sudmanns et al. 2018). What requires fur-
ther discussion is the effects of these developments on current workflows, whereby a
workflow is the sequence of tasks executed by employees with a certain occupational
profile (with occupational profile or job profile we refer to the knowledge, skills and
competencies required for fulfilling tasks related to a specified job).

The need to identify future occupational profiles that support user uptake and
the development of training programmes and curricula for such profiles has been
identified in preparation of the EO4GEOproject. ‘EO4GEO—Towards an innovative
strategy for skills development and capacity building in the space geo-information
sector supporting Copernicus User Uptake’, is an Erasmus + Sector Skills Alliance
project with 26 partners from the public and private sectors and academia from
13 European Union member states (http://www.eo4geo.eu). The project started in
January 2018 and has a run time of four years. Current work tasks in the project
concern the analysis of supply and demand of workforce on the EO/GI market, the
development of an integrated EO/GI Body of Knowledge and the conception of an
innovative strategy for skills development and capacity building.

As expressed in the project name, EO4GEO aims at developing a joint strategy for
the EO and the GI sectors. In the past the EO and GI sectors were mostly understood
to operate in parallel. However, the development of information products for the
variety of application areas of space and geospatial data requires an integration of
data created in both of the sectors. The authors claim that at the core of both sectors
is an understanding for the nature of spatial data and technology and how they can
be exploited in products and services. Visions of the future foresee a full integration
of EO and GI data in spatial data infrastructures (Lang et al. 2018). The purpose of
updating geospatial data may be regarded as one of the constant future requirements,
irrespective of the specific application context, the pace (regular update intervals or
quasi-continuous), and processing platform (cloud-based or even on-board).

The 2017 call for proposals for the Erasmus+ programme of the European Com-
mission (EC) requested a skill strategy for the space geospatial sector. This request
is connected to activities of the Copernicus programme—the joint Earth observation
(EO) programme by the EC and the European Space Agency (ESA). Therefore, it
is timely to jointly consider the EO and GI sectors when developing a skill strategy
with the objective of user uptake.

In preparation of the sector skill strategy, EO4GEO analyses the supply and
demand for skills, knowledge and competencies of the (current) workforce. The
gap between supply (i.e. existing training programmes and courses on various edu-
cational levels) and demand is supposed to steer the design of training programmes
and curricula as well as training content for future workforce. The insights gained

http://www.eo4geo.eu
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in the study for assessing demand for workforce mostly depict which skills and
occupational profiles currently are required on the EO/GI market. Given the implicit
challenge of curriculum development to prepare students/trainees for the future, the
present contribution suggests an extension of the previous findingswith an analysis of
changing workflows. Specifically, we visualize expected changes due to data-driven
and technological advances on the existing occupational profile of a remote sensing
specialist.

To realize the objective of depicting future occupational profiles, this contribu-
tion builds on principles of technology forecasts to provide an improved basis of
discussion for the future development of an EO/GI sector skill strategy (Committee
on Forecasting Future Disruptive Technologies 2010). An intuitive method based
on expert knowledge is applied for forecasting changes in the sector that affect
workforce demands. The Committee on Forecasting Future Disruptive Technologies
(2010) differentiates three actions of technology forecasts: (1) definition of forecast
objectives, (2) data gathering and analysis, (3) result interpretation.

The objective of the targeted forecast is the depiction of the impact of technolog-
ical advances on duties and tasks of occupational profiles in the sector. For framing
the discussion in this contribution, the profile of a remote sensing (RS) specialist is
selected. Data gathering and analysis builds on the one hand on the design of a cur-
riculummethod (DACUM) (Norton 1997) and on the other hand on the identification
of developments and trends that will impact the work of remote sensing specialists.
Result interpretation focuses on the identification of directions of developments and
questions for strategy development. The time frameof the targeted forecast ismedium
term, i.e. envisaged changes within five to ten years. As this contribution is based on
a forecast of changes, we are aware that the discussion relates to one possible vision
of the future.

In Sect. 2, the findings of the study on skills demand of workforce are summa-
rized and critically reflected. Section 3 introduces the design a curriculum method
(DACUM) that leads to the specific outline of duties and tasks of remote sensing spe-
cialists as a (current) occupational profile. In preparation of the suggested workflow
analysis with particular focus on this profile, Sect. 4 presents disruptive changes on
the EO sector. Section 5 discusses changes of the remote sensing workflow that are
introduced by the technological developments presented in Sect. 4. The questions
that arise from the analysis of a changing workflow for the development of a sector
skill strategy are discussed in Sect. 6.

2 EO4GEO Analysis of Demand for EO/GI Skills

Information about required knowledge, skills and competencies to satisfy occupa-
tional profiles are a key for training the future workforce (Cedefop 2013). The Euro-
pean Centre for the Development of Vocational Training (Cedefop) provides the
following definitions of knowledge, skills and competence:
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• Knowledge: “Outcome of assimilation through learning. Knowledge is the body
of facts, principles, theories and practices related to a field of study or work”
(Cedefop 2014, p. 147).

• Skills: “Ability to apply knowledge and use know-how to complete tasks and solve
problems” (Cedefop 2014, p. 227).

• Competence: “Ability to use knowledge, skills and personal, social and/ormethod-
ological abilities, in work or study situations and in professional and personal
development” (Cedefop 2014, p. 47).

The analysis of the current demand for EO/GI occupational profiles in the
EO4GEO project consisted of several components: an online survey, semi-structured
interviews and a workshop for discussing preliminary findings with market repre-
sentatives (Aguilar Moreno et al. 2018; Hofer et al. 2018).

The starting point for the analysis was the online survey, which can be consid-
ered a follow-up survey to the GI-focused survey in the GI-N2K project (Wallentin
et al. 2015). The main aim of the survey was to acquire descriptions of occupa-
tional profiles that are currently in high demand on the EO/GI market and allow
deriving priority occupational profiles for the subsequent development of training
programmes. For the specification of these occupational profiles, sets of skills were
presented to the respondents. These sets of skills resemble knowledge areas of the
GIS&T Body of Knowledge (BoK) and cover: space/geospatial data, data capture
and management, analytical methods, programming and development, computing
resources and platforms, visualization and cartography, organizational and institu-
tional issues, EO/GI and society. The respondents were presented with a series of
examples of elements for each skill set (e.g., extraction, transformation and loading
of EO/GI data and orthorectification and mosaicking of EO data were two of 14
examples of the space/geospatial skill set); they then provided an overall rating of
each skill set between 1 (not relevant) and 6 (extremely relevant).

In the time between April and July 2018, 175 responses to the online survey
were collected mostly from across Europe.1 The set of skills that stands out across
the specified profiles is space/geospatial data skills (Fig. 1). The four sets of skills
that follow the data skills (visualization and cartography, analytical methods, pro-
gramming and development, data capture and management) seem nearly equally
important. The last three sets of skills (EO/GI and society, computational resources
and platforms and organizational and institutional aspects) are the ones rated least
important. This aggregated picture of the skill ratings was differentiated by organi-
zation type and provided an indication that different types of organizations require
employees with different skills: programming and development was the most impor-
tant skill set in occupational profiles described as important in large companies; in
contrast, for public organizations there was little divergence from the overall average
presented in Fig. 1. In the education and vocational training context, the skill set

1The geographical distribution of collected responses is available here (January 2019): https://
public.tableau.com/views/EO4GEO_Demand_Survey_Part1_Overview_FA/MapDashboard?:
embed=y&:display_count=yes&publish=yes.

https://public.tableau.com/views/EO4GEO_Demand_Survey_Part1_Overview_FA/MapDashboard%3f:embed%3dy%26:display_count%3dyes%26publish%3dyes
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Fig. 1 The overall relevance of the EO/GI sets of skills, ordered by mean relevance rating (mean
indicated by vertical black lines)

analysis methods was rated more important, but still ranks behind data skills (details
in Hofer et al. 2018).

The 175 occupational profiles collected in the survey are heterogeneous regarding
the ratings of sets of skills for specific occupational profiles. Examples of skill set
ratings of the profile of a GIS developer on Master level are shown in Fig. 2.

There is little agreement on the importance of skill sets in profiles with the same or
similar name, which means that general labels likeGIS&T specialist or RS specialist
subsume occupational profiles with different emphasis.

Based on the overall ratings of skills sets and on the overlap between described
occupational profiles, three occupational profileswere identified as an outcome of the
survey: EO/GI developer, EO/GI data analyst and EO/GI project manager (Hofer
et al. 2018).

In contrast to the specific skills requested, there seems to be agreement on the
training level for occupational profiles in the EO/GI market: virtually all requested
profiles are on a master level (52%) or PhD level (34%). Only three profiles have
been described for people who are high school graduates or went through vocational
training. These figures correspond to the characterization of current workforce in the
survey that indicates that 85% have a master or Ph.D. degree themselves.

The semi-structured interviewswith 30market representatives of theEO/GI sector
confirmed that the specific relevance of specific skills, knowledge and competencies
for an occupational profile depends on factors like the type and size of organisa-
tions, the business processes and the specific tasks of an individual. A general point
mentioned in the interviews was that with the rise of new technologies the organi-
zation of work changes as well as the flexibility and fragmentation of activities and
workflows. Furthermore, a shift from classical remote sensing skills towards pro-
gramming, cloud computing, harvesting, and understanding computing systems was
mentioned.

The results of the demand analysis need to be critically reflected:
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Fig. 2 Four specific skill set ratings of distinct respondents of the survey; despite the difference in
the ratings all of them were attribute to the profile of a GIS developer

• The results of the demand analysis represent current demand on the market and
include little anticipation of the future demand in response to changing workflows.

• The specification of occupational profiles based on skill sets used in the survey
might exclude competencies that are required in a daily work context.

• Respondents were mostly from the EO/GI sector: the responses tend to reflect
the opinions of representatives who are active in the field. Thus, a more ‘tradi-
tional’ view on the matter is created than potential newcomers (so-called new-
space entrants or non-space industries) may have. While also spin-off companies
and start-ups are included in the group of recipients of the survey, the number of
unconventional views from outside the remote sensing community is limited.

Given the findings of the demand analysis, we observed that it is not enough to
focus on what is currently requested on the marked as there is a tendency to request
profiles that resemble the existing ones. Future user uptake might be facilitated by
vocational training programmes and certificates that are seemingly not currently
requested on the market. These observations are translated into a workflow oriented
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analysis of future occupational profiles that has the potential to better differentiate
requested profiles.

3 Current Workflow of Remote Sensing Specialists

For the provisionof amore detailed basis of discussionof future occupational profiles,
we specifically focus on the forecasting of changes of the profile of a remote sensing
(RS) specialist. This section reports on the characterisation of a current RS specialist
profile and the workflow associated with this profile.

We followed the ‘developing a curriculum’ (DACUM) method for the identifica-
tion of duties and tasks of a RS specialist (Collum 1999; Norton 1997; Tippelt and
Edelmann 2007). DACUM has been designed in the 1960s in Canada for achieving
a job-oriented education (Kunz 2015). The aim of DACUM is to analyse a job and
to derive duties and tasks as well as required technical skills and personal traits in
recurring discussion rounds. The discussions involve experts in the field who reach
consensus on the job profile during the discussion process. The selection of experts
for the DACUMdiscussions is thereby essential for the quality of the outcome. There
are a series of examples of DACUM profiles of the GI and EO sectors (http://www.
geotechcenter.org/gtcm-dacum.html) aswell as ameta-analysis of developed profiles
in the GI sector (Johnson 2010).

Although the method name refers to curriculum development, the foundation of
this method is the analysis of tasks and duties associated with a specific job profile.
Taking tasks and duties of a workflow as a starting point assures that the subsequently
derived content of curricula fulfils the job-related requirements.

For the purpose of this contribution, we applied a slightly downgraded variation
of the DACUM method: we brought together four remote sensing specialists of the
Department of Geoinformatics for a half-day DACUM workshop. The number of
four experts is a little lower than the suggested 6–12 experts (Tippelt and Edelmann
2007). The four invited experts cover a variety of different focus areas in remote
sensing and work on service provision rather than research tasks despite the fact that
they are employed at a university department. The focus in our DACUM workshop
was on duties and tasks; complementary information on personal characteristics,
software skills etc. was not discussed in detail. As each of the experts is responsible
for the whole workflow in their area of expertise, the resulting profile is universal
in terms of the tasks that the RS specialist has to perform. There are some specific
properties of the occupational profile under discussion: communication is seen as a
separate duty, which gives importance to competencies in this part of the work. Also,
data do not only include EO satellite data, but also LiDAR data and other geospatial
datasets that are created or used as part of the workflow.

Profiles created by different groups of experts might differ from the one created in
this specific workshop; however, the applied DACUMmethod is supposed to provide
sufficient insight in the work of an RS specialist to support the illustration of changes
of tasks and duties in the remaining sections of this paper.

http://www.geotechcenter.org/gtcm-dacum.html
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The chart in Fig. 3 shows the duties and tasks of a remote sensing specialist
together with a categorization of the tasks according to the prevailing skills or com-
petencies required for the tasks. The rating of skills has again been performed by
experts and differentiates three categories: tasks requiring transversal skills, technical
skills or competencies in the EO domain, whereby competencies are the combined
use of knowledge and skills for tasks together with personal and social abilities
and also include experience (Cedefop 2014). For tasks requiring technical skills the
experts assumed that standardized procedures or guidelines on how to perform tasks
exist or algorithms are in place to support the specialists. For example, the task of
geometric correction, which is here classified as task requiring technical skill, might
require competencies if there are no routines available for the correction. The catego-
rization of tasks gives an indication ofwhich tasks can be assigned to less experienced
workers and which tasks certainly require a high skill level and experience in the RS
domain.

4 Technology Trends in the Earth Observation Sector

The collection of imagery from satellites or other sensor systems has the aim to pro-
duce space-time information and knowledge for decision making (Lang et al. 2018).
We argue that the ways in which imagery is collected and exploited is undergoing
disruptive changes at the moment. The disruptive nature of changes is due to the
interplay and maturity of developments like cloud infrastructures and big EO data
(Chen et al. 2016; Lang et al. 2018; Li et al. 2016; O’Sullivan et al. 2018). This
section summarizes the main changes of the EO sector that impact the work of EO
specialists.

The value chain of the EO sector, covering upstream, midstream and downstream
services, has constantly been evolving (Fig. 4). Both the upstream sector, i.e. the
(space) infrastructure with its massive increase in EO sensors/satellites, and the mid-
stream/downstream sector, i.e. the ground segment plus value-added services, experi-
ence significant changes. Space infrastructure is gradually growing, comprising huge,
multi-national missions like the Sentinel satellites family, and commercial satellites
with increasing spatial resolution, acquisition frequencies, continuous imaging, as
well as micro satellites for near-individual, or solitary use.

The ground segment comprising the data storage and access facilities, faces dis-
ruptive changes in the way data storing and access is organised, in particular for
Sentinel data which is supposed to be full, free and open, and thus increasingly
offered as a platform-as-a-service (PaaS). Big EO data or big Earth data (Guo 2017)
entails data provision in streams instead of single scenes and an organization of data
in data cubes (Sudmanns et al. 2018). The new paradigm of big EO data (“bring
the users to the data”), entails the provision of analysis-ready data (ARD) in cen-
tral data infrastructures, and an increase in cloud-based processing and information
extraction (Information as a Service, INFOaaS). Concerning image analysis tech-
niques, standardized approaches are sought including machine learning techniques
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Fig. 4 Evolution of space infrastructure, middleware and product development in the EO sector,
based on an illustration of the European EarthObservation Economy (European Commission 2016),
modified

like convolutional neural networks (CNN) or automated knowledge-based classifica-
tion strategies (Lang et al. 2018; Sudmanns et al. 2018). The various implementations
of the Copernicus DIAS (Data and Information Access Service), are examples that
integrate midstream and downstream services to some degree.

The value-adding industry (‘downstream sector’) is supposed to benefit enor-
mously from the given data and service infrastructure. These technical achievements
need to be ultimately translated into users’ speak, i.e. the language and established
workflows of users and customers, including the non-EO industry, to understand and
recognize technical achievements as related to the challenges they typically face.

The current changes in the EO sector are considered disruptive in the convergence
of technological advances (Lang et al. 2018) that occur in each of its components,
from data acquisition, access and storage, to image pre-processing and analysis.
In addition, a strong integration of EO and GI data in spatial data infrastructures
is expected (Lang et al. 2018). This leads to a rapidly growing penetration rate
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of automation (automated processes) at all critical elements of the remote sensing
workflow, affecting the level anddegree of human-machine interaction.The increased
automation of the image analysis workflows has consequences for the required skills
and the profiles of specialists and users.

In the following chart (Fig. 5) we indicate which tasks of the RS specialist profile
are affected by the technological trends defined above:

• the increased use of platforms for data storage (PaaS),
• the availability of analysis ready data (ARD),
• the increased use of platforms for image pre-processing and analysis (INFOaaS),
• the automation of image analysis and the production of scene classification maps
(SCM).

The time frame of the forecast is 5–10 years, which means that we expect ARD,
PaaS and INFOaaS to have passed their current state of development and to have
become part of everyday work of RS specialists.

In this analysis, there is no separate consideration of general developments in the
cloud infrastructure that affect also learning and training provision like massive open
online courses (MOOCs) or reorganization of the work environment for tasks like
collecting user feedback. The analysis specifically focuses on the developments in
the EO domain.

For the purpose of this analysis it is assumed that no concerns regarding data
security in cloud infrastructures affect the work of the RS specialist. The use of
cloud infrastructure can certainly be an issue in some contexts that require security
of data. In these cases, the tasks related to the management of the infrastructure
cannot be externalised to the provider of the cloud, but remain as task of the RS
specialist.

The changes of data handling and EO technology may impact tasks such as dis-
cussed in the following exemplary scenarios:

• Tasks affected by PaaS change the execution of the tasks to be based on the
interaction with the platform. E.g. there is no need to download Sentinel data,
but they can be accessed in an online platform; a further extreme is on-board
processing in the space infrastructure itself.

• ARDmake tasks obsolete as the data ideally do not require further pre-processing.
E.g. radiometric correctiondoes not need tobeperformedby theRSspecialist using
the data as this operation has been performed during the preparation of ARD.

• The use of INFOaaS still requires a specialist to operate the tasks, but they are
performed in an online environment and with workflows implemented on the
platforms.E.g. the creation of classification schemes or applying a standard scheme
is an operation supported by the platform that provides the data and no separate
software package and desktop tool is required for this operation.

• The automation of image analysis and related operations reduces the resources
required for these tasks by the specialists—under the assumption that the tasks are
perfectly automated. E.g. image classification relies on standardized approaches
that do not require the RS specialist to develop image classification procedures
from scratch for every new scene.
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5 Scenarios for Future Occupational Profiles

The question that remains to be answered is how the profile of a RS specialist evolves
due to the technological advances and the high degree of automation. Figure 6 shows
the combination of the two previous figures concerning skills and competencies of
RS specialists and the impacted tasks. It can be observed that most tasks that require
technical skills are affected by the identified technological advances. Tasks requiring
transversal skills remainunaffectedby technological developments in theEOdomain.
Out of 25 tasks that require competencies and experience with EO project, at least 10
are affected by the developments of the domain; some of the tasks might disappear
from the profile or become redundant whereas for others online platforms provide
the new working environments.

One of the objectives of the EO4GEO project is to derive vocational training
and education (VET) programmes that foster user uptake in newly established EO
service provider businesses. VET programmes lead to graduates who are equipped
with strong technical and transversal skills. Tasks requiring technical skills that can
be assigned to less trained workforce are the ones that are likely to be most affected
by the technological developments. The question arising from this observation is
how VET programmes can be designed to be ‘future ready’.

The second observation that the illustration supports, is,which high level taskswill
experience change and therefore might indicate the necessity of retraining RS spe-
cialists. PaaS and INFOaaS are strongly promoted and need to be accompanied with
training measures. As the development or extension of (existing) training material is
part of the EO4GEO project, the change in working environment for accomplishing
EO related tasks will have to be addressed.

Figure 7 illustrates, which tasks are expected to be replaced by automated execu-
tion or the availability of ARD; these tasks would no longer have to be performed by
the RS specialist using today’s tools and procedures. We speak of tasks that are can-
celled from the occupational profile of the RS specialist. Cancelling tasks from the
profile means that the tasks are automated and require less skills, competencies and
resources for their execution; it does not mean that these operations are not required
anymore. The question arising from this illustration is how to fill the created gaps in
the occupational profile.

6 Discussion and Conclusions

In this contribution we illustrated the impact of developments in the EO sector on a
specific profile of a RS specialist. The approach is expert based and constitutes an
intuitive forecastingmethod (Committee on Forecasting FutureDisruptive Technolo-
gies 2010). The resulting illustrations are subject to uncertainties that are inherent to
forecasts. Nevertheless, the illustrations support ongoing discussions in the EO4GEO
project on the required training and future occupational profiles in the EO/GI sector.
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Based on the observations outlined in the previous sections, we conclude for the
specific profile we analysed:

• The occupational profile of RS specialists will change considerably in the midterm
due to developments in the sector.

• The developments may lead to an elimination of some of the tasks that mostly
require technical skills from the tasks of an RS specialist. This change suggests
that the number of tasks is streamlined and that there is room for filling the gaps
with new tasks.

• Workforce with high skill levels and strong competencies in the field will remain
essential in the sector.

• Transversal skills related to communication and project management, as well as
problem solving, creativity, team work, motivation for retraining etc. as required
as part of competencies in the field, will remain important or even increase in
importance.

One of the possible scenarios for the future profile of RS specialists is that they
focus their work on the development and improvement of platforms, automation
routines, preparation of analysis ready data etc. Such profiles will be required (as
they are required at the moment as well) and constitute a merged profile of a RS
specialist and RS developer. Due to the centralization of efforts, the number of
required workforce is expected to be rather small.

Automation and online work environments are expected to reduce the amount
of resources required for image analysis and EO service development. There are
different scenarios possible to complement the reduced profile:

• One scenario is the expansion of competencies towards application domains and
a strengthened exchange with end users.

• Another possible complement is the stronger consideration of entrepreneurial
aspects of RS product development.

• A third possible scenario is the focus on new methodologies for the development
of value added products, which suggests the exploitation of an even stronger inte-
gration of the EO and GI sectors.

The listed possibilities to complement tasks of current RS specialist all point to
a more interdisciplinary profile. Workforce with interdisciplinary competencies and
solid transversal skills can be expected to steer the uptake of the EO sector in the
future.

Regarding the development of new VET programmes for the sector, the present
analysis cannot foresee which tasks might be assigned to the workforce with the
respective training. This depends on the particular scenario that evolves and the
tasks at suitable skill and competency levels that will then be added to the profile.

Partners of the EO4GEO project currently work on the analysis of further pro-
files like EO application developer, business analyst, data provider or senior project
manager according to the methodology presented in this contribution. The expansion
of the analysis to additional profiles can provide deeper insights into the expected
transformation of the EO/GI sector. The results of the profile analysis are input for the
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development of an overarching sector skill strategy and the development of training
material for the future EO/GI workforce as foreseen in the project.
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