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Preface

IoTaaS is endorsed by the European Alliance for Innovation, a leading
community-based organization devoted to the advancement of innovation in the field of
ICT. The 4th International Conference on IoT as a Service (IoTaaS) aimed to contribute
to the discussion on the challenges posed by the Internet of Things (IoT). The IoTaaS
conference aims to bring together researchers and practitioners interested in IoT from
academia and industry. IoTaaS attendees present novel ideas, exchange points of view,
and foster collaborations. In 2018, the city of Xi’an, a famous historical and cultural
city of China, hosted IoTaaS 2018.

IoTaaS 2018 consisted of two technical tracks and three workshops: Networking
and Communications Technologies for 10T, IoT as a Service, International Workshop
on Edge Computing for 5G/IoT, International Workshop on Green Communications
for Internet of Things, and International Workshop on Space-Based Internet of Things.
IoTaaS has become one of the major events in these areas in the Asia-Pacific region. It
has been successful in encouraging interactions among participants, exchanging novel
ideas, and disseminating knowledge.

Following the great success of the past IoTaaS 2014-2017 events, loTaaS 2018
received more than 80 submitted papers, out of which 58 papers were selected for
presentation. The Technical Program Committee (TPC) did an outstanding job in
organizing a diverse technical program consisting of 12 symposia that covered a broad
range of research areas in IoT technologies. Under the excellent leadership of the TPC
co-chairs, Prof. Song Xiao and Prof. Yong Li, the TPC members handled the reviews
of papers, with more than three reviews per paper on average.

The technical program featured three outstanding keynote speakers, who presented
their vision of IoT in theory and practice: Prof. Yi-Bing Lin, Chiao Tung University
(NCTU), Taiwan; Prof. Der-Jiunn Deng, Changhua University of Education, China;
Prof. Pinyi Ren, Xi’an Jiaotong University, China.

We would like to thank the TPC co-chairs, TPC members, all the reviewers, the
workshop co-chairs, the Web chairs, the publication chair, the local chairs, and all the
members of the Organizing Committee, for their assistance and efforts to make the
conference succeed. The continuing sponsorship by EAI and Springer is gratefully
acknowledged. We also express our appreciation to the conference keynote speakers,
tutorial speakers, paper presenters, and authors.

February 2019 Bo Li



Conference Organization

Steering Committee

Imrich Chlamtac University of Trento, Italy

Organizing Committee

General Chair

Bo Li Northwestern Polytechnical University, China

General Co-chair

Chilian Chen China Electronics Technology Group Corporation (CETC),
China

TPC Chair and Co-chairs

Song Xiao Xidian University, China
Yong Li Tsinghua University, China

Sponsorship and Exhibit Chair

Xiaoya Zuo Northwestern Polytechnical University, China

Local Chair
Zhongjiang Yan Northwestern Polytechnical University, China

Workshops Chair
Yong Li Tsinghua University, China

Publicity and Social Media Chair

Hongwei Zhao Northwestern Polytechnical University, China

Publications Chair

Hui Yuan Shandong University, China

Web Chair
Mao Yang Northwestern Polytechnical University, China



VI Conference Organization

Technical Program Committee

Jinglun Shi
Jialiang Lu
Zhenyu Xiao
Xiang Chen
Shaohui Mei
Zhong Shen
Qinghe Du
Jianchao Du
Yong Niu
Yongqgiang Hei
Guifang Li
Zhengchuan Chen
Xiaoyan Pang
Yonggian Du
Mingwu Yao
He Guan

Min Zhu
Zhongjin Liu
Shimin Li
Rongfei Fan
Zhou Zhang
Xiaoya Zuo
Ruonan Zhang
Jie Zheng
Jingling Li
Yiming Liu

South China University of Technology, China

Shanghai Jiao Tong University, China

Beijing University of Aeronautics and Astronautics, China

Sun Yat-sen University, China

Northwestern Polytechnical University, China

Xidian University, China

Xi’an Jiaotong University, China

Xidian University, China

Beijing Jiaotong University, China

Xidian University, China

Northwestern Polytechnical University, China

Singapore University of Technology and Design, Singapore

Northwestern Polytechnical University, China

Northwestern Polytechnical University, China

Xidian University, China

Northwestern Polytechnical University, China

Xidian University, China

Coordination Center of China, China

Winona State University, USA

Beijing Institute of Technology, China

China Electronic System Engineering Company, China

Northwestern Polytechnical University, China

Northwestern Polytechnical University, China

Northwest University, China

China Academy of Space Technology, Xi’an, China

China Academy of Electronics and Information Technology,
China



Contents

IoT as a Service

FrameTalk: Human and Picture Frame Interaction Through

the IoT Technology. . . .. ... ... e
Wen-Shu Lai, Yi-Bing Lin, Chung-Yun Hsiao, Li-Kuan Chen,
Chao-Fan Wu, and Shu-Min Lin

Physiognomy in New Era: A Survey of Automatic Personality Prediction
Based on Facial Image. . .. ...... ... ... .. . ... .
Xu Jia, Weijian Tian, and Yangyu Fan

The Design and Implementation of Dive Maneuver. . . . ...............
Weihao Liang, Jianhua He, Lei Yang, Siqi Tao, and Libin Chen

Security Enhancement for IoT Video Streaming via Joint Network Coding
and Retransmission Design. . . ... ... .. ..
Pengxiang Qin, Pinyi Ren, Qinghe Du, and Li Sun

Actor-Critic for Multi-agent System with Variable Quantity of Agents. . . . ..
Guihong Wang and Jinglun Shi

Video Captioning Using Hierarchical LSTM and Text-Based
Sliding Window . . .. ... .
Huanhou Xiao and Jinglun Shi

Missing Data Imputation for Machine Learning ... ..................
Shaogian Wang, Bo Li, Mao Yang, and Zhongjiang Yan

Development of 3D Exhibition System for IoT-Oriented
Simulation Platform. . . ... ... .. ..
Wenjun Yang, Qinghe Du, Xinlei Xiong, Li Sun, and Pinyi Ren

An Extreme Learning Approach for Electronic Music Classification . ... ...
Jing Wang

Quality Assessment for Networked Video Streaming Based
on Deep Learning . . . . ... ...
Jinkun Guo and Shuai Wan



X Contents

Networking Technology for IoT

A Novel Next-Hop Selection Scheme Based on GPSR in VANETs. . . ... .. 101
Ruiyan Han, Jinglun Shi, Farhad Banoori, and Weigiang Shen

Learning-to-Rank Based Strategy for Caching in Wireless
Small Cell Networks . . . . . ..o e e 111
Chenxi Zhang, Pinyi Ren, and Qinghe Du

Multi-network Communication Gateway of IoT for Complex Environment. .. 120
Jinhong Li, Xiaoyan Pang, and Zhou Hu

An Integrated Architecture for [oT Malware Analysis and Detection . . . . . .. 127
Zhongjin Liu, Le Zhang, Qiuying Ni, Juntai Chen, Ru Wang, Ye Li,
and Yueying He

Ant Colony Optimization Based Delay-Sensitive Routing Protocol
in Vehicular Ad Hoc Networks. . . ... ... ... . 138
Zhihao Ding, Pinyi Ren, and Qinghe Du

Reinforcement Learning-Based Cooperative Spectrum Sensing . .. ........ 149
Wenli Ning, Xiaoyan Huang, Fan Wu, Supeng Leng, and Lixiang Ma

Path Planning Algorithm for UAV Sensing Data Collection Based
on the Efficacy Function . ... ... ... ... ... . .. ... ... .. .. .. ... 162
Siqi Tao, Jianhua He, Yiting Zhang, Wensheng Ji, and Libin Chen

A Distributed Algorithm for Constructing Underwater Strong

k-Barrier Coverage . .. ... ... ... 179
Weigiang Shen, Chuanlin Zhang, Jinglun Shi, Xiaona Zhang,
and Zhihong Wang

Constructing Underwater Weak k-Barrier Coverage. . .. ............... 195
Weiqgiang Shen, Chuanlin Zhang, Jinglun Shi, and Ruiyan Han

Multi-objective Heuristic Multicast Routing Algorithm in NDN .. ... ... .. 211
Xuming An, Yu Zhang, Yanxiang Chen, and Yadong Wang

Performance Evaluation of Dual Connectivity in Non-standalone
S5G IoT Networks . . ..o oo 215
Liangrong Zhao, Zhangdui Zhong, Yong Niu, and Hong Zhou

Multiple Access and Communication Technologies for IoT

Slot Assign Algorithm with Threshold Based on Irregular Repetition
Slotted ALOHA (IRSA). . . .. .. .. i 225
Huaicui Zheng, Changle Li, Ni Tian, and Jun Cheng



Contents XI

Joint Power and Splitting Factor Allocation Algorithms for Energy
Harvesting Enabled Hybrid Cellular Networks . ... .................. 232
Jianjun Yang, Zhiren Yao, Jie Hu, Longjiang Li, and Yuming Mao

Multi-cell Cooperative Transmission for the Next Generation
Millimeter-Wave WiFi Network . ... ... ... ... ... ... ... ... ..... 246
Biao Chen, Qi Yang, Bo Li, Mao Yang, and Zhongjiang Yan

Full Duplex Enabled Next Generation mmWave WiFi Network . .. ... .. .. 255
Yue Li, Ping Zhao, Bo Li, Mao Yang, and Zhongjiang Yan

ESR: Enhanced Spatial Reuse Mechanism for the Next Generation
WLAN - IEEE 802.11aX . . . . oottt e 265
Yuan Yan, Bo Li, Mao Yang, and Zhongjiang Yan

PSR: Probability Based Spatial Reuse Mechanism for the Next
Generation WLAN . . ... ... . e 275
Xuewei Cai, Bo Li, Mao Yang, and Zhongjiang Yan

Backoff HARQ for Contention-Based Transmission in 5G Uplink. . . ... ... 284
Xun Li, Zhangdui Zhong, Yong Niu, and Hong Zhou

A Flexible Iterative Log-MPA Detector for Uplink SCMA Systems . ...... 292
Xiaojing Shi, Pinyi Ren, and Dongyang Xu

Symmetry and Asymmetry Features for Human Detection . ... .......... 303
Xinchuan Fu and Shihai Shao

Workshop on Edge Computing for 5G/IoT

Space Group Targets Detecting and Resolving Algorithm via Ultra-low

Sidelobe Filtering . . . . ... ..o 315
Hongmeng Chen, Yaobing Lu, Jing Liu, Hanwei Sun, Jiahao Lin,
Xiaoli Yi, Hegiang Mu, and Zeyu Wang

An Energy Sequencing Based Partial Maximum Likelihood Detection
Method for Space-Frequency Joint Index Modulation System. . .......... 324
Xiaoke Niu, Xingle Feng, Kun Hua, Guobin Duan, and Shizhe Gao

Joint Energy-Efficient Optimization of Downlink and Uplink with eICIC

in HetNet. . . ... 333
Jie Zheng, Ling Gao, Dongxiao Zhu, Hai Wang, Qian Sun, Jinping Niu,
Xiaoya Li, and Jianfeng Yang

Multi-objective Optimization for IoT Devices Association
in Fog-Computing Based RAN. . . ... ... . .. . . . 340
Hua Shi, Yinbin Feng, Ronghua Luo, and Jie Zheng



XII Contents

A Proposed Language Model Based on LSTM . . .. .................. 348
Yumeng Zhang, Xuanmin Lu, Bei Quan, and Yuanyuan Wei

Impact of Timing Errors on the Performance of Double Iteration
Anti-jamming Technology in Physical Layer Security . . ... ............ 356
Qilin Li, Lijing Wang, and Zhijiong Cheng

Workshop on Green Communications for Internet of Things

Multi-frequency Large-Scale Channel Modeling and Green
Networking Design . . . .. ... ... 367
Zhenfeng Zhang, Daosen Zhai, Ruonan Zhang, and Jiaxin Wang

The Position Relationship for RSU Assisted Vehicular
Opportunistic Networks . . . . .. ... 376
Yixin He, Yi Jiang, and Song Pan

A Multi-channel Based Reader Anti-collision Protocol for Dense
RFID Environments. . . . . ... ... e e e 384
Yi Jiang, Wei Cheng, Yixin He, and Song Pan

UMa Large-Scale O2I Modeling and Base Station Number Optimization. ... 393
Yutong Wang, Daosen Zhai, Ruonan Zhang, Yi Jiang, and Qi Guo

Direction Based Charging in Rechargeable Wireless Sensor Network. . . . . .. 401
Sadia Batool, Fei Tong, Songyuan Li, and Shibo He

Energy-Efficiency Random Network Coding Scheduling Based
on Power Control in IoT Networks . . .. .......... ... ... ... ....... 409
Bin Li, Hong Jiang, and Chao Chen

Energy-Efficient Trajectory Optimization in UAV-Based Internet of Things
(IoT) Network with Delay Tolerance. . . .. ........ .. ... ........ 418
Bin Li, Xianzhen Guo, and Zhou Zhou

Robust Power Allocation for Cognitive Radio System in Underlay Mode. . . . 426
Rongfei Fan, Qi Gu, Xuming An, and Yu Zhang

An Asynchronous Schwarz-IC Cascade MUD Detection Algorithm
for Multiple Access Mobile Communication System . . ... ............. 431
Weiting Gao, Haifeng Zhu, Guobing Cheng, Fei Ma, and Weilun Liu

A Novel DAG Spectrum Sensing Algorithm with Reducing
Computational Complexity. . .. ... ...ttt 448
Weiting Gao, Fuwei Jiang, Fei Ma, and Weilun Liu



Contents XIII

Workshop on Space-Based Internet of Things

Robust Lossless Data Hiding Using Chaotic Sequence and Statistical
Quantity Histogram. . . ... ... ... 461
Xiaobo Li, Jianhua Zhang, and Quan Zhou

Gradable Cloud Detection in Four-Band Remote Sensing Images . ... ... .. 469
Shuwei Hou, Wenfang Sun, Baolong Guo, Xiaobo Li, and Huachao Xiao

A Novel Algorithm of Congestion Control Based on Satellite Switching . ... 477
Yi Zhang, Jingling Li, Jun Li, Tao Cui, Wei Liang, and Gong Li

A Load-Balanced and Heterogeneous Switch Path (LHSP) Algorithm
in Space Optical-Electrical Hybrid Switching System. . . ... ............ 487
Jingling Li, Yi Zhang, Wei Liang, Tao Cui, Jun Li, and Gong Li

Author Index . . ... ... ... . . . .. .. 497



IoT as a Service



q

Check for
updates

FrameTalk: Human and Picture Frame
Interaction Through the IoT Technology
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Abstract. The concept of frame plays a significant role in art design. However,
traditional picture frames do not allow interaction with human. To provide
another dimension of artwork demonstration of picture frames, we utilize the
Internet of Things (IoT) technology to create human and picture frame inter-
action. Specifically, an application-layer IoT device management platform called
IoTtalk is used to quickly establish connections and meaningful interactions
between IoT devices. The frame and human interaction is achieved by imple-
menting an output device of loTtalk called FrameTalk, which provides anima-
tion in a digital frame to be controlled by the input devices (typically a
smartphone). The FrameTalk device can be displayed in specific frame hardware
or the screen of any computing device. We describe the functional block dia-
gram of the FrameTalk device and its default applications. Then we show two
FrameTalk application examples. The first example is CalligraphyTalk that
allows the audience to interact with the frame to write the poems. The second
example is PortraitGuess that allows the audience to guess historical figures
through the frame.

Keywords: IoTtalk - Interactive visual design - Cyber physical interaction

1 Introduction

Picture frame has been used to demonstrate artworks since ancient times. The
importance of the frame was emphasized by a quote of American novelist Chuck
Palahniuk: “It’s funny how the beauty of art has so much more to do with the frame
than the artwork itself.” Famous Canadian director David Cronenberg used “frame” to
encourage the photographers: “That’s rule number one for a photographer, isn’t it? Fill
your frame?” Although the concept of frame plays a significant role in art design,
traditional picture frames do not allow interaction with human. In recent years, some
commercial digital frames can be controlled to display the static image through mobile
apps [1] or hand gestures [2]. Some can display dynamic graphics [3, 4]. To provide
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Published by Springer Nature Switzerland AG 2019. All Rights Reserved
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another dimension of artwork demonstration of picture frames, this paper utilizes the
Internet of Things (IoT) technology to create human and picture frame interaction.
Specifically, an application-layer IoT device management platform called IoTtalk [5-7]
is used to quickly establish connections and meaningful interactions between IoT
devices without concerning the lower-layer IoT protocols. Figure 1 illustrates the
simplified IoTtalk network architecture.

E 9
Device [ ireawireless | loTtalk |,_| ToTtalk

Internet Engine GUI

Output
Device

'y

Fig. 1. IoTtalk network architecture.

In this architecture, the IoT devices (Fig. 1(1) and (2)) are connected to the loTtalk
engine (Fig. 1(3)) in the Internet through wireline or wireless technologies. An IoT
device is called an input device if it is a group of sensors (such as color sensor and
temperature sensor) or controllers (such as switches and buttons). The input device
generates and sends data to the IoTtalk engine for processing (see path (1) — (3) in
Fig. 1). Similarly, an IoT device is called an output device if it is a group of actuators
(e.g., robot arm). The output device receives data from the IoTtalk engine (see path
(3) — (2) in Fig. 1) to drive its actuators. In IoTtalk, every IoT device is characterized
by its functionalities or “device features”. A device feature (DF) is a specific input or
output “capability” of the IoT device. For input devices such as a smartphone, the input
device features (IDFs) are sensors (e.g., the microphone, the Gyroscope, the GPS, and
the camera) or controllers (e.g., the keypad). For output devices such as an electric fan,
the output device features (ODFs) are actuators including motor rotation, motor speed
and so on. A network application defining the interaction between the IoT devices is
automatically generated and executed at the IoTtalk engine. When the values of the
IDFs are updated, an IoT device informs the network application to take some actions,
and the network application sends the result to the ODF of the same or another IoT
device to affect the actuators of that output device. With this view, the IoT devices
interact with each other through their device features. Details of IoTtalk operations can
be found in [5-7].

The frame and human interaction in IoTtalk is achieved by implementing an output
device called FrameTalk, which provides animation in a digital frame to be controlled
by the input devices. The FrameTalk device is cyber (an animation program) that can
be displayed in specific frame hardware or the screen of any computing device. This
paper is organized as follows. Section 2 describes the functional block diagram of the
FrameTalk device and its default applications. Sections 3 and 4 show two FrameTalk
applications and examples for interaction. Section 5 concludes our work with future
research directions.
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2 The FrameTalk Device

A FrameTalk device is implemented as a Java Processing program [8] with the
functional block diagram described as follows. The message handler (MsgHandler;
Fig. 2(1)) receives instructions from the IoTtalk engine through the ODFs of the
FrameTalk device. There are two default ODFs. The Mode ODF determines which
frame application to be displayed. A default application is Weather (Fig. 2(2)) to be
discussed later. Another default ODF Name-O receives the folder name that corre-
sponds to a painting file folder stored in the database (Fig. 2(3)).

A FrameTalk device is equipped with a QR code scanning mechanism (Fig. 2(4)).
When the device detects that a person may want to interact with the frame, a QR code
pops up at the right corner at the bottom of the frame display area (Fig. 2(5)). The
person uses a smartphone to scan the QR code to enter the webpage of the FrameTalk
application. In this way, the smartphone can interact with the frame through its browser
without installing any mobile app. We will elaborate more on the mobile app in Sect. 4.

[3 Painting Database

Engne @ sl ]

l 9 Display l

Fig. 2. Functional block diagram of a FrameTalk device.

Fig. 3. The frame automatically reflects the weather at this moment: (a) sunny with scattered
clouds, (b) rainy, (c) cloudy.

The default display mode is weather-painting, where the frame executes the
Weather module to automatically display a painting corresponding to the current
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weather condition [9]. For example, the frame displays “Impression, Sunrise” of Monet
when it is sunrise with scattered clouds outdoors (Fig. 3(a)). The frame shows “The
Umbrellas” by Renoir when it is raining (Fig. 3(b)), and shows “Autumn Landscape
with a Flock of Turkeys” by Millet when it is cloudy (Fig. 3(c)). These paintings are
stored in the database in Fig. 2(3). The weather information is provided by any input
device that can detect or predict the local weather condition. The weather conditions
can be O (clear sky), 1 (few clouds), 2 (scattered clouds), 3 (broken clouds), 4 (shower
rain), 5 (rain), 6 (thunderstorm), 7 (snow), and 8 (mist).

Besides the weather application, we can develop new applications as software
modules (Fig. 2(6)) to be integrated in the FrameTalk device. Switching among the
applications is controlled by the Mode ODF. We will describe the development of two
FrameTalk applications in the subsequent sections.

3 CalligraphyTalk: A Cyber Calligrapher that Talks

CalligraphyTalk is a FrameTalk application including the following input devices:
Weather, Intel-Cam and one or more smartphones. The output device is a FrameTalk
device called Calligrapher. IoTtalk implements interaction of these IoT devices by
configuring the connections in the GUI window (Fig. 1(4)). In this GUI, an input
device is represented by an icon placed at the left-hand side of the window (e.g., Fig. 4
(a), (c) and (e)), which consists of smaller icons that represent IDFs (e.g., Fig. 4(b),
(d) and (f)). Similarly, an output device is represented by an icon placed at the right-
hand side of the window (e.g., Fig. 4(g)), which includes ODF icons (e.g., Fig. 4(h)-
(1)). For the purpose of readability, if both an IDF and an ODF have the same name, the
GUI will append the IDF name with “-I” and the ODF name with “-O”. For example,
the configuration in Fig. 4 includes the Name-I IDF and the Name-O ODF. Figure 5
illustrates the functional block diagrams of the input and the output devices, and the
connections correspond to the configuration in Fig. 4.

Join 1

Join 2

Join 3

Fig. 4. The IoTtalk GUI for a CalligraphyTalk application.

Besides the weather-painting mode described in Sect. 2, CalligraphyTalk includes
the interactive-calligraphy mode. Switching between the two modes is determined by
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Intel-Cam (Fig. 4(a)). The hardware of Intel-Cam is an Intel RealSense Camera (model
F200 or SR300), which can detect human facial expressions. The detection functions
are provided by Intel RealSense SDK [10] as shown in the functional block diagram
(Fig. 5(1)). When N persons stand in front of the frame, their faces are detected, and the
Face IDF of Intel-Cam sends out the value N (the interactive-calligraphy mode). If no
face is detected, it outputs value O (the weather-painting mode). In the weather-painting
mode, the Weather input device (Fig. 4(c)) uses IP Geolocation API and
OpenWeatherMap API (Fig. 5(2)) [9] to obtain the real-time weather condition (clear
sky, raining and so on) of the frame’s location, and output the corresponding folder
name of the painting files through the Name-I IDF (Fig. 4(d)). The painting files are
stored in the calligraphy database (Fig. 5(4)).

e Weather

‘ IP Geolocation API ‘ o FrameTalk

S—
Calligraphy Database
Calligrapher App

o Intel-Cam ‘ OpenWeatherMap API ‘
Intel RealSense SDK T

‘ MsgHandler ‘
MsgHandler e

e MsgHandler
Smartphone ToTtalk
Gyroscope Display

Fig. 5. The functional block diagrams of the CalligraphyTalk application.

The interactive-calligraphy mode is implemented as a FrameTalk application
module (Fig. 2(6)), which allows the audiences to interact with the frame to write
poems with different speeds. Besides the default ODFs (Mode and Name-0), Callig-
rapher implements three ODFs including BGlevel (Fig. 4(j)), Speed (Fig. 4(k)) and
Pause (Fig. 4(1)). Through Join 1, the Mode ODF is connected to the Face IDF of Intel-
Cam to determine the display mode of Calligrapher. Through Join 2 the Name-O ODF
is connected to the Name-I IDF of Weather to decide the “weather condition”. The
usage of the folder name in the weather-painting mode is described in Sect. 2. In the
interactive-calligraphy mode, the folder name is used to determine the background
animation pattern. For example, the calligraphy background pattern for a sunny day is
shown in Fig. 6. The background pattern for a rainy day is shown in Fig. 7.

The BGlevel ODF gives the degree to emphasize the effect of the background
pattern. There are three levels (from O to 2) as illustrated in Figs. 6 and 7. In the
example in Fig. 4, the BGlevel ODF is connected to the Face IDF of Intel-Cam through
Join 1. Therefore, if more people stand in front of the frame, the background effect will
be more significant.

The Speed ODF (Fig. 4(k)) determines the writing speed of the poem. In our
example, the ODF is connected to the Gyroscope IDF of a smartphone through Join 3.
With the QR code scanning mechanism described in Sect. 2, the smartphone can
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connect the Gyroscope sensor to the FrameTalk applications without installing any
mobile app. Therefore, any person with arbitrary smartphone can enjoy the interaction
with CalligraphyTalk.

iy
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(a) BGlevel =0 (b) BGlevel =1 (c) BGlevel =2

Fig. 6. The BGlevel for a sunny day.
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Fig. 7. The BGlevel for a rainy day.

4 PotraitGuess: Guess Historical Figures

This section describes PotraitGuess, a FrameTalk application that uses a smartphone
(the input device) to interact with a digital painting frame (the output device) for
portrait guess [9]. Like CalligraphyTalk, PotraitGuess includes two interaction modes
with the painting frame: weather-painting and portrait-guess. The portrait-guess mode
allows an audience to play a portrait guess game with the picture frame through a
smartphone without installing any mobile app. This game has been used in the history
classes to guess the historical figures, which significantly attract attention of the stu-
dents. Figure 8(a) illustrates the frame hardware. We use Intel-Cam to detect if
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someone stands in front of the frame. If so, a QR code pops up to be scanned by a
smartphone to enter the portrait guess game webpage called PG-web (Fig. 8(b)). In our
design, only one smartphone can interact with the frame at a time. Therefore, after a
smartphone has scanned the QR code, other people cannot access the QR code any-
more to avoid interference of game playing.

When the person presses the “Play” button, the frame shows the first feature of a
portrait (Fig. 9(a)). Then the smartphone displays the message “Who am I?” and lists
five buttons labelled five names of historical figures to be chosen (Fig. 8(c)). If the
person presses a button with a wrong name, the smartphone shows the message
“Incorrect answer. Try again!” and the frame displays the next portrait feature (Fig. 9
(b)). When the person presses the button labelled with the correct name, the smartphone
shows the message “You get it” and the “Play Again” button (Fig. 8(d)). The frame
displays the remaining portrait features one by one (Fig. 9(b) — (c) — (d)), and stops
at the final (complete) portrait (Fig. 9(d)). The person presses “Play Again” button to
start a new game.

WHO AM 1?2

Please select a name

You get ! Tam
A

1929-1993

(@ ®) © (G

Fig. 8. (a) Entering the portrait-guess mode. (b)—(d) The smartphone portrait guess game
webpage.

/

23
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]
23

(a) (b) (c) (d)

Fig. 9. The painting feature displaying.

Figure 10 illustrates the connections of the input and the output devices, where the
corresponding functional block diagrams of the IoT devices are illustrated in Fig. 11.
The Weather input device (Fig. 10(a)) and the Intel-Cam input device (Fig. 10(c)) are
the same as those in Fig. 4. The portrait-guess mode is implemented as a FrameTalk
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application module (Fig. 11(2)). This module includes a painting database storing
several portrait folders, where each folder has one or more picture files (e.g., (a)—(d) in
Fig. 9). In Fig. 10(1), two default ODFs (Fig. 10(j) and (k)) are connected to Weather
and Intel-Cam through Joins 1 and 2 just like CalligraphyTalk. PortraitGuess has two
extra ODFs besides the default ODFs. The Forward ODF (Fig. 10(1)) triggers Por-
traitGuess to display the next picture in the portrait folder. The End ODF (Fig. 10(m))
triggers PortraitGuess to display all remaining pictures in the folder sequentially.

In the PotraitGuess application, the PotraitGuess webpage PG-web (Fig. 8(b)—(d))
is browsed by a smartphone. PG-web in the smartphone (Fig. 11(1)) implements three
IDFs including Name-I (Fig. 10(f)), Wrong (Fig. 10(g)) and Correct (Fig. 10(h)).
When the audience presses the “Play” button in Fig. 8(b), PG-web selects a portrait
name, and sends the name through the Name-I IDF to the Name-O ODF of Por-
traitGuess via Join 3 in Fig. 10. When Name-O receives the portrait name, the frame
shows the first feature of the corresponding portrait (Fig. 9(a)). Then PG-web displays
five name buttons. If the audience presses a button with a wrong name, the Wrong IDF
sends a signal to the Forward ODF via Join 4, and the frame displays the next portrait
feature. When the audience presses the correct name button, the Correct IDF sends a
signal to the End ODF via Join 5. Then the frame displays the remaining portrait
features one by one, and finally stops at the complete portrait.

o PortraitGuess

Name-O
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M Mode
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Fig. 10. The IoTtalk GUI for a PortraitGuess application.
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Fig. 11. The functional block diagrams of the PotraitGuess application.
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5 Conclusion

This paper designed and developed a frame and human interaction platform based on
an IoT service platform called IoTtalk. With digital frame hardware, we implemented
an IoT device called FrameTalk, which can be connected to an arbitrary smartphone to
perform frame art interaction without installing any mobile app. We used two examples
to demonstrate how to create FrameTalk applications. The first example is Calligra-
phyTalk that allows the audience to interact with the frame to write the poems. Based
on CalligraphyTalk, an artwork called “When the Cloud Rising” won a Finalists’
Award in Asia Digital Art Award FUKUOKA in 2018 [11]. The second example is
PortraitGuess that allows the audience to guess historical figures through the frame.
PortraitGuess was one of the 2017 FarEastone IoT Contest award recipients [12].
A demo for CalligraphyTalk can be found in [13].
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Abstract. At present, personality computing technology facilitates the under-
standing, prediction, and management of human behavior. With the increasing
importance of faces in personal daily assessments, establishing a relationship
between facial morphological features and personality traits is a major break-
through in personality computing technology. This paper is a survey of such
technology of automatic personality prediction based on face and it aims at
providing not only a solid knowledge base about the state-of-the-art in automatic
personality prediction, but also to provide a conceptual model of automatic
personality prediction, based on the literature. In addition, the analysis of the
prediction results of the existing researches is emphasized, and there are still
problems in the field, such as lack of information on research data, single age
group of the sample population, incomplete design characteristics of the artificial
design etc., and the potential applications and development directions are
determined.

Keywords: Personality prediction - Face recognition + Machine learning

1 Introduction

1.1 Status Quo of Research on Personality Calculation

Since the Greek philosopher Theophrastus (371 BC - 287 BC), people have been keen
on the study of personality [1]. As a construct, personality aims at capturing stable
individual characteristics, typically measurable in quantitative terms, that explain and
predict observable behavioral differences [2]. Current research on the personality model
successfully predicts the relationship between ‘thinking, emotions and behavioral
patterns’ [3] and the important aspects of life (including ‘happiness, physical and
mental health, quality of interpersonal relationships, career choices, professional sat-
isfaction and professional performance, participation in social activities, criminal
activities and political ideology,’ etc. [4] have had some beneficial effects. Furthermore,
attitude and social behavior towards a given individual depend to a significant extent,
on the personality impression others develop about her [5].

Given all of this, the ability to reliably, effectively and efficiently evaluate per-
sonality is a valuable goal, and with the advent of the era of big data, modern computer
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science has the practical potential to advance this effort. In recent years, research on
personality has been moving in some interesting directions, such as the combination of
personality analysis and human-computer interaction technology. Figure 1 shows the
number of papers including the word “personality” in the title on IEEE Xplore and
ACM Digital Library, probably the two most important repositories of computing
oriented literature. While being only the tip of the iceberg, most articles revolving
around personality do not mention it in the title, these papers clearly show that the
interest for the topic is growing and that the trend promises to continue in the fore-
seeable future.
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Fig. 1. The chart reports the number of papers per year with the word “personality” in their title
(sum over IEEE Xplore and ACM Digital Library).

Some studies have shown that personality traits can predict user behavior by
establishing an interaction between personality and automatic computation [6, 18, 32,
43, 52, 54]. Overall, personality is relevant to any computing area involving under-
standing, prediction or synthesis of human behavior. Still, while being different and
diverse in terms of data, technologies and methodologies, all computing domains
concerned with personality consider the same three main problems: That is, (1) selec-
tion of personality measurement methods, (2) selection and construction of data sets,
and (3) establishment of calculation models. Through research, we found that there are
many researches on automatic personality prediction, including: text-based [52], social
media-based [6, 32, 54], mobile-based [16, 18], and computer games-based [43] and so
on. However, there are few studies on automatic personality prediction based on human
facial images. Figure 2 shows the number of papers containing the words ‘face’ and
‘personality’ in the headings of the IEEE Xplore and ACM digital libraries. Only a few
articles have been searched since 2010. This paper mainly investigates the work of
establishing the connection between personality and the use of computing technology
based on face recognition. This is one of the main research issues in the development of
personality calculation methods. Based on what we know, this is the first investigation
of a solution to these problems.
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Fig. 2. The chart reports the number of papers per year with the word ‘personality’ and ‘face’ in
their title (sum over IEEE Xplore and ACM Digital Library).

1.2 Status Quo of Face-Based Personality Prediction Research

Even in ancient China, Egypt and Greece, people had tried to establish the relationship
between facial morphological features and personality traits of an individual. The
modern psychological studies revealed that people tend to evaluate others on their
appearance and then move on to interact with them based on these first impressions.
Nowadays, it has been a well-established fact the face plays a central role in the
everyday assessments of other people. For example, humans perform trait judgments
from faces and the results of this unconscious behavior can sometimes decisively affect
the results of important social events, such as an electoral process [7, 23], crime
tracking [53], etc.

Currently, the following two points hold on automatic face evaluation: Firstly,
some self-reported personality traits and the intelligence can be evaluated by the human
based on the facial features to a certain extent. Secondly, the commonalities existing in
the evaluation behavior of the human can be mined by the machine learning methods.
The following are some of the relevant work in the literature.

The research on the first point mainly focuses on the following points: In [32], the
authors studied the human tendency to evaluate others on their faces and identified
some important facial features that generate first impressions. In [11], Humans can
make valid inferences for at least four personality traits from facial features. In [52], the
relationship between self-reported personality traits and first impressions was studied.
Study on the second point: To investigate whether the trait evaluations performed by
humans can be learned by computers, [41] used machine learning methods to construct
an automatic trait predictor based on facial structural descriptors and appearance
descriptors. They found that all the analyzed personality traits could be predicted
accurately.

The rest of this paper is organized as follows: Sect. 2 introduces the concept of
personality (with particular emphasis on trait based models and the Big Five) and the
techniques for its measurement. Section 3 introduces the establishment of data sets in
the automatic prediction model in different literatures. Section 4 introduces the
extraction of face personality traits. Section 5 investigates the algorithm of face-based
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automatic personality prediction in different literatures. Section 6 aims to summarize
the forecast results in the existing research and analyze the reasons; Sect. 7 analyze the
problems that still exist in the field, and determine the potential applications and
development directions.

2 Personality Model and Its Measurement

Personality psychology aims at predicting observable individual differences based on
stable, possibly measurable, individual characteristics [2]. The theory of personality is
representative of trait theory, type theory, and integration theory. Different theories use
different’ intrinsic attributes’ as the basis of personality, including physiology (bio-
logical perspective), unconsciousness (psychological perspective), environment (be-
havioralist perspective), internal state (humanistic perspective), and mental (cognitive
perspective), etc. (see extensive survey [8, 16]). However, the model that most effec-
tively predicts the measurable aspects of people’s lives is a model based on traits—the
personality trait model, which is widely regarded as the ‘structural one of the major
achievements of psychology’ [15]. On the other hand, several decades of research and
experiments have shown that the same traits appear with surprising regularity across a
wide spectrum of situations and cultures, suggesting that they actually correspond to
psychologically salient phenomena [15]. This regularity and stability brings inspiration
to the calculation of personality.

2.1 The Choice of Personality Trait Model

The trait theory holds that traits are the basic characteristics that determine individual
behavior, are effective constituent elements of an individual, and are also the basic units
commonly used for measuring personality. The main trait theories are: Alport’s trait
theory (common traits and personal traits), Cartel’s personality trait theory (he believes
that each person has these 16 traits), and Essen’s three-factor model (outside (Pantastic,
psychotic, and neurotic), the five-factor (large five personality model) model of Tarpez
(external, pleasant, responsible, neurotic, and open), and the seven-factor model of
Trigan (positive, negative, Titer, positive price, negative sentiment, reliability, appetite,
and comparability). How to choose a trait model for our personality calculation is one
of the issues discussed in many studies.

We found that the five factors of Tapes (the big five model can get relatively true
and reliable personality traits, which laid the foundation for the accuracy of the
experiment. Most of the works surveyed use the five-factor (Big Five) personality trait
(More than 50% in the literature use the ‘Big Five’). On the one hand, other theories
can hardly reflect the dominance of feature-based models in personality psychology.
On the other hand, the ‘Five Factor Model (Big Five)’ numerically expresses per-
sonality (see below), which is a form that is particularly suitable for computer pro-
cessing. The Big-Five traits are as follows:
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— Extraversion: Active, Assertive, Energetic, Outgoing, Talkative, etc.

— Agreeableness: Appreciative, Kind, Generous, Forgiving, Sympathetic, Trusting,
etc.

— Conscientiousness: Efficient, Organized, Planful, Reliable, Responsible, Thorough,
etc.

— Neuroticism: Anxious, Self-pitying, Tense, Touchy, Unstable, Worrying, etc.

— Openness: Artistic, Curious, Imaginative, Insightful, Original, Wide interests, etc.

Attempts were made to enrich the trait set with more dimensions, but ‘Five- factor
solutions were remarkably stable across studies, whereas more complex solutions were
not’ [16]. Other models considered less traits [13], but these still appeared to be linear
combinations of theBig Five. In other words, the Big Five ‘provide a set of highly
replicable dimensions that parsimoniously and comprehensively describe most phe-
notypic individual differences’ [43].

2.2 Existing Research Personality Model Selection

In the existing face character prediction works, their personality measurement methods
are as follows: Qin et al. In the face-based personality and intelligence prediction
research [37, 38], they uesd self-assessment, Cartel’s Sixteen Personality Questionnaire
(16PF) was used to measure participants’ personality traits; Rojas et al. in the evalu-
ation of personality based on facial feature points [40], they used others’ assessments,
each evaluator wrote an un-constrained description from a set of 66 standardized faces
from the Karolinska [30] amateur actors face database. 1134 descriptions were col-
lected, The researchers’ classification of the unconstrained descriptions, resulted in 14
selected categories; In the study of Karin et al.’s interpretation of the impact of facial
features on first impressions and personality [52], used the Cubiks Indepth Personality
Questionnaire, CIPQ2.0, a normative self-report questionnaire scoring 17 personality
traits covering the Big Five was used to measure the participants’ personality traits; In
his dissertation [54], Zeng also used the Big Five Personality Scale to test the Big Five
personality traits using statistical analysis; In the study [6] of Al Moubayed et al., they
used the method of others’ assessments. The “Big Five Scale” was provided by 11
independent judges with white British ethnic background, normal vision, and no
hearing problems; Oosterhof et al. [32] used Others’ assessments, in the first phase of
the project, they asked 55 participants to characterize the unrestricted faces, then
classify these descriptions as feature dimensions, and extracted 14-dimensional feature
dimensions, which are highly consistent with Rojas et al. [41]. The personality
assessment methods used in all relevant studies are shown in Table 1.
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Table 1. Personality assessment model in face-based personality prediction research.

Ref | Assessment | Trait theory Characteristic
type expression

[6] Others’ Big Five Score(1-9)
assessments

[8] Others’ Manually select: Dominance, Score
assessments | Warmth, Sociability and Credibility

[9] Others’ Manually select: Intelligence, Score(1-3)
assessments | Maturity, Warmth, Sociality, Dominance and

Credibility

[32] | Others’ Manually select personality descriptors Score(1-9)
assessments

[30, |Others’ Manually select personality descriptors 14-dimensional

41] | assessments

[37, | Self- 16SP Score(0-9)

38] | assessments

[52] | Self- Big Five Score(1-9)
assessments

[54] | Self- Big Five Score(1-60)
assessments

[53] | Others’ Manually select: Dominance, Attraction, Score
assessments | Credibility and Extraversion

3 Construction of Data Set

Focusing on face-based personality prediction, the database of experiments should
include two parts: face image database and personality evaluation database. Their
collection is the basis of the entire prediction process. The contents of this section will
provide a brief summary of the current status of database construction in the field and
the existing problems.

On the one hand, the current domestic and international research results on face-
based personality prediction are few, and it is difficult to obtain open experimental data
sets. On the other hand, since personality research involves participants’ personal
privacy, experimental data sets are not Suitable for public. Summing up the existing
research results, we found that for the face database, the vast majority of them are self-
built database with a small number of face databases [6, 8, 9, 23, 32, 37, 38, 41, 52—
54]; For the personality evaluation results database, using the methods of self-
assessment or others’ assessment to measure and obtain the final personality data as
described in the previous Sect. 2.2.

3.1 Construction of Face Database

The selection of face data is the key to verifying the face-based automatic personality
prediction model and guaranteeing its generalization ability. Ideally, face databases
should include face samples of different gender, race, and age under different
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personality traits. However, so far, in the field of personality calculation, there is still no
such a recognized database. In the field, different jobs often build independent data-
bases based on their actual situation. The number of faces, ages, genders, races, pos-
tures and expressions of these face samples are different. Table 2 briefly describes the
basic situation of the face database built in the existing personality calculation study.

From Table 2, it can be seen that the existing face database based on automatic
personality prediction study contains the number of samples ranging from tens of
samples to several thousand samples. Rojas et al. [41], developed a personality pre-
diction model based on a set of 66 standardized faces in the database of amateur actors’
faces of Karolinska [30] as a preliminary attempt on the personality calculation of face-
based. Most of the research is based on young people in colleges and universities. For
example, Qin et al. [37, 38] collected facial images of Xiamen University of Tech-
nology students. Zeng et al. [54] collected facial images in a college in Jiangxi pro-
vince. Wolfthechel et al. [52], also collected images of college students’ faces in
Danish universities. This is because the research scholars are basically in scientific
research institutes such as colleges and universities. They are more convenient when
collecting data in this area, which facilitates the development of experiments, but at the
same time it also brings a problem of a single age structure. It is worth mentioning that
in order to enhance the generalization ability of personality calculations in real
applications, some researchers have abandoned facial samples from laboratory envi-
ronments and downloaded diverse face images from social networking sites. For the
first time, White [51] and others selected thousands of images from the www.hotornot.
com website for building a face database. This can be considered as a new attempt in
the area of personality calculation. [8, 9] uses software-generated face data, using the
popular composite software program FACES [20] produced by Inter Quest and Micro.
Through FACES, it is possible to randomly generate a large number of unique faces by
manipulating individual facial features. Images can be limited by many external
conditions.

3.2 Collection of Personality Trait Data

A major problem in the study of personality calculations is the lack of real personality
traits data, and other relevant research, such as crime prediction [53], beautiful
attraction calculation [28, 29], expression recognition [21, 50], gender [34], true and
false face recognition [7], etc., the classification tag is easy to obtain, and the acqui-
sition of personality traits is much more difficult. In the attractive attraction calcula-
tions, such as [28, 29], it is only necessary to find enough observers to score face
samples. Each face sample corresponds to a score; In facial expression recognition [21,
50], the definition of expression is also fixed, such as ‘happy’, ‘sad’, etc. The observer
also only needs to give a label to the face sample; Crime judgments, gender judgments,
and true/false face judgments simplify calculations to a two-category problem, making
it easier to classify. However, the collection of personality traits data, whether self-
evaluation or other people’s evaluation, must be evaluated by the personality rating
scale. Many scales have a large number of questions, and it is possible to measure a
single sample for several tens of minutes to obtain the results of personality traits. Each
sample must correspond to the personality traits of multiple dimensions and need to be
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Table 2. Attributes of Face data set in existing studies.

Ref |Num | Age Gender | Race | Posture | Expression Data sources
[1] 829 |1 20-39 men& | Mix | Positive | Neutral Color-FERET Data set
women
[3] 220 | Synthesis | men& | Mix | Positive | Neutral Synthesis by
women FACES software
[4] 480 | Synthesis | men& | Mix | Positive | Neutral Synthesis by
women FACES software
[19] | 650|30-50 men& |Mix | Positive | Neutral Image of politician
women
[29] 66 | 20-30 men& | White | Positive | Neutral Karolinska’s [26] amateur
women (Accessories | actor’s face database
and cosmetics
are visible)
[35, 186 | 18-22 men& | Asia | Positive | Neutral Students of
36] women Xiamen University of
Technology
[39] 66 | 20-30 men& | White | Positive | Neutral Karolinska’s [26] amateur
women (Accessories | actor’s face database
and cosmetics
are visible)
[51] | 3998 | 18-25 men& | Mix | Positive | different Download in
women Social website
[52] | 244 |18-37 men& | White | Positive | Neutral Students of
women Danish
Technical University
[53] | 1856 | 18-55 men Asia | Positive | Neutral Contains two
subsets of non-criminals
and criminals
[54] | 608 |18-22 men& | Asia | Positive | Neutral Students of one
women University in Jiangxi

evaluated one by one. The process is complicated and slow, but of low precision.
Therefore, the acquisition of personality traits data is very difficult, which is one of the
important reasons for little research on automatic personality prediction.

In the existing studies, the assessors usually evaluate the personality of the face
database with reference to different Likert scales, and finally calculate the scores of
different personality traits through statistical calculations. Value-based, including 3-
point system [9], 9-point system [6, 32, 41, 52], 10-point system [39, 40] and 60-point
system [54]. Finally, the average score of each personality trait in each sample face is
often used as a benchmark score for the machine prediction criteria. Table 1 summa-
rizes the various attributes of the evaluators in the existing study including the scoring
system.
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4 Expression of Facial Character Traits

The expression of face personality traits is a crucial step in the face-based automatic
personality prediction framework. On the one hand, because the pixel value feature of
the face image is usually high in dimension and the amount of data is large, on the other
hand, since the face similarity is high, the original pixel value data contains more
redundant components. Before the experiment based on the face image is performed,

Table 3. Characterization of face character traits.

Ref. | Type of feature Range of feature Expression of feature
[6] | Geometric Eyes, nostrils, 34-dimensional area
chin tips, lip corners
Holistic Full face Eigenface
[8] | Texture, geometry Full face Pixels, PCA
and overall three feature
vectors
[9] | Texture Full face Gabor, LBP,
Pseudo-sliding window
[23] | Geometric Head, eyebrows, 76 feature points and
eyes, nose and mouth distances, ratios
Texture Full face HOG
Color Full face RGB
[30] | Texture Full face HOG
[32] | Holistic Full face Pixels, PCA
[37] | Texture Full face HOG, LBP, Gabor,
GIST, SIFT
[38] | Geometric Face profile, eyebrows, 21 points, distance and
eyes, cheeks, nose, mouth ratio
of 1134 dimensions
[41] | Geometric Face profile, eyebrows, 21 points, distance and
eyes, cheeks, nose, mouth ratio
of 1134 dimensions
[52] | Texture Full face Pixels, PCA
Holistic Full face PCA
(32 PCs for male face,
35 PCs for female face)
[53] | Geometric Face profile, eyebrows, FGM feature
eyes, cheeks, nose, mouth generation machine
Texture Full face LBP, HOG
Holistic Full face PCA
Synthesis Full face Mosaic of
[54] | Geometric Face profile, eyebrows, Improved ASM, distance
eyes, cheeks, nose, mouth and ratio of 32 feature
points
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features of the face image need to be extracted to reduce the dimension of the face
feature, so as to extract information that can discriminate between faces.

In the existing research literature on face-based automatic personality prediction,
the expression of face features can be divided into two categories: Feature-based
Representation and Holistic Representation. Feature-based methods use geometric
features, texture features, color features, and other local features to represent faces. The
geometric features can be composed of coordinate values of the calibrated facial feature
points, the distance between feature points, distance ratio, etc. [37, 38, 41]; the texture
features can be Gabor filters [41] or local binary values. Local Binary Patterns
(LBP) operator [39] to extract. Active Shape Model (ASM) and Active Appearance
Model (AAM) parameters combine geometric shape and texture information and are
also extracted as potential features [54]. The global expression method uses the original
grayscale image to represent the human face, splicing it in rows as an input feature
vector, and obtaining it through dimension reduction methods such as principal com-
ponent analysis (PCA) or manifold learning. Required low-dimensional features such
as feature faces [22, 51], manifolds [34], etc. Table 3 summarizes representative works
of expression of face character traits.

4.1 Personality Prediction Based on Feature Expression

Face character traits are characterized and described by a diverse set of features,
including geometry, textures, colors, shapes, etc., where geometric features are the
most widely used features in the field. The basis for measuring the face geometry
information lies in the accurate positioning of the critical areas of the face (i.e., face
contours, eyebrows, eyes, nose, and mouth) and their feature points. Feature points can
be automatically retrieved by the feature location method [27], or manually extracted
from the graphical user interface [27]. The number of feature points selected in different
research work varies from 21 points [30, 37, 38, 41], 39 points [54] to 76 points [27].

4.2 Personality Prediction Based on Overall Expression

The overall expression method is proposed to overcome the limitations of artificial
design features based on feature expression methods. The feature-based method
extracts features that are often local and discrete face features, while the holistic
approach extracts global features from the entire face and studies the spatial relation-
ships between features. Since the human brain’s perception of personality is a holistic
processing model, such methods are also widely used in face analysis applications.
In the overall expression method, a typical face expression is to splice the original
grayscale image into a high-dimensional feature vector. As an effective subspace
projection method, PCA reduces the dimensions of the original high-dimensional
human face space to obtain a low-dimensional human face feature, such as a feature
face [6, 41]. The literature [41] applied eigenfaces to personality prediction studies for
the first time. The eigenface method was used to analyze pixel information [47]. Based
on information theory, and intended to find the main components of face distribution,
that is, the algorithm projects the image across the group. The most significant change
in the feature space is in the image. [41] Rojas et al. used two kinds of feature
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extraction schemes to determine whether the information conveyed by the overall
characterization is complementary to the information expressed by the structural
information. The conclusion is positive. In [6], the eigenface employed is the principal
components extracted from a set of training images, which form the basis in the space
where each point corresponds to a different facial image. The eigenfaces are sorted by
the amount of difference they occupy in the original data. In the experiment, the
extracted contribution rate was 90% before the 103 feature faces. [8, 32] used principal
component analysis (PCA) to extract components that account for most of the changes
in facial shape.

Face character prediction based on the overall expression depends on the apparent
features of the face, and does not require manual calibration, so that the prediction
process is fully automated.

5 Face-Based Character Prediction Algorithm

Based on the previous research, almost all studies have obtained the necessary data,
including the characteristics of face data and the scores of personality traits of different
standards. Next we need to use these data to accurately infer a person’s personality
Traits.

5.1 Personality Inference Experiment Based on Classification Model

Classification of Personality Trait Scores. From Sect. 3.2, we summarize the
acquisition of personality traits data in relevant literature. Whether it is the ‘Big Five
Personality’ or ‘16PF’ assessment method, the study will be divided into different
dimensions of personality traits, including a 3-point system. [8], 9 points [6, 32, 41,
52], 10 points [37, 38], and 60 points [54]. Corresponding to the discrete scores within
each interval, most of the studies are to N-value the score of personality traits (N
generally takes 2 or 3) in order to construct a classification problem. For example, in
[37, 38], for the 20 kinds of personality traits of ‘16PF’, the score between 6-10 is
defined as a category, indicating that the performance of such personality traits is more
significant, and the score is between 1-5. The other category shows that this personality
trait is not obvious. Similarly,in [41], first, the five with the highest personality traits are
classified as having “traits”, and the lowest 5 points as ‘non-characteristic’ categories,
which then form two categories. [54] differs from the previous studies in that per-
sonality traits are divided into three categories (e.g., low-amenity, medium-amenity and
high-amenity). In [6], in order to facilitate the classification, only the extreme values
(highest and lowest) of the personality trait scores are retained, which are divided into
two categories. The main reason is that a higher consensus was reached between the
evaluation members of the extreme values. In [23], for the evaluation of the corre-
sponding personality traits of politicians, a positive and negative two-classification
method was performed. The prediction of criminality in [53] itself is a question of a
two-category (criminal?).
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Selection of Classifiers. Different studies have also used different classification
methods to study the problem of inferring personality traits based on human facial
features. Qin et al. [37, 38] used the Parzen window [35], the Decision Tree [17], K-
Nearest Neighbor(KNN) [38], Naive Bayes [38] and Random Forest [10]. In Rojas et al.
[30, 41], the classification in the experiment was performed using the most advanced
classifier. Five algorithms are used: GentleBoost as an example of an iterative method,
support vector machine(SVM) has a radial basis function kernel as an example of a non-
linear classifier, and K-nearest neighbor as an example of a nonparametric classifier with
Parzen window and binary decision tree of Random Subspace. The system was eval-
uated using a 20x cross validation strategy and the results were supported by confidence
intervals calculated with 95% confidence. Zeng et al. [54] adopted a deep confidence
network classification algorithm based on BP algorithm. A deep confidence network
structure model including a 5-layer RBM is used, where the fifth RBM is the output
layer and the output is three types (low, medium, and high of the personality trait). Al
Moubayed et al. [1] also used a support vector machine(SVM) binary classification
method. Jungseock et al. [19] used the (RankSVM) [18] method to predict the social
dimension in order to train the model. Unlike the general SVM algorithm, RankSVM is
more suitable for their task because it aims to retain the training examples. The pre-
specified pairwisesort order. This advantage makes RankSVM very popular in the
literature of information retrieval (web search) and the recent related properties in the
field of computer vision [34]. Wu et al. [53] constructed four classifiers to identify the
relationship between criminality and human face: logistic regression [14], K-nearest
neighbor(KNN), SVM, and convolutional neural network [26]. In [9], Brahnam and
Nanni et al. use SVM and neural networks as decision rules (Table 4).

Table 4. Summarizes the selection of classification methods in different literature.

Ref. Classification type | Classifier selection

[6] Binary classification | SVM

[8] Binary classification | SVM

[9] Binary classification | SVM & neural network

[23] Binary classification | RankSVM

[30, 41] | Binary classification | GentleBoost, SVM, K-Nearest Neighbor,

Parzen Window and Binary Decision Tree

[37, 38] | Binary classification | Parzen Window, Decision Tree, K Nearest Neighbor,
Naive Bayes and Random Forest

[53] Binary classification | Logistic regression, K-nearest neighbor, support
vector machine and convolutional neural network

[54] Three classification | Deep confidence network based on BP algorithm

In the classification experiments, the classification accuracy rate used as the eval-
uation criteria, we can also see that most of the literature classification results are good
(see below).
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5.2 Individual Inference Experiment Based on Regression Model

Section 5.1 mainly introduces the experiments based on the morphological character-
istics of different faces in the existing literature, using a variety of classification
methods to infer human personality traits. In this section, the regression method used in
the literature is analyzed to estimate the actual values of personality traits based on the
morphological characteristics of the face. Qin Rizhao and other scholars are the first to
introduce regression models in personality prediction experiments. In [37, 38], the
scores of each personality trait obtained by the 16PF test are integer discrete scores
ranging from 1-10. They did not make any changes and they directly used these values
as regression targets. In regression experiments, Mean Square Error (RMSE) was used
to measure the performance of regression experiments. Qin Rixi and others used the
facial features and texture features to perform regression experiments, respectively.
Compared with the classification experiments, the regression algorithms obtained
errors are relatively large, indicating that the use of human facial images to predict the
specific score of personality traits is still difficult of.

6 Forecast Analysis
The question of how much personality trait information can be learned from human

face images can be studied around from a computer science perspective. Table 5
summarizes the conclusions of different research results. In general, the existing studies

Table 5. Summary of accuracy results of personality prediction in different literatures

Ref. Characteristics with better prediction results | The highest accuracy

[26, 27] | Responsibility(male) 81.56%
Responsibility (female) 82.22%
Skeptical (male) 72.64%
Skeptical (female) 82.22%

[28, 29] | Dominant 91.23%
Threatening 90%
Extraversion

[30] Open, Striving, Dominant (female) 63%
Reliability, friendliness, responsibility (male) | 65%

[2] Neuroticism 82.35%
Extroverted 84.31%
Rigor 84.31%

[31] Openness, 65%
Extraversion, Neuroticism

[42] Criminality 89.51%

[53] Warm 76%
Reliability 81%

[54] Intelligence, maturity, sociality, dominance, | 80%
warmth, credibility
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based on the automatic personality prediction of human face mainly have the following
conclusions:

1. The calculation and prediction of personality traits based on facial images is reliable
to a certain extent.

2. Partial personality traits (‘responsibility’, ‘dominant’, ‘threatening’, ‘attractiveness’,
’openness’, ‘extroversion’ and ‘nervousness’, etc.) are more relevant to face images.
These personality traits can achieve better prediction results. The other part of the
environmental impact of personality trait prediction results are not satisfactory.

3. The application of the latest deep learning method can automatically learn more
advanced face expressions from face images. The prediction results are more
breakthrough than the traditional whole and feature methods, but the interpretation
of extracted features is not intuitive and easy to understand [27].

7 Limitations and Prospects

Automatic personality prediction based on face images is a new research topic in the
field of computer vision. Since 2008, some scholars have started to engage in this
research, and there are few research results. However, after a small amount of research
work, some preliminary and valuable results have also been obtained. However, there
are still many problems worthy of deep thinking and exploration. In particular, the most
important question in face personality prediction, namely ‘what factors do people face
contribute to the judgment of personality, and how much contribution’, is still far from
being explained better.

7.1 Existing Problems in Existing Research

Summarizing the existing research, the prominent problems in the field of automatic
personality prediction based on face images at the current stage are mainly reflected in
the following aspects:

1. Lack of information on research data: In the current research on personality
prediction, all studies reviewed in this paper are based on two-dimensional human
faces, especially two-dimensional frontal face images. However, simply relying on
positive images will lose a lot of personality-related information. From ancient times to
the present, Chinese facial studies mentioned that personality-related descriptions of
*five features’, ‘three courts’, and ‘twelve houses’ are related to certain prominent facial
regions (e.g., Forehead (rich in the vestibule), nose (big and tall), cheekbones (broad
and wide), chin (ground radius, etc.). The described key features can only be accurately
located from the side face. Recent studies have found that lateral faces can describe
face features well and can be used for identity recognition [20], gender and race
recognition [43], and face recognition [34]. Therefore, future face character analysis
based on 2.5D or 3D is an inevitable trend in future face character prediction research.
2. Sampling of the age structure of the sample population: In all the existing
studies, the convenience of the experimental implementation and the authenticity of the
data were fully taken into account. The majority of the sample population were college
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students. The age range was basically 18-35. Although many studies have fully con-
sidered the different disciplines [54], different genders [37, 38], and different occupa-
tions [30, 41], the diversity of samples has been reflected, but the well-known Chinese
psychologist Song Chubo In the ‘Heart to Heart’ [45], it is said that ‘there is no heart,
no phase, no heart, no heart, no heart. The words are simple, and the truth of the human
relations program’, the face of the people above the age of 35 and their personality.
Therefore, it is desirable to collect data for more than 35-year-olds and predict per-
sonality, in the hope that there will be more objective results in predicting accuracy.
3. Artificial design features are not comprehensive: In the existing research work,
researchers usually manually design a set of features (geometry, texture, color, global
appearance features, etc.) based on heuristic criteria to predict personality traits. A large
number of diversified features have been constructed and analyzed for different data-
bases, but so far there is no unified conclusion to prove which features constitute the
main factors affecting personality traits. The artificial design features that have been
proposed so far have generally been unsatisfactory in character prediction research, and
it is therefore reasonable to conclude that these features are not comprehensive. Is there
a specific area related to facial feature assessment on the person’s face? How much is
the contribution to character prediction? This important aspect of the issue is not well
explained. This problem was only attempted in Rojas et al. [41], trying to identify the
most important area of facial assessment of personality traits, but the results did not
have deep guidance. significance. Therefore, whether or not we can find a more
comprehensive description of face features and feature extraction methods, and unify
them under an effective framework for overall research, is the key to final performance
prediction.

7.2 Development Prospects of Automatic Personality Prediction

So far, the interest in computerized automatic personality prediction is still at a rela-
tively early stage (see Fig. 2). Most of the work is devoted to establishing the field,
collecting data, developing methods, and identifying related tasks. Research shows that
the application of personality calculation in many fields brings convenience to human
society, first in daily life [49]: the user’s personality score improves the performance of
the recommendation system [46, 47]; synthetic speech based on individual preferences
is The proof can improve the acceptance of the GPS system [31, 44]; the correct
positioning of advertising campaigns on potential users [25]; and retrieval techniques
that match the user’s personality [14]. Secondly, in terms of medical care: With
advances in technology involving autism spectrum problems and other mental prob-
lems [42], personality calculations may be based on techniques designed to detect
psycho-psychiatric disorders such as paranoia and schizophrenia that often interfere
with personality. Plays an important role in [13]; Finally, in terms of social behavior,
personality calculations may help establish the link between features and behaviors,
and so far it has not been possible to achieve this connection for the prediction of major
social events such as elections [23], criminal identification [53] and so on.

Future research is expected to establish a more extensive data set of age structure
(35 years old or older) that satisfies the requirements of 2.5D-3D research, and collect
scores of personality traits from reliable observers to fill existing limitations. At the
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same time, it should also try to introduce some new research models for face character
prediction. For example, consider it as a marker distribution learning problem to cope
with the problem of lack of training samples; explore the impact of group classification
variables on personality scores, and customize the character prediction model of the
corresponding group.
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Abstract. When it comes into air-to-air battlefield, using the dive maneuver,
for an aircraft, has great realistically profound meaning in dominance of air
domain and higher flexibility in attacking enemy planes below. Taking the task
requirement and overload constraint into account, a mathematical model of dive
maneuver is established and, further, the dynamic changing law of the fighter’s
parameters with smooth damp is designed. Simulation result shows that the
model we used could shorten the time cost of dive maneuver compared to those
of classic ones, leaving fighter more advantages in air combat.

Keywords: Dive maneuver - Overload constrain - Flight control

1 Introduction

1.1 A Subsection Sample

In aerial combat, the pilot steers the current position and posture of the aircraft through
maneuver, so as to occupy the advantageous position in attack or avoid the attack from
its opponent [1]. The victory in an air battlefield also depends on the maneuvering
strategy of an airplane [2]. For example, an aircraft which has smaller mass and stronger
maneuver could take advantage from its smaller turning radius to avoid attack or obtain
favorable position; Through dive maneuver or strong thrust, an aircraft with bigger mass
and faster speed could further improve its flight speed to get rid of the pursuit.

Dive maneuver is indispensable for modern fighters [1], since it plays a key role in
the air battle and has a strong practical significance to compete for the airpower in the
battlefield. On the one hand, missiles or bombs often use dive maneuver to attack at the
end of flight, whose trajectory show as a sharp turn in the vertical plane at that time, and
then they will accelerate in a straight line [3]. During that, the trajectory of dive
maneuver directly determines the operational effectiveness of weapon system [4]; on
the other hand, pilots change the current position and posture of the aircraft through
dive maneuver, making it occupy a favorable position to attack or escape attack from
its opponent.
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The realization of maneuver capable of altering height and direction of the airplane,
such as dive maneuver and hover maneuver, mainly considers the trajectory traits of
aircraft. Meanwhile, actually for better performance, it needs to consider the maneuver
task requirements (such as desired height and expected speed) and the limitation of
aircraft hardware and mechanical conditions (such as overload). Therefore, assuming
the aircraft could meet instantaneous torque equilibrium condition, we use dynamics
course equations presenting the motion of aircraft, at the mercy of overloads in 3-DOF.
Then, in consideration of overload limitation and digital signal processing technology,
the changing law of course elements with smooth damp (course roll, course yaw and
course pitch etc.) are designed. In the end, those laws above are as the expected input of
the flight control system to implement the dive maneuver.

1.2 Maneuver Model Establishing with Smooth Damp

The generation of maneuver focuses on the discussion of course characteristics in
which overload constraints act as a primary factor. To this end, the navigation model of
vehicle in three degrees is considered in geography coordinate system (x , y and z lies
northward, upward and eastward, respectively).

v = g(n, —sin0)
0 = g(n, cosy, — cos 0) /v

W, = —gnysiny,/(vcos0) (1)
X =vcos0siny;

y=vsinf

z= —vcosOsiny,

where v is the velocity vector; g is gravity acceleration; n, is the tangential overload; 0
is the course pitch; n, is the normal overload; v, is the course roll; i is the course yaw;
x is the displacement northward; y 1is the displacement upward; z is the displacement
eastward. It should be pointed out that the sideslip angle and the lateral force are
assumed to be zero in (1). Generally, this assumption is reasonable, for lateral force do
not need to be considered in the maneuver such as BTT (Bank to Turn), hovering and
diving.

In order to generate the desired maneuver, the variation rules of the course elements
(0,y,,7,) are given under the limitation of overload. The overload is calculated with
the following equation

ny =7v/g+ sin0 o
n, = (v0/g+ cos0)/ cos y,

with
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Ny < gy
{ 3)

ny <y

In general, the overload limitation includes four aspects: the available thrust of
engine, the available moment of rudder, the endurance of the aircraft structure and the
physiological endurance of pilots.

Considering the principle that jerk (jerk is a physical term used to describe the
changing rate of acceleration or force. The bigger the jerk, the more likely it renders
material fatigue.) should not change in a rocket way, according to mechanics of
materials, parameters with smooth damp are given directly by the model in order to
reduce the difficulty of the design of the flight control system. In the process of
modeling, thus, the design principle of flight control system is just to improve the
tracking accuracy as much as possible, without considering additional damp charac-
teristics. For this purpose, the following model constraints are applied

dn
— <oo(n =ny,n 4
o <oo(n = nm) )
Which means |i7| < + co; It will be no longer re-state in the latter section.
Thus, the problem of maneuver generation is converted into solving nonlinear
functional problems satisfying certain requirements in a particular space. Specifically,
below gives the mathematical model:

0" = 0(0); 95 = W (1); 75 = 75(0) (5)
0" € C*[D(0)]
st lpt € CZ[D(IPA)] (6)
7 € CID(,)]
(1)~ (4)

Where D(0) is the definition domain of 6, which is usually obtained by experience. For
example, in dive maneuver the value of 0 ranges within [0,7/2). C?[] here is an
operator representing all the functions with its second order derivative not only exis-
tential but consecutive on D(-).

1.3 Design of Maneuver

The dive maneuver could be divided into three stages: entry, straight flight and
recovery [5-7], which are shown in Fig. 1.
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Fig. 1. Schematic diagram of dive maneuver.

where vy, v, represents the velocity vectors at beginning of entry sand recovery
respectively; a is the acceleration improving the velocity in straight state; #1, ty, #, is the
time cost in the entry, the straight and the recovery, respectively; x is the displacement
northward; y is the displacement upward.

Obviously, the expected values of the course yaw and the course roll should be zero
in the whole process.

To analyze the varying traits of course element, we consider

ny = vo cos 0
{ g+ )

iy = (v0+v0) /g — 0sin 0

Clearly, in order to ensure boundedness of 7, neither 0 nor v can change suddenly.

To this end, the upcoming problem is that whether we could simplify the modeling
process getting the anticipant course parameters in assumption of that the overload
changes linearly.

Theorem 1. It is impossible to get the apt changing laws of course elements by
randomly assigning a bounded known function to 7,.

Proof: as Fig. 1 illustrates, the changing rule of 0 is supposed to alter gradually from 0
to a negative number, and then back to zero, thus the statement above holds. |

According to Theorem 1, in order to meet the overload limitations, the variation
rule of the course pitch must be designed indirectly. To simplify the analysis, the
following assumptions are established:
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Hypothesis 1: during the dive maneuver, the velocity’s magnitude during the
entry phase and the recovery phase keep unchanged; in the straight flight stage,
the velocity increases with an acceleration that would not change abruptly. Under
the limitations above, define that the speed is maintained as at the beginning of the
entry stage, say, v;; likewise, it should be v, during the recovery phase; the
maximum acceleration is a,, in the straight flight stage. At last, in order to simplify
the analysis process, the course pitch is supposed to be zero before entry stage and
after the recovery stage.

The speed changing process is dominated by n,, according to (1). At this point, the
problem (5) is simplified as

0" = 0(r) 8)

As is stated above, 0<oo is requested to satisfy 71, <oo, thus we can assume that
alters in a most simple way, say a constant number or zero accordingly. More
specifically,

2h /1y 0<t<n/2

) =2m/t n/2<t<n

0=<0 H<t<t+1 9)
—Zhg/l‘z t1+l0<t<t1+lo+l2/2
2h2/l‘2 t1+l‘0+t2/2<l‘<[1+to+t2

where h;(i = 1,2) is a constant. Then the change rate of course pitch is given by the
following equation.

2ht/t 0<t<t/2
—2hyt/t; +2h 1/2<t<t
0=40 h<t<ty+ty (10)

—2h2t/t2+2h2% Hhttg<t<t +ty+1/2
tht/tz — 2h2W 1 +lo+l‘2/2<t<l1 +1o+ 1t

then we can get the course pitch:

fo+t+t |
0 :/ Odt (11)
0

with the limitation of
0<0<max(0) =: 0g (12)

where O is dive angle, as defined in Fig. 1. The general variation rule of 6 is shown as
Fig. 2.



Fig. 2. Change law of course pitch and its first order and second-order differential.
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vih

i) + cos 0y <ny,
g )

wh

2721 cos 0> <ny,,
8

where 0 <01, 0, <0p<m, and the condition that

we can get

sup cosf; =1,(i=1,2)
0<0;<0g

vihi < g(nyy, — 1) =const  i=1,2
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(15)

(16)

In order to reduce the time cost of maneuver, (16) can hold as equation, namely left
equals to right. Thus, (16) is changed into

thus

hi = g(nym —1)/vi

lizng/hi i=1,2

In the stage of straight flight, there exists

(17)

(18)
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{nx:a/g—i— si.nQEgnxm (19)
a < g(nyy — sin0f)
It can take its equality sign to reduce the motorized time. Therefore,
am = g(nyy — sin Og) (20)
Assuming a and 0 have the similar change law, we can obtain
vy =vi+S(a~t) =vi+apt/2 (21)

where S(a ~ 1) represents the area between the curve and the t axis in the acc — time
figure. See Fig. 1 (21) can then be changed into

o= 2027w (22)

Aam

Obviously, the time cost of maneuver depends on its specific purpose of how much
the alteration of height and velocity should be. And there comes the following
conclusions:

Theorem 2. Under the condition of smooth damp and the limitation of maximum
available overload, the dive maneuver designed by the scheme (9)—(21) is optimal
which consumes the least time in a sense, and has the best stationarity (smoothly
maneuvering process).

Proof: it is obvious from the deduction. |
With the expected variation of height and velocity,0g can then be designed.
At this point, it is necessary to consider whether any two of the expected velocity
variation, the expected height variation and the expected northward variation can be
quantitatively designed simultaneously during the dive maneuver.

Theorem 3. It is impossible to design the expected velocity variation, the expected
height variation and the expected northward variation through scheme (9)-(21) at
the same time. However, any two of the three expected can be optionally designed,
and the one left would be uniquely determined by the formal two. That is to say,
Av,AX,AH are not independent to each other.

Proof: the conclusion of Theorem 3 is obvious from the derivation process. |
It means,

AX = AX(Av, AH) (23)

Av = Av(AX, AH) (24)
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AH = AH(AX, Av) (25)

1.4 Simulation of Dive Maneuver

The parameter settings in the dive maneuver process are shown in Table 1.

Table 1. The parameter settings in the dive maneuver process.

Variable | Value Variable | Value
V1 200 m/s | v, 300 m/s
Og —60 deg | nym 6.0

Ay 8.0 Hy 7000 m

where H) is the initial height of the aircraft in the beginning of the dive maneuver.
Other parameters recorded during the dive maneuver process are shown in Table 2.

Table 2. Other parameters during the dive maneuver process.

Variable | Value Variable | Value

fo 39751s |4 7.1238 s

h 10.6857 s | ay, 50.3130 m/s>
AH -3009.5 m | AX 42175 m

where AH is the decrement in height, AX is the progress made in the direction of x
axis.
The variation curves of each course characteristic variables are shown in Fig. 3.
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Fig. 3. The variation curves of each course characteristic variables
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Fig. 4. Comparision results with other dive maneuver algorithms. The red circle is the algorithm
result of this paper. The blue circle is the algorithm result of [8]. The black and green circles are
the algorithm results of [9] (Color figure online).

Results shows aircraft consumes about 23 s when the height changes 3000 m.
However, in [8], the scheme designed for dive maneuver used about 50 s when the
height changes 2000 m. The results validate the effectiveness of Theorem 2 from
another picture; in [9], the height change with 9000 m uses about 100 s, with 4000 m
takes about 80 s (Fig. 4).

1.5 Conclusion

Dive is the process of converting the gravitational potential energy into kinetic energy.
Fighter attacks enemy planes below through changing the height difference between
itself and the enemy. In the article, the mathematical model of dive maneuver is
established and, further, the dynamic changing law of the fighter’s parameters with
smooth damp is designed. After that, the simulation is carried out according to the
UAYV data in the air combat process. Comparing the simulation results with other
related paper, we find that the time cost is shorter than the classic ones. Besides, the
comparison also proves the rationality and effectiveness of this model.
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Abstract. Relying on the development of technology, the communica-
tion Internet has included not only the traditional Internet but also the
Internet of Things (IoT). However, a large number of IoT applications
especially video streaming confront kinds of security challenges. In this
paper, we consider the requirements of video streaming such as suffi-
cient reliability, security, real-time and investigate the trade-off among
them. Based on the above consideration, a security scheme for IoT video
streaming via joint network coding and retransmission is proposed. The
scheme relates the independent packets and ensures a part of them to
be reliably transmitted by ARQ protocol simultaneously. Moreover, the
secrecy performance is evaluated by probability analysis. And simula-
tion results which make comparison with the noise aggregation scheme
further corroborate the performance in our scheme.

Keywords: IoT video streaming - Physical layer security -
Network coding - ARQ protocol

1 Introduction

With development and popularization of Internet of Things technology, various
applications of IoT have been implemented gradually, which impels people’s life
more convenient and efficient [1]. In the meantime, wireless communication has
been the main key technology of IoT. However, openness, an inherent nature
of wireless transmission environment, makes information in IoT applications
exposed to security threats [2]. For few years, traditional encryption schemes
[3] based on computational complexity are confronting a huge challenge due to
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higher performance chips. Depend on Shannon information theory, physical layer
security utilizes the physical nature of wireless channel to degrade the wiretap
channel quality to enhance security with no relying on computational complexity.
On contrast of traditional encryption schemes, physical layer technologies are
more applicable to enhance security for IoT.

Automatic repeat request scheme has been widely implemented in secure
communications to provide high reliability. That’s suitable and feasible for secure
transmission of IoT streaming data because the round-trip time (RTT) is rela-
tively small compared to the allowed delay most of time. The issue of quality of
service (QoS) for real-time traffic over a wireless channel deploying ARQ error
control was studied in [4]. A novel and simple loss impact estimation based ARQ
algorithm was proposed in [5]. Furthermore, a number of schemes based on ARQ
protocol has been studied. For instance, an information-theoretic perspective of
retransmission protocols for reliable packet communication under a secrecy con-
straint was considered in [6]. A packet coding scheme in [7] relates all the packets
and used ARQ to achieve secure file delivery. Noise aggregation scheme [8] used
ARQ to degrade the wiretap channel quality in immersive system. In addition,
the average secrecy rate in noise aggregation scheme has been analyzed in [9].
Though the noise aggregation scheme meets real-time transmission but can’t
well ensure the security due to its encoding method. Our basic idea is to relate
the original independent packets and use ARQ protocol to achieve sufficiently
reliable, secrecy and real-time transmission. Considering other problems ARQ
protocol brings, the balance between reliability and security would be made up
in IoT video streaming. On the basis of the above thoughts, a security scheme
via joint network coding and retransmission is proposed in this paper.

The rest of this paper is organized as follows: Sect.2 presents the system
model in wireless physical layer security transmission. Section 3 describes the
proposed scheme and analyzes the performance. Section 4 evaluates the average
performance by probabilistic analysis. Finally, the paper concludes with Sect. 5.

2 System Model

The system model is illustrated in Fig.1. A legitimate transmitter (Alice), a
legitimate receiver (Bob) and an eavesdropper (Eve) constitute this model. On
contrast of wire-tap model [10], there is an extra noiseless feedback link between
Alice and Bob to ensure Bob’s reliable transmission. In this case, Bob expects
to receive the confidential information without being overheard by Eve. Never-
theless, Eve always exists in the network and is hard to be eliminated. When
Alice is transmitting a packet to Bob over the legitimate channel, Eve also is
passively receiving the data over the wiretap channel. Different from Eve, Bob
can request the retransmission of lost or wrong packets via feedback link. In
other words, if Bob has correctly received a packet, Alice starts to transmit the
next one whether Eve successfully received the previous packet or not.

In this paper, we assume that both the legitimate channel and the wiretap
channel undergo independent quasi-static fading, where the channel gains remain
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Fig. 1. System model for secrecy transmission.

constant in a packet slot and change independently at random from one slot to
another. A transmitting and receiving antenna is equipped at Alice and Bob.
However, Eve just has one receiving antenna as a passive node. When Alice
transmits a symbol z, the received signals at Bob and Eve are

Yb,i = hpi® + np; (1)

and
Yeyi = he,ix + Ne,i (2)

respectively. The legitimate channel gain is denoted as hp; in slot ¢ and the
wiretap channel gain is h. ;. The symbols ny ; and n.; represent additive white
noises with variances o7 and o2, respectively.

When receiving the signals, both Bob and Eve try to recover the confiden-
tial information. Assuming Eve has known the principle of the encoding method
deployed at Alice, Eve and Bob recover information by the corresponding decod-
ing method. Besides, both Eve and Bob use the optimal decision rules. The
proposed scheme is discussed in detail in Sect. 3.

3 Joint Network Coding and Retransmission Design

3.1 Principles of the Scheme

Although ARQ protocol ensures the reliability of data, it also brings some prob-
lems. In common or bad transmission environment, Bob would request retrans-
mission in several times, which means the same packet would be transmitted by
Alice until Bob correctly receives this packet. As a passive node, Eve would also
receive these packets which contain the same confidential information. It would
bring Eve more available information to correctly receive this packet. In other
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words, Eve would have more probability to recover information in this case in
contrast to not deploying ARQ protocol. In this way, it obviously violates the
principle of secrecy transmission if no other measures are implemented. Addi-
tionally, the delay which retransmission in overmany times brings may not meet
the real-time requirement. Based on the above consideration, we propose a secu-
rity scheme for IoT video streaming, where Eve can’t decode the current packet
which is related to other previous packets ensured by ARQ protocol.

We assume that Alice needs to transmit plenty of packets Sy, S5, ..., Sy and
each packet contains the same length binary data. The original packets are
encoded to X1, Xs,..., X5 one by one. In our scheme, Alice performs bitwise
exclusive-or (XOR) operation on packets. If Alice starts to transmit S; where 4
is odd and greater than 1, the corresponding packet X; is given by

Specifically, X; is equal to S7 when i = 1. Furthermore, X;; is given by
Xit1 =85 ® Sit1. (4)

Assuming Y7, Y5, ..., Yy denote the received packets at receiver after demod-
ulation, Bob or Eve try to recover the packets by the decoding method inverse to
the encoding method. It’s easy to describe the corresponding decoding method.
We assume S, So, ..., Sy denotes decoded packets and 7 is odd. Then, S; is given
by 5

Si=Y10Y30 - 0Y 20V (5)

Furthermore, the even packet 5’i+1 is given by

Si1=Y10Y30 - @Y ®Y; ® Vit (6)
It’s noted that the odd packets are transmitted by ARQ protocol to ensure
the reliability but the even not. In fact, each received packet is influenced by
inherent noise and random fading for Bob or Eve. Nevertheless, Bob can request
retransmission for the odd packets via feedback link in contrast to Eve. Accord-
ing to the decoding method and ARQ protocol deployed on the odd packets for
Bob, every odd original packet can be correctly recovered. And whether Bob can
recover an even original packet only depends on the quality of transmission envi-
ronment including noise and fading. On the contrary, Eve can correctly recover
an odd original packet relying on all the previous odd packets. Moreover, an
even packet can be correctly recovered also depends on the previous odd pack-
ets. Considering the different and random position in each packet in error and
the huge bits a packet contains in reality, any odd packet in error greatly influ-
ences information recovering for Eve. The probabilistic model for the security
capacity of the scheme is presented in Sect. 3.2.

3.2 Performance Analysis

According to the principle of the scheme in Sect. 3.1, Eve can correctly recover
the information under many difficult conditions so that there exists the proba-
bility that the original packet or the original bit error occurs. Assuming « and
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(B are the packet error probabilities of the legitimate channel and the wiretap
channel, respectively. Then, the probability that Eve can get the correct packet
before Bob gets the correct packet is given in [8] by

1—
T b . (7)
o
Because just one bit error results in a packet error and the feature of XOR,
it’s more essential to analyze the bit error probability (BER) in our scheme. For
Bob, the BER in the odd original packets is zero due to ARQ protocol. Assuming
both the legitimate channel and the wiretap channel are independent identically
distributed (idd) Rayleigh fading, the receiving BER with binary phase shift
keying (BPSK), which is equal to the BER in the even original packets at Bob,
is given in [11] by

Pp,odd (Ceve) =

1 Vo
Py.odd(Ebob) = 3 1-— T+

(®)

where 7, is the average signal-to-noise ratio (SNR) at Bob. Then, we consider
maximal ratio combining (MRC) reception diversity method is equipped at Eve
when Eve can’t get the correct packet before Bob gets the correct packet. In this
case, the BER in the odd packets is given in [11] by

M 1 m
Py.odd, MRC(Eeve) = (1 2Fe) Z (M Tier) (1 J;Fe> ) (9)

m=0

In Eq.(9), M is the number of the odd packet’s transmission and I, =
Ye/(1 + 7e), where ¥, is the average SNR at Eve. In the even slots, the BER
at Eve can also be expressed in Eq. (8) except the difference of 7. Assuming
receiving the odd packet in slot 2n — 1 and one packet just contains one bit, Eve
can correctly recover the (2n — 1)th original packet if an even number of error
occurs in the previous n packets due to the feature of XOR. On the contrary,
Eve can’t correctly recover it if an odd number of error occurs. According to the
specific feature of XOR, it’s easy to prove

(a) When 0 < P, od4d,MRC(Eeve) < 0.5, the BER at Eve is always less than 0.5.
when P, oqd,MRC (Eeve) is constant, the BER approaches 0.5 from 0 gradually
as n increases. When n is constant, the BER also approaches 0.5 gradually
as Py odd, MRC(Eeve) increases.

(b) When P, odqa,MRC(Eeve) = 0.5, the BER at Eve is always 0.5.

(¢) When 0.5 < P, odda,MRC(Eeve) < 1, it should be divided to two parts
to discuss. When n is odd, the BER at Eve is always greater than 0.5.
When P, odd, MRc(Eeve) is constant, the BER approaches 0.5 from 1 grad-
ually as n increases. When n is constant, the BER approaches 1 from 0
as Py odd MRC (Eeve) increases. On the contrary, When n is even, the BER
at Eve is always less than 0.5. When Py oqd MRC(Eeve) is constant, the
BER approaches 0.5 from 0 as n increases. When n is constant, the BER
approaches 0 from 1 as P, oqd,MRC(Eeve) increases.
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According to the above conclusion, the BER would approach 0.5 if the suf-
ficient packets are related. Although the BER is less than 0.5 in some cases, we
can’t promise these harsh conditions in reality. Hence, an efficient and effective
way is increasing the related packets resulting in the probability of correctly
decoding one bit for Eve is almost only 0.5. In the meantime, one packet con-
tains so many bits in reality, which leads that error occurs in different positions
in one packet. Considering the above analysis, our scheme can ensure secrecy
transmission obviously.

Besides error probability analysis, the delay as another considerable part
should be considered. Firstly according to the encoding method, each encoded
packets to be transmitted relates to the previous original or current packet,
which means Alice can transmit signals in real time. Secondly, Eve or Bob can
decode the current packet with the previous and current received packets, which
meets the real-time condition at receivers. The feasibility of real-time proves our
scheme is suitable for IoT video streaming. The only odd packets are ensured by
ARQ protocol but the even ones not, which reduces us nearly half of delay in
whole transmit. There are many other measures can be implemented to achieve
various objectives during the extra time which the scheme brings.

4 Simulation Results

To evaluate the performance of the proposed scheme, simulation results are
present in this section. Note that the secrecy performance is related to the size
of bits which one packet contains. In this paper, we consider one packet contains
512 bits. In addition, maximum likelihood hard decision decoding is implemented
at Bob and Eve. Furthermore, maximal rate combination is deployed at Eve
when not correctly received the packet before Bob gets the correct packet in one
packet slot. Then, Rayleigh fading and additive white Gaussian noise (AWGN)
also been considered.

Bit Error Rate

Packet Error Rate

—a—Bob(QPSK)

—e—Bob(16QAM)
—a— Nosie aggregation Eve(QPSK) —a— Nosie aggregation Eve(QPSK)
—e— Nosie aggregation Eve(16QAM) —e— Nosie aggregation Eve(16QAM)
—=— Proposed scheme Eve(QPSK) —&— Proposed scheme Eve(QPSK)
) —e— Proposed scheme Eve(16QAM) —e— Proposed scheme Eve(16QAM)

6 & 10

—a—Bob(QPSK)
—e— Bob(16QAM)

6 18 20 3 g 10

2 0 12 i
Eb/NO(dB) Eb/NO(dB)

(a) (b)

Fig. 2. (a) PER of Bob and Eve for same channel conditions in two schemes. (b) BER
of Bob and Eve for same channel conditions in two schemes.
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(c) (d)

Fig. 3. (a) Screenshots of original video. (b) Video screenshot decoded by Bob. (c)
Video screenshot decoded by Eve in the noise aggregation scheme. (d) Video screenshot
decoded by Eve in the proposed scheme.

Figure 2(a) shows the packet error rate (PER) of two schemes for Bob and
Eve in QPSK and 16QAM modulation. It should be noted that the PER in
the noise aggregation scheme in [8]is equal to the proposed scheme because of
the same proportion of reliable transmission packets due to ARQ protocol. For
Eve in the proposed scheme, we can see PER is still zero that means Eve can’t
correctly decode any confidential packet. Comparing to Noise Aggregation, it
greatly improves the security of confidential information. In order to prove the
effectiveness more convincingly, the BER is also analyzed. Figure 2(b) shows the
BER of two schemes for Bob and Eve. There is an error floor where the BER
is 0.5 for Eve in the proposed scheme but the other not. Besides, the BER is
always higher in the proposed scheme. That also proves the scheme has higher
secrecy performance.

To further verify the effectiveness of the proposed scheme, we compare the
received video screenshot in different ways. From Fig. 3(b) at Bob, we can clearly
recognize the content although there is some noise on the screenshot. Comparing
to the screenshot via noise aggregation in Fig.3(c) at Eve, the screenshot in
Fig.3(d) at Eve is illegible and inundated with noise in the proposed scheme.
Intuitively, our scheme also can preferably ensure the security.
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5

Conclusions

The paper proposes a security scheme for IoT video streaming, which employs
joint network coding and retransmission. Based on wire-tap model with a feed-
back link, the scheme degrades the wiretap channel quality. Furthermore, it also
provides sufficient reliability, security, real-time and low delay simultaneously.
Then, we theoretically study the performance. Besides, the comparison between
the noise aggregation scheme and the proposed scheme has been given. And
simulation results show that the proposed scheme has more high secrecy perfor-
mance than the other and still supports real-time secure transmission and prove
the effectiveness of our proposed scheme.
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Abstract. Reinforcement learning (RL) has been applied to many cooperative
multi-agent systems recently. However, most of research have been carried on
the systems with fixed quantity of agents. In reality, the quantity of agents in the
system is often changed over time, and the majority of multi-agent reinforce-
ment learning (MARL) models can’t work robustly on these systems. In this
paper, we propose a model extended from actor-critic framework to process the
systems with variable quantity of agents. To deal with the variable quantity
issue, we design a feature extractor to embed variable length states. By
employing bidirectional long short term memory (BLSTM) in actor network,
which is capable of process variable length sequences, any number of agents can
communicate and coordinate with each other. However, it is noted that the
BLSTM is generally used to process sequences, so we use the critic network as
an importance estimator for all agents and organize them into a sequence.
Experiments show that our model works well in the variable quantity situation
and outperform other models. Although our model may perform poorly when
the quantity is too large, without changing hyper-parameters, it can be fine-tuned
and achieve acceptable performance in a short time.

Keywords: Multi-agent - Reinforcement learning -
Variable quantity of agents - Communication * Fine-tune

1 Introduction

In recent years, owning to the great progress in deep learning, reinforcement learning
(RL) has attracted a lot of attention from researchers [1]. By combining with deep
neural network, it has been applied to a variety of fields and solved many problems,
such as game playing including Atari video games and Go game high-dimensional
robot control and etc.

Previous works have extended reinforcement learning to multi-agent domain. In
cooperative systems, where all the agents share the goal of maximizing the discounted
sum of global rewards, most researchers fix the quantity of agents in the systems and
pay more attention to the communication between them. The CommNet [2] uses a
single network to control agents. Each agent sends its hidden state as communication
message to the embedded communication channels. The averaged message from other
agents then is sent to the next layer of a specific agent. Unlike CommNet, developed
from DQN, ACCNet [3] and MADDPG [4] are both extended from actor-critic policy
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gradient method. They collect actions from all agents, and put the concatenation of
them into the critic network, using the critic as a communication medium. However,
these methods should fix the quantity of agents before training, and when the quantity
is changed, both of them should be retrained. In lots of practical applications, we
cannot know the quantity of agents in the environment in advance. Additionally, the
number may change over time. Take the urban traffic control as an example, the cars in
the road are always moving, so it’s impractical to fix the quantity of agents in the
learning model.

Tampuu [5] etc. simply use independent Deep Q-learning Network (IDQN) to
control agents. This approach avoids the scalability problem, but because of the
experience replay, a thorny problem appears that the environment may become non-
stationary from the view of each agent. To solve this problem, Leibo et al. [6] have
limited the size of experience replay buffer to keep track of the most recent data, while
Foerster [7] uses a multi-agent variant of importance sampling and fingerprint to nat-
urally decay obsolete data in the experience replay memory. Similarly, DIAL [8] also
uses a single network for each individual agent, but in their model, each network has an
extra output stream for communication actions. When communication is to be per-
formed, the source agent outputs a communication signal and puts it into the target
network for the next timestep. However, the environment may still become non-
stationary since the message needs to be delayed for one timestep.

Recurrent neural network (RNN) has also been an effective method for coordi-
nating variable quantity agents in some research [9]. The actor network in our proposed
method is similar to the BiCNet [10] which uses BLSTM [11, 12] unit as a commu-
nication medium between agents. With BLSTM, it shares all parameters so that the
number of parameters is independent of the number of agents and allows it to train
using only a smaller number of agents, while freely scaling up to any larger number of
agents during the test. However, RNN should be used in the sequence situation while in
most natural systems, it can’t directly regard the agents as a sequence.

In this work, we propose a model extended from actor-critic framework to process
the multi-agent systems with variable quantity agents. In our model, we add a feature
extractor to embed variable length states. The actor networks play the role in making
decision for agents, and similar to BiCNet [10], by employing BLSTM, the agents can
communicate and coordinate with each other. However, it is noted that the BLSTM is
generally used to process sequences, so we use the critic network as an importance
estimator for all agents and organize them into a sequence, sorting by their importance.
Besides, because of partial observability, we embed a long short term memory (LSTM)
layer in the critic network for single agent to maintain its historical states. Our
experiments show that our model can still work when the quantity of agents is changed,
and if the model cannot perform well in the systems with too many agents, it can be
fine-tuned in the new system and get acceptable performance in a short time.
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2 Proposed Method

2.1 Preliminaries: Multi-agent Markov Games

In this paper, we consider a fully cooperative multi-agent setting in which the system is
composed of a set of states S, a set of actions Ay, A,,..., Ay and a set of rewards
R1,Ra, ... Ry. Each agent i uses a stochastic policy my, : S; x A;+— [0, 1] to choose
actions, and later the next state will be produced according to the state transition
function 7 : S x A; x Ay x ... x Ay+— S. Simultaneously, each agent i will obtain
rewards as a function of the state and agent’s action r; : S x A; — R. In this setting, all
agents should cooperate with each other to maximize the global expected return:

R= Zi\; Zszo V'ri (1)

where vy is a discount factor, T is the time horizon and N is the total quantity of agents.
In addition, we use local observation setting in which each agent has its own obser-
vations. The states of an selected agent S; can be divided into S, S, and S,,. S; is the
property of itself, while S, is a set of states of its observed agents and S, stands for a
set of states of observed objects that can’t be controlled in the system.

In reinforcement learning, there are several terminologies. State value function,
denoted V,(s), is defined as the expected return when starting in s and following the
policy = thereafter. It can be formulated as:

Ve(s) = E-[R/|S, = 5] = E, [Z,io PrerslSi = s} (2)

Similarly action value function or Q-value, denoted Q,(s,a) is defined as the
expected return starting from s taking the action a, and thereafter following policy n:

Qx(s,a) = Ex[R|S; = s,A, = a] = E, [Z,fio Pre ]S =5,A = a] (3)

2.2 Feature Exactor

In our setting, the states contain three parts: the selected agent’s states Ss, the other
observed agents’ states So = {So1,...,Soy_1} and observed objects’ states in the
system Se = {Sey,...,Sey}. Because of partial observability, both the quantity of
other observed agents N and observed objects M may change when the selected agent
move, which means that the length of So and Se are variable.

To achieve the goal that the network can deal with the variable length features, we
add a module to preprocess the states. Let So; € RY and So = {So1,...S0,} € R™4 As
the Fig. 2 shows, similar to textCNN [13], we apply a filter w € R"*?*¢ with ¢ channels
to a window of & agents and produce a new feature map f,, € R""+1D*¢ after a
convolution operation. Besides, we apply a mean pooling operation over all windows
and then get a feature vector f,,; € R°. This pooling scheme naturally deals with
variable lengths and reduce the influence of the operation that we organize the other
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agents’ states into So randomly (Fig. 1). As the pooling operation may compress and
lose useful information, we use a number of filters with different window length and
then make a concatenation of them as f,, = [fio1, /102, - - -] to get more rich information.

convolution =% %

Fig. 1. The structure of feature exactor 1-dimension filters is applied to states and after the
convolution operation, new feature maps are processed by mean pooling operation, followed by a
concatenation among different filters.

=

30UARVOD

The operation for the Se = {Sey, ..., Sey} is the same to that for the So; € R. Let
the output of the feature extractor for Se as fie = [fiel,fve2, - - -] At last, we concatenate
o fre and the feature of the selected agent as the input for the subsequent deep neural
network.

2.3  Critic Network

The critic network is used to estimate the current state value of a single agent. In order
to make the estimations as accurate as possible, we need to collect all the useful states
that the agent can obtain.

As the Fig. 2a shows, the inputs to the critic network is composed of three parts: the
state of the environment, the state of the current agent, and the state of the other agents
processed by the feature exactor mentioned in the previous section. The three parts are
joined together and put into deep neural network. The structure of the network is shown
in the Fig. 2b. Considering the local observation setting, we add a LSTM layer over
time before the output layer to remember the historical states which is beneficial to
estimate current state value more accurately. The output of the network is a continuous
value that represents the state value of the selected agent in the current state.

The training of the network uses a supervised learning approach, where the time
differential loss is shown as follows:

loss = E, [(y — V(s,))?] (4)

y=ru+V(sii1) (5)
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Fig. 2. Our proposed model. a is the process of feature extractor dealing with variable length
states. b is the structure of a critic network while c is the processes of the actor networks.

Wherein 7, represents the reward obtained by the agent i at time ¢; s, represents the
states of the agent at time ¢.

2.4 Actor Network

Actor networks are used to map agents’ states into actions. In our framework, the actor
networks are still decentralized, indicating that each agent makes decisions based on its
local information.

The structure of the actor network is shown in the Fig. 2¢c. The input module is the
same to the critic network, where feature extractors are applied. Furthermore, we use a
BLSTM layer to help the agents communicate with each other. However, the structure
of the RNN is used to process sequence, and if the rankings in the sequence is changed,
the obtained result may be different. In multi-agent systems, multi-agents cannot be
naturally considered as a sequence in most situations, and different ranking of the
agents may output different result. So we need a criterion to depend which order is
proper.

In the multi-agent decision-making process, important agents should have high
priorities for decision-making. Each agent can be sorted according to its importance,
and then makes decision successively by order. Maximizing global score is the
ambition for every agent, so the agents that have stronger scoring ability should be
given greater importance. With this idea, we use the critic network to evaluate the
importance of the agents in the system. We apply the critic network to all agents and
get their state value. Then we sort them according to their state value and successively
input them into the actor networks. It is noted that the critic network is only used in
training steps. The state value describes the potential scoring ability in certain states
and thus it can be regarded as the importance of the agents.

In single-agent actor-critic algorithms [14], agent update its parameters with local
rewards. The gradient can be formulated as follows:
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VoJ (0) = Ey pianr[Volog n(als)(r+ Vo (s ) = Vo,(s))] (6)

Wherein p” is the distribution of state, 0, is the parameter of value network, and 6,
is the parameter of actor network.

However if we directly use this update in the multi-agent setting, it may encourage
the agents to maximize their local return and ignore the global return leading to a local
optimum. To eliminate this contradiction, we update the network with a global tem-
poral difference loss, aiming to stimulate all agents coordinate to maximize the global
return. The parameters of the actor network for agent i update as follow:

Vo J(0;) = Es~ pra~n[Vo, log mi(ailsi) 0] (7)

5:51+...+5N:ZIIV"{+V9W(SZ‘) — Vo, (s1) (8)

3 Experiments

3.1 Experiment Setup

Environment. To perform our experiments, we modify the environment proposed in
pysc2 [15], a challenging environment for reinforcement learning. In our task, there is a
large map with some agents and 50 mineral shards. Rewards will be earned when an
agent touch a mineral shard. To achieve the optimal score, the agents should split up
and move independently. Whenever all mineral shards in the map have been collected,
a new set of Mineral Shards are spawned at random locations. The collection time is
limited to 3 min. Besides, the agents only have local vision, and can just perceive the
presence of other agent and mineral shards within its scope (Fig. 3).

a b

Fig. 3. The figure a is global view of our environment, where red objects are mineral shards and
green objects are agents. The figure b is a local view. (Color figure online)

Baselines. We implement two baseline networks: independent DQN (IDQN) and
BiCNet. This two networks are able to process the variable quantity issue, but without
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local information processing units, they work poorly in the system with variable
quantity of agents. We fix the length of the local state, and train and test this two models
in the system with fixed quantity agents. Differently, we train the proposed model with
certain quantity and test with variable quantity. For example, the IDQN and BiCNet will
train on the system with 3 agents, and test on that system to evaluate its ability. While
our model will train on the system with 3 agents, and test on the system with 2, 3, 5 or
more agents. Our model shares all parameters so that the number of parameters is
independent of the number of agents and allows it to train using only a smaller number
of agents, while freely scaling up to any number of agents during the test.

3.2 Results

We train our model with four systems, and test them in 6 systems with different agents.
As it is shown in the Fig. 4, with the increase of the quantity, the reward become larger.
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Fig. 4. Results of the models. tr.2 means that the model is trained on the system with 2 agents.

It is because that more agents can get more mineral shards. But the growth rate is
different. The tr.20 model can outperforms the other models in most scenarios, In most
of the scenarios that the train quantity is larger than the test quantity, indicating that the
agents can co-ordinate with each other and split well very well to increase the global
reward. It can work well in different systems with different quantities of agents. The
agent collect local information in the task, where the local scope can be regarded as a
small system with variable quantities of agents, so it can have strong generalization
ability.

It should be noted that as the quantity increase, model tr.2 and tr.3 work worse, and
tr.5 and tr.10 also not work as well as tr.20. It is because that when the agents in the
system increase, conflict between agents also increase. Model tr.20 is trained with 20
agents, so it can adapt for more complicated situations. While tr.2 and tr.3 only is
trained with little agents, so the model haven’t master the knowledge for complicated
situations. That is to say, when an agent meet with ten or more agents, it may not know
how to perform efficiently.
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Although our model have limitation on generalization in some respects, with highly
scalable structure, it needn’t change any hyper parameters and the networks can be
fine-tuned in the systems with more quantity of agents. As the Fig. 5 shows, we choose
model tr.2, tr.3 and tr.3 to be fine-tuned in the system with 20 agents, and compare the
learning curve to other models.

1800
1600

1400 IDON

1200 s BiCNet

“ 1000
-8 Our
© 800
q;_, e OUr(tr.2)
v 600
400 s OUr(tr.5)
200 Our(tr.10)

0 5000 10000 15000 20000 25000 30000 35000 40000

episodes

Fig. 5. Learning curve of different models trained with 20 agents.

Compared to other models that are retrained from scratch, the fine-tuned models
can spend less time to reach the acceptable performance. Because the ability of dealing
with variable quantities of agents, the three fine-tuned have a stronger ability to score in
the beginning. Besides, the learning curve of them are steep before about 15000
episodes and become gentle after that. Without adjusting hyper parameters, previous
knowledge in the networks can be transferred to the new one, so they can win at the
starting line. In general, the fine-tuned models outperform IDQN and BiCNet, but they
are not as good as our model that is retrained from scratch. It seems that fine-tuning
may cause the network get into local optimum while retraining can help the model
break away from local optimum and go farther. However, in some time-critical sys-
tems, our model can save a lot of time especially when the quantity of agents is very
large and achieve acceptable performance.

4 Conclusion

In this paper, we proposed a model extended from actor-critic framework for the
systems with variable quantities of agents. We not only design a feature exactor for
networks to deal with variable quantity issue and embed a BLSTM layer in the actor
networks, enabling agents to co-ordinate with each other. Furthermore, we use the critic
network to compute the importance of all agents and sort them into a sequence.
Experiments show that our model work well in the variable quantity situation and
outperform other models. Although our model may perform poorly when the quantity
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is too large, without changing hyper-parameters, it can be fine-tuned and achieve
acceptable performance in a short time.
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Abstract. Automatically describing video content with natural language has
been attracting a lot of attention in multimedia community. However, most
existing methods only use the word-level cross entropy loss to train the model,
while ignoring the relationship between visual content and sentence semantics.
In addition, during the decoding stage, the resulting models are used to predict
one word at a time, and by feeding the generated word back as input at the next
time step. Nevertheless, the other generated words are not fully exploited. As a
result, the model is easy to “run off” if the last generated word is ambiguous. To
tackle these issues, we propose a novel framework consisting of hierarchical
long short term memory and text-based sliding window (HLSTM-TSW), which
not only optimizes the model at word level, but also enhances the semantic
relationship between the visual content and the entire sentence during training.
Moreover, a sliding window is used to focus on k previously generated words
when predicting the next word, so that our model can make use of more useful
information to further improve the accuracy of forecast. Experiments on the
benchmark dataset YouTube2Text demonstrate that our method which only uses
single feature achieves superior or even better results than the state-of-the-art
baselines for video captioning.

Keywords: Multimedia - Sentence semantics - Long short term memory -
Sliding window + Video captioning

1 Introduction

With the rapid development of Internet technology, huge amounts of videos are
uploaded online every day, which need to be quickly retrieved and understood. Driven
by this challenge, automatically generating video caption has recently received
increased interest and become an important task in computer vision. Moreover, video
captioning provides the potential to bridge the semantics connection between video and
language. A wide range of applications can benefit from it such as multimedia rec-
ommendation [1], assist the visually impaired [2], and human-robot interaction [3].

Before exploring the video captioning, previous work predominantly focused on
describing images with natural language. Owing to the rapid development of deep
learning, significant improvements have been made in image captioning. Then,
researchers have extended these approaches to video. However, compared to describing
images, video captioning is more challenging as the diverse information of objects,
actions, and scenes.
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Recently, the Long Short Term Memory (LSTM) [4] based encoder-decoder
framework has been explored to generate descriptions for videos. LSTM is able to learn
when to forget previous hidden states and when to update hidden states. Therefore, it
can naturally deal with sequences of frames and learn long-range temporal patterns. In
order to make a soft-selection over visual signals during sentence generation, attention
mechanism is proposed to compute a categorical distribution of visual features, which
further improve the quality of the descriptions.

Although previous encoder-decoder approaches have shown promising improve-
ments, most of them ignore the semantic relationship between the video content and the
complete sentence during training, which may cause the resulting model to generate
incorrect semantics such as objects or verbs. In addition, they are trained to predict the
next word given the previous ground truth word as input, while the other generated
words are not holistically exploited. Therefore, the model is easy to “run off” if the last
generated word is ambiguous during testing.

To tackle the above issues, we propose a Hierarchical Long Short Term Memory
Model with Text-based Sliding Window (HLSTM-TSW), which utilizes an extra loss
to bridge the video content and the entire sentence, as shown in Fig. 1. As a result, the
relationship between visual content and sentence semantics can be explored during
training. Simultaneously, a sliding window is proposed to make use of k previously
generated words when predicting the next word, so that our model is able to exploit
more useful information in the decoding stage. The popular video captioning dataset,
Microsoft Research Video Description Corpus (YouTube2Text) [5] is used in our
experiments, which demonstrates the effectiveness of the proposed method.

Video Loss2 = - (Cosine similarity)

Sampled BLSTM
frames Visual

Attention
.—

b

hy
I'"I_'.—l T

-—

Loss1 = word-level cross entropy loss

Fig. 1. The overall framework of our proposed HLSTM-TSW. Lossl that represents the word-
level cross entropy loss and Loss2 that represents the semantic relationship between video
content and entire sentence are utilized together to optimize the captioning model.

2 Related Work

Early works for captioning task mainly focus on rule based systems, which detect the
visual attributes (subjects, verbs, and objects) firstly, and then generate description
using the template-based approach. For example, early work in [6] predicts phrases
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with a bilinear model and generates sentence using simple syntax statistics. However,
the expansibility and richness of the natural language generated by these methods are
limited by the language template.

With the rapid development of deep learning, the encoder-decoder framework has
been widely applied to image captioning and video captioning. Recent works make a
combination of convolutional neural network (CNN) [7] and recurrent neural network
(RNN) [8] to translate the visual input to the textual output. In the case of image
captioning, Vinyals et al. [9] utilize the LSTM to generate sentences with CNN features
extracted from the image. Xu et al. [10] use an attention mechanism to obtain corre-
spondences between the feature vectors and image regions. The authors of [11] propose
a deep multimodal similarity model to project image features and sentences into a joint
embedding space.

In video captioning, Venugopalan et al. [12] transfer knowledge from image cap-
tion models via adopting the image CNN as the encoder and LSTM as the decoder. Pan
et al. [13] use the mean-pooling caption model with joint visual and sentence
embedding. However, they ignore the temporal structures of video. To address this
issue, Yao et al. [14] incorporate the local C3D features and a global temporal attention
mechanism to select the most relevant temporal segments. Venugopalan et al. [15]
present a sequence to sequence video captioning model which incorporates a stacked
LSTM to read the CNN outputs firstly and then generates a sequence of words. Pan
et al. [16] propose a hierarchical recurrent video encoder to exploit multiple time-scale
abstraction of the temporal information.

In order to generate high-quality description for a target video, Chen et al. [17]
combine the multi-modalities such as visual and audio contents to predict video topics
as guidance to further improve the video captioning performance. A hierarchical
structure that contains a sentence generator and a paragraph generator for language
processing is introduced in h-RNN [18]. In addition, Gan et al. [19] use the Semantic
Compositional Network (SCN) which extends each weight matrix of the LSTM to an
ensemble of tag-dependent weight matrices to generate captions. More recently, the
authors in [20] propose a multi-model stochastic RNNs network (MS-RNN) which
models the uncertainty observed in the data using latent stochastic variables to improve
the performance of video captioning. Song et al. [21] design an adjusted temporal
attention mechanism to avoid focusing on non-visual words during caption generation.
In [22], a novel encoder-decoder-reconstruction network is proposed to utilize both the
forward and backward flows for video captioning.

Though the video captioning approaches mentioned above have achieved excellent
results, the semantic relationship between the video content and the complete sentence
is not fully exploited. Inspired by [13], in this paper, we design an extra loss to bridge
the video content and sentence. Moreover, our proposed HLSTM-TSW contains a
sliding window with window length of k, which enables it to focus on k previously
generated words during the decoding stage.
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3 Proposed Method

In this section, we introduce our approach for video captioning, as shown in Fig. 1.
Firstly, the encoding stage with visual attention mechanism is presented. Then, we
propose a textual attention in decoding network to calculate the contribution of words
contained in the sliding window. Finally, we introduce our mixed-loss model, which
simultaneously considers the context relationship between previous words and future
words and the semantic relationship between visual content and entire sentence.

3.1 Encoding Network

Given a video v with N sampled frames, the visual features and the textual features can
be represented as v = {vi,vz,...,v;,...vx} and w = {wy,wyp,...,w;,...wr}, where
v; € RP>1 w; € RP»*! and T is the length of the sentence. Specifically, D, and D,, are
the dimension of frame-level features and the dimension of vocabulary respectively.
We use a bi-directional LSTM (Bi-LSTM) which can capture both forward and
backward temporal relationships to encode the visual features. The activation vectors
are obtained as:

he=hD +n (1)
where h,(f ) and h;b) are the forward and backward hidden activation vectors.
The attention mechanism is realized by using attention weights to the hidden

activation vectors throughout the input sequence, so the output context vector at time
step t can be represented as:

N
a; = Z OC,’ih,‘ (2)
i=1

and
explér.i
o = # (3)
> i—1 €xplesr)
er; = w! tanh(W,h; + V1 +b,) (4)

where w, W,, V,, b, are learned parameters, and %,_; is the hidden state of the decoder
LSTM at (z — 1)-th time step.

3.2 Decoding Network

In our decoding network, we use hierarchical LSTM to generate the description, as
described in Fig. 2. During the sentence generation process, we use a sliding window
to focus on k nearest generated words when predicting the next word. Following it, a
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playing guitar <EOS>
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Fig. 2. The schematic diagram of our decoding network. When predicting the next word, a
sliding window is utilized to focus on k nearest generated words, and the textual attention
calculates their corresponding contributions.

textual attention is used to calculate the corresponding contributions of these k words.
The output of it is:

t—1
qr = Z .Bz,iwi (5)
i=t—k

and
exp(u; ;)
Y (©)
t 22:1 exp (s m)
U = WCT tanh(W.w; + V.a, + b.) (7)

where w., W,, V., b. are learned parameters.

Once the above operations are completed, the concatenation of w,_; and g, will be
utilized as input to the bottom LSTM. Therefore, our model can focus on k previously
generated words instead of only the last generated word. In addition, a visual adjusted
gate is designed to avoid the problem that imposing visual attention on non-visual
words, which is introduced in [21]. It can be computed as:

g1 = sigmoid(W,r;) (8)
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where W, is learned parameter, r, is the output of the bottom LSTM. Suppose the
output of the middle LSTM is s,, Then the input of the top LSTM is:

¢ = ga;+ (1 - gz)st (9)

3.3 Mixed-Loss Model

According to the above analysis, at time step #, our model utilizes v and the previous
words w ., to predict a word w, with the maximal probability P(w;|w <, V), until we
reach the end of the sentence. So the word-level cross entropy loss can be defined as:

log P(w,|w<;,v; 0) (10)

T
loss1 = —

=1
where 0 is the model parameter set.

To explore the semantic relationship between the visual content and the entire
sentence, the last hidden activation vector A, that represents the visual information of
the video content and the sentence vector S that represents the semantic information of
the entire sentence are utilized to calculate the cosine similarity, as shown in Fig. 1. In
particular, S is the final output of another LSTM whose inputs are the corresponding
hidden activation vectors of the top LSTM of decoding network. It is worth noting that
the input at # = 1 will only flow through 77/5 steps to the final output rather than T steps,

which prevents the loss of information during long-distance transmissions, especially
for short sentences. The cosine similarity between &, and S can be computed as:

h,eS
hy,S) = 22 11
cos(ln:§) = [ ST (1)

Aiming to pull the corresponding video-sentence pairs closer in the mapping space,
we define our loss2 as follow:

loss2 = — cos(hy, S) (12)
and the final loss of our model is:
loss = loss1 + dloss2 (13)

where 9 is the tradeoff parameter.

4 Experiments

4.1 Dataset

The YouTube2Text dataset consists of 1,970 short video clips collected from You-
Tube, which is well suited for training and evaluating an automatic video captioning
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model. This dataset contains about 80,000 clip-description pairs and each clip has
multiple sentence descriptions. Following [14] and [15], we split 1200 videos for
training, 100 videos for validation, and 670 videos for testing.

4.2 Data Preprocessing

We convert all descriptions to lower cases, and then utilize the WordPunct function
from NLTK' toolbox to tokenize sentences and remove punctuations. Therefore, it
yields a vocabulary of 13374 in size for the dataset. In our experiments, we use the one-
hot vector (1-of-N decoding, where N is the vocabulary size) to represent each word,
and use the inceptionv3 [23] to extract frame-level features. In addition, we uniformly
sample 60 frames from each clip.

4.3 Training Details

In our experiments, with an initial learning rate 10~ to avoid the gradient explosion,
we set all the LSTM unit size and the word embedding size as 512, empirically. In
addition, we train our model with mini-batch 64 using ADAM optimizer [24], and the
length of sentence T is set as 20. For sentence with fewer than 20 words, we pad the
remaining inputs with zeros. Moreover, beam search with beam width of 5 is used to
generate descriptions during testing process. To regularize the training and avoid
overfitting, we apply dropout with rate of 0.5 on the outputs of LSTMs.

4.4 Metrics

We evaluate our model on the following widely-used metrics: BLEU [25], METEOR
[26] and CIDEr [27], and use the Microsoft COCO evaluation server [28] to obtain our
experimental results reported. BLEU is defined as the geometric mean of n-gram
precision scores multiplied by a brevity penalty for short sentences. CIDEr measures
the consensus between the candidate descriptions and the reference sentences.
METEOR is defined as the harmonic mean of precision and recall of unigram matches
between sentences.

4.5 Results and Analysis

In this subsection, we firstly explore the effect of the tradeoff parameter 6. We adjust it
from 0.1 to 0.9 at intervals of 0.2. The performance curves with a different tradeoff
parameter are shown in Fig. 3. We normalized METEOR and BLEU scores using the
following function:

_ Q— min(Q)

where Q and Q,,,, are the original and normalized performance values, respectively.

! [Online]. Available: https://www.nltk.org/index.html.
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Fig. 3. The effect of 0 on YouTube2Text dataset.

Table 1. Caption performance of HLSTM-TSW and other state-of-the-art methods on
YouTube2Text dataset in terms of BLEU-4, METEOR, and CIDEr scores (%). HLSTM (single)
represents that it was trained by cross entropy loss only, and HLSTM (mixed) represents that it

was trained using mixed loss. The symbol “~” indicates such metric is unreported.

Model BLEU-4 | METEOR | CIDEr
S2VT [15] - 29.8 -

SA [14] 41.9 29.6 51.7
h-RNN [18] 49.9 32.6 -
HRNE-SA [16] 46.7 339 -
hLSTMat [21] 53.0 33.6 73.8
MS-RNN [20] 53.3 33.8 74.8
RecNet [22] 52.3 34.1 80.3
HLSTM-TSW (single) | 50.2 34.5 80.0
HLSTM-TSW (mixed) | 50.5 35.0 82.8

From Fig. 3 we can see that our captioning model achieves the best performance
when 6 = 0.9, which proves that enhancing the semantic relationship between the
visual content and the entire sentence is conducive to boost the captioning model.

Then, we compare our HLSTM-TSW approach with other state-of-the-art methods,
including the baseline sequence to sequence model (S2VT, MS-RNN), and the
attention-based LSTM Model (SA, h-RNN, HRNE-SA, hLSTMat, RecNet).

Table 1 shows the quantitative results of the comparison. We can observe that our
HLSTM-TSW performs best on METEOR and CIDEr metrics, verifying the effec-
tiveness of our proposed method. In addition, HLSTM (mixed) performs better than
HLSTM (single) on all metrics, which demonstrates that exploring the semantic rela-
tionship between video content and entire description benefits the captioning model.

Besides, some representative captions are presented in Fig. 4. Six videos are used
for demonstration and two frames are extracted from each video. We notice that the
sentences generated from our model are able to describe the salient contents of videos,
such as woman-applying-makeup, man-shooting-gun, and monkey-pulling-dog’s tail,
which proves the superiority and reliability of our approach. In some of the cases, our
model correctly identifies parts of the sentences, but fails to find the correct object. For
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example, for the top video in the right column, the generated caption is “a man is
playing a piano keyboard” while the reference is “a boy is playing a keyboard”. This is
due to the reason that our training data does not provide training samples to distinguish
“man” and “boy”. Therefore, existing datasets for video captioning still require further
refinement.

Ours: A woman is applying her makeup Ours: A man is playing a piano keyboard

Ref: A woman applies eye makeup Ref: A boy is playing a keyboard

B Ours: A monkey is pulling a dog” s tail

N 7 ® 1 Ours: A woman is mixing ingredients in a bowl
)

f i Ref: A woman is mixing flour in a bowl

- -

Ours: A man is shooting a gun

Ref: A monkey is pulling a dog” s tail

Ours: A woman is riding a horsc

ef: A man is shooting a gun Ref: A woman s riding on a horse

Fig. 4. Example results of YouTube2Text dataset.

5 Conclusion

In this paper, we propose a novel framework HLSTM-TSW to make use of the
semantic relationship between video content and the entire description. In our hierar-
chical structure, an extra loss is utilized to map the video-sentence pairs closer in the
embedding space. Moreover, the combination of the text-based sliding window and the
textual attention mechanism enables the model to exploit k previously generated words
instead of only the last generated word in next-word generation. Experimental results
on YouTube2Text dataset show that our HLSTM-TSW achieves superior performance
compared with the current start-of-the-art models. In the future work, we will combine
the reinforcement learning algorithms to further improve our caption model.
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Abstract. The imputation of missing values in datasets always plays
an important role in the data preprocessing. In the process of data col-
lection, because of the various reasons, the datasets often contain some
missing values, and the excellent missing data imputation algorithms can
increase the reliability of the dataset and reduce the impact of missing
values on the whole dataset. In this paper, based on the Artificial Neu-
ral Network (ANN), we propose a missing data imputation method for
the classification-type datasets. For each record which contains missing
values, we make a list of the values that can be used to replace the miss-
ing data from the complete dataset. Our ANN model uses the complete
records as the train dataset, and selects the most appropriate value in the
list as the final result based on the label categories of the missing data.
In our experiments, we compare our algorithm with the traditional single
value imputation method and mean value imputation method with the
Pima dataset. The result shows that our proposed algorithm can achieve
better classification results when there are more missing values in the
dataset.

Keywords: Data imputation - Machine learning -
Artificial Neural Network

1 Introduction

With the development of data mining technology and the rise of machine learning
technology, various datasets are becoming more and more important. Although
everyone wants to get perfect datasets, in the process of data collection, any prob-
lem, such as human error and machine failure, will affect the datasets, resulting
in abnormal or even missing values. In fact, many large datasets contain missing
values. A large number of missing values will reduce the reliability of the whole
dataset. For some datasets which are difficult to collect, the missing values prob-
lem will make enormous loss. At the same time, the missing data will also bring
huge challenges to the data processing and analysis process and have an impact
on the results of the experiment.
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Because it is difficult to ensure that there is no error in the whole pro-
cess of data collection, so the imputation algorithms of missing values are very
necessary. Aiming at the problem of the missing values in the datasets, many
researchers have proposed various data-filling algorithms. The simpler way to
solve the problem is to delete records which contain missing values, single value
imputation algorithm and mean value imputation algorithm, but all these algo-
rithms have great limitations. The rest of the filling algorithms can be divided
into statistical imputation methods and data mining based imputation methods.
Commonly used statistical imputation methods include EM imputation, regres-
sion model imputation, multiple erasing difference imputation, et al. Classical
data mining methods include neural network, decision tree, Bayesian network,
KNN algorithm, etc. These algorithms have been widely applied to various kinds
of missing values problems according to their advantages and characteristics, and
have achieved remarkable results.

In this paper, we propose imputation algorithm based on neural network for
classification-type datasets. We use the complete data in the dataset as train-
ing dataset to train our ANN model. Our ANN model can show probabilities
of a record being classified as different categories. For each record which con-
tains missing values, we use the different appropriate values from other complete
records to replace missing values. In this way, we get a list of new records and
we will select the best one from these records as the imputation result. Based on
our ANN model, We can achieve the probability of the records which are classi-
fied as the correct categories. The record which achieve the highest probability
will be select. Compared with other data imputation algorithms, this method
takes advantage of the characteristics of the classified dataset label, thus further
improving the imputation effect in the classified dataset. In our experiment, com-
pared with the single value filling and mean filling method with Pima datasets,
our proposed method can achieve better classification results when there are
many missing values in the dataset.

In the rest of this article, the second part introduces the background knowl-
edge and some related work of this algorithm. The third part introduces the
concrete implementation process of our algorithm. The fourth part explains the
experimental process and result analysis based on Pima dataset. The fifth part
summarizes the full text.

2 Related Work

In some datasets that contain very few missing data, ignoring method, deleting
method and zero value method are often used for data filling [1,2]. These methods
have an effective effect when the missing values have little effect on the dataset,
but these methods are no longer applicable when there are more missing data
in the dataset. In a variety of complex missing data problems, various data
imputation algorithms based on machine learning have achieved good results.
The KNN method is often used in the data imputation algorithm, and the
Batista [3] proposed the KNNT algorithm. For a record Ri containing the missing
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value, the KNN algorithm is used to find the most similar k records to Ri in the
whole dataset, and then mend the missing values in Ri based on the value in k
records. The processing of KNNI algorithm is simple, but when the dataset is
large, it will take a long time to calculate.

Rahman [4] proposed an imputation method named DMI based on decision
tree. For the record Ri which contains missing values, DMI algorithm will select
all the records belonging to the same leaf node with the record Ri in the dataset
as a new dataset Di. Based on the dataset Di the EMI algorithm will be used to
finish the imputation work. The quality of decision tree model has great influence
on the effectiveness of DMI algorithm. If the classification effect of leaf nodes is
not good enough, the DMI algorithm will be affected.

Neural network algorithm is also widely used in data mining based incomplete
data imputation problem. The main idea is to minimize the error between the
simulated value and the actual value of the network output, and use the error
to adjust the weight. The neural network algorithm has a strong generalization
as its advantage.

Silvaramirez et al. [5] designs a 3 layer perceptual network for data filling. The
number of neurons in the network input and output layer are equal to the number
of attributes of the dataset. By artificially deleting some data, the disturbance
dataset is generated as input, the original complete dataset is trained as the
output for the network, and then the data is filled with the obtained network.
Compared with most machine learning based filling algorithms, the method can
get higher filling effect. But this method will take a long time to train the model,
and it don’t take advantage of the labels in the datasets.

In fact, there are few cases of labels missing in classification-type datasets.
The label is an important attribute to judge the similarity between different
records. In this paper, our proposed algorithm builds a classification model
based on ANN, and takes advantage of different labels in dataset to complete
data imputation. Although it can only be used with classification-type datasets,
experiments show that this method can significantly improve the classification
accuracy of incomplete classification datasets.

3 Data Imputation Method

The algorithm in this paper constructs an artificial neural network with three
hidden layers and a Softmax classifier. Softmax classifier can show the probability
of the records which are classified as different categories. The process is mainly
divided into the training of the model and the selection of the appropriate filling
value by the trained model.

3.1 Training Step

From the dataset which contain missing values, all the complete records are
selected to form a new dataset as the training dataset. In this paper, in order to
test the imputation effect of datasets on different data missing percentage, we
artificially deleting some data randomly. All the records which have been deleted
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form the missing-value dataset Dm, the remaining complete records constitute
the complete dataset D, then the dataset D is used as the training dataset to the
train our ANN model, thus a model for classification is obtained. The process is
shown in Fig. 1.

Dataset

Complete
Dataset D

Incomplete
Dataset Dm

Fig. 1. ANN training with complete datasets

3.2 Data Imputation

After the network training is completed, our algorithm can solve the data impu-
tation based on our ANN model. For a record X4 which have missing values, the
first step in our method is find out the attributes which have missing values in
this record, the values of these attributes from other complete records form the
dataset V'm. The values in Vm will be used as the different imputation alter-
natives for the missing values of record X+4. The second step is to combine the
various values in V'm with the complete part of the record. The missing values
of the record X will be filled in respectively with all the values in Vm to form a
dataset Dxi, which contain the final imputation result for the record X4i. In the
third step, ANN model will calculate a list of outputs by the Softmax classifier
using the records in Dxi. These outputs show the probabilities that the records
are classified as different categories. In fact, the labels of the records in Dxi are
the same with X4’s label Yi. The record Zi which achieve the highest probability
to be classified as the category of Xi will be the best imputation result for the
record Xi. By using the 3 steps above for all records in the incomplete dataset
Dm, the final imputation dataset can be obtained. The whole process is shown
in Fig. 2.

4 Evaluation

In the paper, we use the Pima Indians Diabetes to test the proposed method.
This dataset contains the incidence of diabetes in hundreds of people within 5
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Fig. 2. Imputation process

years. It contains 8 types of physical condition variables for each person and 1
label which indicate whether a person is suffering from diabetes.

We first divide the whole dataset into training dataset and test dataset. We
take 80% of the dataset as the training dataset, and the remaining 20% of the
dataset as the test dataset. The Pima dataset is not a complete dataset, there
have been some missing values in some attributes. We build an ANN model with
3 hidden layers, the number of neurons in each layer is 12, 24 and 16. Base on
this ANN model, we achieved a result of 82.285% classification accuracy with
our training dataset and test dataset. In order to test the classification results of
datasets after data imputation with different missing rate, we delete the values
in the datasets artificially, and get 3 new datasets which have 30%, 50%, 70%
missing rate respectively. Each record in the new datasets contains a maximum
of one missing value. Then, according to the imputation process described in
the last section, we achieve 3 complete datasets after the imputation work. We
achieve the classification accuracy of these 3 new complete datasets with our
ANN model, and compare the results with the mean value imputation method
and zero value imputation method. The mean imputation method replaces the
missing values with the mean of the whole values of the missing values’ attribute
and the zero value method replaces all the missing locations with zero values.

Table 1. Classification accuracy with different imputation methods

Missing rate | Zero value method (%) | Mean value method (%) | Our method (%)
30% 80.12 80.56 84.96
50% 78.57 79.67 84.28
70% 77.14 78.42 84.20
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From Table 1, we can find that with the increase of missing proportion, the
classification accuracy of the 3 imputation methods has decreased. At the same
time, through the lateral contrast, we can find that the classification accuracy
of the zero value imputation is slightly higher than the mean imputation for
the dataset. Meanwhile, the classification accuracy of our proposed method is
greatly improved compared with the other two kinds of methods. For all the
kinds of missing proportion, the accuracy of classification increased by more
than 4%. Moreover, with the increase of data missing proportion, the accuracy
of classification achieved by our method has not decreased a lot.

5 Conclusion

This paper proposes an artificial neural network-based incomplete data impu-
tation method for categorical datasets. A classification neural network model
is obtained by training with the complete records, and the missing values are
fixed with possible values. The optimal imputation value is selected as the final
imputation result by our ANN model. We test our method on the Pima dataset
and compare the classification accuracy with zero value imputation method and
mean imputation. The results show that our method has a greater improvement
in the classification accuracy compared with zero imputation method and mean
imputation method at different data missing degrees.
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Abstract. This paper develops an exhibition system based on the
system-level simulation platform for massive wireless access of IoT. The
system appends a complete data output mechanism based on the original
simulation platform, which provides a convenient environment for devel-
opment and debugging, observation of system process and performance
evaluation for the NB-IoT simulation platform. The exhibition system
includes multiple modules, such as a data processing module, a driving
engine module, a drawing module and a 3D scene module. Meanwhile,
the system designs multiple interaction modules to restore the simula-
tion details. Finally, this paper completes the debugging of the system,
analyzes and discusses the results.

Keywords: NB-IoT - Exhibition system - Qt

1 Introduction

In order to meet the needs of future users for delay and speed, the fifth-generation
mobile communication system (5G) [1-3] proposes the objective of high-speed,
low-latency and massive access to realize the Internet of Everything. In this
context, the Narrow Band-Internet of Things (NB-IoT) has attracted more and
more attention around the world. In order to carry out comprehensive evaluation
and verification of NB-IoT technology, and provide reference and basis for NB-
IoT technology selection, the research team developed a system-level simulation
platform for NB-IoT, but had not yet developed a simulation demonstration
system and failed to provide a complete data output mechanism. In order to
build a convenient environment for development and debugging, observation of
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system working process and performance evaluation for NB-IoT simulation plat-
form, this paper sorts out the function structure of NB-IoT simulation platform
and adds a data output module. Based on the simulation record file, this paper
designs and implements the 3D demonstration system to match with the sim-
ulation platform. And the cross-platform C++ application development frame-
work Qt [4] is used to construct the 3D model. Based on the signal and slot
mechanism [5] provided by Qt, the event-driven engine is designed. When the
interactive mode of the system is demonstrated, the system perspective, the base
station perspective as well as the user perspective are designed for the users to
observe. In the analysis and demonstration of the simulation data, the exhibi-
tion system designed the real-time rendering curve function, and the observer
can analyze the key performance indicators of the simulation platform through
observing the curve.

The rest of the paper is structured as follows: Sect.2 briefly introduces the
general structure and function of the NB-IoT simulation platform, and Sect.3
summarizes the system structure of the exhibition system. Section 4 explains the
concrete implementation of the 3D exhibition system, including the structural
design and the specific implementation of each function. Section 5 analyzes and
discusses the demonstration results, and finally Sect. 6 summarizes the full text
and gives conclusions.

2 Simulation Platform for NB-IOT

In order to carry out comprehensive evaluation and verification of NB-IoT tech-
nology and provide reference and basis for NB-IoT technology selection, the
research team designed and developed NB-IoT system-level simulation platform
based on 3GPP TR45.820 [6]. The platform is written in C++, and the modules
of service generation module, drive engine module, resource allocation module,
channel module, random access module, power control module and coverage
type division module are designed and implemented to complete the simulation
of capacity of NB-IoT network and the probability of access failure. In order to
reduce the probability of access failure and avoid congestion, the backoff mecha-
nism must be optimized. Therefore, in the development process of the simulation
platform, a different type of backoff mechanism based on coverage type is pro-
posed. Thanks to this mechanism, the simulation platform can avoid large-scale
access failures.

3 System Architecture

The exhibition system is roughly composed of four major functional modules: a
data reading module, a data processing module, a 3D scene module and an engine
module. System perspective, base station perspective and user perspective are
designed in the 3D scene demo module. By switching of the angle of view, the
different content in the simulation process can be showed. Three functions of real-
time drawing function, 3D scene model and event list function are designed in
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various perspectives. The real-time drawing function can draw curves in real time
for some key indicators during the simulation process, and the user can further
deepen the understanding of the simulation through the drawn curves. The 3D
scene model is based on the system perspective, the base station perspective
and the user perspective respectively establish their own 3D models. As the
simulation progresses, some events will trigger the animation effects in the 3D
model. The function of event list is a demonstration of some of the key events
that occur during the simulation. The engine module connects the above modules
in series, and schedules each module by reading the data in the simulation log
file, and finally achieves the driving effect on the entire demonstration system.

The structure of the specific 3D exhibition system is shown in Fig. 1.

System-level Simulation

Platform for Intensive Access to

Internet of Things

Y

Data processing

v

3D scene

Output simulation record file

!

System perspective

Base station perspective

Drawing window

Drawing window

3D scene model

3D scene model

Event list

Event list

l

User perspective

User list

3D scene model

User list

Engine

Fig. 1. The structure of the 3D exhibition system.

The operation process of exhibition system: firstly, the simulation record
file of the original simulation platform transformation output is input into the
exhibition system, and the file is read by the data reading module. Then, the
data processing module processes the data of the file, and reads the file according
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to the format definition of the file, and it specifically reads and stores according
to the format of the event structure. Eventually, all data will be stored in the
set of events in a structured format. Then the drive engine module detects that
the process of data reading is complete and waits for the instruction to start the
simulation. Once the instruction of starting the simulation is received, the timer
will be triggered. And each time the timer is full, an event will be taken from the
set of events. Then the event processing function in which the multiple signals
are designed will handle the event. After that, different signals will be emitted
according to different types of events, which triggers different slot functions. By
designing these slot functions, the 3D scene presentation module is driven.

4 System Implementation

4.1 Engine

The function of the drive engine module is to drive the various function mod-
ules to coordinate operation after reading the simulation record file. The engine
module used in the exhibition system is the event-driven engine, and the core
part of the event-driven engine is the event. After reading the record file and
processing the data, the exhibition system gets an set of events, which arranges
various events occurring in the simulation process in chronological order. During
the simulation process, various functions and operations of the device are stored
in the set of events in the form of events. The function of processing event takes
the events and executes them in order from the set of events. Firstly, the type
of the event is judged, and the corresponding signal is selected according to the
different types of the event, and the corresponding slot function is triggered.
Then, the engine module continuously processes the event, mobilizes other func-
tional modules, and coordinates the cooperation to complete the demonstration.
A detailed schematic diagram of the drive engine is shown in Fig. 2.

When the simulation starts, the QTimer will be started and the timer will be
set to 1 ms. When the timer expires 1 ms, the timeout signal is issued, the slot
function “run()” is designed, and the signal “timeout()” is associated with the
slot function “run()”. When the signal “timeout()” is issued, the slot function
“run()” is called. The event execution function is designed in the slot function
“run()”. Take the event from the set of events and execute it, determine the
type of the event firstly, and then send the corresponding signal according to
the type of event. The slot function for drawing, the slot function for showing
3D models and the slot function for showing event list will be executed after
receiving the signal, and the respective functions are implemented accordingly.
The event-driven engine designed by the exhibition system relies on the powerful
signal and slot mechanism provided by Qt to complete the scheduling of each
functional module.

4.2 Event List

The function of the event list is to reflect the event that is happening in the cur-
rent exhibition system by displaying the event name and the time of occurrence,
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Fig. 2. Engine

visualizing the entire simulation process, and the event list is an indispensable
part of the exhibition system. From the perspective of the system, the event list
needs to display all events that occur during the entire simulation. From the
perspective of the base station, the event list needs to display events related to
the base station. Every time an event occurs, the time when the event occurred
and the name of the event are displayed in the event list. When the event list is
empty, the button for the first empty text is searched from top to bottom, and
the name of the event and the time of occurrence are edited into the text of the
button. When the event list is full, the event name and the time of occurrence
are added to the bottommost button, and all the original text of all the buttons
are moved up one space. The event list under the system view and the event
list under the base station perspective share the same event list class, and the
design principles are basically the same.

4.3 3D Scene Modeling

The 3D scene module is mainly to establish a corresponding 3D model for the
simulation application scenario. The model needs to conform to the overall back-
ground of the simulation, and the animation effect is added on the basis of the
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model, so that the simulation process is more vivid. The 3D scene module is
mainly divided into two parts: scene modeling and animation effects.

Scenario modeling: a large-scale access cell scenario needs to be built in the
exhibition system. Based on the 3GPP TR45.820 recommendation, 52,547 NB-
IOT devices need to be deployed in each cell. Considering the limitation of
machine performance, the building is not modeled in the cell scene, and the
NB-IOT equipment is deployed in a large amount to reflect the characteristics
of large-scale access.

Animation effect: When the exhibition system runs, the occurrence of the
event needs to reflect the user access action. In actual operation, you also need
to be able to select a specific user. Therefore, the animation effect of the user’s
connection with the base station and the animation effect selected by the user
are added.

4.4 Drawing Window

Draw the curve of “system capacity”: System capacity is defined as the number
of data transmissions that can be successfully completed per hour over a 200
kHz bandwidth, as calculated by Eq. (1):

Ntotal - Nfailure 60 x 60

N ity — .
SYSCAPAY T Noite X Nogorty ~ TimeStamp x 10—3

(1)

In the formula:

Niotai—The total number of transmissions per cell, the data comes from
the total number of access requests(double) stored in the “nb-iot data transmis-
sion” event.

Ntqiture—The number of failed transmissions per cell, the data comes from
the number of access failure requests(double) stored in the “nb-iot data transfer”
event.

Ngite—The number of cells set during the simulation, set to 1 during debug-
ging.
Nogoxkuz——Number of 200 KHz transmission bandwidths per cell.

Draw the curve of “access success probability”: The probability of system
random access success can be calculated by Eq. (2).

P _ Niotal — Nfaz'lure 9
success — ( )
Ntotal

In the formula:

Niotar—The total number of transmissions per cell, the data comes from
the total number of access requests(double) stored in the “nb-iot data transmis-
sion” event.

Ntaiture—The number of failed transmissions per cell, the data comes from
the number of access failure requests (double) stored in the “nb-iot data transfer”
event.
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5 Results

Based on the recommendations of 3GPP TR45.820, the exhibition system con-
figuration parameters are 1 cell, 3 base stations, 52547 NB-IOT devices, the
devices are evenly distributed, and the device is set to a stationary state. Run
the exhibition system in the current configuration. The results are shown in
Fig. 3.
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Fig. 3. Operation result

After the simulation starts, the event is displayed in the event list every time
an event is executed. At the same time, according to the type of the event, the
state of each function module of the exhibition system is updated, some events
control the drawing window, and some events control the 3D scene window.
Under the scheduling of the drive engine, each functional module cooperates to
complete the demonstration.

6 Conclusions

The exhibition system visualizes the simulation platform oriented to the IoT
dense access by constructing a 3D model, plotting curves in real time and dis-
playing simulation events, and vividly displaying the simulation process in the
3D model. By plotting the curve, the user can observe the state of the system in
real time and control the key performance indicators of the system. The demon-
stration results show that when the system bandwidth is 20 MHz, the system can
support more than 1 million connections, which can meet the needs of millions
of connections in the future 5G network. The running result of the demonstra-
tion system can also play a feedback role on the development of the simulation
platform. When a node has a problem, the time and approximate location of the
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problem can be found through the exhibition system, which greatly facilitates
the debugging program.

Add a few points, the current exhibition system only supports a single cell
configuration, and on this basis, the configuration of the cell can be expanded,
and the maximum can be expanded to 19 cells. And the number of deployments
of multiple NB-IOT devices such as 12857, 25714, 52547, 64285, and 77142 is
supported by a single cell. The above test results are obtained under the con-
figuration of 52547 NB-IOT devices deployed. The probability of access failure
measured under this configuration is extremely small, indicating that the cover-
age type-based backoff algorithm proposed by the simulation platform effectively
reduces the access failure probability of the system. The currently deployed NB-
IOT devices are all static. In the future, when upgrading the simulation exhibi-
tion system, we can consider adding a dynamic device model.
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Abstract. In order to recognize different kinds of electronic music, an extreme
learning based method is proposed. Firstly, the feature of different electronic
music data are extracted from cepstrum coefficient. Secondly, the kernel principal
component analysis is adopted to reduce the dimension of features. Thirdly, in
order to select appropriate parameters for an extreme learning machine, the
genetic algorithm is used. Finally, experiments are carried out to verify the
performance of the proposed electronic music classification method. In the
experiments, we have established a database including four kinds of electronic
music, i.e., “Guzheng”, “Lute”, “Flute”, and “Harp”. The experimental results
show that the classification accuracy of the proposed method can reach up to
96%, while the wrong classification rate of the proposed method is only 14%
which is much lower than existing electronic music classification models.

Keywords: Electronic Music Classification -
Kernel Principal Component Analysis - Extreme Learning Machine -
Feature Extraction

1 Introduction

With the continuous development of information technology, and the combination of
music more tight Dense, there have been many kinds of electronic music which are able
to relieve people’s life and work pressure. However, each user likes different types of
electronic music, so it is important to find the music from the mass of the electronic
music library [1]. Electronic music classification is the key to improve the efficiency of
electronic music query and is becoming the focus of attention [2].

Electronic music classification studies can be divided into two phases: traditional
stage and modern stage. For the traditional stage, it is a manual classification that they
are divided into the corresponding category through the analysis of electronic music by
some experts and professionals [3]. When the electronic music data is very small, the
classification of traditional classification of high accuracy, can be a good explanation of
the classification results. However, the defects of traditional method including high
error rate, low classification efficiency, are gradually reflected with the continuous
increase of music data [4]. For the modern stage, the classification of electronic is
accomplished automatically by computer [5]. Electronic music automatic classification
belongs to a pattern recognition problem. It is necessary to extracts the characteristic
information that reflects the electronic music. It is prolonged and inefficient to classify
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the electronic music automatically according to the original feature information
because of the large number of original features. Therefore, the technology of principal
component analysis (PCA) is used to screen out the most important features to reduce
the dimension of feature vector in order to speed up the automatic classification of
electronic music [6]. Principal component analysis is a linear approach and can’t be
used to extract nonlinear information that describes an electronic music label [7]. The
kernel principal component analysis is an improved principal component analysis
method. By introducing the kernel function, the nonlinear information is extracted, and
the feature is better than the principal component analysis [8]. Electronic music
automatic identification also need to design electronic music classifier including Hid-
den Markov Model [9], Neural Network [10] and Support Vector Machine [11].
However, these methods exist some deficiencies. For example, the hidden Markov
model can only be linearly classified and the results of electronic music classification
are unreliable. Although the artificial neural network can classify the electronic music
non-linearly, it requires sufficient electronic sample data. Once the sample can’t meet
the sufficient conditions, the electronic music classification effect dropped sharply.
Although the support vector machine does not have the requirements of the neural
network for the sample data, the learning process is complicated, the time complexity is
high, and the speed requirement of the mass electronic music classification can’t be
satisfied.

For the reason of the shortcomings of the traditional model in the process of
electronic music classification, an electronic music classification model for improving
the limit learning machine is proposed. Firstly, the cepstrum coefficient of electronic
music is extracted, the characteristics of electronic music are selected by kernel prin-
cipal component analysis, and then the classifier of electronic music is improved by the
limit learning mechanism. Finally, the simulation results show that the improved
extreme learning machine improves the average classification rate of electronic music,
and electronic music classification performance is better than the other.

2 An Electronic Music Classification Model for Improving
Extreme Learning Machine

2.1 The Extraction of the Characteristics of Electronic Music

The current electronic music has many characteristics to describe its type, and elec-
tronic music is actually a kind of sound, Mel cepstrum coefficient can describe the
sound frequency of energy changes and extract features quickly. The Mel cepstrum
coefficient is selected as electronic music Classification of the characteristics for this
article, the specific steps are as follows:

(1) The collected electronic music data is framed to remove the invalid frame.

(2) The frame signals of electronic music are processed by Fourier transform to obtain
their amplitude spectrum.

(3) Through the Mel scale transformation of the amplitude spectrum, and the filter
group is used to filter the spectrum, the energy value of the jth filter is
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N-1
e[| 10g<ZWj[k} X S[k]|>’j 1,2,---,p (1)
k=0

Where wjlk] is the weight of the filter, |s[k]| is the Fourier transform spectrum
amplitude and p represents the number of filters. The crosstalk MFCC coefficient of
electronic music is obtained by performing cosine transform on Eq. (1), the specific
formula is:

xi—\ﬁZ@m x cos(%”(f—o-5>>>,j:1,2,--~,L (2)
j=1

where L describes the dimension of the coefficient.

2.2 The Selection of Characteristics of Electronic Music with PCA
A collection of electronic music samples is described by X = {x;, x,,..., x,,}, X € RM,

and then @(x) is used for Non-linear mapping and > ¢(x;) = 0, the electronic music
k=1
feature selection problem can be described as

Iwy = CoW, (3)

C,, represents the covariance matrix of all samples, computed by

Co=

3|~

3" oo (%) @)
k=1
and

wo =3 apl) )

By introducing a kernel function K;; = k(x;,x;) = (@(x;) - ¢(x;)), the original
electronic music feature selection problem is transformed into:

miKoa = Ko (6)

So
mio = Ka (7)
The feature vector of the characteristic value of electronic music Ay, 4>, ..., A, is

described with a = (a1, a2, . .., ).
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In order to speed up the selection of the feature, the eigenvector is normalized, and
for the test sample, the w,, projection can be calculated by:

m m

hi(x) = (wg - 0(x))) = Za{'(((P(xi) “p(x)) = ZaffK(x,-,x) (8)

i=1 i=1

2.3 Improved Extreme Learning Machine

In order to solve the traditional neural network convergence speed is slow and easy to
result in over-fitting, complex network structure defects, Huang et al. propose the
method of extreme learning machine. As long as the simple random set of weights and
thresholds, and the hidden layer of nodes, the training process can be successfully
completed and get the optimal solution to solve the problem [12]. Let the number of
nodes with hidden layers be L, then the output function of the limit learning machine is:

L
fL(x) == Zﬂic(aivbhx)v X € Rdﬂ ﬁi € R" (9)
i=1

Where g; is the Implicit layer node output function G(a;,b;,x). a; b; are the
Learning parameters and f3; is the Weight vector.
For the data D = {(x;,#;)|x; € R*,t; € R",i=1,2,...,N}, we can get

HB=T (10)

Where H is the hidden layer output matrix of the network and is defined as:

G(alybhxl) L G(aL,bL7XL)
H= M 0 M (11)
G(al, bl,XN) L G(dL, bL,XN)

Where £ is the weight matrix between the hidden layer and the output layer and T is
the output matrix, defined as follows:

B

B= M (12)
By |
]

T=|m (13)
|

The least squares algorithm is used to solve the matrix of f3:
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p=Hp—T| (14)
And then

B=H"T (15)
In the process of the extreme learning machine, the parameters a;, b; directly affect

its learning performance. In order to solve this problem, this paper presents the genetic
algorithm to determine the parameters of the limit learning machine as Fig. 1:

Determine the range of parameters for the
limit learning machine

Initialize the population

Calculate individual fitness values

Output the best

Termination condition .
individual

Extreme learning
Selection, crossover, mutation optimal parameters

Produce new population

Fig. 1. The work flow of improved learning machine.

2.4 The Electronic Music Classification Steps of Improved Extreme
Learning Machine

(1) Collecting electronic music sample data to form an electronic music database.
(2) Extracting the characteristics of the electronic music database which Composition
feature vector library.

(3) The characteristics of the electronic music database are normalized.
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(4) The kernel principal component analysis is used to select the characteristics of the
electronic music database to form the optimal feature subset.

(5) According to the optimal feature subset, the training samples and test samples are
dimensioned to reduce the size of the data.

(6) The training samples are input to the extreme learning machine for learning, and
genetic algorithm is used to determine the optimal extreme learning machine
parameters.

(7) According to the optimal parameters, extreme learning is able to establish elec-
tronic music classification model.

(8) Testing and analyzing the performance of electronic music classification models
using electronic music test data.

3 Performance Testing of Electronic Music Classification

3.1 The Source of Electronic Music Data

In order to analyze the effect of improving the electronic music classification of the
extreme learning machine, we choose a lot of data for simulation test. The data can be
divided into four types of electronic music, such as GuZheng, Lute, Flute, and
Harp. The number of samples is shown in Table 1. In order to make IELM electronic
music classification effect is comparable, we designed two kinds of contrast model,
described as follows:

Table 1. Number of training and testing samples in the experiments

Electronic music type | Number of training samples | Number of test samples
GuZheng 1000 250
Lute 800 200
Flute 500 125
Harp 200 50

(1) Principal component analysis and ELM electronic Music Classification Model
(PCA-ELM).

(2) Kernel principal component analysis and Support Vector Machine’s Electronic
Music Classification Model (KPCA-SVM).

3.2 Results and Analysis

Each model runs 10 times to calculate their average. As are shown in Figs. 2, 3, and 4,
the results of accuracy rate, error classification rate and average training time of
electronic music classification between the KPCA-ELM and the contrast model is
presented.
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Then we can make the conclusions that

(1) Compared to PCA-ELM, KPCAELELM'’s electronic music classification rate has
been improved, and the error classification rate is smaller. This is because KPCA
can extract better non-linear features than PCA, making the feature more accu-
rately reflect the type of electronic music.

(2) Compared with KPCA-SVM, KPCAELELM electronic music classification rate
has also been improved, effectively reducing the electronic music error classifi-
cation rate. This is because ELM integrates the advantages of traditional neural
networks and support vector machines, and establishes of a better performance
electronic music classification model.

(3) In all electronic music classification models, KPCAELELM has the least number
of electronic music classified training sessions. This is because KPCA can
effectively reduce the feature dimension, and ELM can obtain faster learning
speed than support vector machine. In addition, it speeds up the training speed of
electronic music classification and improve the classification efficiency of elec-
tronic music, and more suitable for mass electronic music classification.

4 Conclusion

Electronic music classification can broaden the scope of multimedia applications and
has a very important application value. In order to solve the shortcomings of the current
electronic music classification model, this paper proposes an electronic music auto-
matic classification model for improving the extreme learning machine. The model
integrates the advantages of kernel principal component analysis and extreme learning
machine. At the same time, the genetic algorithm is used to select the parameters of the
limit learning machine, which improves the accuracy of electronic music classification
and has wide application prospect.
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Abstract. There arises the need for quality assessment in networked video
streaming since video services have great significance for both users and pro-
viders. In this paper, a neural network is proposed to realize networked video
streaming quality assessment. Firstly the key parameters of video streaming are
extracted, including the bit-rate, the coded bits of each frames, the number of
lost packet and so on. Then the neural network is built to study the mapping of
these parameters and video quality. The influence on the video quality assess-
ment by different network depth and different layer settings in the neural net-
work is also taken into comparison. The performance of the proposed neural
network has been compared with other methods and evaluated by the quality
assessment experiment of videos in different resolutions. The results demon-
strate the effectiveness and efficiency of video quality assessment based on the
neural network.

Keywords: Video quality assessment + Deep learning - Video streaming

1 Introduction

Nowadays, more and more people use online video services. Therefore, quality
assessment for networked video streaming is important for both video users and service
providers. The traditional video subjective and objective quality assessment methods
have been developing for a long time. Each has advantages, but the disadvantages are
also prominent. The traditional subjective video quality assessment can achieve the
most accurate result but it requires rigorous experiment environments. The traditional
objective video quality assessment can avoid the great manpower involved in the
experiment but it is generally not very accurate in reflecting the feelings of the viewers.

According to the researches related to the networked video streaming quality
assessment, most of the methods and algorithms are based on the no-reference
objective video quality assessment. Authors in [1] proposed a reconstruction-based no-
reference video objective quality assessment algorithm. It can give out pleasant per-
formances but the features of the testing frames have to be deeply mined first. Wei and
Zhang proposed a no-reference video quality assessment method by utilizing the hybrid
parameters extracted from compressed video frames [2]. This method could be effec-
tive, but the computation burden was high. An objective no-reference video quality
assessment method was presented in [3], where the pictures have to be split into small
blocks which will introduce much complexity in video decoding. A packet-layer
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assessment model for video quality was introduced in [4]. The information including
bit-rate, frame rate, etc., were provided by packet headers so the payload information
was not needed for video quality assessment. Authors in [5] used the packet-layer video
quality assessment model with the characteristics of the High Efficiency Video Coding
(HEVC) standard which achieved a present correlation between subjective scores and
objective scores. Quality of Experience (QoE) reflects the impact of factors that affect
the satisfaction of users. Ref. [6] provided a structured way to build an objective QoE
model by Principal Component Analysis (PCA) and Analytic Hierarchy Process
(AHP) analysis. Ref. [7] was devoted to build a perceptual video quality metric based
on features which were used for semantic task and human material perception. In this
method, several estimators which could reflect the neuroscientific and psychophysical
evidence were gathered together to achieve video quality assessment.

Combined with the deep learning method, which is popular and most suitable for
dealing with large data problems at present, the traditional problems encountered in
video quality assessment can be effectively avoided and even better results can be
achieved. The literature [8—10] put forward different video quality assessment based on
back propagation (BP) neural network. In [8], human visual regions of interest were
selected and temporal and spatial features were extracted as the input of BP network.
Literature [9] presented one kind of BP-based estimate on the network video QoE to
construct the mapping model between QoE and quality of service (QoS). Ref. [10]
provided an automated and computational video quality assessment method which
employed offline deep unsupervised learning processes and inexpensive no-reference
measurements at server side and client side, respectively.

The rest of this paper is organized as follows. Section 2 proposes a novel quality
assessment method for networked video based on deep learning. Performance evalu-
ation and the comparison of this method with the existed method are provided in
Sect. 3 in detail. Conclusions are drawn in Sect. 4.

2 Quality Assessment for Networked Video Streaming Using
Deep Learning

The general framework of the proposed method is shown as Fig. 1. Firstly, the useful
parameters in a video stream are extracted. Then they are sent to a neural network to get
the video quality. The neural network has to be carefully designed and trained for
quality assessment. In the experiment, videos in three different resolutions from YUV
video sequence are used. For training purposes, video sequences Slide Editing, Johnny
in 720P; Crowdrun, Harbour in 4cif; Bus, Carphone in cif are used. For testing pur-
poses, video sequences Shield in 720P, Crew in 4cif and Claire in cif are used.

The subjective video quality can be calculated in terms of the 5-point absolute category
rating (ACR) mean opinion score (MOS) scale according to the recommendation
P.1201.1. The ITU-T P.1201-series of Recommendations specifies models for monitoring
the audio, video and audiovisual quality of IP-based video services based on packet-
header information. MOS used in the experiment as the label of videos represents the mean
opinion score of video quality by viewers with the consideration of influence brought by
video encoding, packet-loss in the transmission, rebuffering and the screen size.
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Fig. 1. Framework of proposed video quality assessment method.

2.1 Extract Key Parameters

Firstly, the original reference video is encoded and formatted by ffmpeg. The quanti-
zation parameters range from O to 51, producing 52 compressed videos which quality
are successively reduced. Secondly, the Wireshark software [11] is used to simulate the
network transmission of compressed video and capture each video packet during the
transmission process.

After the completion of the Wireshark sending and receiving video data packets,
each of the original video will generate a pcap file. A pcap file contains all the data
packets in the process of video transmission. The detailed information of each video
packet can be got, which contains comprehensive information for video streaming
transmission on the network.

Since there are so many parameters in every data packet and most of them are not
relative to the video quality assessment, the parameters below are chosen as the key
values to assess the video quality: Br (the coded bits of each frames), bit-rate, Psize,
Isize, Vplef (video packet-loss event frequency), Vir (impairment rate of video stream),
Vairf (average impairment rate of video frequency), Vdsize (the screen size), Vdiag
(number of pixels on the diagonal of screen) since they represent video impairment
from different aspects. For example, Vir reflects the video impairment among frames
and Vairf reflects video impairment within each frame.

Because of the video size, there is a difference in the number of packets that can be
transmitted. Matlab software is used to obtain the mean value of the key parameters
extracted from each video. The data sets of key parameters and MOS of compressed
video are divided into train set and test set. To be precise, the key parameters extracted
from videos of two different scenes in each resolution and the corresponding quality
value MOS are selected as the train set. The key parameters and MOS of one video
scene in every resolution are divided as test set.

2.2 Construct the Neural Network

Fully connected neural network minimizes the mean square error between network
output and label by back-propagating error, which can adjust the weights and biases of
network effectively. It has great performance of non-linear modelling. In order to
achieve the optimal network model, the experiments try to build fully connected net-
works in different depth with the comparison among different activation function types
based on the parameters and MOS extracted and calculated in advance.

The fully-connected back-propagation neural network is built based on Ten-
sorFlow. The loss function is the mean square error between the output of the network



Quality Assessment for Networked Video Streaming Based on Deep Learning 93

and the ground truth of MOS calculated by recommendation P.1201.1. In the back
forward propagation process, Adam optimization algorithm is chosen to optimize the
loss function. The Adam algorithm dynamically adjusts the learning rate of each
parameter according to the first and second order moment estimate of the gradient of
the loss function. It is also based on the gradient descent method, but in each iteration
parameters have a definite range of learning step so that it will not lead to a large
learning step size because of a large gradient and the parameter values are relatively
stable. In this experiment, the training iterations are 200000 epochs and after every 500
epochs the current error value will be displayed, which is the difference between the
network output and the video real quality. After the training process, the network
structure and parameters will be saved which can be used directly in the testing process.
For all the experiment, we have used the computer with two GeForce GTX 1080Ti
Graphics Cards and Intel i7 7700k CPU and it will take around 330 s for the whole
training and testing process.

3 Experimental Results and Analysis

The input of the fully connected neural network are key parameters Br, Psize, Isize,
Vplef, Vir, Vairf, Vdsize, Vdiag, which are extracted from the videos in YUV video
sequence. This dataset is commonly used in the video coding and decoding. Videos in
the YUV video sequence are in the 4:2:0 YUV format. And also, MOS is computed as
the label of each video. The Pearson correlation coefficient (PCC) is used to test the
linear correlation between experimental video quality and real video quality. The range
of PCC is [—1,1]. The greater the PCC is, the higher the linear correlation degree will be.

3.1 Comparison Among Different Neural Network Depth

The results from three-layer fully connected network 1 and four-layer fully connected
network 2 are compared in this experiment. The number of neurons in each layer of
network 1 are 10, 20, 30, respectively. The number of neurons in each layer of network
2 are 10, 20, 25, 30, respectively. The training set used in each training session is the
same, and videos in each resolution are tested. Figures 2 and 3 show the results and
errors comparison between two networks testing video Shield in 720P. The x-axis
represents 52 distorted video sequences. The y-axis indicates the experimental video
quality ranging from O to 5. It can be seen that increasing depth can enhance the ability
of studying the mapping of key parameters and video quality by fully-connected back-
propagation neural network.
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Results from Two Networks

5.0000000
4.5000000
4.0000000
3.5000000
3.0000000
2.5000000
2.0000000
1.5000000
1.0000000
0.5000000

0.0000000
1 35 7 9111315171921232527293133353739414345474951

—@®—video quality =@ quality from network 1 =®-quality from network 2

Fig. 2. The results of video Shield in 720P.
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Fig. 3. The errors of video Shield in 720P.

3.2 Comparison Among Different Activation Function

In this experiment a four-layer fully connected neural network is chosen. The number
of neurons in each layer are 10, 20, 25, 30, respectively. The second and third layers
use ReLLU activation function. The fourth layer uses softsign activation function. The
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experiment compares the results from two different structures: the first layer in network
1 uses softsign and network 2 first layer does not use any activation function. The
training sets are the same in each training session, and videos in each resolution is
tested. The x-axis represents 52 distorted video sequences. The y-axis indicates the
experimental video quality ranging from O to 5. Figures 4 and 5 show the results and
errors from two networks testing video Shield in 720P. The results and errors indicate
that softsign activation function can improve the fitting capacity of the neural network
and ReLU can ensure the convergence of computation results.

Results from Two Networks

5.000000
4500000 OO0 000000000005

V‘m
4.000000
3.500000 hw
3.000000 w“:‘
2.500000 . 4
2.000000
1.500000
1.000000
0.500000

0.000000
1 35 7 9111315171921232527293133353739414345474951

—@—video quality =@ quality from network 1 quality from network 2
Fig. 4. The results of video Shield in 720P.

3.3 Analysis

After a large number of experiment, the optimal fully-connected back-propagation
neural network is in four layers, of which the second and third network layer use
softsign activation function, and the first, fourth network layer use ReLU. The PCC of
video Crew in 4cif is 98.02% and the average error is 0.1502; the PCC of video
Coastguard in cif is 89.47% and the average error is 0.2302; the PCC of video Shield in
720P is 97.57% and the average error is 0.1217. Compared with the performance of the
method FRAME-FEBP proposed by Wei and Zhang in [2], which relevance is 75.20%
in such video sequence, the results show that the four-layer fully-connected back-
propagation neural network can perform the subject video quality assessment quite
well.
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Conclusions

This paper proposed a method of quality assessment for networked video streaming
based on deep learning, where a fully connected neural network is designed. The
network can conclude results which are very close to the traditional ways by learning
the mapping between key parameters extracted from the networked video streaming
and MOS calculated according to the recommendation P.1201.1. Experimental results
have shown that the proposed model provides a high-performance and feasible solution

to

evaluate the quality of networked video streaming.
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Abstract. Vehicle ad-hoc networks (VANETS) are becoming the mainstream
of network research recently. However, due to the high mobility of vehicles,
dynamically changing topology and highly partitioned network, it is a challenge
to overcome these shortcomings to guarantee a reliable link and efficient data
delivery. In this paper, we present an improved scheme for the selection of next-
hop based on greedy perimeter stateless routing (GPSR). The routing decision
zone based on the concept which combines node mobility with message for-
warding direction is introduced to avoid the node selected as next hop driving
away from the neighborhood of the forwarder during communication. Our
proposed protocol adaptively sets the size of the routing decision zone in each
hop based on the dynamic forward neighbor information, including speed and
one-hop transmission delay, and then consequently selects the next hop based
on the position information and the routing decision zone. Simulation results
show that our algorithm with low-delay performance is effective in some cases.

Keywords: VANETs - Next-hop selection -+ GPSR

1 Introduction

Vehicle ad-hoc networks (VANETSs) have been proved for its great potential in various
application especially enhancement of road safety, the optimization of traffic efficiency
and the infotainment services. VANETSs are a special type of Mobile ad-hoc networks
(MANETS), which use vehicles as mobile nodes, transceivers and routers, including
Vehicle-to-Vehicle (V2V) and Vehicle-to-Roadside (V2R) communication modes.
However, VANETs have its own characteristics including the extremely dynamic
topology, short-lived communication links, variable node density and highly parti-
tioned network [1]. Therefore, it is very challenging to establish an optimal routing
protocol in VANETS.

Among the MANETS routing protocols, the geographic routing protocol is now
considered to be the most appropriate choice for VANETs [2]. The GPSR [3] protocol
is a well-known position-based routing protocol in MANETS, which can minimize the
end-to-end hop number and achieve faster data forwarding. GPSR adopts two position-
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based packet forwarding strategies, one is Greedy Forwarding (GF) and the other is
Perimeter Forwarding (PF). In GF, a forwarding node selects its neighbor closest to the
destination node as the next hop. If the forwarder encounters a void region, the PF is
used to choose the next forward hop by flooding. GPSR protocol requires each node to
know its own position through GPS and share it with its one-hop neighbors, besides
this each node maintains the knowledge of its one-hop neighbors by periodically
exchanging Hello packets.

When GPSR is applied to highway scene in VANETS, it does not perform well in
vehicular environment. Since the GF only uses the stored position information to make
the routing decision to select the next hop, it tends to select the next-hop node at the
border of the communication range. As the node selected as next hop may leave the
neighborhood of the forwarder due to its mobility, it has been found that it is prone to
link interruption and significantly increases the packet loss rate. Furthermore, addi-
tional retransmissions lead to increased delay. Once the GF fails to forward the mes-
sage, the PF is adopted as the recovery mode. Because of the dynamic topology and
uneven distribution of nodes, it is very complicated to construct and traverse the
planner graph in VANETs, and the node far away from the destination may be selected,
resulting in an increase in delay.

Therefore, we propose an improved algorithm based on GPSR, which introduces
the routing decision zone whose size can be calculated based on forward neighbor
information of the forwarder along message forwarding direction, including maximum
speed, minimum speed and one-hop transmission delay. Our proposed algorithm
adaptively adjusts the size of the routing decision zone for each hop to adapt to
mobility, and selects the next hop in the shrunk routing decision zone at the cost of
communication overhead and hop count. In such network, although the selected hop
may not be closer to the destination, it can avoid the selected node driving away from
the neighborhood of the forwarder during communication, thereby reducing the packet
loss rate and delay. In addition, our proposed algorithm adopts carry-forwarding
scheme as the recovery mode instead of perimeter mode. The forwarder encountering a
local optimal problem carries the packet until there is a neighbor node that could make
a progress toward the destination.

2 Related Work

Several efficient techniques and approaches have been proposed in the literature to
enhance the performance of GPSR in vehicular environments. WF-GPSR [4] protocol
took into account link reliability, distance and movement direction angle to formulate
the weighted function of a next-hop candidate node. DGF-ETX [5] protocol integrated
the link quality estimation metric ETX into a multi-metric that considered the distance
and direction of the candidate forwarders. DAPBR [6] protocol applied the restricted
greedy forwarding approach to select the next hop by considering neighborhood vehi-
cles having a sufficiently dense neighborhood and the least velocity variance compared
to its own neighboring vehicles. LAT-GPSR [7] protocol introduced the link available
time prediction into the next hop selection of GPSR, instead of simply using the GF
algorithm. MAGEF [8] protocol presented the concept of motion potential by combining
node mobility patterns with node position information for forwarding decisions.



A Novel Next-Hop Selection Scheme Based on GPSR in VANETSs 103

However, these aforementioned protocols required additional complex calculations
to get the next hop after obtaining the relevant neighborhood information. To simplify
the complexity of the next hop selection and improve the performance of GPSR, our
proposed algorithm selects the next hop based on the position information and the
routing decision zone, and obtains the corresponding information of the next hop
directly from the Hello packet. Our proposed approach dynamically recalculates the
size of the routing decision zone in each hop, overcoming the problem that the node
selected as next hop may leave the neighborhood of the forwarder due to mobility.
Furthermore, we adopt carry-forwarding as a recovery strategy.

3 Proposed Method

3.1 Network Scenario

We consider a pure V2V network scenario without any infrastructure in a straight
unidirectional and uninterrupted one-way vehicle traffic highway, as shown in Fig. 1.
The highway has one entrance and exit in the opposite direction. While sending a
message from the source vehicle to the destination vehicle, a routing path needs to be
established in a multi-hop manner.

Certain assumptions are made for our proposed algorithm, all vehicle nodes use R
as their effective communication range and are equipped with GPS for positioning. The
destination node is known by default. The direction of the message forwarding is
assumed to be the same as the direction in which the vehicle moves. It is assumed that
each vehicle has independently assigned a random speed based on the Uniform dis-
tribution, and each vehicle maintains its randomly assigned speed while it is on the
highway. Besides this, any vehicle n; can generate self-related information, including
vehicle ID;, speed v; and position coordinates (x;,y;).

We take the position of node n; as a reference, along the direction of vehicle
movement, the one-hop neighbor in front of it is called the forward neighbor, contrarily
termed as the backward neighbor. During message forwarding process, the forwarder
usually makes routing decisions based on the forward neighbor information of each
hop to achieve efficient and fast forwarding. S. neighbour is used to distinguish
between forward and backward neighbors as follows:

1, forward neighbour

S. neighbour = { 0, backward neighbour

—>  :Unidirection % :source vehiclular % :destination vehiclular

Fig. 1. Network scenario
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4 Algorithm Design

In this paper, the one-hop communication range along message forwarding direction is
defined as the routing query zone, whereas the forward neighbor spatial distribution
range of the auxiliary routing decision is defined as the routing decision zone, and the
duration of a packet received from one node to another is defined as one-hop delay. The
main purpose of the proposed algorithm is to select a relatively stable next hop by
reducing the occurrence of the selected node moving out of the neighborhood of the
forwarder, aiming to design a novel forwarding scheme for next hop selection in
VANETsS.

The idea of proposed algorithm is illustrated in Fig. 2. Where ny represents the
number of forward neighbors, n’ represents the number of vehicles located inside the
boundary of communication range, depending on the number of lanes. In addition to
that, vf_max and vr_min Tespectively represent the maximum speed and minimum speed
of the forward neighbor node, and 74,y is one-hop delay of the packet. S. existence = 1
indicates that the forward neighbor node exists in the routing decision zone, and the
recovery mode basically adopts carry-forwarding mechanism.

Firstly, an information query is initiated by the forwarding node at the beginning of
each hop, and then one-hop neighbor list is established, and the routing decision zone is
adaptively set based on forward neighborhood information, including v¢_max, V¢_min
and 74.14y. Secondly, the next hop is selected in the routing decision zone. Thirdly, the
packet forwarding process is performed on the selected next hop.

Forwarding node intiates an information query request
and establishes 1-hop neighbor list by interactions.
Then getting Vi max andvfi min 7 CStimating 77 and £

[

<

Y

delay”

S. neighbour =17

The forwarding node adptively sets the size of the

routin ision zon n n
outing decision zone based ol Ve max,vfimi"a d ¢

delay

S. existence=17? Recovery mode

Selecting the node closer to destination node
in the routing decision zone as the Next-hop

N

Forward messages to the selected Next-hop

Fig. 2. Design idea of proposed algorithm
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4.1 Implementation Steps of Proposed Algorithm

Getting 1-Hop Neighbor Information. Every vehicle periodically sends a Hello
packet to its neighboring vehicles, which carry following information such as position,
vehicle ID, velocity of itself, and the timestamp attached to packet sending time. The
purpose of the Hello packet is to get routing information of neighbor nodes, and its
format is presented in Fig. 3.

When the forwarder initiates an information query request, the query packet is sent
by the broadcast method within its communication range. The node that receives the
query packet for the first time sends a reply packet to the forwarder, otherwise the
query packet is dropped. The format of the guery packet and the reply packet have been
shown in Fig. 3. Thus, the forwarder can establish a one-hop neighbor list based on
these received reply packets, and then get complete information about its one-hop
neighbor nodes. The forwarder can extract information about the forward neighbor
from the list, including 19, Vf_max, Vr_min and one-hop delay.

Node ID | Node Position | Node Speed | Time stamp

Fig. 3. The format of a packet

Setting the Size of the Routing Decision Zone. In the GF scheme, the size of the
routing query zone is the same as the size of the routing decision zone, as shown in
Fig. 4(a). It is prone to select the boundary node as the next hop based on the expired
routing information. The selected next hop is invalid if it satisfies the following two
conditions: (1) After the boundary node successfully sends the reply packet to the
forwarder, it instantly moves out of the communication range of the forwarder.
(2) When the forwarder sends a message to the selected next hop, the selected node
moves outside the communication range of the forwarder during that period.

It can be noted that an invalid relay node can easily interrupt the communication
link between the forwarder and the selected next hop, resulting in packet loss,
which tends to increase delay due to its retransmission. To avoid selecting an invalid
relay node, the forwarder should appropriately shrink the size of the routing deci-
sion zone in the routing query zone along the data forwarding direction, as shown in
Fig. 4(b). Although selecting the next hop in the shrunk routing decision zone may
increase the hop count, it can avoid the selected node moving away from the neigh-
borhood of the current forwarder and greatly enhance the probability of receiving
messages.
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",,-' ) B ‘,.—" .
,e-,_‘the routing decision zone @Q—"routing decision zonc}. VO
a ]

forwarding direction forwarding direction

(a)Greedy forwarding scheme (b) Proposed forwarding scheme

Fig. 4. Comparison of two forwarding schemes

Moreover, if the size of the routing decision zone is set extensively large, once the
selected relay node moves too fast, it may head out of the communication range of the
forwarder during communication, and cannot efficiently ensure reliable message for-
warding. Correspondingly, if the size of the routing decision zone is set extensively
small, although the message can be reliably forwarded, it will result in an excessive
increase in the number of hops, which may increase the probability of packet loss.
Therefore, it is obligatory to dynamically set the size of the routing decision zone based
on the dynamic forward information.

To reasonably set the size of the routing decision zone in each hop, we define a
critical zone ry (rg € [rmin, rmax]) for the forwarding node at the edge of R, as shown in
Fig. 4(b). From the instant when a node is selected as the next hop to the instant when
the selected relay successfully receives the message, the selected relay node just arrives
at the communication boundary of the forwarding node. In this section, we also
investigated and calculated r( value, as shown below.

We assume that a forwarding node n; has a neighbor node n, moving to the
communication boundary, and node n; and node n, happen to be in a critical con-
nection state within At time. In this case, node n, becomes the critical node, and the
displacement that node n, covered at speed v, in At time is taken as the critical value r,
and ro = At - v,. The time when node n, receives the query packet from node ny is
denoted as 7, and the time when node 7, receives the message from node 7y is denoted
as tp. Therefore, we get At =1, — 1.

The duration from node n, receiving the guery packet to node n; receiving the reply
packet is the one-hop delay of the reply, which is denoted as #,c—nop_repiy- Node ny
receives the reply packet from node 7., and then node n; sends a message to node 7,
until node n, receives the message from node ny. The duration of the process is called
the one-hop delay of the message, which is denoted as ,nc—hop_message-

Based on the above analysis, we obtain:

At=1t —1

= tonefhopAreply + lonefhopAmessage
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Then:
ro=At-v, = (tonefhop_reply + tonefhop_message) “Vxy Vx € [Vf_mam Vf_min] (2>

When Vx = Vf_max> F'max = (tonefhop_reply + tonefh{)])_message) * Vf_max
When v, = Vf_mins T'min = (tonefhop_reply + tonefhop_message) * Vf_min
We can get the range of the size of the routing decision zone (R — ry) as follows:

(R_ro)max:R_rmin (3>
(R - ro)min: R— Fmax (4)
In each hop, the size of the routing decision zone is adaptively estimated as follows:

R—ro=R—ro)pn+(1—p)- [(R = 70) pax— (R — rO)min] (5)

Where the value of § determines the size of the routing decision zone. If the value is 0,
(R —rp) will be (R — 79) - If the value is 1, (R — ro) will be (R — rp),,,;,- However,
when all vehicles on this segment make a uniform linear at the same speed v,, we can

get (R — 19)x= (R — 70) - Thus, the size of the routing decision zone is as follows:

R—ro=R—Ar-v, (6)

After determining the size of the routing decision zone, and making a reasonable
trade-off between the communication overhead and the hop count, the forwarder selects
the node closest to the destination as the next hop in the shrunk routing decision zone
based on the position information, which can avoid the selected node driving away
from the communication range of the forwarder during communication. If the for-
warder cannot find a node closer to the destination than itself, it carries the packet until
it encounters a neighbor node that may be heading towards the destination. Then repeat
the process until the message is successfully forwarded to the destination node.

5 Analysis and Simulation Results

In this paper, we use MATLAB R2014a as a simulation platform to evaluate the
performance of our proposed algorithm. We compare the performance of our proposed
protocol with the GPSR in the same simulation environment. The setting of the sim-
ulation scenario is described in Table 1. Furthermore, we set f§ as 0.5, one hop delay as
0.1 s, and here we ignore the delay of electromagnetic wave propagation in the air.
However, variations in vehicle speed results in frequent link changes and error-prone
transmissions, which may increase delay. To analyze the impact of vehicle speed on the
end-to-end delay, we assume all vehicles on this segment make a uniform linear at the
same speed, and the number of vehicles is set to moderately 55.
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The simulation results in Fig. 5 depict that the delay of our proposed algorithm
remains relatively stable, while the delay of GPSR increases with the increase of
vehicle density. However, the increase in vehicular density ultimately increases the
chance of packet collisions, and GPSR has a higher probability to select an invalid
relay, which may result in an increase in packet loss and delay. Furthermore the
proposed algorithm selects the next hop in the shrunk routing decision zone can avoid
selection of an invalid relay as much as possible, hence the average delay is expected to
reduce compared to GPSR. When the vehicle density is small, the forwarder in the
proposed algorithm cannot find any node as the next hop to deliver data packet in the
shrunk routing decision zone, which will result in much bigger delay. Therefore, the
average end-to-end delay of our proposed algorithm is better than GPSR in a relatively
dense vehicle scene.

Table 1. Parameter setting in simulations

Parameter Value
Lane length/km 1
Lane width/m 5
Number of lanes 2

—_

Number of traffic direction
Transmission range/m 150
Velocity distribution model | Uniform
Vehicle maximal speed 108 kmph
Vehicle minimal speed 72 kmph
GPSR Hello interval/s 5

Vehicle density/(veh/km) | 40-70

0.78 T T T T T

—o— Proposed algorithm
—#*— GPSR

074f -

Average end-to-end delay / (s)

40 45 50 56 60 65 70
The number of vehicles

Fig. 5. Impact of the number of vehicles on the average end-to-end delay.

The simulation results in Fig. 6 show that the delay of our proposed algorithm is
smaller than GPSR. On one hand, the increase of vehicle speed increases the proba-
bility of occurrence of the void region, which may increase the average delay. On the
other hand, with the increase of vehicle speed, the next-hop selected in GPSR has a
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higher probability of leaving the communication range of the forwarder because of its
high speed, thus it certainly increases chances of packet loss and extra delay of
retransmissions. The proposed algorithm selects the next hop in the shrunk routing
decision zone, which can reduce the probability of occurrence of this phenomenon.
However, the proposed algorithm sacrifices the hop-count as a compromise to gain
stable links, and the delay increases with the increase of vehicle speed.

0.61

T T T

T
—©&— Proposed algorithm
—#*— GPSR

0.605

06}

Average end-to-end delay / (s)

26 28 30

20 22 24
Vehicle speed / (m/s)

Fig. 6. Impact of vehicle speed on the average end-to-end delay

6 Conclusion

In this paper, a novel next-hop selection scheme based on GPSR is proposed, which
adaptively sets the size of the routing decision zone based on the information of the
dynamic forward neighbor in each hop, including speed and one-hop delay. Then, we
consider position information and the routing decision zone to select the next hop,
which reduces the chance of the selected node moving out of the effective commu-
nication range of the forwarder during communication. Simulation results indicate that
the performance of our proposed protocol performs better than GPSR in some cases.
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Abstract. Caching in wireless network is an effective method to reduce
the load of backhaul link. In this paper, we studied the problem of wire-
less small cell network caching when the content popularity is unknown.
We consider the wireless small cell network caching problem as a rank-
ing problem and propose a learning-to-rank based caching strategy. In
this strategy, we use the historical request records to learn the rank of
content popularity and decide what to cache. First, we use historical
request records to cluster the small base stations (SBS) through the k-
means algorithm. Then the loss function is set up in each cluster, the
gradient descent algorithm is used to minimize the loss function. Finally
we can get the ranking order of the content popularity for each SBS, and
the files are cached to the SBS in sequence according to the order. From
Simulation results we can see that our strategy can effectively learn the
ranking of content popularity, and obtain higher cache hit rate compared
to the reference strategies.

Keywords: Wireless networks - Caching - Learning-to-rank

1 Introduction

As smart phones and mobile network develop, the main business of wireless
network is transferred from traditional communication services to mobile data
services, this makes the mobile network face heavier and heavier load pressure.
In 5G networks, deploying small base stations in hotspots to relieve the load
pressure of wireless networks is a common method, but there are still lots of
problems to be solved. Especially the limited capacity of backhaul links has
attracted the attention of many scholars. One solution to handle this problem
is to deploy caching devices in wireless network edge devices to cache popular
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content, such as base stations or mobile terminals, so that users can get those
content directly from the caching devices when they request. This method can
not only reduce the backhaul link’s load pressure, but also reduce the file transfer
delay and improve the user satisfaction [1,2,10].

In the wireless network caching technology, how to determine the popular
content is a very important issue. Most of the research uses content popularity
to determine the popular content. However, In the actual system, content pop-
ularity is constantly changing and difficult to get the accurate value in advance.
So how to determine the content of caching without knowing of content pop-
ularity has become the focus of research. In [3], the author consider the cache
problem as a multi-armed bandit problem, and propose a learning based caching
algorithm. Then author in [8] take the context information into consideration.
Author in [12] use the collaborative filtering algorithm in mobile social network,
and propose a learning based caching strategy. But most of these works are focus
on predict the value of content popularity.

When content popularity is already known, many researches modeled the
caching problem as a 0-1 integer programming problem, and many researchers
use greedy algorithm to handle this problem, such as [5,6,9]. Besides, the most
popular caching strategy [8] which always caching the files with highest con-
tent popularity. We can find that many caching strategies are caching the most
popular file or the file have highest gain to the system. So in this paper, we
model the wireless small cell network caching problem as a ranking problem, no
longer focusing on the value of content popularity, but is the ranking relationship
between the content popularity. And we solve this problem by a learning-to-rank
method [11].

The main contribution of this paper are as follows. We model the caching
problem in wireless small cell network as a sorting problem when the system
have no knowledge of content popularity. And we give a learning-to-rank based
algorithm to solve this problem. In the simulation results, we can find that our
strategy can get higher cache hit rate than reference strategies and close to the
optimal strategy.

Rest of this paper is organized as follows: In Sect. 2 we give the system model
and the optimization problem. Section 3 we describe the details of the learning-
to-rank based caching strategy. Section 4 we simulate the propose strategy and
compared with some existing strategies. Finally, we make a summary of this

paper.

2 System Model

We consider a wireless small cell network with M SBSs which are distributed in
one area, assuming that the coverage of these SBSs does not overlap, and each
one of them is equipped with a caching device, which can cache popular files
and connect to the core network through the backhaul link. When a user in a
SBS’s service range requests a file, the system first look for the file on the SBS’s
cache device, if found, it will be sent directly to the user by the SBS. If the file
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is not cached, the SBS will request the file from the core network, then the core
network will send the file to SBS through the backhaul link and send it to the
user.

All users request files from the file library F = {f1, fo ..., fv} with a total
number of N, each file have a size of Sy = {s1,52...,sn}. All the SBS equipped
a cache device with cache memory of S Mb. We assume that the small base
stations in the system are distributed in different areas, such as schools, factories,
office buildings, etc. Therefore, users of different SBS may have different content
preferences, so the content popularity in different SBS is not the same. The
probability that the user is in the service range of each SBS is equal. We use
P € RM*¥ o represent the content popularity of all SBSs, which the element
Dm,i represents the probability of the user in i-th SBS’s coverage request for
i-th file. And we use the matrix X to represent the cache matrix, the element
ZTm,; = 1 represents the m-th SBS cached the i-th file, otherwise is 0.

We aim to maximize the cache hit rate in our system, which is the probability
of finding the corresponding file on the SBS’s cache device when the user requests
a file. So the optimization problem for our system is as follows:

1
m}:?x CHR = Vi me,ixm,i
m=1 i=1
N
s.t. Zsixm,i <Sm=12,--- ,M,i=1,2,--- ,N
i=1

x’m,ie{oal}am:laza'“ ani:1727"' 7N

We can see that the optimization variable of this optimization problem is a binary
variable. With known of the content popularity P, the optimization problem is
a 0-1 integer programming problem. The 0-1 integer programming problem is a
typical NP problem [7], there are many algorithm can solve this problem, such as
greedy algorithm, branch and bound. But in our system, content popularity P is
not a known parameter, so solving this problem becomes very difficult. In next
section we propose a strategy based on a learning-to-rank to solve this problem.

3 Learning-to-Rank Based Caching Strategy

In this section, we propose a cache strategy based on learning-to-rank. Learning-
to-rank is a kind of machine learning method that used for information retrieval
[4]. We use the historical request record to learn the rank of content popularity
and decide what to cache.

The caching strategy proposed in this section has two steps. The first step is
to cluster the SBSs, which replaces the process of feature extraction in learning-
to-rank [4]. Next step is to determine the caching files of each SBS based on the
historical request record in each cluster by learning-to-rank method.
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3.1 k-means Based Small Base Station Clustering

We cluster the SBSs according to the historical request record R € RM*N
r;,; represents the number of requests to j-th file received by i-th SBS, and
R; represent the i-th row of the historical request record which is the historical
request record of the i-th SBS. We normalize the historical request record matrix
R, so as to improve the clustering accuracy, and get a new matrix R*,. Then we
use k-means algorithm to cluster the SBSs, the process is as follows:

(1) We initialize k clusters Cy,C5 ... Cj, and randomly select k rows from R* as
the initial centroid ugl), uf) . .,u,(f) of these clusters.

(2) We allocate each SBS into the cluster which have the smallest Euclidean
distance between the SBS’s historical request record and the centroid.

Com ={R} IR} — pf) |2 < IRy — p{P )21 < n < K} (2)

(3) According to the clustering results, we can get the new centroid of each
cluster which is calculated by the follow formula:

1 *
ﬂgfl) = W Z R; (3)

RreCy,

Repeat the step 2 and step 3, until the centroid of all the clusters is
unchanged. Then we can get the cluster results and each cluster’s histor-
ical request record Hy, Hs ..., H;. And the SBSs in the same cluster with
similar content popularity.

3.2 Learning-to-Rank Based Caching Algorithm

In this step, we use the learning-to-rank method to enable the base station to
learn the ranking of content popularity and decide what file to cache for each
cluster.

We assume there is a final ranking matrix H}, = UTV for each cluster. And
we use the top one probability [4] to calculate the probability of the highest
number of requests for each file, the formula is as follows:

o(h)
Py (A1) = ——2L—
) (5) S o(h)

The ¢(z) represents a monotone increasing and constant positive function,
in this paper we define this function as an exponential function.

(4)
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Then the cross entropy loss function in our system can be obtained as follows:

V)= =D Pu,.)(hi) 108 Py, i) (9(UTVi))} + 5 2013+ 1VI3)

i=1 Jj=1

M, XN: exp(h! j) log exp(g(ULV;))

= I TS Lneap(h) T 0L Tmeap(g(ULV,))
/\

+3 Uz +1VIE)

()
where g(z) represents the sigmoid function, which is g(z) = 1/(1 + e~ %), and
A represents the regularization coefficient. The value of the assumed probability
distribution H, can be obtained by minimizing this loss function. In order to We
use the gradient descent algorithm to minimize the loss function, the gradient is
shown in the following form:

LW, V)

aU;
N

exp( (UTVJ)) . emp(h?fj) "(UTVAV: + \U;

Xz: Zn 1Imewp( (UzTVn)) 27]2[:1 Ii”emp(h?n))g( ' ]) A

OL(U,V) )
T =
el exp(g(ULV;)) exp(h’;) (g
> ) g WU,

Yont Lineap(g(UT Vi) 0,1, Timeap(7,)

We can update the value of U and V' until the loss function is convergence, and
the updating formula are as follows:

U — U, - 2LUY)

oU; )
Vi v _ OLUYV)
J " a‘/j

Finally, we can get the value of U and V, then we can calculate P; = UV
to get the ranking of the files for each SBS by sort the value of each element of
P; in descending order. According the ranking of the files for each SBS, we can
cache the files in descending unit the cache memory is filled. The whole process
of our algorithm are given in Algorithm 1.
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Algorithm 1. Learning-to-Rank Based Caching Algorithm

1: Inputs: historical request record R,cluster number k
2: Cluster the SBSs by k-means algorithm

3: Get historical request record Hy, Ha ..., Hy
4: form=1,2--- |k do

5:  initialize the loss function by (5)

6:  while Loss function is not convergence do
7: Calculate the gradient by (6)

8: Update U and V by (7)

9: end while
10: fori=1,2--- ,M,, do
11: Get the ranking of the files by (8)
12: while Sy < S do
13: Cache file to the SBS
14: end while
15:  end for
16: end for

17: Output: cache matrix X

4 Simulation Results

In this section, we simulate the performance of the proposed strategy and com-
pared it with some existing algorithms.

We assume that there are 100 SBSs which are divided into four categories,
each with a different Zipf distribution file order. Each SBS has different Zipf
distribution parameters, which follow a uniform distribution with a mean of 0.5.
The learning rate of gradient descent algorithm is 0.5, and the regularization
coefficient A = 0.8. There is 100 files in the file library, and all files with size of
1 Mb. The capacity of the cache device in each SBS is 20 Mb. And each SBS
receive 200 times request from the user to set up the historical request record.
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Fig. 1. Cache hit rate varies with cluster number k.
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To better observe the simulation results of the proposed strategy, we com-
pared our strategy with three existing strategies. First is the OPT strategy,
which let the SBSs known the content popularity in advance and cache the opti-
mal files. Next is the random cache strategy, in this way the SBSs will cache some
files by random. Finally is the collaborative filtering based cache strategy [12],
this strategy uses collaborative filtering algorithm to decide which file should
cache. The idea of the collaborative filtering algorithm is the SBSs have similar
request records will request the same files in the future. All simulation results
are averaged after repeating 1000 times.

In Fig. 1 we simulate the cache hit rate in different number of cluster. From
the Fig. 1, we can see that when the number of clusters k=1, the SBSs is not
clustered, the cache hit rate of the system is 36% when our strategy is used,
slightly higher than the collaborative filtering strategy. With increase of the
cluster number, the cache hit rate of propose strategy is gradually rising, and it
reaches the maximum of about 44.5% when the number of clusters is between 4
and 5. This is also in accordance with our simulation settings. When the cluster
number is higher than 5, the cache hit rate has decreased, this is because the
number of SBSs in each cluster is decreased. The cluster numbers can be decided
by the elbow method.
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Fig. 2. (a) Cache hit rate varies with Zipf parameter (b) Cache hit rate varies with
historical requests numbers

Next, we analyze the influence of Zipf distribution parameters on the system
performance. From Fig.2(a) we can see that, when the Zipf parameter is less
than 0.2, the cache hit rate in propose strategy is slightly less than the strategy
based on collaborative filtering. This is because when the Zipf parameter is very
small the request probability of each file is almost same, so it is difficult to
learn the rank of content popularity. With the increase of Zipf parameters, the
cache hit rate obtained in propose strategy is more than the strategy based on
collaborative filtering and close to the optimal strategy. Finally, we present the
simulation results of the cache hit rate varies with the historical request numbers
in Fig. 2(b). In this picture, it can be seen that when the number of requests is
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only 50 times, the proposed strategy can get a cache hit rate of close to 40%.
As the number of requests increase, the cache hit rate of the proposed strategy
is also increasing, and the cache hit rate is about 45% when the number of
requests is 500 times. On the other hand, the performance of strategy based
on collaborative filtering is much lower than random cache strategy, when the
numbers of requests is higher than 300 times, this is because the collaborative
filtering strategy only considers whether the file was requested rather than the
numbers of requests. So we can get the conclusion that the strategy proposed in
our paper has stronger learning ability and can make the system performance
close to the performance of the best strategy by learning.

5 Conclusions

In this paper, we propose a learning-to-rank based caching strategy for wire-
less small cell networks. This strategy consider the wireless small cell network
caching problem as a sorting problem, and the history request record is used to
learn the rank of content popularity. Then the files are cached to the small base
station in sequence according to the order. Simulation shows that this strategy
can effectively learn content popularity ranking, thus caching the appropriate
content, and the performance is close to the optimal cache strategy. Compared
to the reference caching strategy this strategy can adapt to more scenes and
obtain higher cache hit rate.
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Abstract. In the paper a multi-network communication gateway of Internet of
Things (IoT) is designed for complex environments with poor mobile network.
This design is developed based on ARM processor and Android operating
system, which can forward the data of IoT to the Internet through two mobile
networks (from different mobile operators) and a satellite network. Our exper-
imental tests show that the system runs stably and can forward data of IoT
accurately and instantly. This design of gateway can be applied to special
scenarios, such as the tunnel construction and oil exploration.

Keywords: IoT - Multi-network - Mobile network - Satellite network

1 Introduction

With the development of the Internet era of big data, the concept of the Internet of
Things (IoT) has been proposed and has attracted much attention [1]. The IoT is
defined as a network that according to a specific protocol connects any item with the
Internet and exchanges information with each other to realize intelligent identification,
location, tracking, monitoring and management. It is a network that extends and
expands on the Internet [2].

In most cases, the data collected in IoT need to be transmitted through a gateway
device to the server in the Internet [3]. Usually, the gateway only needs to connect to
mobile network in many applications like the agricultural standardization production
monitoring, smart city, medical management [4], etc. However, in some complex
environments, for instance the tunnel construction [5] and oil exploration [6], the
mobile infrastructure is not constructed well, and the mobile network even does not
exist. Considering the IoT applications in these special scenarios, in this paper we
design a multi-network communication gateway of IoT and examine its performance.
This gateway is developed based on ARM processor and Android operating system,
which can forward the data of 10T to the Internet through two mobile networks (from
different mobile operators) and a satellite network. Our proposal thus can work effi-
ciently in the scenarios with poor mobile network and be applied to the complex
environments.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
Published by Springer Nature Switzerland AG 2019. All Rights Reserved

B. Li et al. (Eds.): IoTaaS 2018, LNICST 271, pp. 120-126, 2019.
https://doi.org/10.1007/978-3-030-14657-3_13


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-14657-3_13&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-14657-3_13&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-14657-3_13&amp;domain=pdf
https://doi.org/10.1007/978-3-030-14657-3_13

Multi-network Communication Gateway of IoT for Complex Environment 121

2 Gateway Design

The main framework of this communication gateway is divided into four layers:
hardware layer, operation systems layer, driver layer and application layer (see Fig. 1).

The hardware layer mainly includes Ethernet, two mobile modules, one satellite
module and each hardware module is connected to the ARM mini PC. The operating
system layer adopts the Android operating system which is based on a modified version
of the Linux kernel and other open source software and designed initially for mobile
devices. Hence this operating system can support ARM processor, flexible driver
development and easily system tailoring. The driver layer is mainly responsible for
driving the interface of each network hardware. The driver of the mobile network
module is mainly related to Radio interface layer (RIL), which is mainly divided into
two parts, RILJ and RILC. The RILJ runs in the framework layer, and the RILC runs in
the hardware abstraction layer. The interaction between RILJ, RILC and Modem is
based on the data interaction mode of network socket. The satellite module is con-
nected to the ARM as a serial port device and is controlled by AT command. The
Application layer is the place where the main functions are implemented by the
communication gateway of IoT. It mainly includes: a data encryption, a SIM card status
detection, a mobile network switching algorithm, and a satellite communication
switching algorithm.

The configuring modules: mobile network driver, mobile switching algorithm, data
forwarding configuration and data encryption are crucial parts in this gateway and in
the following we will discuss these parts explicitly.

Application Layer

Data
Encryption

Mobile Network
Status Monitoring

Mobile Network
Switch

Satellite Network
Switch

Driver Laver

Ethemet
Driver

Mobile Network
Mobile Driver

Mobile Network
Mobile Driver

Satellite Network
Driver

Operating System Layer

Hardware Layer

Mobile Network
Module 1

Mobile Network Satellite Network ARM mini

Ethemet Module 2 Module PC

Fig. 1. System block diagram

2.1 Mobile Network Driver

Here the version of the both two mobile modules used in this multi network com-
munication gateway is EC20. The mobile module is connected to the ARM mini PC via
a Mini-PCIE interface which is essentially a USB interface, thus the 4G module can be
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connected to ARM as a USB device. Based on USB to serial port drive, each mobile
device is mapped to several virtual serial port devices, and the Android/Linux kernel
sends AT commands and receive/send data to the mobile module through these virtual
serial port devices.

In order to develop the mobile network driver, first we need to add the ‘USB to
serial port driver’ and the ‘PPP protocol support’ into the Linux kernel, then also add
the mobile module ID in the USB to serial port driver, as is shown in Fig. 2.

Linux Kernel Configure by ” make menuconfig”
1.1 USB Driver Configure
Device Drivers -—-——>
[*] USB support -——>
<*> USB Serial Converter support
[*] USB Generic Serail Driver
[*] USB Driver for GSM and CHDA modems
EC20’ s Vender ID and Product ID in option_ids[] of drivers/usb/serial/option.c
static const struct usb_device_id option_ids[] =
{ USB_DEVICE (0x05C6, 0x9215) },  //for EC20
PPP Configure
Device Drivers ———>
[*] Network device support --->
<*> PPP (point- to- point protocol) support
<*> PPP support for async serial ports

<*> PPP support for sync tty ports
<*> PPP Deflate compression

Fig. 2. Mobile module driver configuration

Secondly, we modify and add the source code provided by EC20 to the Android
source code, and modify the Android launch configuration file to start the RILD service
in, as is shown in Fig. 3. From this figure, it can be seen that the two mobile networks
are set as two individual services and two different ttyUSB ports are assigned to these
services, which is the basis for achieving the Dual SIM Dual Standby (DSDS).

service ril-daemon /system/bin/rild -1 /system/lib/libreference-ril.so —-¢ 0 — -d /dev/ttyUSB2
class main

socket rild stream 660 root radio

socket rild-debug stream 660 radio system

user root

group radio cache inet misc audio log

service ril-daemon2 /system/bin/rild -1 /system/lib/libreference-ril2.so —¢ 2 — -d /dev/ttyUSBT
class main

socket rild2 stream 660 root radio

socket rild-debugZ stream 660 radio system

user root

group radio cache inet misc audio log

Fig. 3. RILD service configuration

2.2 Mobile Switching Algorithm

Since these two mobile networks of the communication gateway come from two dif-
ferent mobile operators and in the complex environments their signal strengths and
qualities are also quite different from each other, it needs to monitor the signals from
these two mobile networks and select the better one for data forwarding.

The TelephonyManager.listen function of the Android operating system is used to
monitor the signal strength of the default mobile network. When there are two mobile
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networks, the ‘subld’ of mobile network has to be determined. However, the ‘subld’ of
the PhoneStateListener class is a hidden parameter that cannot be set or got directly by
the application programs. Therefore, we have to use the java “reflection” method to
make the ‘subld’ be accessible, and then the signal strength of the both mobile network
can be monitored. After that the average historical signal strength of the two mobile
networks can be calculated according to the following equation,

ave = 1.0 x sigsum/signum (1)

here sigsum represents the sum of the signal strengths and signum is the number of
times of recording the signal strength. Then the mobile network with better average
historical signal strength in a time window is chosen as the main mobile communi-
cation network, and the other is used as a standby mobile network.

2.3 Data Forwarding Configuration

The data from IoT are usually sent to the gateway through Ethernet and will be
forwarded to the server through mobile network or satellite network. However, when
the amount of data is too large or the data packet is very big, using the traditional Data
forwarding configuration will lead to losing some packets. In order to avoid this lost,
here another method—using iptables to forward data directly from the driver layer is
adopted. Iptables is a packet filtering management tool based on Netfilter architecture.
The most important function is to build firewall or transparent proxy. To use iptables,
we first change the firewall to a forwarding mode, and then set the relevant parameters
according to its command rule, as is shown in Fig. 4.

echo 1> /proc/sys/net/ipv4/ip_forward
iptables -F

iptables -t nat -F

iptables -t mangle -F

iptables -X

iptables -t nat -X

iptables -t mangle -X

iptables -AINPUT -i eth0 -j ACCEPT
iptables -AINPUT -i ppp0 -j ACCEPT
iptables -AINPUT -i ppp1 -j ACCEPT
iptables -A OUTPUT -o eth0 -j ACCEPT
iptables -A OUTPUT -o ppp0 -j ACCEPT
iptables -A OUTPUT -o pppl -j ACCEPT
iptables -AFORWARD -i eth0 -j ACCEPT
iptables -AFORWARD -i ppp0 -j ACCEPT
iptables -AFORWARD -i ppp1 -j ACCEPT
iptables -P INPUT ACCEPT

iptables -P OUTPUT ACCEPT

iptables -P FORWARD ACCEPT

iptables -t nat -A PREROUTING -p udp --dport PORT -i eth0 -j DNAT --to-destination REMOTE_MOBILE_IP:REMOTE_PORT
iptables -t nat -A POSTROUTING -d REMOTE_MOBILE_IP -j SNAT --to LOCAL_MOBILE_IP

Fig. 4. Iptables parameter settings
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In Fig. 4, PORT is the port where the gateway receives data of IoT; REMOTE_
MOBILE_IP and REMOTE_PORT are the IP address and port of the server, and
LOCAL_MOBILE_IP is the port of the local mobile network. With these commands,
iptables can transmit packets directly to the server through the driver layer.

2.4 Data Encryption

In the complex environment the data of IoT need to be encrypted. In the design of the
gateway, we use end-to-end encryption, that is, the packet is automatically encrypted
by the gateway, while it is decrypted at the receiving end. The encryption algorithm
used here is RSA encryption algorithm which is the first algorithm that can be used
both for data encryption and digital signature. RSA is a kind of asymmetric encryption
algorithm with a changeable key length. The principle of key generation is as follows:

1. Randomly selecting two large prime numbers p and g, where p is not equal to g,
then to calculate N = p * q;

2. Selecting a natural number e which is greater than [ less than N, and e must be
compatible with (p — 1) * (¢ — I).

3. Using the Euclid algorithm to calculate the decryption key d and also to make it
satisfies e * d = 1[mod(p — 1) * (¢ — I)] (where n, d are also mutually prime).

4. Getting the public key which is (n, e), and the private key which is (n, d).

In the process of encryption (or decryption) of information, the message m (or
¢) which is going to be encrypted (or decrypted) is first divided into equal length data
blocks before they are encrypted (or decrypted). The corresponding formula are shown
as follows:

¢ =m°(modN) (2)

m = ¢?(mod N) 3)

3 Results and Discussions

We implement the communication gateway of IoT in an ARM mini PC and test its
system performance by using Android Studio software. In the following we show some
main results from the debug window of the Android Studio.

3.1 Mobile Network Test Results

As shown in Fig. 5, after the communication gateway is powered and both the mobile
modules work normally, the system can obtain the IP address of both mobile network
(denoted as pppO and pppl), and get the signal strength and the operator’s information
of the mobile network. This illuminates that the mobile networks of the communication
gateway work well.
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D/MainService: SIM card status changes, SIM card 1 is true, SIM card 2 is true

D/IPUtils: getpppOIPAddress() enter...

D/IPUtils: getpppOIPAddress() success 10.172.199.87

D/IPUtils: getppplIPAddress() enter...

D/IPUtils: getppplIPAddress() success 10.36.82.252

D/MainService: The 4G network IP address is normal, create a mobile network send thread for: 10.172.199.87
D/MainService: Started 4G network UDP thread

D/MainService: The signal strength of the SIM card changes: Card: SIM_CARD_2 Signal strength: 4
V/MainService: Mobile operator 1: ChinaMobile

V/MainService: Mobile operator 2: CHN-CT

V/MainService: Data network type 1:13

V/MainService: Data network type 2:13

Fig. 5. Mobile networks test results

3.2 Mobile Networks Switching Test Results

After the system is powered, the mobile network 1 (denoted by SIM card 1 in Fig. 6) is
selected as the main mobile communication network, and the average historical signal
strength of the two mobile networks is monitored at the same time. If the signal
strength of the mobile network 2 (denoted by SIM card 2 in Fig. 6) is better than the he
mobile network 1 (denoted by SIM card 1) in a time window, the mobile network 2
(denoted by SIM card 2) is automatically switched as the main mobile communication
network. In addition, manual switching is also possible. The debugging information is
shown in Fig. 6.

D/MainService: The current network is SIM card 1, signal strength: 2
D/MainService: SIM card 2 signal strength changes, signal strength: 4
D/MainService: Automatically switch to SIM card 2
D/MainService: Switched to SIM card 2 successfully

Fig. 6. Mobile networks switching test results

3.3 Data Forwarding Test Results

After the data forwarding configuration is done, the data packets from IoT in the
Ethernet interface are directly forwarded to the server through mobile network or
satellite network. In Fig. 7 the data forwarding process in the debug window of
Android Studio is given.

D/EthUdpServerllio: Received data, length: 25
D/DataBroadcastReceiver: Data received from Ethernet, command word: text message

I/Mobile UDP client process: Send packets to the mobile server

Fig. 7. Data forwarding test results
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3.4 Data Encryption Test Results

The data encrypting process is shown in Fig. 8, from which we can see that the original
data is ‘Message from IoT’ and the encrypted data cannot be read directly.

I/Mobile UDP client process: Unencrypted data: Message from IoT
I/Mobile UDP client process: Encrypted data: Wad2qs[]syw ™

v

Fig. 8. Data encryption test results

4 Conclusion

For some complex scenarios of IoT applications lacking of good mobile networks, a
multi-network communication gateway is proposed and tested. The gateway is
developed based on ARM processor and Android operating system and it can forward
the data of IoT to the Internet through two mobile networks (from different mobile
operators) and one satellite network. The working principle and performance of four
crucial configuring modules including the mobile network driver, the mobile switching
algorithm, the data forwarding configuration and the data encryption in this gateway
have been discussed separately in detail. Our results have proved that this gateway
system runs steadily and can forward the data of IoT accurately and safely. The
combination of the two mobile networks and one satellite network ensures the com-
munication in a complex environment effectively.
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Abstract. Along with the rapid development of the IoT, the security issue of
the IoT devices has also been greatly challenged. The variants of the IoT
malware are constantly emerging. However, there is lacking of an IoT malware
analysis architecture to extract and detect the malware behaviors. This paper
addresses the problem and propose an IoT behavior analysis and detection
architecture. We integrate the static and dynamic behavior analysis and network
traffic analysis to understand and evaluate the IoT malware’s behaviors and
spread range. The experiment on Mirai malware and several variants shows that
the architecture is comprehensive and effective for the IoT malware behavior
analysis as well as spread range monitoring.

Keywords: IoT malware - Behavior analysis - Mirai - Architecture

1 Introduction

With the rapid development of the Internet of things (IoT) technology, the number of
smart devices has increased greatly. According to analysis reports, the number of smart
devices (excluding smart phones, tablets and computers) will grow to 28.1 billion by
2020. The IoT devices have been used in a wide range of applications, such as smart
grid, intelligent transportation, intelligent home, etc.

Along with the rapid development of the IoT, the security issue of the IoT devices
has also been greatly challenged [1]. The vulnerability of IoT devices have drawn
hackers’ attention, especially for those who are interested in DDoS attacks. Consid-
ering the significant number of devices, IoT has been gradually becoming one of the
weakest part of the computer network. The spread and evolution of the IoT malware,
such as botany, worm, and malicious software, are both speeding up.

The most famous IoT malware “Mirai” has been used in some of the largest and
most disruptive distributed denial of service (DDoS) attacks [2]. Since the source code
of Mirai was published on the Internet, it has become an architecture for building new
malware. The variants of the Mirai are constantly emerging.

However, there is lacking of an IoT malware analysis architecture to extract and
detect the malware behaviors, which mainly lies in three aspects:
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(1) Network security researchers have carried out extensive and in-depth research on
PC and mobile malware analysis. Since IoT devices run embedded systems on
different hardware architectures and platforms, such as ARM, PowerPC, etc.
There is lacking of a cross-platform architecture for analyzing the malicious code.

(2) The analysis of malware is usually carried out case by case. These work are
independent and short of association analysis. Therefore, there is lacking of an
architecture for comparative analysis of different malware variants.

(3) Malware network behavior monitoring is an effective method for malware
detection. How to extract network behaviors of IoT malware and detect them on
wide area of Internet still needs to study.

A survey [3] show that The detection patterns used in static analysis include string
signature, byte-sequence n-grams, syntactic library call, control flow graph and opcode
(operational code) frequency distribution etc. In view of this problem that the extracted
opcode sequences cannot represent the true behaviors of an executable. Ding presents a
control flow-based method to extract executable opcode behaviors [4]. But they don’t
have much concern about the key behavior in malicious code, however the key
behavior can reflect malicious behavior.

Researchers have less dynamic analysis of [oT malware and more dynamic analysis
of mobile mal-ware. Because dynamic analysis tools require intensive computation
power, which are inadaptable to IoT devices due to the resource-constraint problem [5].
Moreover, most advanced analysis techniques are highly dependent on the underlying
system platform. Building these analysis techniques require ad-hoc development for
different platforms in the diversified IoT environments [6, 7]. Besides it is difficult to
make dynamic analysis due to the trouble in applying it in an actual environment and
be-cause of the overhead of tracking data flow to a low level [8].

In [9, 10], techniques to cluster network traffic patterns associated with botnets are
presented. The characteristics observed include the flow patterns between hosts, such as
the number of connections and amount of data exchanged. Similarly, using machine
learning and network traffic features, [11] presents an approach to detect malware
related traffic.

Researchers have proposed a few approaches [12, 13] to detect the existence of
botnets in monitored networks. Almost all of these approaches are designed for
detecting botnets that use IRC or HTTP based C&C, but these solutions lack corre-
lation analysis of traffic from two dimensions of time and space.

This paper proposes an integrated analysis architecture for the IoT malware. The
architecture integrates static analysis, dynamic analysis, variant evolution analysis and
network behavior detection to achieve the goal of extracting and detecting IoT malware
in the large-scale network.

2 Architecture Design

To solve the problem, we propose an architecture to analyze the IoT malware behaviors
in static and dynamic manner. Based on the behavior, we focus on the network
behavior analysis and intend to detect IoT malware in large-scale network (Fig. 1).
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Fig. 1. IoT malware analysis and detection architecture

The architecture consists of two layer: Behavior Analysis layer and Behavior
Detection layer.

The Behavior Analysis layer consists of two module, the static analysis module
extracts function call graph, host behavior and network behavior by code reverse
analysis; the dynamic analysis module captures network traffic and analyze memory
log by running code in the virtual environment.

The Behavior detection layer matches the malware traffic with behavior signature.
Based the traffic, the module is able to analysis the malware spreading and traffic
pattern between bots and Command and control server (C&C).

3 Design Details

Based on the proposed architecture, we propose the method to derive and detect the
static and dynamic behavior of different IoT malware. The analysis process is shown in
Fig. 2.
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Fig. 2. The malware analysis process
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Internet of things botnets virus attacks through more Internet of things devices, and
traffic is huge in every attack. With the “Mirai” botnet attack as an example, we have a
complete understanding of the embedded system attack on its static analysis, dynamic
analysis, evolution analysis and traffic analysis, and our overall analysis process is as
follows:

3.1 Static Analysis

The static analysis can extract the function call diagram, host-side behaviors and
network-side behaviors, which helps to analyze the malicious code accurately. We are
intend to analysis the malware from 3 aspects:

(1) Extracting the function call graph. Malicious code has a lot of behaviors, but in
the process of malicious code variety, some specific function call processes are
similar or even remain the same, such as: turning off the order of some processes
in the host, occupying the resource of the system, and sending the specified
information to the network server. Through the analysis of the function call
process, it can be more easily determined from the whole structure of malicious
code, and can provide the basis for the process of dynamic analysis to achieve the
function of common verification.

(2) Extracting the behaviors of host. The host may be forced to perform some
behavior after the host is infected with malicious code, which may prevent the
running of the normal function of the host or open the new function without
affecting the normal function of the host. The form or naming of malicious code
may change, but the behavior of the final implementation will not change. The
analysis of the behavior of the host end can help us correctly judge the behavior
similarity and make up for the shortcomings of the simple analysis of the mul-
tiplexing function. In Mirai, for example, the host’s behaviors: closing the
watchdog process, preventing host to clear malicious code during reboot, closing
the specific port and taking up it, deleting a specific file and kill corresponding to
the process.

(3) Extracting the behaviors of network. The attacker in order to quickly infect the
IoT equipment and effectively control of the host, the host usually performs
certain specific network behavior operations, these network behavior operations
maintain the connection between the attacker and the host, and the spread of the
malicious code. Taking Mirai as an example, the behaviors of the network: the
scanner module scans other potentially infected devices, and reports the infected
devices to reach the goal of expanding the botnet; regularly sending messages to
the C&C server, this host has been identified and stay active; upload and
download some files.

3.2 Dynamic Analysis

The sandbox is a virtual environment which is often used to execute untested or
untrusted programs or code without risking harm to the host machine or operating
system. The sandbox is a powerful tool for dynamic analysis of IoT malware. However,
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IoT malware has compilation formats for various platforms. Current sandbox is not
able to run IoT malware directly.

We intend to handle this problem in two ways: First, run malicious code based on
x86 sandbox directly by source code cross-platform compilation; second, integrate
virtual machine, such as gemu, into sandbox, to simulate an embedded running
environment for non-x86 instruction sets.

3.3 Evolution Analysis

Based on the extracted features from static and dynamic result, we are able to carry out
evolution analysis. By comparing the extracted features of different malwares, such as
function calls, traffic pattern, configuration table, we are able to analyze the evolution
of the IoT malwares.

From the static result, take Mirai for example, if a set of functions that exist in Mirai
sample also exists in the variant samples, then the Mirai and variant may belong to the
same malware family. Therefore, we compare the similarity of different samples based
on the reusable library. When we get a variant sample, we calculate the similarity of the
function in the reuse function library, then divide the samples into different families.

For the dynamic result, we compared the similarities and differences between IoT
malware by comparing host behaviors and network behaviors.

3.4 Detection and Traffic Analysis

Based on the extracted behaviors, we match the network traffic data by source IP,
destination IP, source port number, destination port number and data packet signature
in large-scale network. We can further extract relevant information based on these
network traffic data.

We perform statistical analysis on network traffic data, including statistics on port
numbers and the geographical situation of infected bots. Further, we perform cluster
analysis on the Network traffic data and measure the similarities between different data
sources to find out if there are multiple different variants in the data.

We analyze the behaviors of different variants from space and time dimensions,
including the scope, time distribution, propagation method, and communication
behavior, and then assess the degree of harm of different variants.

4 Experiment and Results

To evaluate the architecture, we integrate many tools and develop the entire system based
on these tools. For static analysis, we use IDA disassembly tools to analyzes malicious
code and extract key behaviors of malicious code; for dynamic analysis, we use cuckoo
sandbox to extract the characteristics of host behaviors and traffic. To make comparison
of different variant of malware, we obtain and test Mirai, satori, OMG and Wicked
samples in the experiment. Furthermore, we capture malware related traffic in the large-
scale network based on the static and dynamic signatures. The result is shown below.
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4.1 Static Analysis

(1) Function flow chart analysis

The function control flow chart can be obtained by static disassembly of the Mirai code
through IDA and other disassembler tools. As shown in the Fig. 3, we obtain the
following modules.

Bot main module: Firstly, anti-debugging, disabling watchdog function to prevent
the device restart remove malicious files, then making sure that an independent
example is running in the device, then opening the killer module, attack module,
scanner module, finally, keeping links between BOT and CNC server, accepting and
sending necessary information.

Kill module: Closing the specific ports and occupying, deleting specific files and
killing corresponding processes to achieve the function of occupying resources alone.

Attack module: Parsing attacked command and launching Dos attack.
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ﬁ Disabled watchdog]
function
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E’; Ensure single Successful
1: instance bind the port
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z Accept
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Fig. 3. Functions of the Mirai code

Scanner module: When bot scan other potentially infected devices, if bot can log
in to a new bot with a weak password, the successful result will be reported to CNC
server. The botnet expands rapidly through this pattern.

Connect, accept, and send module: Realizing links between BOT and CNC
server, accepting and sending necessary information.

(2) Key behavioral operations

Each function represents the different functions, the key functions of many have the
malicious behavior, and the key functions are divided into two classes: host behavior
and network behavior, which can be better combined with dynamic analysis and flow
analysis. The results of the classification are shown in the following Table 1:
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Table 1. The results analyzed by IDA

Class

Function name

Means

Host behavior

anti_gdb_entry()
close_watchdog()

anti-debugging
disabling watchdog

Network behavior

ensure_single_instance()
killer_init()

bind()

kill()

attack_init()
scanner_init()
establish_connection()
teardown_connection()
accept()

send()

ensure single instance
killer module initialize
bind the specific ports

kill the specific process
attack module initialize
scanner module initialize
establish connection

tear down connection
accept messages from CNC
send messages to CNC

4.2 Dynamic Analysis
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In the sandbox setting, both host and guest machine (virtual machine) use Ubuntu
system. The sandbox is installed on the host machine and the recompiled IoT malware
runs in the virtual machine environment. We analyzed the malicious code of several
Mirai botnet variants and obtained the following results (Table 2).

Table 2. The results analyzed by sandbox
Source Destination Protocol | Source port | Destination port | Package number
192.168.56.101 | 224.0.0.251 MDNS | 5353 5353 23
192.168.56.101 | 192.168.56.255 | BINP | 8612 8612 16
192.168.56.101 | 192.168.56.255 | BINP | 8612 8610 16

Analysis the packages of BJNP protocol (network protocol used by Canon printers
and scanners), the malicious code can discover the network printers and scanners
within the local area network (LAN) through send BJNP protocol discovery request
package to broadcast address. Then find printers and scanners support BINP protocol.

It is able to launch attacks to printers and scanners, such as Exhaustion of print
consumables attack; read print log, access to private information; printer configuration
changes (if the network printer has changed the administrator password, theoretically
could firstly send the content to the attacker machine then send the content to the
severs’ printers and scanners by ARP cheat).

4.3 Evolution Analysis

According to the results of the static and dynamic analysis of the malware on the IoT,
we analyzed the similarity and differences between Mirai and the Mirai variants
(Table 3).
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Table 3. The comparison between Mirai and variants

Name Feature For Mirai For variants
Satori Transmission A Telnet scanner component Two embedded
Mode is downloaded in an attempt vulnerabilities are exploited
to scan to identify vulnerable | in an attempt to infect remote
devices and use the Mirai devices connected to ports
Trojan to infect after 37215 and 52869 in-stead of
infecting an IoT device using the scanner component
Target device Scanning ports 2323 and 23 Connected to ports 37215
and 52869
OMG Configuration Include killing processes, Setting up a firewall to allow
table Telnet brute force logins, and | traffic to penetrate two
launching DDoS attacks random ports
IoTroop | Exploitation Using the default credentials Exploiting a wider range of
of the IoT device vulnerabilities to target a
wider range of products
DDoS loader Placing a Mirai-style DDoS Placing a loader that
engine on the device constantly communicates
with the C2 server
Wicked | Persistence Cannot persist and keep on Downloading payloads on
device after restart demand from C&C servers,
and adding code to home
router firmware to make
malware lasting

4.4 Network Traffic Analysis

We collected traffic data of two IoT malwares. Therefore, we consider the traffic can be
divided into two IoT events. Each IoT event is not related to each other. We compare
the different port scanning behavior and evaluate the spread area of two malwares.

4.4.1 Port Number Statistical Analysis
We perform statistical analysis on the destination port numbers in the two events to
obtain the following information (Fig. 4):

From the figure we can see that the Event 1 mainly scan port 7547, using the remote
command execution vulnerability rather than the weak password Trojans are signifi-
cantly different from the behavior of the previous Mirai [14]. From our statistical data,
this variant is in an extremely active state, and the daily record of the active scan source
is in the million level. The port number scanned in event 2 is much smaller than the
port number in Event 1, and may also be related to the amount of data. Event 2 has the
highest proportion of port number 23.

We can figure out that malware 1 prefer 7547 port to spread itself. However,
malware 2 use many ports to spread itself, the ports include some widely used ports,
such as 23, 22, 2000, 445, 80, 81, 3389, 8545, 2323.
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Fig. 4. Destination port numbers of different IoT malwares’ interest

4.4.2 Distribution of Infected Areas

The color depth in the picture shows the severity of the infection. Focusing on the
variant of scanning port number 7547, we can find that the infection of bots in China is
the most serious (Fig. 5).

Regional distribution of infected botnets

Regional distribution of infected botnets

Fig. 5. Regional distribution of the infected botnets
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After preliminary analysis, we analyze the distribution of infections in various cities
in China. The distribution of data is not evenly distributed, but the focus is on variants
of the scanning port number 23. The most serious infection area is in east area of China.

5 Conclusion and Future Work

In this paper, we propose an integrated architecture for IoT malware analysis and
detection. By integrating IDA disassembly tool and cuckoo sandbox, we successfully
extract the behaviors of the Mirai malware and several variants. We are also able to
analysis the evolution and spread of IoT malwares through large-scale network traffic
analysis.

Our future work is to make this architecture adapt to more novel variants of the IoT
malware. We will apply existing static and dynamic analysis methods to different
embedded systems. Simultaneously, we can perform cluster analysis on network traffic
data to distinguish different traffic patterns of different variants.
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Abstract. Vehicular Ad Hoc Network (VANET) is a multi-hop
autonomous system that consists of vehicular nodes. VANETSs aim to
perform an efficient wireless communication in vehicular environments,
and vehicular communication scenario is one of the typical high reli-
ability and low delay scenarios in 5G networks. However, the special
situations in VANETS like frequent link failure, unstable network topol-
ogy and random change of vehicle mobility pose a number of challenges
in routing protocol design. In this paper, we propose a delay sensitive
routing protocol for VANETS to address these serious problems by using
ant colony optimization (ACO) and we aim to find a path with a low
average end-to-end delay from source to destination. We transform the
next hop selection into a probability problem according to ACO con-
cept. There are two mechanisms applied in routing discovery process
which utilize pheromone information of transmission delay and heuris-
tic information of vehicles. Two Mathematical models are proposed in
pheromone deposit and evaporation prodecure to estimates transmission
delay. Performance analysis and simulation results show that the pro-
posed scheme has better performance.

Keywords: VANET - Ant colony optimization - Routing protocol -
GPSR

1 Introduction

With the development of wireless communication technology and the popular-
ization of vehicular electronic equipments, the study of vehicular communication
network has become a trend. Vehicular Ad Hoc Network (VANET) is a emerg-
ing network which enables communications among vehicles (Vehicle-to-Vehicle,
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V2V), between vehicles and roadside infrastructures (Vehicle-to-Infrastructure,
V2I) and between vehicles and pedestrians (Vehicle-to-Pedestrian, V2P) [1-3].
Unlike from Mobile Ad Hoc Network (MANET), VANETSs show some different
features compared with MANETS to some extent. The most commonly differ-
ence in VANETS is the high speed and unstable network topology which makes
the link situation more complex and difficult to control. In addition, the best
effort delivery in traditional networks can not meet the applications in VANETS,
since most of the emergency applications in VANET's are delay-sensitive which
guarantees traffic safety. Usually, we prefer a lower transmission delay rather
than a higher transmission rate as far as the emergency messages. The funda-
mental architecture of VANETS is shown in Fig.1. In VANETSs environment,
communication range of vehicle is small compared to cellular networks. Besides,
channel conditions are relatively poor due to the obstruction of the roadside
buildings and the low altitude of the vehicle antenna. Therefore, the typical
route from source vehicle to destination vehicle consists of multiple hops and
middle node on the path acts as a forwarding node. Consider the important
role of multi hop communications and the special characteristics in VANETS, its
necessary to develop efficient routing protocol for VANETSs. A variety of stud-
ies have been done on MANETS in order to propose efficient routing protocols
since last century. Such as AODVGPSR and DSR [4,5]. However, these famous
routing protocols are dedicated to solve basic requirements in MANET's and can
hardly meet the harsh requirements in VANETSs. Researches have focused on
routing design to improve routing performance over VANETSs. The authors in
[6] proposed a geographical routing protocol which takes advantage of the road
conditions to improve QoS performance. Each forward node selection guarantees
delay, bandwidth usage and error bit while satisfying the Qos constraints. In [7],
authors developed a propagation strategy and a delay analytical framework in
routing algorithm using bidirectional vehicles to forward messages. The authors
in [8] designed an algorithm for cluster head and gateway node selection which is
combined with AODV routing protocol to provide efficient and secure communi-
cations among vehicles by grouping vehicles into different clusters. In this paper,
the well-known theory of ant colony optimization (ACO) is adopted to optimize
transmission delay in VANETSs. The newly research is done on the basis of our
previous work in [9]. We in [9] analyse the access mechanism of MAC layer and
propose a mathematical model for estimating the delay consumed in the MAC
layer. Consider that only the MAC delay is optimized which only is a part of end-
to-end delay in our previous work. Therefore, we propose an improved scheme
in this work to optimize not only MAC delay but also transmission delay by
using ACO. What is expected is that the performance of the new scheme has
been improved. The theory of ant colony optimization originates from the study
of real ant colony behavior in nature [10-12]. Due to the strong robustness of
ant colony algorithm and the convenience to combine with other algorithms, ant
colony algorithm is widely applied to address all kinds of NP hard problems.
We notice that the transmission process of packets is similar to the process that
ants seek paths from nest to food. Hence, as similar as ants lay pheromone along
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the path, data packets will also lay information during transmission. Commonly,
packet delay of each transmission can be recorded as pheromone information.
Moreover, this information can be fed back to the transmitter. So we combine the
heuristic knowledge of end-to-end delay in the packet transmission process with
the characteristics of vehicles to optimize routing algorithm. The remainder of
this paper is organized as follows. In Sect. 2, the principle of ACO is introduced.
Section 3 presents the proposed adaptive delay-sensitive routing protocol based
on ACO concept. Performance evaluations and simulation results are presented
in Sect. 4. In the end, the conclusions are derived in Sect. 5.

V2Yy,

Fig. 1. The fundamental architecture of VANETS, including vehicle to vehicle commu-
nications and vehicle to infrastructure communications.

2 Ant Colony Optimization

In the early 1990s, Goss et al. proposed the concept of ant colony optimization
algorithms after a long period of study on the behavior of real ants [13]. ACO is
a branch of swarm intelligence (SI) and has been proved to be able to solve the
complex combinational optimization problems. Figure 2 presents the behavior of
ants when searching for food. As shown in Fig. 2(a), ants randomly select a path
when in the beginning of finding food from their nest. After a period of time, ants
are distributed on the every path from nest to food as shown in Fig. 2(b). Finally,
almost all ants go through the shortest path after a long research which is shown
in Fig. 2(c). Unlike human, ants lay a chemical substance called pheromone when
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searching the route. When ants reach a intersection, they tend to select the way
with more pheromone. When a plenty of ants searching the food on different
paths, ants that pass the shortest path will be the most after a period of time
because shortest path takes shortest time. Therefore, the amount of pheromone
on the shortest path will be the most, so all the ants will select the shortest path
in the end. The characteristics of real ants will provide an idea for solving actual
optimization problems.

(F)

(a) (b (©

Fig. 2. The behavior of ant colony from nest N to food F. (a) The initial state of ant
colony; (b) The intermediate state of ant colony; (c) The final state of ant colony.

3 The Proposed Routing Protocol

In this section, we introduce the proposed routing protocol in detail. The kernel
concept of routing is to measure the reasonableness of each forward node and
then choose the most reasonable node. Hence, the routing problem can be trans-
formed into the design of probability model. Recall the process of ants searching
for food, ants follow the pheromone rule to explore the network. We take the
pheromone concept into routing algorithm and combined with the characteristics
of vehicles in VANETSs. Commonly, the probability model can be represented as
follows [14]:

Where 7;; is the density of pheromone from vehicle node ¢ to vehicle node
J; m4j is the heuristic information between vehicle ¢ and vehicle j, including link
expiration time, distance and MAC backoff times. N; is the set of neighbors
belong to vehicle i; « is the weight parameter of pheromone and [ is the weight
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parameter of heuristic information; P;; represents the probability that vehicle 4
choose vehicle j as forward node. Therefore, the density of pheromone and the
heuristic information of vehicles are the two main mechanisms in our proposed
routing protocol. They will be introduced in the following subsections.

3.1 Pheromone Deposit and Evaporation

Consider that most applications in VANETSs require a low end-to-end delay, so we
can transform packet delay as pheromone information. In the packet transmission
process, each packet will experience a delay from source node to destination node.
We assume vehicle i transmits n packets to vehicle j in time interval At. Then
we can get the average delay of a single packet as pheromone information from
vehicle i to vehicle j as follows:

1 n
D _ k
Ti; (At) = - E Dy (1)
k=1

where ij represents the delay of k7th packet from vehicle ¢ to vehicle j. If the
transmitter adds transmission time to the packet, the receiver can get the delay
of the packet based on the receive time. According to the transmission control
protocol, the transmitter will wait a acknowledge (ACK) message after send
a packet. If the ACK message isnt received in a certain time, the transmitter
will resend the packet. Therefore, the transmitter can collect the delay of each
packet which send to the receiver according to the ACK message. Just like the
pheromone information laied by real ants, it will expirence a evaporation process
as time passed. In VANETSs environment, the network topology will change with
time passed. Therefore, the pheromone information of delay between two vehicles
will gradually become valueless. In general, we assume the evaporation rate of
pheromone is a constant. Then the evaporation process of pheromone can be
represented as follows:

rE(At) = (1= p) - 7(t) (2)
where p is the constant evaporation rate of pheromone; 7;;(t) is the level
of pheromone between vehicle i and vehicle j at time ¢. Consequently, the

pheromone information of delay collected between vehicle i and vehicle j at
time t + At is as follows:

1 n
7ij (t+ At) = 77 (At) + 75 (At) = ~ > DE 4+ (1-p) - 7i(t) (3)
k=1
As we prefer a low end-to-end delay, we normalize the result as follows:

15~ Pk
Tmaz — = » D&+ (L—p) - 75(¢)
max — 'ij t At [y Y ’
Tij = T T]( * ) = k=1 (4)

Tmaw Tmax

where T7,,4. 18 the maximum value of pheromone between vehicle i and its
neighbors.
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3.2 Heuristic Information of Vehicles

With the utilization of modern vehicular electrical equipments, the mobility
information can be collected by these devices, such as speed, location, move
direction and so on. We assume that vehicles can get the mobility information
of neighbors and destination under the assistance of Global Positioning System
(GPS). These information has an important influence on the performance of
routing protocol to a large extent. For example, the well-known GPSR routing
protocol selects the forwarding node with the forwarding regulation of shortest
distance. Hence, we take distance into consideration as heuristic information.
In addition, the number of MAC backoff times and link expiration time can be
considered as well.

1. Link Expiration Time: Link expiration time (LET) measures the lifetime of a
link, and wireless links with a long LET will maintain a longer communication
time. If the locations of vehicle ¢ and vehicle j are (z;,y;) and (z;,y;), the
velocity of vehicle ¢ and vehicle j are v; and v; respectively. Then we can
calculate the distance and angel between vehicle ¢ and vehicle j. According to
communication range R and locations, we can get Ad;; as the relative distance
which maintenances the wireless link. In addition, the relative velocity Aw;;
between vehicle 7 and vehicle j can be calculated by speed. As a result, the
LET between vehicle ¢ and vehicle j can be simply written as follows:

i (5)

Vij

2. MAC Backoff Times: According to the MAC layer protocol of VANETS, vehi-
cles must experience a contention process before transmission in a cluster.
Thus, the delay in MAC contention process is a part of end-to-end delay. Its
essential to reduce MAC delay because it influence the ultima performance
of delay. Regard that the basic backoff algorithm in MAC layer is the Binary
Exponential Backoff (BEB) algorithm, therefore, node has a low MAC delay
if the number of backoff times is less. First, we analysis the procedure of
MAC contention. In MAC layer contention process, nodes will start a backoff
process before transmission. The backoff time is generated randomly. Only
the backoff ends, node can start a transmission. The problem is how to esti-
mate the successful probability in a contention process. We assume the packet
arrival rate follow the Poisson distribution and the probability that vehicle 4
has n packets to be transmitted during a time interval ¢ is written as follows:

LET;; =

Pi(t,n) = %e(*m) (6)

where A is the packet arrive rate of a vehicle. Then we can get the successful

probability P;(t,0) and failure probability 1 — P;(t,0) of each contention.
Consequently, the average number of backoff times following the above analysis
is calculated as follows:

1
e—A(J)xt (7)

Ni= lim > kx(1—P(t,0)"" x P(t,0) =
k=1
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where A(j) is the overall packet arrival rate in cluster j. We normalize the
results of heuristic information (distance, LET and extimated MAC backoff
times) between vehicle i and vehicle j and we get the weight value of heuristic
information is as follows:

Nmuw - Nj LETij Dmax - D'L’
i = 7 8
M TN e LB e ™ Do ®)

where Npozs LET e and dpes are the maximum value of backoff times, LET
and distance; D; is distance between vehicle j and destination; w1, wy and ws are
weight value and wy + ws + w3 = 1. Finally, we combine pheromone information
with heuristic information and apply Eq. (5), Eq. (9) to Eq. (1). Then we get the
mathematical model of forward probability between two vehicles. Following the
analysis, we develop the routing algorithm by solving the following problem:

751 )
max Fyj = max —————7
s TN S (] (o)

lEN;

9)

The procedure of the proposed ACO based delay-sensitive Routing Protocol can
be summarised as follows. Firstly, measure the delay of pheromone information
by flooding RREQ packets. Secondly, measure the heuristic information includ-
ing LET, backoff times and distance. Thirdly, combine these two mechanisms
by the method of ACO using Eq. (1). The detailed ACO based delay-sensitive
routing algorithm is shown in Algorithm 1.

Algorithm 1. The Proposed Routing Algorithm
1: Collect neighbor vehicles of transmit vehicle in set M;
2: Calculate and update pheromone information of delay 7;; by Eq.(5);
3: Calculate heuristic information (link expiration time, MAC backoff times
and distance) 7;; by Eq. (9);
4: Apply Eq.(5) and Eq. (9) to calculate forward probability P;;
5: Select the vehicle with maximum value of P;; in neighbor vehicle set M;

4 Performance Evaluations

The performance evaluation of the proposed routing protocol has been investi-
gated and compared with GPSR routing protocol and AODV routing protocol.
In addition, we compare the proposed scheme with the scheme in [9] as well.
The simulation scenario is a 1000m 25m highway area. Vehicles move with a
average velocity 50 km/h. The number of vehicles is variable from 12 to 60. The
communication range of vehicle is 250 m. Table 1 shows the detailed simulation
parameters. Figure3 presents the average throughput among different routing
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protocols versus the number of vehicles. In this figure, the average throughput
increases as the number of vehicles increases, which is expected because numer-
ous nodes provide connectivity as the number of vehicles increases. Hence, the
probability that packets transmitted to the destination increases which leads to
a higher average throughput. Also, Fig.3 shows that the average throughput
of our proposed routing protocol outperforms the scheme in [9], GPSR routing
protocol and AODV routing protocol, which can be explained according to the
following reasons. In our proposed routing protocol, we select each forward node
with better delay and connectivity performance as we estimated the transmission
delay and MAC delay (MAC backoff times represents the delay in MAC layer),
and consider the influence of vehicle mobility. However, GPSR only select the
forward node according to distance which results in a terrible link connectivity.
AODV selects the path with minimum hops which causes network congestion
easily, result a bad performance. The above observations demonstrate that our
routing protocol has a better performance than GPSR and AODV.

Table 1. Simulation Parameters.

Parameters value
Scenario layout Highway
Terrain size 1000 m * 25 m
Packet size 512 bytes
Transmission power |23dBm

p 0.1

(a, 8) (1/2,1/2)
(w1, wa, ws3) (1/3,1/3,1/3)
Speed of vehicles 10-30km/h
Vehicle density Up to 60
Transmission range |250m
Bandwidth 10 MHz
Comparison schemes | The Proposed, Scheme in [9], GPSR, AODV
Simulation time 500TTI

Figure4 compares average end-to-end delay of different routing protocols
against the number of vehicles. As shown in Fig.4, average end-to-end delay
increases both in all protocols with the increase of vehicle density. This is because
MAC layer contention becomes intensely competitive, which determined by the
fact vehicles in a cluster use channel resource through competition according to
the 802.11 DCF (Distributed Coordination Function) mechanism. In addition,
we can see that delay of our proposed routing protocol is lower than scheme
in [9], GPSR and AODV, which demonstrates our routing protocol has better
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performance again. Two reasons explain the result. Firstly, recall the pheromone
information applied in our routing protocol, this is a positive feedback which
guides us to select a forward node with a lowest delay. Secondly, we estimated
the backoff times in MAC layer according to the vehicle density in a cluster,
which further optimize the delay.
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Figure 5 depicts the packet delivery rate of different routing protocol versus
the speed of vehicles, and once more, our proposed routing protocol performs bet-
ter than other three schemes. As mentioned previously, we apply link expiration
time as heuristic information which influenced by vehicle speed and direction.
Therefore, the path in our proposed routing protocol has better connectivity
and less broken than GPSR and AODV. On the other hand, from this figure the
packet delivery rate of all these protocols decreases while vehicle speed increases
from Fig. 5 This is because link reliability and stability decreases when the speed
of vehicles increases which causes link interruption more easily.

5 Conclusions

In this paper, we propose an ant colony optimization based delay-sensitive rout-
ing protocol in VANETSs. We investigate two mechanisms of ACO to be applied to
the routing protocol. For pheromone information, we take the estimated trans-
mission delay between two nodes as pheromone and propose the pheromone
deposit and evaporation process. For heuristic information, we develop the
scheme combining the link expiration time, MAC backoff times and distance to
estimate the connectivity and reliability of a node. The abundant and religious
simulation results verify that the proposed routing protocol performs much bet-
ter than GPSR and AODV and can efficiently support the routing requirements
in VANETS.



148

Z. Ding et al.

References

10.

11.

12.

13.

14.

. Zheng, K., Zheng, Q., Chatzimisios, P., Xiang, W., Zhou, Y.: Hetero-geneous vehic-

ular networking: a survey on architecture, challenges, and solutions. IEEE Com-
mun. Surv. Tutor. 17(4), 2377-2396 (2015)

Chen, S., Hu, J., Shi, Y.: Vehicle-to-everything (v2x) services supported by LTE-
based systems and 5G. IEEE Commun. Stand. Mag. 1(2), 70-76 (2017)

Zhao, J., Cao, G.: VADD: vehicle-assisted data delivery in vehicular ad hoc net-
works. IEEE Trans. Veh. Technol. 57(3), 1910-1922 (2008)

. Karp, B., Kung, H.: GPSR: greedy perimeter stateless routing for wireless net-

works. In: International Conference on Mobile Computing and Networking, pp.
243-254 (2000)

Karp, B., Kung, H.: Ad hoc on demand vector (AODV) Routing. RFC 6(7) (2003)
Saleet, H., Langar, R., Naik, K.: Intersection-based geographical routing protocol
for VANETS: a proposal and analysis. IEEE Trans. Veh. Technol. 60(9), 4560-4574
(2011)

He, J., Cai, L., Pan, J., Cheng, P.: Delay analysis and routing for two-dimensional
VANETS using carry-and-forward mechanism. IEEE Trans. Mob. Comput. 16(7),
1830-1841 (2017)

He, J., Cai, L., Pan, J., Cheng, P.: Clustering in vehicular ad hoc network for
efficient communication. Int. J. Comput. Appl. 115(11), 15-18 (2015)

Ding, Z., Ren, P., Du, Q.: DownloadURL. http://gr.xjtu.edu.cn/upload/2497558/
mobility.pdf

Khan, M.S., Sharma, V.: Ant colony optimization routing in mobile adhoc net-
works? A survey paper. In: International Conference on Computing, Communica-
tion and Automation, pp. 529-533 (2017)

Martens, D., Backer, M., Haesen, R.: Classification with ant colony optimization.
IEEE Trans. Evol. Comput. 11(5), 651-665 (2007)

Duan, H., Wang, D.: Development on ant colony algorithm theory and its appli-
cations. Control Decis. 19(12), 1320-1321 (2004)

Goss, S., Aron, S., Deneubourg, J., Pasteels, J.: Self-organized shortcuts in the
argentine ant. Naturwissenschaften 76(12), 579-581 (1989)

Dorigo, M., Birattari, M., Stutzle, T.: Ant colony optimization. IEEE Comput.
Intell. Mag. 1(4), 28-39 (2016)


http://gr.xjtu.edu.cn/upload/2497558/mobility.pdf
http://gr.xjtu.edu.cn/upload/2497558/mobility.pdf

)

Check for
updates

Reinforcement Learning-Based Cooperative
Spectrum Sensing

Wenli Ning(g), Xiaoyan Huang, Fan Wu, Supeng Leng,
and Lixiang Ma

School of Information and Communication Engineering,
University of Electronic Science and Technology of China,
Chengdu 611731, China

WenliNing@l26. com,
{xyhuang, wufan, spleng, lixiangma}@uestc. edu. cn

Abstract. In cognitive radio (CR) networks, the detection result of a single user
is susceptible due to shadowing and multipath fading. In order to find an idle
channel, the secondary user (SU) should detect channels in sequence, while the
sequential detection may cause excessive overhead and access delay. In this
paper, a reinforcement learning (RL) based cooperative sensing scheme is
proposed to help SU determine the detection order of channels and select the
cooperative sensing partner, so as to reduce the overhead and access delay as
well improve the detection efficiency in spectrum sensing. By applying Q-
Learning, each SU forms a dynamic priority list of the channels based on
neighbors’ sensing results and recent act-observation. When a call arrives at a
SU, the SU scans the channel in list order. To improve the detection efficiency,
the SU can select a neighbor with potential highest detection probability as
cooperative partner using multi-armed bandit (MAB) algorithm. Simulation
results show that the proposed scheme can significantly reduce the scanning
overhead and access delay, and improve the detection efficiency.

Keywords: Spectrum sensing - Reinforcement learning -
Cooperative sensing * Q-Learning - Multi-armed bandit

1 Introduction

In wireless networks, inefficient and fixed spectrum usage mode is the main reason for
low utilization of spectrum resources. CR technology is envisaged to solve this
problem by exploiting the existing wireless spectrum opportunistically [1, 2]. In CR
networks, SU can opportunistically transmit in the vacant portions of the spectrum
already assigned to licensed primary users (PUs). The goal of spectrum sensing is to
find idle spectrum for SUs to occupy while reducing the interference to PUs.

There are two main problems in spectrum sensing. Firstly, due to the detection
errors caused by fading and shadowing, the local detection result of a single user on a
channel is susceptible [3]. Secondly, we usually use energy detection in local detection.
But when there is a demand, SU needs to detect the licensed channels in sequence until
it finds an available channel, which can cause excessive overhead and access delay.
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Hence, selecting the most likely idle channel to sense can reduce the scanning overhead
and access delay.

The problems above cause serious access delay, overhead and inefficiency in
spectrum sensing. Cooperative spectrum sensing technology [4, 5] has been used in CR
network to improve the detection efficiency. Authors in [6] proposed that when a SU’s
detection ability is higher than the other nodes, taking the local decision of this node as
the final decision can obtain better performance than cooperation. So in this case, SU
hopes the neighbor with highest detection ability can help him detect the channel.
Reinforcement Learning [7] techniques are often applied in dynamic environment to
maximum rewards, Q-Learning [8] and multi-armed bandit [9, 10] are two of the RL
algorithms. In order to alleviate scanning overhead and access delay in spectrum
access, authors in [11] use Q-Learning technique to estimate channels states based on
the past history of channel usage. In [12], authors use Q-Learning to select independent
users under correlated shadowing for cooperation to improve detection efficiency. In
[13], authors formulate the online sequential channel sensing and accessing problem as
a sequencing multi-armed bandit problem to improve the throughput.

To address the issues of access delay, scanning overhead and inefficiency in
spectrum sensing, a novel cooperative sensing scheme based on RL is designed in this
paper. Reinforcement learning is an online learning algorithm. The action-taking agent
interacts with the external environment through reward mechanisms, and then adjusts
its action according to the reward values. The aim of the agent is to learn the optimal
action to maximize the reward. In our scheme, each SU is an agent who needs to learn
the behaviors of channels and neighbors, and then takes action to improve the spectrum
sensing performance.

Our contributions can be summarized as follows:

e We propose a channel status prediction algorithm based on Q-Learning for SUs to
determine the detection order of channels. Specifically, each SU learns the channel
patterns by neighbors and detection results. A dynamic priority list of the channels
is formed accordingly during the learning procedure. Whenever there is a demand,
an SU probes the channels in list order.

e We propose a cooperative partner selection algorithm based on MAB for SUs.
Each SU estimates the detection probabilities of its neighbors by MAB algorithm.
When detecting, the SU can select a neighbor with potential highest detection
probability to help it sense the spectrum.

e Simulation results show that the proposed RL-based cooperative sensing scheme
can greatly improve the performance in terms of the access delay, scanning over-
head, and detection efficiency.

The remainder of this paper is organized as follows: Sect. 2 describes the system
model. Section 3 elaborates the proposed RL-based cooperative sensing scheme.
Section 4 evaluates the performance of the proposed scheme. Finally Sect. 5 concludes
the paper.
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2 System Model

We consider a CR network as shown in Fig. 1. We assume there are N SUs randomly
distributed in the network. Each SU can communicate control packets with its
neighbors over a channel of the ISM band, which is known to every node. PU network
has L licensed channels. PUs may appear in a set of licensed channels. Due to the
random distribution of SUs, the effects of fading and shadowing between each SU and
PU are different. Thus the detection probability of each node is different.

Fig. 1. CR network

To improve channel utilization, SUs attempt to find available spectrum to access by
spectrum sensing. When there is a demand, SU needs to scan the licensed channels in
sequence until it finds an available channel. In order to find the idle channel quickly,
SUs use Q-Learning technique to predict the availability of a channel in our scheme. Q-
value in Q-Learning technique represents the probability of each channel being idle.
A dynamic priority list of channels is formed according to Q-values of all channels.
When there is a demand at a SU, the SU takes an action by scanning a channel in the
order of priority list, and then calculates the reward based on neighbors’ sensing results
and local detection. Then the SU uses the reward to update Q-value of this channel.
Finally, the priority list is updated based on the updated Q-value. Whenever there is an
update of channel status, the SU shares it with its neighbors.

However, because the multipath fading and shadowing effects in wireless channels
can lead to detection errors, the sensing result obtained by a single SU is susceptible.
Cooperative spectrum sensing can effectively combat shadowing and multipath fading.
When a node cooperates with the partner with lower detection probability, the partner
likely degrades the detection performance [7]. So in our scheme, SU would select the
neighbor with highest detection ability as its cooperative partner. The selected coop-
erative neighbor will perform local energy detection, and then send its local binary
decisions 1/0 to the SU. 1 and O indicate the absence and presence of the PU on the
detected channel respectively.
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3 RL-Based Cooperative Sensing Scheme

3.1 Q-Learning Based Channel Status Prediction Algorithm

When SU needs access to the channel, the SU hopes to choose the most likely idle
channel to detect. Q-learning technique is applied to predict the statuses of channels
and form a priority list of channels accordingly. When there is a demand, the SU can
detect the channel using action select strategy according to the list, so as to reduce
access delay and scanning overhead. Specially, when detecting, each SU select a
channel according to the list, and then computes reward of the channel based on
neighbors’ sensing results and local detection. Then, SU uses reward to update Q-value
of the channel. Q-value represents the estimated probability of the channel being idle.
The dynamic priority list is updated according to Q-values of all channels.

Q-Learning. Q-Learning is a RL algorithm that includes two entities: agent and
environment. An agent in a state s interacts with the environment by taking an action
a € A, and then the agent receives a reward r(s, a). So the agent uses r(s,a) to update
O(s,a) and goes in state s'. The agent learns from the state-action-reward history.
O(s,a) is updated in every iteration using the following formula:

0(5.0) = (1 = )0(s,a) + x{ rls.0) + p manlo' )] )

Here a is the learning rate, 0 < o < 1. With « closer to O, the agent learns less from
instant rewards and concentrates more on the history. [ is the discount factor,
0 < f <1, which notes the attenuation of rewards in the future.

In this paper, agent is each SU. SU; represents the secondary user k, 1 <k <N.
State indicates the occupancy statuses of all channels in the primary network. When a
channel status turns to busy from idle or turns to idle from busy, the state changes. So
the state changes dynamically as the PUs occupy the channel or not. An action is a
decision an agent makes in a state. That SU; chooses an action a =c¢;, 1 <i<L
indicates SU; selects the c¢; as the channel to be detected. How to choose actions
depends on the action selection strategy. The choice of current action is evaluated by
the reward. Reward function r(s,a) maps the state-action transition to a real-valued
reward. Considering the uncertainty of the result detected by a single user, thus SU;
calculates r(s,a) based on both neighbors’ sensing results and local detection.

Action Selection Strategy. When a call arrives at SUy, SU; selects ¢; as the channel to
be detected using e-greedy strategy. That is, the channel with the highest priority
according to the priority list will be selected with the probability of 1 — ¢, which is
called exploitation. The channel will be randomly selected with the probability of e,
which is called exploration. ¢ controls the degree of exploration versus exploitation. For
large ¢, SU; concentrates more on exploring the statuses of more channels, so as to help
find potentially idle channels. For small ¢, SU; concentrates more on exploiting the
current knowledge to perform current best selections, so as to reduce scanning over-
head. The ¢ - greedy strategy helps SUs adapt to the channels’ dynamic statuses.
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The ¢ - greedy strategy is an improvement of the algorithms in [11], which helps
SUs adapt to the dynamic statuses of channels to choose an idle channel.

Reward Calculation. The reward is used for evaluating the choice of current action.
Suppose at time ¢, SU;, chooses the channel ¢; according to the action selection strategy,
and then performs local detection on the selected channel c;. If the detection result is
idle, SU; attempts to access the channel and then obtains the access result. Considering
the uncertainty of the result detected by a single user, SU; calculates the r*(s;,c;)
combining local result and detection results of its neighbors:

N j j .
N L L OE
Ao =S 3 (2)
- () =0
e

Here s/(c;) is the sensing result of ¢; obtained by SU;, if the detection result is idle
and SU; accesses c; successfully, s/(c;) = 1, otherwise s/(c;) =0. W/(c;) is the
detection weight of SU; about ¢; at time 7, it represents the estimated value of
SU;’s detection probability, which would be obtained by cooperative partner selection
algorithm. We’ll discuss it in the next section.

After computing the reward point, SU; updates the corresponding Q-value of
channel ¢; as:

O (sr1,¢1) = (1= o) - QCsv ) + - {1 (s1,¢1) — Blexp™™") } (3)

Here o is the learning rate, 0<a<1. f is the discount factor, 0 < f<1.
7, 0 <t <1 is a constant. m represents that it’s the mth attempt for SU; to find an idle
channel.

The Q-learning based channel status prediction algorithm is applied for SUs to
determine the detection order of channels. Each node maintains a Q table which
consists of the Q-values of all channels. Q table is initialized to zero at start. When a
call arrives at SUy, SU; selects a channel by e-greedy strategy according to the priority
list. Then SU; detects the selected channel and attempts to access it if the detection
result is idle. After that, SU, calculates the reward and uses it to update Q-value of this
channel. Based on the updated Q-value, SU; prepares the new dynamic priority list of
the channels for the next round. Cycling until SU; accesses an idle channel or reaches
the maximum number of attempts. The updated channel’s status and corresponding
weight are broadcasted in each round.

3.2 Multi-armed Bandit Based Cooperative Partner Selection Algorithm

In this paper, we assume that the detection probability of each SU is fixed. In order to
increase the detection efficiency, when a call arrives at SU;, SU; hopes select a
neighbor with highest detection probability to help it sense the spectrum. Since the
detection probabilities of SUs are unknown, MAB technique is applied for SUs to
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estimates the detection probabilities of its neighbors. It also can enable users to learn a
strategy to select cooperative partner to maximize detection probability.

MAB. The MAB problem is the model of a gambler (agent) who is playing a slot
machine (arm). At time ¢, the agent gets a reward R, by pulling/selecting arm a € A. R,
has an independent and appropriate distribution. MAB has two stage of exploration and
exploitation, the agent collects information of arms in exploration stage and exploits it
in exploitation stage. The purpose of agent is to maximize the total rewards during
pulling the arms.

In this paper, the agent is each SU. Arms are its neighbors which are the potential
partners of the SU. Let f represent the arm, 1 <f <N. a = f means SU selects SU; as
its cooperative partner. Reward R, represents the detection result of SUy is right or not,
R; = 1 means SUy detects correctly, or R; = 0 means that SUr makes a wrong con-
clusion of the channel status. The expected reward p(f) represents the detection
probability of SUy, p(f) = E[R|a = f], we call it the true value. p,(f) represents the
estimation of p(f) at time z. p,(f) is calculated by the obtained information, we call it
the estimated value.

MAB has two stage of exploration and exploitation. In exploration stage, agent can
obtain more information of arms for selecting better arms, in exploitation stage agent
can use the obtained information to maximize its current reward. But when the algo-
rithm focuses more on exploitation, it produces regrets. When the algorithm focuses
more on exploitation, it can’t find better arms. This is the exploration versus
exploitation dilemma. Bandit algorithms look for a balance between exploration and
exploitation.

Sample Mean Method. Because the detection probability of SUy doesn’t change with
time in our scheme, so it’s reasonable to choose the mean of the samples as p;(f), p:(f)
is calculated by formula (4):

P =Y R, )

Action Selection Strategy. Upper confidence bound (UCB) algorithm takes into
account both estimated value and selection times of each action to explore and exploit.
The aim of UCB algorithm is to choose the most potential user to achieve a balance
between exploration and exploitation. At each time 7, the action is selected by fol-

lowing formula:
. logt
a, = arggmax | pi(f) + ¢ I (5)
t
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Here ¢ controls the degree of exploration versus exploitation. N,f represents the

times that SU; has been selected as partner until time 7, if Nif = 0, SUr will be chosen
firstly.

The MAB based algorithm is applied for each SU to select a neighbor for coop-
eration. If there is a demand at SUy. Firstly, SUy selects a cooperative partner SUy using
formula (5). And then, SU; selects a channel ¢; using Q-learning algorithm. SUy
performs local energy detection and sends its local binary decisions 1/0 to SU. SUy
attempts to access c¢; if SUy’s decisions is 1. According to the detection and access
result, SU; updates the estimated value p,(f) of SUy. The updated p,(f) is also the
detection weight W¥(c;) of SUy in channel status prediction algorithm. Then, SUj
continues to performs Q-Learning based algorithm.

3.3 RL-Based Cooperative Sensing Scheme

In summary, the proposed RL-based cooperative sensing scheme consists of the
aforementioned Q-learning based channel status prediction algorithm and MAB based
cooperative partner selection algorithm, as presented in Table 1.

Each node maintains a Q table which consists of the Q-values of all channels.
Q table is initialized to zero at start. When a call arrives at a node SUy, the main flow of
the proposed scheme is as follows:

(1) SU; selects a channel c; using e-greedy according the priority list, and then selects
a cooperator SUy using UCB.

(2) Update the p,(f) or W¥(c;) by MAB algorithm according to the detection result.

(3) Update the priority list of channels by Q-Learning algorithm according to the
sensing result.

(4) Broadcast the updated channel’s status, the corresponding weights W¥(c;) and
p:(f) to its neighbors. Loop 1-3 until SU; accesses an idle channel or reaches the
maximum number of attempts.

The time complexity of channel selection strategy and cooperative partner selection
strategy are O(L) and O(M) respectively. Here, M is the maximum number of attempts
for each call before declaring a call block. L is the total number of channels in primary
network. It can be seen from Algorithm 1, if we consider the worst case, the time
complexity of each SU for one call is O(M(L+ N)). N is the total number of neighbors
of one SU.
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Table 1. Pseudo code of the proposed algorithm.

Algorithm 1: RL-based Cooperative Sensing Scheme

Input: the set of SUs, W,ﬂq) and Qk(st_l,c,-) of each
for all ¢, pu(f) of eachSU; .

output: s*(¢;), wr(a), b(f)
for each SU, do

if (a demand appears) then
success =0; attempt=0;
repeat
Select a channel ¢ using &-greedy;

Select a cooperator SU using UCB;

if (SU, detects ¢ correctly) then

R =1;
else

R =0;
end
Update (/)
Wtk(ci):i’t (f);

if (SU, access ¢ successfully) then
sk(cl-)zl

(1.6 12/ (1= (e))* W, (er) /N

success = 1;

else
sk(cl-):O

r (St,ci)=—27:l(l ~s/ (Ci))*WtL (Ci)/N ;

end
Update OF (s5.¢) 5

++attempt;
until success =1 || attempt=M;
if (success = 0)

Declare call dropped.
end

Broadcast sk(ci), VVtk(Ci) and lat(f)"

end
end

SU,
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4 Performance Evaluation

4.1 Simulation Setup

In this section, we evaluate the performance of the proposed scheme. In this paper, it is
assumed that time is discrete with fixed time unit. In CR network, each SU has 4
neighbors and inquires whether there is a demand at each time unit. The arrival of call
request follows Poisson process with 4 = 0.5/time unit. There are 10 potential avail-
able channels, and PUs’ usage rate of channels varies from 40% to 90% [11]. It is
assumed that the maximum number of attempts of one call for each SU is 5, if the SU
fails to access a channel for 5 times, the call is abandoned and announced blocked.

4.2 Effect of System Parameters

The parameter in the proposed scheme needs to be set according to the specific situ-
ations. ¢ is the control parameter of MAB algorithm, which controls the degree of
exploration versus exploitation. If ¢ is too large or too small, the probability estimation
of neighbors will be inaccurate, which will lead to inefficient cooperation. We can use
the average detection probability to evaluate ¢ of different values.
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Fig. 2. Average detection probability versus PU usage for different parameter

Figure 2 shows the average detection probability versus PU usage. It can be seen
from Fig. 2, cooperation can significantly improve the detection probability of SUs.
The exploration coefficient ¢ of MAB has a great influence on partner selection. When
the value of c is set about 0.1, the algorithm achieves the balance of exploration and
exploitation, so SU can select partner with high detection probability to cooperate. It
reflects that if the exploration coefficient c is set properly, SU in our proposed scheme
can indeed select partner with high detection probability.
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4.3 Comparison with Other Algorithms

To evaluate the performance of the proposed scheme, we considered other two algo-
rithms. The algorithm proposed in [11] (denoted as QLNC) estimates the status of
channels based on the Q-Learning. The other algorithm uses Q-Learning approach to
estimate the status of channels and then uses K/N rule to cooperate (QLKN). Figures 3,
4 and 5 compare the performance of our proposed scheme with other two algorithms.
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Fig. 3. Average detection probability versus PU usage for different algorithms

Figure 3 shows the average detection probability versus PU usage. It can be seen
from Fig. 3, our proposed scheme performs much better than other two algorithms.
This is because that when the parameter c is set to 0.1 in our simulation scene, the D-
UCB algorithm can learn the dynamic detection probabilities of its neighbors well, thus
SU can select the potential best neighbor to cooperate to improve the detection effi-
ciency. So when the discount factor c is set properly in a specific dynamic situation, our
proposed scheme can significantly improve the detection efficiency.

Figure 4 shows the average number of attempts for a successful access versus PU
usage. It can be seen from Fig. 4, our proposed algorithm has the least average attempts
in all the cases, and the average attempts increase with the PU usage in all the algo-
rithms. This stems from the fact that Q-Learning technique forms a priory list of
channels according to their statues, thus SU in our scheme just needs fewer times of
detection to find an idle channel. With PU usage increasing, there are less opportunities
for SUs to explore available channels in Q-Leaning based algorithm. So that the
priority list can’t be updated accurately. Average attempts reflect the scanning overhead
and access delay, hence our proposed scheme indeed improves the scanning overhead
and access delay.
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Figure 5 shows average block rate versus PU usage. It can be seen from Fig. 5 that
our proposed algorithm has the least average block rate in all the cases, the average
block rate increases with the PU usage in all the algorithms. This stems from the fact
that MAB algorithm can help SU learn the detection probabilities of its neighbors, thus
SU can select the potential best neighbor to cooperate to improve the detection effi-
ciency. With PU usage increasing, the decrease of the number of available channels
leads to more exploration errors. Block rate reflects the quality of service provided to
users, hence our proposed scheme performs better than the other two algorithms in
terms of communication quality.
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Fig. 5. Average block rates versus PU usage
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4.4 Advantages and Disadvantages of the Proposed Scheme

According to the above simulation and analysis, the main advantages can be sum-
marized as follows: the Q-Learning based channel status prediction algorithm can help
SUs form a priority list of channels. When there is a demand, the SU can scan the
channels in the list order, which helps reduce scanning overhead and access delay.
MAB based cooperative partner selection algorithm can help SUs select a partner with
high detection probability to cooperative. It improves the average detection probability.
The proposed scheme also has some disadvantages: when we apply this scheme to a
specific scenario, it takes some time to adjust the parameters. Also the scheme has a
poor performance in scenes where the detection probabilities of SUs change
dynamically.

5 Conclusion

In this paper, we proposed a RL based cooperative sensing scheme including the Q-
Learning based channel status prediction algorithm and the MAB based cooperative
partner selection algorithm. The Q-Learning based channel status prediction algorithm
is applied for SUs to determine the detection order of channels. MAB based cooper-
ative partner selection algorithm can help SUs select the neighbor with potential
highest detection probability to cooperate. Simulation results demonstrate that com-
pared to the existing algorithms (e.g., QLNC in [11] and QLKN), the proposed RL-
based scheme has less scanning overhead, less access delay, and higher detection
efficiency. In the future, effective learning strategies for mobile SUs will be studied.
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Universities, China, No. ZYGX2016J001.

References

1. Wang, B., Liu, K.J.R.: Advances in cognitive radio networks: a survey. IEEE J. Sel. Topics
Sig. Process. 5(1), 5-23 (2011)

2. Haykin, S., Thomson, D.J., Reed, J.H.: Spectrum sensing for cognitive radio. In:
Proceedings of the IEEE, pp. 849-877. IEEE (2009)

3. Uchiyama, H., Umebayashi, K., Kamiya, Y.: Study on cooperative sensing in cognitive radio
based AD-HOC network. In: IEEE, International Symposium on Personal, Indoor and
Mobile Radio Communications, pp. 1-5. IEEE, Athens (2007)

4. Akyildiz, LF., Lo, B.F., Balakrishnan, R.: Cooperative spectrum sensing in cognitive radio
networks: a survey. Phy. Commun. 4(1), 40-62 (2011)

5. Mishra, S.M., Sahai, A., Brodersen, R.W.: Cooperative sensing among cognitive radios. In:
IEEE International Conference on Communications, pp. 1658-1663. IEEE, Istanbul (2006)

6. Zheng, Y., Xie, X., Yang, L.: Cooperative spectrum sensing based on SNR comparison in
fusion center for cognitive radio. In: International Conference on Advanced Computer
Control, pp. 212-216. IEEE, Singapore (2009)



10.

11.

12.

13.

Reinforcement Learning-Based Cooperative Spectrum Sensing 161

Gosavi, A.: reinforcement learning: a tutorial survey and recent advances. Inf. J. Comput. 21
(2), 178-192 (2009)

Watkins, C.J.C.H., Dayan, P.: Machine Learning. Kluwer Academic Publishers, Dordrecht
(1992)

Kang, S, Joo, C.: Combinatorial multi-armed bandits in cognitive radio networks: a brief
overview. In: International Conference on Information and Communication Technology
Convergence. IEEE, Jeju (2017)

Niimi, M., Ito, T.: Budget-limited multi-armed bandit problem with dynamic rewards and
proposed algorithms. In: 4th International Congress on Advanced Applied Informatics,
pp- 540-545. IEEE, Okayama (2015)

Das, A., Ghosh, S.C., Das, N.: Q-learning based cooperative spectrum mobility in cognitive
radio networks. In: IEEE 42nd Conference on Local Computer Networks, pp. 502-505.
IEEE, Singapore (2017)

Lo, B.F., Akyildiz, L.F.: Reinforcement learning-based cooperative sensing in cognitive radio
ad hoc networks. In: 21st Annual IEEE International Symposium on Personal, Indoor and
Mobile Radio Communications, pp. 2244-2249. IEEE, Instanbul (2010)

Li, B., Yang, P., Wang, J.: Almost optimal dynamically-ordered channel sensing and
accessing for cognitive networks. IEEE Trans. Mob. Comput. 13(10), 1 (2014)



)

Check for
updates

Path Planning Algorithm for UAV Sensing
Data Collection Based on the Efficacy Function

Siqi Tao'®™®, Jianhua He', Yiting Zhang', Wensheng Ji',
and Libin Chen?

! School of Electronics and Information, Northwestern Polytechnical University,
Xi’an, China
873692005@qqg. com
2 China State Shipbuilding Corporation, Beijing 100094, China

Abstract. Data collection is one of the most fundamental tasks of wireless
sensor networks. At present, the information collection methods of the sensor
network mainly include static information collection methods and information
collection methods based on mobile sink nodes. Static information collection
methods have “energy void problem”. However, in another method, the
movement of sink nodes will be limited by the environmental terrain. Therefore,
these two methods are difficult to effectively collect information in many
application scenarios for a long time. In order to solve the above problems, we
use the UAV to collect sensing data from the sensor network. It can also choose
the order of collecting information based on the importance and the demand of
information. In order to solve the problem of unmanned aerial vehicle’s energy
limitation and time delay of data collection in the real environment, an efficiency
function is constructed which considered data value, energy consumption, time
and risk. An improved A* path planning algorithm based on efficiency function
is proposed for planning the flying path between SDG nodes. We also propose a
bee colony path planning algorithm for solving the problem of SDG node
allocation and access order.

Keywords: UAV - Wireless sensor network data collection - Path planning

1 Introduction

With the development of Internet of Things technology, the Internet of Things is
widely used in intelligent transportation [1], military [2], agricultural production [3],
emergency transaction processing [4], disaster relief [5] and environmental monitoring.
All aspects of application are inseparable from the collection of data. The sensor
network, as a carrier of the Internet of Things, plays an important role in the infor-
mation acquisition of the Internet of Things. The data collected by the sensor nodes
from the monitoring scene is a key part of the Internet of Things application. It is the
link between the sensing layer and the application layer. If no data is sensed, the IoT
network will lose its application value. Therefore, a reasonable data collection method

is essential.
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At present, sensor networks mainly use sink nodes to collect data. Sensor nodes
transmit data to sink nodes through one or more hops. Therefore, the node near the sink
node sends more data packets than the remote node. This causes the energy of the
nearby sink node to be quickly depleted, eventually causing the entire network to break
and the remote node cannot send data to the sink node [6]. In [6], this phenomenon is
called “energy void problem”. In [7], a data collection method based on a mobile sink
node is proposed. The electric trolley equipped with the sink node is moved throughout
the monitoring area to collect the data.

Although the “energy void problem” has been solved, when the sensor network is
deployed in the wild terrain or in dangerous areas such as cliffs and landslides, the sink
node cannot move within the monitoring area. When the sensor network is deployed in
a fragile ecological environment protection area, the movement of the sink node may
cause damage to the environment, so it is not feasible to collect data through the mobile
sink node. Therefore, UAV (unmanned aircraft vehicle) can be used to collect data for
the special application scenarios. It can not only solve the “energy void problem” but
also be free from environmental terrain restrictions.

The sink node is mounted on the UAV. The UAV navigates the monitoring area
and collects data. In order to reduce the flying distance, reduce energy consumption and
reduce data delays. In [14], the vertical distance between the UAV and the ground
sensor node is equal to or slightly less than the maximum effective communication
distance, so as to reduce the flying distance of the UAV and optimize flying path. In
[15], according to the value of data and the similarity of data to select key nodes with
large data value. The UAV only collect the data of key nodes. In this way, UAV data
collection tasks are greatly reduced. In [16], in order to minimizes the maximum energy
consumption of all sensor nodes while ensuring that the UAV can collect the required
data from each sensor node. The author jointly optimizing the wakeup schedule of the
sensor nodes and the trajectory of the UAV. In [17], by deploying cooperative relays,
instead of being limited to cluster head nodes, the waypoints for the UAV flying can be
selected more freely. Data collection can be more efficient and energy consumption can
be reduced.

The above references mainly use a single UAV to collect data, but when the scope
of the monitoring area is large and the number of sensor nodes is large, a single UAV
has been unable to collect data for all sensor nodes within the maximum data delay and
energy limit. We need to use multiple UAVs for data collection and plan the flying path
so that each UAV can complete the data collection task within the time limit and
energy limit.

In this paper, we have established an efficacy function to evaluate the quality of the
path. The efficacy function takes into account some factors, such as data value, energy
consumption, time and risk. And then we use the improved A-star algorithm and the
bee colony algorithm to plan the flying path when the UAV collects data. The A-star
algorithm is used to plan the flying path of the UAV from one SDG (Sensing Data
Gather) node to another SDG node. Using the bee colony algorithm to assign each
SDG node to each UAV and determine the order of data collection.
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The rest of this paper is organized as follows. The efficacy function is described in
Sect. 2. In Sect. 3, the A-star algorithm is improved and is used to plan the flying path
between SDG nodes. In Sect. 4, UAV flying path planning based on Bee Colony
Algorithm. The performance evaluation with simulation results is revealed in Sect. 5.
Conclusions are drawn in Sect. 6.

2 Efficacy Function

When planning flying path for multiple UAVs, it is necessary to establish corre-
sponding evaluation index for evaluating the quality of the planned flying path. This
article uses the efficacy function as an evaluation index. The efficacy function takes into
account some factors, such as data value, energy consumption, time and risk.

Multiple UAVs collect data from the wireless sensor network in the monitoring
area R. There are several SDG (Sensing Data Gather) nodes in the monitoring area R
for transmission of sensing data to the UAV. Before the UAV collecting data, the
location of the SDG nodes is known, and the type, quantity, and data value of the
sensors in each SDG node are known. The UAV stays in the SDG node area during
data collection and communicates with ground sensors to acquire all sensed data.
UAVs cannot fly beyond the no-fly zone.

2.1 Data Value

The value of the data that the UAV obtain from each SDG node depends on the number
of various types of sensors in the SDG node and the related data value. v’ is the data
value of the data sensed by the y type sensor. Therefore, the value of the data collected

by the UAV at the SDG node i is:
J
Dy =Y nm (1)
y=1

n! is the number of y sensor nodes in the SDG node.
Therefore, the value of the data that the UAV fly from the SDG node i to the SDG
node j is:

Dy = (D} +D}) @)

N =

2.2 Energy Consumption

Because the energy of UAV is limited. Therefore, we must ensure that the UAV
completes its mission and returns safely to its destination before it runs out of energy.
The energy of UAV is mainly used for flying and hovering.



Path Planning Algorithm for UAV Sensing Data Collection 165

d;; is the distance from SDG node i to SDG node j. The energy consumption of each
point on the flying path of the UAV is f*, and f° is related to the terrain. Therefore, the
flying energy consumption from SDG node i to SDG node j is:

dij
El = - | (3)

When the UAV collects data, it needs to hover over SDG nodes for a period of
time. The energy consumption of the UAV in the hovering process is called hover
energy consumption. We assume that the energy consumption of the UAV hovering
per unit time is h#°. The hover energy consumption of the UAV at SDG node i is [8]:

J
E! = —h‘t, Zn)n;l (4)
y=1

n} is the number of y sensor nodes in the SDG node i. 7 is the exchange time of a
single data packet. n;l is the number of data packets in the y sensor.

Therefore, the energy consumption that the UAV fly from the SDG node i to the
SDG node j is:

1
Ej=Ej + 5 (E! + E}) (5)

2.3 Time

The UAV mainly spends time in flying and hovering. \75 is the average flying speed of
the UAV from SDG node i to SDG node j, so the flying time from SDG node i to SDG
node j is:

dij
i

The time for the UAV to hover over the SDG node 1 is:

J

! = —t, Y nn (7)

y=1

Therefore, the time that the UAV fly from the SDG node i to the SDG node j is:

1
Ty =T} + 5 (T' +1}) (8)
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24 Risk

When the UAV flies and hover, it may be at risk. The risk that the UAV encounters
while flying, we call it flying risk. The flying risk of each point on the flying path of the
UAV is #/, so the flying risk from SDG node i to SDG node j is:

dij
Rl = — /O rldl 9)

The risk of the UAV hovering over the SDG node to collect data, we call it the
hovering risk, Hovering risk for SDG nodes is:

J
R = —rt, Z mnd (10)
y=1

7! is the risk of hovering within unit time.
So the risk that the UAV fly from the SDG node i to the SDG node j is:

1 S S
Rij:RlJ;+§(Ri+Rl») (11)

2.5 Efficacy Function and Restrictions

M is the number of UAVs for data collection, numbering multiple UAVs. Expressed as
F ={fi,/2, .. -.fu}. Therefore, the flying path for the m-th UAV data collection is
Py, ={S0,5:,S;...,8}. In order to define the efficacy function and describe con-
straints, define 0-1 decision variables as follows:

P 1 Thei—thand j—th SDG nodes are on the m—th UAV data collection path
wm 0 others

The relevant parameters of the m-th UAV are as follows:
Data value:

&

I
M=
M=

Il
(=}
~.
Il
o

Energy consumption:

M=
M=

i
(=]
~.
Il
o

Ei]‘xijm ( 13)
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Time:

Tijx ijm

M=
M=

Il
(=}
~.
Il
=]

Risk:

M=
M=

Rm = Rijx,-jm

i

Il
o
~.
Il
=}

All UAV related parameters are as follows:
Total data value:

M

Dma = E Dm
m=

1

Total energy consumption:

M
Ema = ZEm
m=1

Total time:

X

Il
M=
3

3
I

Total risk:

Ry = Ry,

M=

1

3
I

The efficacy function of multi-UAV data collection is as follows:

Dma Tma Ema Rma

+b x +c X +d x

max Tmax E max R max

U, =ax

167

(16)

(17)

(20)

Diaxs Tinaxs Emaxs Rmax are the maximum value of each parameter which are set in

advance.
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The restrictions of multi-UAV data collection is as follows:
Ensure that each UAV can complete data collection for all SDG nodes before the
limited time and energy are exhausted. So energy and time constraints:

{ max(E,) < Epax 1)

max(Ty) < Tax

Ensure that each SDG node’s data is collected:

M

D

m=
m

Mz

Xjm=1 1€8§

—_
~.
Il

(=]

M

ZZ Xim=1 jeS

=1 i=0

Each UAYV is guaranteed to start from the starting point and eventually return to the
end.

Py O) =S
{ngend) :OSQ (23)

Ensure that each UAV will collect data. No UAVs will be idle.

N N
Zinjm;éO meM (24)

i=1 j=1

3 UAV Flying Path Planning Between SDG Nodes Based
on A-Star Algorithm

In this section, we use the A-star algorithm to plan the flying path of the UAV from one
SDG node to another SDG node.

First, the monitoring area is rasterized, and then an open list is created to record the
neighborhood of the evaluated area. A close list is used to record the areas that have
already been evaluated, and the estimated distances from the “starting point” to the
“target point” is calculated, the closed list holds all the nodes that have been explored
or evaluated. In the process of path finding, the nodes are expanded according to the
evaluation function. The nodes in the open list and the close list are changed at any
time, and the same node may appear repeatedly in the open list and the close list.
According to the evaluation function to find the target point, and then through the
backtracking way to get the final path from the starting point to the end point.
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3.1 Evaluation Function

1 -k

f(n) =k x (g(n) +h(n)) + cost(n) (25)

g(n) is the distance from the starting point to the current point, when the node n is
in the vertical or horizontal direction of the node n—1, use the formula (26) to calculate,
and when the node n is in the diagonal direction of the node n-1, use formula (27) to
calculate:

gn)=gn—1)+1 (26)
gn)=gn—1)+14 (27)

h(n) is a heuristic function that represents the estimated distance from the current
node to the end point, the A* algorithm usually uses Euclidean distance to represent
h(n):

h(}’l) = \/(xn - xend)2 + (yn - yend)z (28)
cost(n) is the flying cost of the current node:

UAV,i5(n) UAVenergy () 1 !
o _ X 29
o8 (n) UA Vivisk_max * UA Venergyvmax * UA Vvell)C”y (I’l) Imax ( )

3.2 Determination of k-Value in Evaluation Function

The k value indicates the weight value of flying cost in the evaluation function. The
flying path planned by the A-star algorithm is different with different k value.

In order to assess the UAV flying path planned by the A-Star algorithm is bad or
good, we define the flying consumption from SDG node to SDG node j as:

E; T; R;
TWeon = —— + + 30
o Elfimax Tijmax R ijmax ( )

In order to more fully demonstrate the impact of the k value on the planned path,
we have shown the time, energy consumption, risk, and flying consumption in Fig. 1.

As can be seen from Fig. 1, when k is larger than 0.6, energy consumption and time
tend to decrease as k increases. Because the larger the value of k is, the greater the
weight of the distance in the evaluation function is, the length of the planned path will
be shortened, and the time and energy consumption of the UAV will be reduced. The
risk decreases firstly and then increases, because the larger the value of k, the smaller
the weight value of the risk in the evaluation function, and the smaller the impact on the



170 S. Tao et al.

concm b —— T
095} \ ' —e— EE BN _

%' —— TRH .

07F

065F §

x 094 4
06F Y: 0.6361 a .

-

055 1 1 1 1 1 1 1 h
02 03 04 05 06 07 08 09 1
k

Fig. 1. k value vs. flight consumption graph

planned route, the lower the search distance and the higher the risk value. The area will
therefore cause the flight risk to increase.

The node marked in Figs. 3, 4, 5, 6, 7, 8, 9 and 10 is the minimum value of the
flying consumption. At this time, the flying consumption is 0.6361, corresponding to
the value of k is 0.94. By changing the position of the starting point and the ending
point, we found that when the flying consumption is the minimum value, the corre-
sponding k value is mainly distributed within the range of 0.92—0.96. Therefore, we
determine the value of k is 0.94.

3.3 Comparison Between A-Star Algorithm and Dijkstra Algorithm

In order to prove the performance of the improved A-star algorithm, we compare the A-
star algorithm with the Dijkstra algorithm. We select a starting point and an ending
point in the area R, and draw the search range map of the A star algorithm and the
Dijkstra algorithm from the start point to the end point respectively.

It can be seen from Figs. 2 and 3 that the search range of the improved a-star
algorithm is much smaller than the search range of the Dijkstra algorithm, so that the
optimal path can be obtained in a shorter time. And the path of the improved a star
algorithm is straighter. Because the UAV is difficult to make a large range of
maneuvers, the UVA cannot fly according to the path planned by the Dijkstra algo-
rithm, so the path planned by the improved a star algorithm is more reasonable.
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Fig. 2. A star algorithm search range map Fig. 3. Dijkstra algorithm search range map

4 UAYV Flying Path Planning Based on Bee Colony Algorithm

We use the bee colony algorithm to assign each SDG node to each UAV. The UAVs
exchange SDG nodes and change the order of collecting SDG node data, so that the
total efficacy value of all paths planned is maximized.

In the bee colony algorithm, bees are divided into three categories: Leader, Fol-
lower and Scouter. Each Leader corresponds to a honey source (a feasible solution).
The Leaders generate new honey sources according to the neighborhood strategy,
evaluate the performance values of the new and old honey sources, use greedy
strategies to select, and share this information with others with a certain probability.
Follower to select leader following a certain probability value according to the efficacy
value of the honey source, and seek for other honey sources in the neighborhood, and
try to change the honey source of the leader to be followed to make the efficacy value
larger. When a certain honey source cannot be improved after a limited search time (the
honey source has been fully utilized), the honey source will be discarded, and the
corresponding honey bee will be converted into a scout bee, and the scout bee will
randomly generate a new one within the search scope.

4.1 Generation of Initial Solution

We use three UAVs and ten SDG nodes as examples to generate the initial solution.
The UAVs are numbered 1, 2 and 3. The SDG nodes are numbered 1, 2, 3, ... 9 and 10.
In each group of initial solution, each UAV randomly selects one SDG node as the first
data collection node. Each SDG node can only be selected once, and then according to
the previous SDG node of each UAV, the node with the largest value of the efficacy
function of the previous SDG node is found among the remaining unselected nodes. In
this way, n groups of initial populations are generated (Table 1).
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Table 1. Generation of initial solution
The first UAV 0-1-6-8-0
The second UAV | 0-5-7-9-10-0
The third UAV | 0-3-2-4-0

4.2 Neighborhood Search Strategy

The neighborhood search strategy is to change the solution by some operations based
on the solutions already generated, so as to obtain a new solution. In this paper, we use
the reverse strategy, the nearest strategy, and the cross strategy to search neighborhood.

a. Reverse strategy

SDG nodes with two different random positions in the UAV path are reversed.

Exchange point Exchange point

before:|0|4|8|?|

(3]

[s]o]s]r[8]ro]o]

(3%

later:|0|3|8|7| |5|9|6|1|4|10|0|

Fig. 4. Reverse strategy

b. Nearest strategy

A SDG node is randomly selected in the path string, we called it as PSDG and then
select a SDG which has the highest efficacy value with PSDG and insert it behind the
PSDG.

PS]iG
before:|0|T|8|7|2|5|9|6|1|4|10|0|
lter: |0 [3]a]s|7]2]s]o]6]|1]i0]o]

Fig. 5. Nearest strategy

c. Cross strategy

We randomly select one section of the two UAV paths from the same group of
solutions to exchange.
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'y

The first UAV:

The second UAV:

0|5|7|9|10|o| ThesecondUAV:IOlSl?|9|8|0|

Fig. 6. Cross strategy

5 Simulation Analysis

5.1 The Initial Parameters are Set as Follows

See (Table 2).

Table 2. Initial parameters

Parameters Symbols | Values
Number of y-sensor in the i-th SDG node | n 0-5

The data value of y-sensor 24 1-3
Velocity v 8-13 m/s
Energy Consumption 1, he 10-20
Risk rf 0-1
Time limit Tiimit 30 min
Energy limit Ejimir 4000

5.2 Simulation Steps

Step 1: Enter initial parameters.

Step 2: Using the A-Star algorithm to plan the path between SDG nodes.

Step 3: Using bee colony to assign SDG nodes to each UAV and determining the order
in which UAVs collect data.

Step 4: Smoothing the planning path.

Step 5: Draw data collection path map and output simulation results.

5.3 Simulation Result

This section we will show the path planning results when we use multiple UAVs to
collect data form SDG nodes. Figures 7, 8, 9, 10, 11, 12, 13 and 14 shows the path
planning results of using different numbers of UAVs to collect data form different
amounts of SDG nodes. Figure 13 shows the path planning results when the starting
node is not in the center of the target area. Figure 14 shows the path planning results
when the SDG nodes are relatively concentrated. The red point is the start point (end
point), the green point is the SDG node, and the black area is the no-fly area. Different
colored lines are the flying paths of different UAVs.
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In order to further analyze the effect of using different numbers of UAVs on the
value of the efficacy function, we use 1-7 UAVs to collect data from 20 SDG nodes and
get the total energy consumption, total Time, and total risk. As shown in Tables 3 and 4.

In order to comparative analysis, each parameter is presented in Figs. 15 and 16.

Table 3. Efficacy function simulation result parameters (the initial point is at the center of the

target area)

UAYV number | Total energy consumption | Total risk | Total time(s)
1 5829.4 119.32  14279.1
2 6340.6 130.43 2595.3
3 7062.2 146.59 1501.4
4 7340.6 153.43 1430.3
5 8243.4 184.72 1199.7
6 9120.2 195.40 1351.0
7 9694.0 210.77 347.9

Table 4. Efficacy function simulation result parameters (the initial point isn’t at the center of the

target area)

UAYV number | Total energy consumption | Total risk | Total time(s)
1 5691.6 118.54 4212.3
2 6803.8 133.75 2389.6
3 7791.2 154.50 1913.8
4 8481.8 171.55 1720.7
5 9495.2 186.90 1123.3
6 10593.6 208.74 1096.3
7 11371.0 220.48 754.5
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Fig. 15. Simulation result parameters graph (the initial point is at the center of the target area)
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From Fig. 15, the total energy consumption increases with the increase in the
number of UAVs, because each UAV needs to start from the start point and finally
return to the start point, so the total distance will increase, and the total energy con-
sumption of UAVs will also increase. Risk values are similar to the energy con-
sumption. As the increase of flying distances, the possibility of risk to UAVs during
flight is also increasing. So the risk value increases with the increase in the number of
UAVs. Due to the increase in the number of UAVs, the number of SDG nodes that
each UAV needs to collect is reduced, so each UAV has a shorter flying distance and
less time. Because each UAV departs from the start point at the same time, the flying
time of the last UAV that completes the task and return to the start point is the time
value of this data collection.

From Fig. 15, it can be seen that the value of the efficacy increases first and then
decreases, and reaches the maximum value when the number of UAVs is three. When
only one UAV is used for data collection, the energy consumption and risk value are the
smallest, but the maximum flying time and maximum energy consumption of a single
UAYV have been exceeded. The efficacy function value is lower. When seven UAVs
collect information, the time required is the shortest, but due to the large number of
UAVs, a large amount of energy is required, and the risk value is also large, so the value
of the efficacy function is also low. When using three UA Vs to collect data, although all
parameters are not the minimum value, the time is greatly shortened, and the increase in
energy consumption and risk value is small, so the efficacy value is maximum.

It can be seen from Fig. 16 that when the initial node is not at the center of the target
area, the trend of energy consumption, risk and time does not change as shown in Fig. §,
but the efficacy value of data collection is the largest when using two unmanned aerial
vehicles. Because when the initial node is not in the center of the target area, the UAV
needs to fly a long distance to reach the area with the SDG nodes. So the more the
number of unmanned aerial vehicles used, the longer the total path length of the UAV
flying without the SDG node. Therefore, the UAV consumes more energy and time.

From the above diagrams and analysis, when the initial node is in the center of the
target area, it is best to use 3 UAVs collect information from 20 SDG nodes. When the
initial node is not in the center of the target area, it is best to use 2 UAVs collect
information from 20 SDG nodes.

6 Conclusion

In this paper, we propose an algorithm for UAV data collection in wide IoT sensor
networks. The efficacy function is established to evaluate the quality of the path. The
efficacy function takes into account some factors, such as data value, energy con-
sumption, time and risk. The A-star algorithm is used to plan the flying path of the
UAV from one SDG (Sensing Data Gather) node to another SDG node. Using the bee
colony algorithm to assign each SDG node to each UAV and determine the order of
data collection. Finally, we obtained the path planning results of data collection by
using multiple drones. The simulation results show that our method can optimize the
flying path of UAV and reduce energy consumption, also provide basis for multiple
UAV data collection.
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Abstract. Sensor barrier coverage has been recognized as an appro-
priate coverage model for intrusion detection, and many achievements
have been obtained in two-dimensional (2D) terrestrial wireless sensor
networks. However, the achievements based on 2D assumption cannot
be directly applied in three-dimensional (3D) application scenarios, e.g.,
underwater wireless sensor networks. In this paper, we aim to devise a
distributed algorithm for constructing maximum level underwater strong
k-barrier coverage with mobile sensors in 3D underwater environment.
Considering that an underwater strong k-barrier coverage is constituted
with k underwater strong 1-barrier coverage which is referred to as layer
in this work, we first derive the optimal positions of the sensors in each
layer, then we propose a distributed algorithm for constructing maximum
level underwater strong k-barrier coverage with available mobile sensors
layer by layer from left to right in 3D underwater environment. Simula-
tion results show that the proposed algorithm outperforms the optimal
centralized approach (i.e., Hungarian algorithm) in terms of duration
and achieves performance close to Hungarian algorithm with respect to
several performance metrics.

Keywords: Wireless sensor networks -

Underwater wireless sensor networks -

Underwater sensor barrier coverage -

Three-dimensional underwater strong k-barrier coverage

1 Introduction

Wireless sensor networks (WSNs) have many real life applications in environ-
mental monitoring, battlefield surveillance and intrusion detection, etc. As an
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important problem in WSNs, barrier coverage is garnering more and more atten-
tion in recent years [1,17-19]. Compared with the area coverage problem, bar-
rier coverage does not necessarily cover every point of the monitored region, but
rather only needs to detect intruders that cross the border [12]. Therefore, it is
more cost-efficient for large-scale deployment of wireless sensors, and has been
widely employed in practical security related applications, e.g., international
border surveillance, intrusion detection and critical infrastructure protection.

Most existing works on barrier coverage assume that sensors are deployed in
2D long thin belt region, where a barrier is a chain of sensors from one end of the
deployment region to the other end with overlapping sensing zones of adjacent
sensors. This assumption is reasonable in 2D terrestrial WSNs where the height
of the network is usually negligible as compared to its length and width. How-
ever, the 2D assumption may not be appropriate when considering WSNs in 3D
application scenarios, e.g., underwater wireless sensor networks (UWSNs), where
the sensors are finally distributed over 3D underwater environment. As technol-
ogy advances, efforts are currently underway to extend sensor barrier coverage
to underwater application scenarios. For example, underwater sensor barrier has
been considered for detecting submarine intrusion in marine environment [3].

In 3D underwater application scenarios®, the sensors composing UWSNs are
distributed at different depths in underwater environment. In this case, a sensor
barrier is not a chain of sensors from one end of the deployment region to the
other end with overlapping sensing zones of adjacent sensors any more. Instead,
a sensor barrier deployed in underwater environment should be a set of sensors
with overlapping sensing zones of adjacent sensors that covers an entire (curly)
surface that cuts across the 3D underwater space [3]. In practical underwater
environment, as the existence of sudden sensor failures and water current which
may led to that a sensor deviates from its desired position, a single underwater
sensor barrier usually fails to provide adequate service quality. Hence, many real
life underwater applications require k-barrier coverage to guarantee their service
quality. The notion of k-barrier coverage is first defined in [11], the authors
introduced two types of k-barrier coverage including weak barrier coverage, which
guarantees to detect intruders moving along congruent paths, and strong barrier
coverage, which guarantees to detect intruders no matter what crossing paths
they choose.

In this paper, we aim to devise a distributed algorithm for constructing max-
imum level underwater strong k-barrier coverage with available mobile sensors
in underwater environment, to thwart the intruders crossing the monitored 3D
underwater environment. Considering that an underwater strong k-barrier cover-
age is constituted with k underwater strong 1-barrier coverage which is referred
to as layer in this work, we first derive the optimal positions of the sensors in
each layer, then we propose a distributed algorithm for constructing maximum
level underwater strong k-barrier coverage with available mobile sensors layer by
layer from left to right in 3D underwater environment. Simulation results show

! In this paper, we only consider 3D underwater application scenarios where the sen-
sors are deployed in 3D underwater environment.
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that the proposed algorithm outperforms the optimal centralized approach (i.e.,
Hungarian algorithm) in terms of duration and achieves performance close to
Hungarian algorithm with respect to several performance metrics.

The rest of the paper is organized as follows. Next section reviews the related
work. In Sect. 3, we explain the network model and provide the problem state-
ment. In Sect. 4, we propose a distributed deployment algorithm for construct-
ing maximum level underwater strong k-barrier coverage with available mobile
sensors in underwater environment. Section5 evaluates the performance of the
proposed algorithm through extensive simulations, and finally, Sect. 6 concludes
the paper.

2 Related Work

As an important problem in WSNs, barrier coverage has been extensively studied
in the past decades. Most existing works consider 2D barrier coverage in terres-
trial WSNs, while only recently 3D barrier coverage in UWSNs has been studied.
In the following, we review the works on 2D and 3D sensor barrier coverage.

2.1 2D Sensor Barrier Coverage

The concept of barrier coverage was first appeared in [7] in the context of many-
robot systems. In [11], Kumar et al. developed theoretical foundations for laying
barriers of wireless sensors. They defined two types of barrier coverage including
weak barrier coverage, which guarantees to detect intruders moving along con-
gruent paths, and strong barrier coverage, which guarantees to detect intruders
no matter what crossing paths they choose. Chen et al. [4] introduced the con-
cept of “quality of barrier coverage” and proposed an effective way to measure
it. Fan et al. [6] studied the coverage of a line interval with a set of wireless sen-
sors with adjustable coverage ranges. Liu et al. [14] studied the strong barrier
coverage of a randomly-deployed sensor network on a long irregular strip region.
They showed that in a rectangular area of width w and length ¢ with the relation
w = 2(log ¢), if the sensor density reaches a certain value, then there exist, with
high probability, multiple disjoint sensor barriers across the entire length of the
area such that intruders cannot cross the area undetected; On the other hand,
if w = o(log ¢), then with high probability there is a crossing path not covered
by any sensor regardless of the sensor density. He et al. [9] presented a condition
under which line-based deployment is suboptimal, and proposed a new deploy-
ment approach named curve-based deployment. Wang et al. [18] explored the
effects of location errors on barrier coverage on a 2D plane by considering two
scenarios (i.e. only stationary nodes have location errors, stationary and mobile
nodes both have location errors), and proposed a fault-tolerant weighted barrier
graph to model the barrier coverage formation problem.

With the advances of technology, sensor mobility has been incorporated into
sensor deployment framework [20], which offers more flexibility for designing
more efficient sensor deployment strategies to solve coverage problem in WSNs.
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Li and Shen [13] studied the 2D MinMax barrier coverage problem of moving n
sensors in a 2D plane to form a barrier coverage while minimizing the maximum
sensor movement for the sake of balancing battery power consumption. Dobrev
et al. [5] studied three optimization problems related to the movement of sensors
to achieve weak barrier coverage, i.e., minimizing the number of sensors moved,
minimizing the average distance moved by the sensors, and minimizing the maxi-
mum distance moved by the sensors. Silvestri and Goss [17] proposed an original
algorithm called MobiBar, which has the capability of constructing k-barrier
coverage in WSNs, self-reconfiguration and self-healing. Ban et al. [2] consid-
ered k-barrier coverage problem in 2D wireless sensor networks, and devised an
approximation algorithm called AHGB to construct 1-barrier efficiently. Fur-
thermore, based on AHGB, a Divide-and Conquer algorithm was proposed to
construct k-barrier coverage for large scale WSNs. Saipulla et al. [16] explored
the fundamental limits of sensor mobility on barrier coverage, and presented a
sensor mobility scheme that constructs the maximum number of sensor barri-
ers with the minimum sensor moving distance. Li and Shen [12] studied the 2D
MinMax problem of barrier coverage in which the barrier is a line segment in a
2D plane and the sensors are initially resided on this plane.

2.2 3D Sensor Barrier Coverage

There are only a handful of works that have considered 3D sensor barrier cover-
age. The most related works to ours was presented in [3], the authors considered
constructing underwater sensor barriers to thwart illegal intrusion of submarines,
and devised a centralized approach and a decentralized approach to achieve this
goal, respectively. However, both the centralized and decentralized approaches
require one or several sensor nodes as leader to collect and propagate sensor
positions. In this case, single point failure problem may not be avoid. In this
work, we aim to devise a fully distributed deployment algorithm, which does not
require any leader nodes to collect and propagate sensor positions, for construct-
ing maximum level underwater strong k-barrier coverage with available mobile
sensors in underwater environment, and hope to provide insights into further
researches in 3D wireless sensor networks.

3 Network Model and Problem Statement

3.1 Network Model

We model the underwater deployment region as a cuboid of size I x w X h,
where [, w, and h denote the length, the width, and the height of the cuboid,
respectively. For the sake of clearness, we assume that the cuboid is located in
a 3D Cartesian coordinate system with origin at the center point of the cuboid.
Initially, n sensors are deployed in the cuboid where the sensor positions can
follow any type of distribution, such as uniform distribution, Poisson distribution
and normal distribution, as shown in Fig.1. We assume that all the deployed
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sensors have the same sensing radius rs and communication radius r., where
re > 2rg. Similarly to most previous works in underwater sensor deployment, we
assume that all the deployed sensors are able to identify their current locations,
and each sensor is able to relocate itself from its initial position to another
specified position at a maximum speed of V;,,4, m/s in underwater environment.
For simplicity, we assume an ideal 0/1 sphere sensing model that an object within
(outside) a sensor’s sensing sphere is detected by the sensor with probability one
(zero).

Fig. 1. Initially the sensors are deployed in the cuboid. Without loss of generality, we
assume that an intruder’s traversing path is a continuously moving trajectory starting
at the cuboid’s right face and ending at the opposite face.

Without loss of generality, we assume that the illegal intruders to be detected
by underwater sensor barrier move along the direction of cuboid length, as shown
in Fig.1, the intruder’s traversing path, i.e., the red lines, is a continuously
moving trajectory starting at the cuboid’s right face and ending at the opposite
face.

3.2 Problem Statement

According to the aforementioned assumptions, the underwater deployment
region is modeled as a cuboid of size | X w x h, where [, w and h denote
the length, the width and the height of the cuboid, respectively. The position of
a point in the cuboid is denoted by coordinates (z,y, z), where z, y, and z are
the z-coordinate, the y-coordinate and the z-coordinate of this point, respec-
tively. We suppose that n mobile sensors S = {sq, S, ..., $p } is deployed in the
cuboid with initial positions p1, ps, ..., pn. Let (2, y;, z;) denote the coordinates
of position p; of sensor s;.
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The goal of our work is to devise a distributed deployment algorithm to
drive the sensors to move to desired positions, and thus provide maximum level
underwater strong k-barrier coverage, as shown in Fig. 2. Our problem is how to
devise such a distributed deployment algorithm to achieve our goal.

Fig. 2. In 3D UWSNs, an underwater strong k-barrier coverage is constituted with k
underwater strong 1-barrier coverage (In this example, k= 3).

4 A Distributed Algorithm

In this section, we propose a distributed algorithm for constructing maximum
level underwater strong k-barrier coverage with available mobile sensors.

4.1 Main Ideas

As showed in Fig. 2, an underwater strong k-barrier coverage is constituted with k
underwater strong 1-barrier coverage. For simplicity, we refer to an underwater
strong 1-barrier coverage as a layer in this work, and from left to right, we
enumerate the sensor barriers b0, bl, b2,..., where b0 is base-layer, and the
indexes of the other layers increase with the distance from b0. The main idea
of the proposed algorithm is to construct underwater strong k-barrier coverage
layer by layer from left to right.

For the sake of clearness, we introduce two important concepts. One is
constructed-layer, on which no sensor has adjacent vacant positions resided on
the same layer as itself, in other words, this layer has been constructed. The
other is constructing-layer, on which there are still some vacant positions to be
occupied by sensors, in other words, this layer is being constructed. Since under-
water strong k-barrier coverage is to be constructed layer by layer, there is only
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one constructing-layer at the same time during the construction process. For
example, base-layer by is the constructing-layer at the beginning, and after the
construction of by is completed, by becomes a constructed-layer and layer b is
the constructing-layer, and so on. Furthermore, we refer to the sensors resided
on constructed-layer and constructing-layer as fixed sensors, while the sensors
not already resided on constructed-layers or constructing-layer are referred to as
movable sensors. A fixed sensor can not move any more, but a movable sensor
can move freely in the underwater space according to its local information. In
order to make each movable sensor move orderly to avoid collision as much as
possible, and reduce the complexity of the proposed algorithm to ensure that
the proposed algorithm performs efficiently, we set a movable sensor’s movement
route as follows. If a movable sensor s; with initial position (zs,ys, zs) intends
to move to position (., Ye, 2e), it first moves to position (s, Ye, z) by means of
parallel moving, which means that a sensor moves on a plane parallel to the base-
layer (i.e., the sensor’s z-coordinate will not be changed in the moving process),
then moves to position (Ze,ye, 2ze) by means of vertical moving, which means
that a sensor moves along a straight line perpendicular to the base-layer. Never-
theless, in rare circumstances, a sensor moving by means of parallel moving may
still collide with other sensors moving by means of parallel or vertical moving.
Fortunately, the sensors can avoid collision by existing approaches [8], hence we
will not discuss the collision avoidance among sensors in deeper in this work.

4.2 The Optimal Final Positions of Sensors in Each Layer

In order to construct maximum level underwater strong k-barrier coverage, we
need to minimize the number of sensors required in each layer. Practically, as
shown in Fig. 2, if we project a layer onto the cuboid’s left face, the sensors on
this layer will completely cover the cuboid’s left face which is a rectangle of size
w X h, where w and h are the width and height of the cuboid, respectively. Hence,
for each layer, the minimum number of sensors is equal to the minimum number
of hexagons to completely cover a rectangle of size w x h, as shown in Fig. 3. In
the context of our work, for each layer, once we place a sensor in the center of
each regular hexagon, the sensing range of all sensors will completely cover the
rectangle and thus provides strong 1-barrier coverage. According to the above
analysis, in each layer, the optimal final positions of sensors are the center points
of regular hexagons whose z-coordinates equal to the layer’s z-coordinate. In the
following, we derive y, z-coordinates of each center point of regular hexagon.

As shown in Fig. 3, we first obtain the y-coordinate of each column via Eq. (1),
where 7 denotes the ¢-th column.

; i=0
g, g g M

(fe(w,r)—1)xr

fylw,r, i) =

ISR NI
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Fig. 3. A rectangle that is completely covered by minimum regular hexagons.

Then we get the z-coordinate of each point row by row. For odd-number
columns, h denotes the cuboid height, » denotes the sensing radius, j denotes
the j-th row, and 0 < j < fﬁ}, we have

fz(w,r,j):h—TXQ\/g—jXTX\/g. (2)

For even-number columns, h denotes the cuboid height, r» denotes sensor’s
B X3

sensing radius, j denotes the j-th row, and 0 < j < [ TX\/% 1+ 1, we have

fz(w,r,j):hfjxrxﬂ. (3)
Combining Egs. (2) and (3), we have

— # —j x 7 x /3, odd-number columns

fulw,r,g) = {h (4)

h —j x 7 x /3, even-number columns.

Finally, by combining the layer’s z-coordinate x, we obtain the optimal final
positions (z, fy(w,, 1), fz(w,r,j)) of sensors in each layer.

4.3 A Distributed Algorithm for Constructing Underwater Strong
k-Barrier Coverage

The proposed algorithm provides the interleaved execution of three main activ-
ities, namely vertical movement, vacant position processing and parallel move-
ment. Figure4 shows the flowchart of these activities.

Before starting the execution of the three main activities, each sensor per-
forms an initial movement aiming to move to the closest centerline, which is
perpendicular to the base-layer and pass through the hexagon center point of
each layer, as shown in Fig. 5.
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Fig. 4. Flowchart of the initial movement and the proposed algorithm
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Initial Movement. In order to make each movable sensor move orderly in
underwater environment, and thus ensure that the proposed algorithm performs
effectively and efficiently, each sensor initially moves to the centerline closest
to itself by means of parallel moving. It is worth noting that after the initial
movement, all sensors are on the centerlines, and by executing the proposed
algorithm, each sensor only moves along the centerline or moves to another
centerline by means of parallel moving. In the following, we describe how to
obtain the centerline closest to a sensor s;.
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For a sensor s; with initial position (z;,y;,2;), it first obtains the posi-
tion list of the hexagon center points via Egs.(1) and (4). Then it cal-
culates the distance between sensor s; and each hexagon center point
(@i, fy(w,r,4), f-(w,7,j)). Obviously, a minimum distance between sensor s; and
point (z;, fy(w,r,4’), f.(w,r,j")) will be obtained, the minimum distance is the
distance between sensor s; and the centerline closest to it. Thus, we obtain the
centerline closest to sensor s;:

(5)

z = fo(w,r,j").

{y = fy(wara i/),

Vertical Movement. The vertical movement activity is twofold. On one hand,
in order to increase the connectivity of the network, each movable sensor moves
toward base-layer by means of vertical moving if it has no sensor in radio prox-
imity which is resided on the same centerline and closer to base-layer than itself.
The movement is stopped as soon as such a sensor is found or the base-layer
is reached. On the other hand, to ensure that all sensors can finally move their
desired positions, each movable sensor with a distance less than 2r, from a fixed
sensor moves toward the opposite direction of the base-layer until the distance
not less than 2rs. By vertical movement, a movable sensor connects with other
sensors to form a network component and thus prevent it becoming an isolated
sensor. Moreover, sensors in the same network component can communicate with
each others by means of a multi-hop manner. The vertical movement is based
on the following described protocol.

For a sensor s;, we refer to C(s;) as a set of sensors in the sensor’s radio
proximity and resided on the same centerline and closer to base-layer with respect
to itself. If C(s;) = 0, it moves toward the base-layer along the centerline until
C(s;) # 0 or it reaches the base-layer. If otherwise C(s;) # 0, it checks whether
C(s;) contains fixed sensors. If C(s;) contains fixed sensors, it moves toward the
opposite direction of the base-layer until C(s;) does not contain fixed sensor any
more. If otherwise C(s;) does not contain fixed sensors, it keeps on its current
position. It is worth noting that, moving a sensor s; to the opposite direction of
the base-layer when it finds that C(s;) contains fixed sensors, ensures that all
sensors can finally move to their desired positions even if they are all initially
placed on base-layer.

Finally, if sensor s; has reached the constructing-layer, it broadcasts a PO
(position occupation) message, which contains sensor ID, timestamp and its cur-
rent position information, in the network to remind other sensors to remove this
position from their vacant position queues, if their queue contain this position.
And then, it gives start to the vacant position processing. If otherwise, it starts
the vacant position processing without broadcasting a PO message.

Vacant Position Processing. There are three aspects in vacant position pro-
cessing. First, to notify the other sensors of the vacant positions resided on the
constructing-layer, each sensor periodically detects and broadcasts its adjacent
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vacant positions resided on the same layer as itself in the network. Second, each
sensor receives and processes the vacant positions broadcasted by other sen-
sors. It is worth noting that, in order to manage the vacant positions resided
on the constructing-layer, each sensor maintains a vacant position queue, where
the vacant positions are sorted by the distance between vacant position and the
sensor in an ascending order. Finally, by leveraging the data cached in vacant
position queue, a sensor makes its movement decision. The detailed protocol of
the vacant position processing is described as follows.

For a sensor s; with a vacant position queue V P(s;) (initially VP(s;) = 0),
it first broadcasts a VP (Vacant Position) message containing sensor ID, times-
tamp and its adjacent vacant positions resided on the same layer as itself in the
network, then it waits for the expiration of its timeout 7., to receive VP message
and PO message broadcasted by other sensors. Notice that, we assume that the
proposed algorithm is implemented over a communication protocol stack which
handles possible transmission errors and message losses by means of timeout and
retransmission mechanisms, and each sensor keeps track of the VP messages and
PO messages sent so far to avoid multiple retransmissions and multiple process-
ing by checking the unique message mark consisting of sensor ID and time stamp.
When sensor s; receives a VP message, it checks the cardinality of V P(s;). If
|V P(s;)| =0, the vacant positions are put into V P(s;). If otherwise, it compares
the z-coordinate of vacant position with that of one sensor in V P(s;), if larger,
these vacant positions are omitted; if equal, these vacant positions are inserted
into V P(s;); if smaller, it sets V P(s;) = () and puts these vacant positions into
V P(s;). Similarly, when sensor s; receives a PO message containing position p (p
is a vacant position before being occupied), it removes p from its vacant position
queue if p is in the queue.

By means of the above protocol, each sensor maintains a vacant position
queue, where vacant positions are all resided on the constructing-layer? and
sorted by the distance between vacant position and the sensor in an ascending
order.

After the expiration of time T;..,, sensor s; determines whether it is a mov-
able sensor or a fixed sensor by the following protocol. Sensor s; first obtains the
constructing-layer’s x-coordinate by returning the first element’s z-coordinate
from its vacant position queue, then it compares the constructing-layer’s z-
coordinate with its, if larger, sensor s; is a fixed sensor resided on constructed-
layer; if equal, sensor s; is a fixed sensor resided on the constructing-layer; if
smaller, sensor s; is a movable sensor. Then, according to this determination,
sensor s; makes its movement decision as follows.

If sensor s; is a fixed sensor, it keeps its current position and waits a random
timeout in the interval (0, T,,4] to restart the vacant position processing activity.
If otherwise sensor s; is a movable sensor, it terminates this activity and starts
the parallel movement activity.

2 The vacant positions resided on constructing-layer have the smallest z-coordinate,
consequently they are finally cached in vacant position queue according to the above
protocol.
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Parallel Movement. In this activity, a movable sensor first confirms whether
it is closest to the vacant position at the head of its vacant position queue. If it is
the closest one, it moves to this vacant position by means of parallel moving then
starts the vertical movement activity. If otherwise, it terminates this activity and
gives start to the vertical movement activity. The approach to find the closest
vacant position is described as follows.

For a movable sensor s; with coordinates (x;,y;, 2;), it broadcasts a CC (Con-
firm the Closest) message containing sensor ID, timestamp, the vacant position
vp with coordinates (Zyp, Yvp, 2vp) and the distance between sensor s; and the
vacant position vp, and then waits for the expiration of its timeout Ti... When
the other sensors receive the CC message, they check whether they are closer to
position vp than sensor s;, if closer, they broadcast a CCack message containing
CC’s original content. If otherwise, they omit this CC message. If, while waiting
for the expiration of its timeout T,., sensor s; receives a CCack message, it ter-
minates this parallel movement activity and starts vertical movement activity.
After the expiration of a timeout T., sensor s; moves to position (x;, Yup, Zvp)
by means of parallel moving. Once sensor s; reaches position (z;, Yup, Zvp), it
gives start to the vertical movement. Similar to the vacant position processing
activity, we assume that each sensor keeps track of the CC/CCack messages sent
so far to avoid multiple retransmissions and multiple processing by checking the
unique message mark consisting of sensor ID and time stamp.

5 Performance Evaluation

In this section, we evaluate the performance of the proposed algorithm by com-
paring with Hungarian algorithm [10] which obtains the optimal total movement
distance of all sensors. The simulation parameters are described as follows. We
conduct the experiments in a Python-based simulator, each data point of our
experiment results is an average value of the data collected by running the exper-
iments 100 times.

Considering that the average ocean depth is 3795m [15], and some com-
mercial magnetic sensor can detect submarines at distances of several hundred
meters [3]. We assume that the underwater space where the underwater strong
k-barrier coverage to be constructed is a cuboid of length [ = 4200 m, width
w = 4000 m, and height h = 3800 m, respectively. We set rs and 7. to 200 m and
420 m, respectively.

As far as we know, the proposed algorithm is the first fully distributed
algorithm for constructing maximum level underwater strong k-barrier cover-
age with available mobile sensors. To evaluate the performance of the proposed
algorithm, we compare it to a classic centralized approach, namely Hungarian
algorithm [10], which minimizes the total movement distance of all sensors. We
assume that all sensors are initially randomly deployed throughout the underwa-
ter environment. The number of available sensors ranges from 100 to 800 with an
increment of 100 each time.Three performance metrics are considered in the sim-
ulation experiments, namely maximum movement distance of all sensors, total
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movement distance of all sensors and duration of the construction of underwater
strong k-barrier coverage.

Figure 6 shows the maximum movement distance of all sensors achieved by
the proposed algorithm and Hungarian algorithm. Both algorithms show a gentle
decreasing behavior of the maximum movement distance as the number of sensors
increases. This is because more sensors locate closer to their final positions as
the number of sensors increases. Hungarian algorithm achieves about 35% lower
maximum movement distance due to the fact that, under Hungarian algorithm
each sensor moves from its initial position to its final position along a straight
line, while most of sensors in the proposed algorithm move to their final positions
by means of vertical or parallel moving according to their movement decisions,
which makes them move along zigzag route.
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Fig. 6. Maximum movement distance vs number of sensors.

For the total movement distance of all sensors, although the Hungarian algo-
rithm is the optimal solution that achieves the minimum total movement dis-
tance, the proposed algorithm also presents a sub-optimal results, as shown in
Fig. 7, the optimal total movement distance of Hungarian algorithm is only 28%
lower than that of the proposed algorithm.

The duration depicts the length of the time that the construction of the
underwater strong k-barrier coverage continues. For Hungarian algorithm, the
duration includes the computing time consumed by the central unit to assign a
final position per sensor, and movement time consumed by all sensors to move
from their initial positions to their final positions along a straight line. While for
the proposed algorithm, the duration mainly includes the movement time con-
sumed by all sensors to move from their initial positions to their final positions
along a zigzag route. As shown in Fig.8, the duration of Hungarian algorithm
increases sharply as the number of sensors increases, while the increase of the
duration of the proposed algorithm is relatively flat. This is because the optimal
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computational complexity of Hungarian algorithm is O(n?), while for the pro-
posed algorithm, each sensor in three main activities only needs to communicate
with at most (n — 1) sensors at each step, hence the total time complexity of the
proposed algorithm is O(n). It is worth noting that, the duration of Hungarian
algorithm is a little less than that of the proposed algorithm when the number
of sensors is less than 500, this is because, in this case, the central unit of the
Hungarian algorithm only consumes relatively little time, while the maximum
movement distance of the proposed algorithm is larger than that of Hungar-
ian algorithm, which results in more time needed for the proposed algorithm to
move the sensors to their desired positions. In general, the proposed algorithm
outperforms Hungarian algorithm in terms of duration.
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6 Conclusion

In this paper, we devised a distributed algorithm for constructing maximum level
underwater strong k-barrier coverage with available mobile sensors in 3D under-
water environment. Considering that an underwater strong k-barrier coverage is
constituted with k underwater strong 1-barrier coverage which is referred to as
layer in this work, we first derive the optimal positions of the sensors in each
layer, then we proposed a distributed algorithm for constructing maximum level
underwater strong k-barrier coverage with available mobile sensors layer by layer
from left to right in 3D underwater environment. By extensive simulations, we
showed that the proposed algorithm outperforms the optimal centralized app-
roach (i.e., Hungarian algorithm) in terms of duration, and achieves performance
close to Hungarian algorithm with respect to two performance metrics, namely
maximum movement distance of any sensor and total movement distance of all
Sensors.
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Abstract. Most achievements on barrier coverage are based on an
assumption that the sensors composing the barrier coverage are finally
connected as a two-dimensional (2D) terrestrial wireless sensor network,
where a barrier is a chain of sensors from one end of the deployment
region to the other end with overlapping sensing zones of adjacent sen-
sors. However, the 2D assumption cannot directly be applied in three-
dimensional (3D) application scenarios, e.g., underwater wireless sen-
sor networks, where sensors are finally distributed over 3D underwater
environment. In this paper, we investigate weak k-barrier coverage prob-
lem in underwater wireless sensor networks. We first analyse how to
construct 3D underwater weak k-barrier coverage with minimum sen-
sors, then we propose a parallel movement manner, based on which an
effective algorithm is proposed for constructing weak k-barrier coverage
with minimum sensors while minimizing the total movement distance
of all sensors in underwater wireless sensor networks. Extensive simula-
tion results validate the correctness of our analysis, and show that the
proposed algorithm outperforms the GreedyMatch algorithm.

Keywords: Underwater wireless sensor networks - Barrier coverage *
Underwater weak k-barrier coverage - 3D sensor barrier

1 Introduction

Barrier coverage, which is a critical problem in wireless sensor networks (WSNs),
is garnering more and more attention in recent years. Compared to area coverage,
barrier coverage does not necessarily cover every point of the monitored region,
but rather only needs to cover the monitored region border to detect intrud-
ers that cross the border [12]. Therefore, it is more cost-efficient for large-scale
deployment of wireless sensors and has been widely employed in practical secu-
rity applications such as international border surveillance, intrusion detection
and critical infrastructure protection.
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In existing literature, most of the works on barrier coverage assume that
sensors are deployed in a 2D long thin belt region, where a barrier is a chain of
sensors from one end of the region to the other end with overlapping sensing zones
of adjacent sensors. Based on the 2D assumption, the sensors composing a sensor
barrier are finally resided on a 2D plane. This assumption may be reasonable in
a terrestrial wireless sensor network where the height of the network is usually
negligible as compared to its length and width. However, the 2D assumption
cannot cover all application scenarios, e.g., underwater wireless sensor networks
(UWSNSs), where sensors are finally distributed over 3D underwater environment.

In 3D underwater environment, a barrier is not a chain of sensors from one
end of the region to the other end with overlapping sensing zones of adjacent
sensors any more. Instead, a barrier in 3D UWSNs should be a set of sensors with
overlapping sensing zones of adjacent sensors that covers an entire (curly) surface
that cuts across the 3D space [1]. For the weak k-barrier coverage in 3D UWSNs,
it can be seem from Fig.3 that underwater weak k-barrier coverage guarantee
the detection of intruders crossing deployment region along orthogonal paths,
this is similar to the 2D case. Although underwater weak k-barrier coverage can
not guarantee the detection of intruders crossing deployment region along any
paths, in real life applications, an intruder is more likely to choose an orthogonal
crossing path than other paths if he does not know the positions of the sensors
[11]. This phenomenon may be related to the following two reasons. On one hand,
the orthogonal crossing paths are the shortest crossing paths, through which an
intruder can cross the interest region with the least amount of time. On the other
hand, these non-orthogonal crossing paths have larger intrusion detection areas,
which are likely to contain more sensors. In this sense, weak k-barrier coverage
can meet the deployment requirements of most intrusion detection applications
of 3D UWSNs.

In this paper, we focus on weak k-barrier coverage problems in 3D UWSNs
and aim to construct underwater weak k-barrier coverage with minimum sensors
while minimizing the total movement distance of the sensors. We first anal-
yse how to construct 3D underwater weak k-barrier coverage with minimum
sensors, then we propose a parallel movement manner, based on which an effec-
tive algorithm is presented for constructing weak k-barrier coverage with min-
imum sensors while minimizing the total movement distance of the sensors in
underwater wireless sensor networks. Extensive simulation results validate the
correctness of our analysis, and show that the proposed algorithm (Hungarian
Method-based sensor assignment algorithm, HMB-SAA for short) outperforms
the GreedyMatch algorithm.

The rest of the paper is organized as follows. Next section reviews the related
work. In Sect. 3, we explain the network model and provide the problem state-
ment. Next, in Sect. 4, we analyse how to construct weak k-barrier coverage with
minimum sensors while minimizing the total movement distance of all sensors in
UWSNs. Further, in Sect. 5, an effective algorithm is presented for constructing
weak k-barrier coverage with minimum sensors while minimizing the total move-
ment distance of all sensors. Section 6 evaluates the performance of the proposed
algorithm through simulations, and finally, Sect. 7 concludes the paper.
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2 Related Work

As a critical issue in WSNs, barrier coverage problem has been studied inten-
sively in the past decades. The concept of barrier coverage was first appeared in
[5] in the context of many-robot systems. In [10], Kumar et al. developed theo-
retical foundations for laying barriers of wireless sensors. They defined two types
of barrier coverage including weak barrier coverage, which guarantees to detect
intruders moving along orthogonal paths, and strong barrier coverage, which
guarantees to detect intruders no matter what crossing paths they choose. Liu
et al. [14] studied the strong barrier coverage of a randomly-deployed sensor net-
work on a long irregular strip region. They showed that in a rectangular area of
width w and length ¢ with the relation w = 2(log ¢), if the sensor density reaches
a certain value, then there exist, with high probability, multiple disjoint sensor
barriers across the entire length of the area such that intruders cannot cross the
area undetected; On the other hand, if w = o(log ¢), then with high probability
there is a crossing path not covered by any sensor regardless of the sensor density.
He et al. [6] presented a condition under which line-based deployment is subopti-
mal, and proposed a new deployment approach named curve-based deployment.
Wang et al. [17] explored the effects of location errors on barrier coverage on a
2D plane by considering two scenarios (i.e. only stationary nodes have location
errors, stationary and mobile nodes both have location errors), and proposed a
fault-tolerant weighted barrier graph to model the barrier coverage formation
problem. Dewitt and Shi [3] incorporated energy harvesting into the barrier cov-
erage problem, and studied the lifetime issues of the k-barrier coverage problem
for energy harvesting WSNs.

With the advances of technology, sensor mobility has been incorporated into
sensor deployment framework [18], which offers more flexibility for designing
more efficient sensor deployment strategies to solve coverage problem in WSNs.
Li and Shen [13] studied the 2D MinMax barrier coverage problem of moving
n sensors in a 2D plane to form a barrier coverage while minimizing the max-
imum sensor movement for the sake of balancing battery power consumption.
Dobrev et al. [4] studied three optimization problems related to the movement of
sensors to achieve weak barrier coverage, i.e., minimizing the number of sensors
moved, minimizing the average distance moved by the sensors, and minimizing
the maximum distance moved by the sensors. Silvestri and Goss [16] proposed
an original algorithm called MobiBar, which has the capability of construct-
ing k-barrier coverage in WSNs, self-reconfiguration and self-healing. Saipulla et
al. [15] explored the fundamental limits of sensor mobility on barrier coverage,
and presented a sensor mobility scheme that constructs the maximum number
of sensor barriers with the minimum sensor moving distance. Li and Shen [12]
studied the 2D MinMax problem of barrier coverage in which the barrier is a
line segment in a 2D plane and the sensors are initially resided on this plane.

However, none of the above works considered weak k-barrier coverage prob-
lem in 3D UWSNs. The most related work to ours is by Barr et al. [1] who
considered constructing underwater sensor barriers to thwart illegal intrusion
of submarines, but they still did not consider weak k-barrier coverage problem
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in UWSNSs. Therefore, we, in this work, study weak k-barrier coverage problem
in UWSNs and hope to provide insights into further researches in 3D wireless
sensor networks.

3 Network Model and Problem Statement

3.1 Network Model

We consider an underwater wireless sensor network consisting of a set of mobile
sensors deployed in 3D underwater environment to detect intruders crossing
the deployed region. For the sake of easy presentation and obtaining analytical
results to provide insights, we model the underwater deployment region as a
cuboid of size [ x w x h, where [, w, and h denote the length, the width, and
the height of the cuboid, respectively. We assume that sensors are homogeneous
and have the same sensing radius r. Since we only consider coverage problem in
this paper, we also assume that the sensor’s communication range is reasonably
large that guarantees the connectivity of the deployed UWSN. For simplicity,
we assume an ideal 0/1 sphere sensing model that an object within (outside)
a sensor’s sensing sphere is detected by the sensor with probability one (zero).
All sensors are able to identify their current locations by existing underwater
localization algorithms [2,7], let coordinates (x;, ¥y, z;) denote the position of
sensor s;, and each sensor is able to reposition itself from its initial position to
another specified position in 3D underwater environment.

In the initial configuration, sensors are uniformly and independently dis-
tributed in the cuboid. Without loss of generality, we assume that the illegal
intruders move along the direction of cuboid length with the start point at the
cuboid’s left face and end point at the cuboid’s right face, as shown in Fig. 1, Oy
and Oz denote intruderl and intruder2, respectively.

3.2 Problem Statement

In 2D WSNs, weak k-barrier coverage can guarantee that the intruders crossing
the deployment region along orthogonal crossing paths are detected by at least
k sensor(s), where the orthogonal crossing paths are straight lines perpendicular
to the long side of the deployment region, as shown in Fig. 2.

Similarly, in 3D UWSNs, weak k-barrier coverage guarantees that the intrud-
ers crossing the 3D deployment region along orthogonal crossing paths are
detected by at least k sensor(s). Since we assume that the intruders cross the
monitored region along the orthogonal crossing paths with start point at the
cuboid’s left face and end point at the cuboid’s right face, the orthogonal cross-
ing paths are straight lines perpendicular to the cuboid’s right face, as shown in
Fig. 3.

According to the aforementioned assumptions, we give the formal definition
of our problems as follows.
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Fig. 1. The 3D underwater space is modeled as a cuboid, sensors are uniformly and
independently distributed in the cuboid.

.

Fig. 2. An illustration of weak k-barrier coverage in 2D WSNs (in this figure, k = 1):
the intruders crossing the deployment region along orthogonal crossing paths (dash
lines) are detected by at least 1 sensor. However, uncovered paths (solid curves) may
exist.

Problem 1. 3D MiniSum underwater weak k-barrier coverage construction prob-
lem (3D MiniSum underwater weak k-BC construction problem). Given an
underwater cuboid region of size [ X w X h, where [, w and h denote the length,
the width and the height of the cuboid, respectively. What is the minimum num-
ber of sensors required to construct weak k-barrier coverage in the underwater
cuboid region? And if the minimum sensors are distributed in this cuboid and
compose a connected network, how to construct weak k-barrier coverage with
these sensors while minimizing the total movement distance of all sensors?
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Fig. 3. An illustration of weak k-barrier coverage in 3D UWSNs (in this figure, k =
1): the intruders crossing the 3D deployment region along orthogonal crossing paths
(dash lines) are detected by at least 1 sensor. However, uncovered paths (solid curves)
may exist.

4 Problem Analysis

In this section, we analyze how to construct weak k-barrier coverage with min-
imum sensors while minimizing the total movement distance of all sensors in
UWSNs. To achieve our goal, we first need to derive the minimum number of
required sensors, and then consider how to construct underwater weak k-barrier
coverage with the minimum sensors while minimizing the total movement dis-
tance of all sensors.

4.1 Minimum Number of Required Mobile Sensors

In 2D WSNs, a barrier is a chain of sensors from one end of the region to the
other end with overlapping sensing zones of adjacent sensors, the minimum num-
ber of sensors for constructing one barrier is [#], where [ is the length of the
deployment region. When considering k-barrier coverage problem, we need at
least k x [#] sensors for constructing weak k-barrier coverage. In 3D UWSNs,
however, a barrier is a set of sensors with overlapping sensing zones of adja-
cent sensors that covers an entire (curly) surface that cuts across the 3D space.
Notice that if the cuboid’s right face is completely k-covered after perpendic-
ularly mapping sensors onto the cuboid’s right face, then the deployed UWSN
provides weak k-barrier coverage. Therefore, in our work, the minimum number
of required sensors for constructing weak k-barrier coverage in a cuboid of size
Il X w x h is equal to the minimum number of circles with radius r that com-
pletely k-cover a rectangle of size w x h, where w and h are the width and the
height of the cuboid, respectively. Hence, our work in this subsection is to answer
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the question ‘What is the minimum number of required circles with radius r to
completely k-covered a rectangle of size w x h?”.

For the sake of simplicity, we first derive the minimum number n of required
circles with radius r that completely 1-cover a rectangle of size w X h, and for the
k-coverage problem, it is straightforward that the minimum number is equal to
kxn. Actually, in term of the optimal deployment problem in 2D plane, Kershner
[8] has proved that the regular triangular tessellation is the optimal tessellation
which results in a set of regular hexagons completely cover a 2D plane without
any overlap. In the context of our work, we can set the circumradius of regular
hexagon equal to the sensor’s sensing radius, if we move the sensors to the center
points of regular hexagons and make each center point occupied by at least one
sensor, then the rectangle is completely 1-covered by these sensors, as shown in
Fig. 4. Hence, the minimum number of required sensors for completely 1-covered
a rectangle is equal to the number of regular hexagons that completely 1-covered
this rectangle without overlap. We have Theorem 1 as follows:

7
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Fig. 4. A rectangle of size w x h completely covered with minimum regular hexagons.

Theorem 1. The minimum number of required reqular hexagons with circum-

radius r that completely 1-cover a rectangle of size w X h is:
2 1+
e 2
2th~ (C' —1)th column width b = 3% and the last column width is included in

fs(w,h,r) =1

h [2xleny 4 g
IxT
rx 3 1)
h— rxv3 2x (w—r) +1
2] +1) x Li[ B .
Proof. As shown in Fig. 4, given a rectangle of size w X h, in the length direction,
we divide the rectangle into C' columns, the first column width a = r, the
2
interval (0,b], then the number of columns is:

2% (w—r)

3 r 1+1. (2)

fe(w,r) =T
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In the width direction, the number of rows of odd-number columns is:

1 Q

The number of rows of even-number columns is:

h _ X f
r X f

Combining Egs. (2), (3) and (4), we obtain the minimum number of regular
hexagons:

fo(har) = ’—

fe(hr)y = [—2-]+1. (4)

fc(w r) fe(w,r)

folw o) = foll ) < P20 o fuh,r) x 22520
h fWHl
s T 1+ (5)

h_rxf (%]—*—1
(=2 1+ 1) 20—

2
The above derivation obtains the minimum number f(w, h,r) of required sensors
that completely 1-covered a rectangle of size w X h. Therefore, for the weak k-
barrier coverage problem in our work, the minimum number of sensors required
for weak k-barrier coverage is equal to k X fs(w,h,r), where r is the sensor’s
sensing radius, w and h are the width and the height of the cuboid.

=

4.2 Construction of Weak k-Barrier Coverage

In the following, we consider a scenario where k x fs(w, h,r) mobile sensors are
distributed in 3D underwater environment and compose a connected network.
As forementioned assumption, we model the 3D underwater environment as a
cuboid of size I x w x h. Our goal is to construct underwater weak k-barrier
coverage with these sensors while minimizing the total movement distance of all
sensors. One naive solution is to move all these sensors to the cuboid’s right (or
left) face and make it k-covered. However, this solution may not be practical
because it will waste enormous energy of the deployed sensors. According to
the analysis in previous subsection, by adopting the optimal regular triangular
tessellation which results in a set of regular hexagons completely cover a 2D
plane without any overlap, we obtain the minimum number of required sensors,
thus, if each regular hexagon center point is occupied by at least k virtual sensors
(i.e., the sensor’s projections), then the deployed UWSN provides weak k-barrier
coverage. For clearness, we implement the optimal regular triangular tessellation
on the cuboid’s right and left face, and connect two hexagon center points, both
of which have the same y, z-coordinate, with a line, as shown in Fig. 5. If each
line contains at least k sensors, then the deployed UWSN provides weak k-
barrier coverage. Therefore, in order to minimize the total movement distance
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of all sensors and thus minimizing the total energy consumption of the deployed
UWSN, the optimal manner is to move the sensors to the lines in parallel, this
energy-efficient movement manner is referred to as parallel movement.

Fig. 5. Moving sensors to dash lines by parallel movement manner. If each line contains
at least k sensors, then the deployed UWSN provides weak k-barrier coverage.

In the context of our work, the parallel movement means that each sensor’s

x-coordinate will not be changed in the moving process. Based on the parallel
movement manner, we present a novel scheme with three steps to construct weak
k-barrier coverage in UWSNs as follows.

1.

2.

Perpendicularly mapping sensors distributed in a cuboid onto the cuboid’s
right face.

In the cuboid’s right face, we adopt the optimal deployment proved by
Kershner’s in [8] and compute the coordinates of hexagon center points
P’ ={pY.ph,...,pl"}, as shown in Fig. 4.

We refer to the sensor’s projections on the cuboid’s right face as the virtual
sensors. Then we devise an assignment algorithm to assign all virtual sensors
to P”, and make each P/’ contains and only contains k virtual sensors. Finally,
for each sensor s; distributed in the cuboid with coordinates (z;,y;,2;), if
its projection p; on the cuboid’s right face finally is assigned to p} whose
coordinates are (7,7, 27), then we move sensor s; from its initial position
(i, Yi, 2i) to its final position (x4, y}, 2}/).

Obviously, the core of the proposed scheme in above are (1) computation of

the coordinates of hexagon center points P = {p{,p},...,p!. } in step 2; (2) and
the sensor assignment algorithm in step 3.
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In the following, we derive the coordinates of hexagon center points in the
cuboid’s right face. In order not to cause confusion, we consider all point’s posi-
tions in 3D Cartesian coordinate system.

For each center point of regular hexagon in the cuboid’s right face, its x-
coordinate equals to the cuboid’s length [. For y-coordinate and z-coordinate,
we divide a rectangle of size w X h into several columns, the number of columns
can be obtained via Eq. (2).

Notice that, the first column width a = r, the 2-th ~ ( f.(w,r) —1)-th column
width b = 2% and the last column width € (0, b]. It is straightforward to derive
y-coordinate of each column via Eq. (6), where i denote the i-th column.

3 i=0
folwori) = { 5+ 58, g4 Llonllr oy (6)
w r 4 Uelwn)xr > o)

For odd-number columns, let A denote the cuboid height, r denote the sensing
radius, and j denote the j-th row, where 0 < j < (Th\/g], we have,

- Lgﬁ —j x 7 x /3, odd-number columns

fz(w’r’j): {h (7)

h—jxrx \/g, even-number columns.

Consequently, by combining the x-coordinate [ of the cuboid’s right face, we
obtain the coordinates (I, f, (w,r, ), f.(w,,j)) of all center points of the regular
hexagons on the cuboid’s right face.

As described in step 3 in the above proposed scheme, after deriving the coor-
dinates of hexagon center points P”, we need to devise an assignment algorithm
to assign all virtual sensors (i.e., the projection points P’ of sensors) to the final
positions (i.e., the hexagon center points P”), and make each final position con-
tains and only contains k virtual sensors while minimizing the total distance
between virtual sensors and their corresponding final positions. Actually, this
is a classical assignment problem, many approaches have been proposed in the
existing works. In this work, to minimize the total movement distance of all
sensors, we solve our assignment problem based on Hungarian Method [9]. The
proposed algorithm will be given in Sect. 5.

5 Constructing Weak k-Barrier Coverage

In this section, we present how to construct underwater weak k-barrier coverage
with minimum mobile sensors while minimizing the total movement distance of
all sensors in UWSNs.

5.1 Algorithm Summary

According to the analysis in Sect.4, mapping sensors distributed in 3D space
to 2D plane could help us solve the underwater weak k-barrier construction
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problem efficiently, and after mapping sensors to the cuboid’s right face, the
final positions of all sensors are actually the center points of regular hexagons,
as shown in Fig.4. Thus, to construct weak k-barrier coverage with minimum
mobile sensors while minimizing the total movement distance of all sensors, we
devise an algorithm called HMB-SAA with three steps as follows.

1. Perpendicularly mapping sensors distributed in a cuboid onto the cuboid’s
right face. Let P = {p1,p2,....,pn} denote the positions of all sensors dis-
tributed in the cuboid, (x;,y;, 2;) denote the coordinates of position p; of
sensor s;. For each sensor s;, the coordinates of its projection on the cuboid’s
right face are (I,y;, 2;), where [ is the length of the cuboid. Thus, after map-
ping all sensors to the cuboid’s right face, we can easily get their positions
P’ ={p},ph,...,p,,} on the cuboid’s right face by replacing the x-coordinate
with cuboid length [. For example, if the coordinates of position p; of sensor
s; are (z;,y;, z;), then the coordinates of position p}, which is the projection
position of s; on the cuboid’s right face, are (I,y;, 2;).

2. In the cuboid’s right face, we adopt the optimal deployment proved by
Kershner’s in [8] and compute the coordinates of hexagon center points
P’ = {p!,py,....p1}, where m is the minimum number of sensors for com-
pletely 1-cover the cuboid’s right face, as shown in Fig. 4. Notice that in this
work, we aim to construct weak k-barrier coverage with minimum sensors,
hence, k = .

3. In this step, we refer to point p} in P’ as virtual sensor s}, and the points in
P’ are the final positions of all virtual sensors, then we devise an assignment
algorithm to assign all virtual sensors to the final positions, and make each
final position contains and only contains k virtual sensors while minimizing
the total distance between virtual sensors and their corresponding final posi-
tions. Finally, for each sensor s; distributed in the cuboid with coordinates
(24, Y, 2i), if its projection p} on the cuboid’s right face is finally assigned to
pl! whose coordinates are (z,y., z!'), then we move sensor s; from its initial
position (x;, i, z;) to the final position (z;, vy, z!") by parallel movement man-

ner. After all sensors reach their final positions, the weak k-barrier coverage

is constructed in UWSNs.

Obviously, step 1 is straightforward, and the coordinates of hexagon center
points P” in step 2 have been derived in Sect. 4.2. Therefore, we focus on how
to assign all virtual sensors to the final positions in step 3 in next subsection.

5.2 Sensor Assignment

In this section, we aim to assign n sensors to m final positions and make each
final position contains and only contains k = = sensors while minimizing the
total movement distance of all sensors. To achieve our goal, we present a Hun-
garian Method-based sensor assignment algorithm (HMB-SAA), as shown in

Algorithm 1.



206 W. Shen et al.

Algorithm 1. HM B — SAA(P,w, h,r)

Require:
Given a set of sensors S = {si1,s2,...,8,} with initial positions P =
{p1,p2,...,pn} distributed in a cuboid of size | x w X h, where I, w and
h denote the length, the width and the height of the cuboid, respectively.
Let r denote the sensing radius.

Ensure:
Weak k-barrier coverage in UWSNs.

P’ — map3dPointTo2d(P);

n « len(P');

P" « the coordinates of hexagon center points;

m « len(P");

ke 2

fori=0—m—1do
for j=0—k do

Peyr — P"[il;

end for

end for
. dm — genDMatriz(P’, Pay);

¢ Limaten — Hungarian(dm);

e e =

: n < len(Lmaten);

: fori=0—ndo

p7/5 = Lmatch [Z] [0]7

pg = Lmatch [l][l]v

In P, find sensor s whose projection is p} and then move s from its initial
positions (z,y,z) to (z,p;[1], p/[2]);

: end for

[ T S Y
ST A

—
o

In Algorithm 1, we first perpendicularly map sensors distributed in a cuboid
to the cuboid’s right face in line 1, and then derive the coordinates of hexagon
center points in line 3 (the deriving approach has been introduced in Sect. 4).
Because the size m of P” is not equal to the size n of P’, that means Hungarian
Method cannot be applied directly, we extend P” to list P, of size n from line 6
to line 10, Peyr = {0, pY, .- 05,04, ..., 0, o }, notice that there are k identical p!/
in list P.z¢. In line 11, the function genDMatriz(P’, P.,:) generates a distance
matrix in which every value denotes the distance between two points in P’ and
P, ., respectively. Line 10 calls Hungarian Method and returns the matching
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relationship L,,,qtcn between sensors’ projections and final positions, list Ly,qtcn

is similar t0 {((zh, Y. 20), (20 i+ 20 ))s- -+ (@9l 1), (21 s 21) - Finally,
from line 14 to line 19, for each sensor s;, whose 3D coordinates are (z;, yi, 2 ), if
its projection’s corresponding final position in Ly,qcn are p; whose coordinates
denoted by (zf,y),z!'), then we move it from its initial coordinates (x;,y;, 2;)
to its final position (z;,y,27) by parallel movement manner. After all sensors

J
reach their final positions, the weak k-barrier coverage is constructed in UWSNs.

6 Performance Evaluation

In this section, we evaluate the performance of our proposed algorithm HMB-
SAA by comparing with a greedy algorithm. We implemented the proposed
approach in a Python-based simulator, each data point of our experiment results
is an average value of the data collected by running the experiments 100 times.

6.1 Simulation Setup

According to aforementioned assumptions and the related context of our work,
we setup the simulation environment as follows:

1. The underwater space where weak k-barrier to be constructed is modeled as
a cuboid of length | = 4000 m, width w = 3600m, and height A = 3000 m,
respectively.

2. Initially, sensors are uniformly and independently distributed in the cuboid.
All sensors have the same sensing range r, and they are able to relocate
themselves from their initial positions to any specified positions in the cuboid.

3. Our goal is to construct weak k-barrier with minimum sensors, the minimum
number of required sensors can be obtained via function fs(w, h,r) in Eq. (1).
In the simulation experiments, we vary the sensing range r from 150 m to 300 m.

6.2 Simulation Results

As far as we know, we are the first to solve the 3D MiniSum weak-barrier coverage
problem for the case that constructing weak k-barrier with minimum sensors.
There is no prior work to be compared with directly. We choose a simple greedy
algorithm, called GreedyMatch, in which each sensor move to the nearest final
position by parallel movement manner.

First, the relationship between sensing radius and minimum number of
required sensors is studied by considering two cases where k = 2 and 4, respec-
tively. In each case, the sensing range r of sensor varies from 150m to 300 m
with a step 15m. As shown in Fig.6, when & = 2, the minimum number of
required sensors varies from 424 to 116, and when k = 4, the minimum number
of required sensors varies from 848 to 232. That is to say, the larger the sensing
range, the less the minimum number of required sensors. Furthermore, the min-
imum number of required sensors when k = 4 is two times of that when &k = 2,
that is to say, the larger k, the more the minimum number of required sensors.
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Fig. 6. Minimum number of required sensors versus sensing radius of sensor.

Then we study the impact of the sensing radius of sensor on the total move-
ment distance of all sensors. In this scenario, we consider two cases, k = 2,4,
respectively. And in each case, the sensing radius r of sensor varies from 150 m to
300m with a step 15m. As Fig. 7 illustrates, as the sensing radius increases, the
total movement distance tends to decrease. That is because we need less sensors
when sensing radius increases. Furthermore, we also observe that as the param-
eter k increases, the total movement distance increases. That’s because larger k
means requirement of more sensors, thus the total movement distance increases.
Overall, the total movement distance by our proposed algorithm HMB-SAA is
always smaller than that by the GreedyMatch, which shows that our proposed
algorithm outperforms the GreedyMatch.
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Fig. 7. Total movement distance of all sensors versus sensing radius of sensor.



Constructing Underwater Weak k-Barrier Coverage 209

7 Conclusion

In this paper, we investigated the underwater weak k-barrier coverage problem
in 3D UWSNs. We first obtained the minimum number of sensors required for
constructing underwater weak k-barrier coverage, and then analyzed how to con-
struct 3D underwater weak k-barrier coverage with the minimum sensors. Fur-
thermore, we propose a parallel movement manner, based on which an effective
algorithm is presented for constructing underwater weak k-barrier coverage with
minimum sensors while minimizing the total movement distance of all sensors in
underwater wireless sensor networks. Extensive simulation results validate the
correctness of our analysis, and show that the proposed algorithm HMB-SAA
outperforms the GreedyMatch algorithm. To the best of our knowledge, this is
the first result for the weak k-barrier coverage problem in UWSNs.
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Abstract. NDN naturally supports multicast better than the tradi-
tional Internet, and multicast plays an important role in NDN. Most
researchs on multicast routing algorithms are focused on cost optimiza-
tion without taking node cache into account. This paper constructs a
mathematical model for joint optimization of delay and cost, which is
more flexible in describing NDN than adding delay as a constraint to the
model. Then, the heuristic multicast algorithm considering node cache
for this model is proposed. Last, we analyze the delay performance of
the algorithm by comparing it with the exact Algorithm and the classi-
cal STMPH algorithm.

Keywords: Multicast algorithm - Delay - Joint optimization - NDN

1 Introduction

Named Data Networking (NDN) [8]is a new network architecture. A user sends
out an Interest packet whose name identifies the desired data. Routers forward
the Interest packet based on their names. A Data packet with the matching name
is returned to the requesting consumer. Because of node caching and explicitly
naming data, NDN can realize multicast easier than TCP/IP.

There are several routing protocols for NDN: such as NLSR [3], CRoS [5],
and OSPFN [4], but as best we know, there is no multicast algorithm in these
protocols. The multicast routing problem can be interpreted as solving steiner
tree, and there are many algorithms: the exact algorithm, such as STEA [7], TEA
[7], DPA [7], LRA [7], the computation time of these algorithm increase expo-
nentially as the network size increases; the approximate algorithm, authors of [1]
propose a family of algorithms that achieves an approximation ratio of 3(i—1)k*/*
in time O(n'k?") for any fixed i > 1, where k is the amount of destinations; the
heuristic algorithm, such as KMB [7], MPH [7], ADH [7], KPP [6], BSMA [6], the
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approximate algorithm and heuristic algorithm belong to the polynomial-time
algorithm, and the calculated result is close to the optimal solution. Although
KPP and other algorithms add delay constraints, this approach cann’t describe
NDN flexibly due to that the services in NDN have different QoS requirements.
Therefore, this paper constructs a model for joint optimization of delay and cost
to describe NDN more flexibly. Moreover, because there is no delay performance
analysis for these algorithms, we analyze the delay performance of the algorithm.

2 Mathematical Model

In this section, we construct a mathematical model of joint optimization delay
and cost in network:

min = Ap * Z cliy jl * yli, gl + A2 % D
arc(i,j)
Ap = AN 00 + Ao =1}
D= % ali,j]*dij]

are(i,j)

D YEED T I (i v

Bigh = yli, j] > x[i, j]

yli, j] < x[i, j]

yli, §] * demand < capli, j] (3)
x[i, j] €

idle 01 W

In this model, each link (7, ) has three parameters, namely bandwidth b[z, j],
cost cli, j] and delay d[i, j]. Moreover, the binary variable K[s,t] indicates if the
source s has data transmission to node t(1/0).

Formula 1 guarantees the flow conservation of the source node, the destina-
tion node, and the relay node, where the variable z[i, j] represents the number
of destination nodes that the content on link (,5) flow to. Formula 3 ensures
that the total bandwidth utilized on each link does not exceed its available
bandwidth, where the variable demand denotes the requested bandwidth of the
content. The formula 2 ensures that binary variable y[i, j] controls the inclusion
of link (7, 7) in the solution. The values of A; and Ay can be set according to the
service type.

3 Multicast Algorithm

The steiner tree problem is NP-complete [7], the exact algorithm does not belong
to the polynomial-time algorithm, it is impractical to solve route in NDN with
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the exact algorithm. Futhermore, the approximate algorithm and heuristic algo-
rithm don’t consider node cache. Thus, when designing multicast algorithm,
we should consider node caching in NDN. The MOH (Multi-objective heuristic
multicast routing algorithm) algorithm we proposed as follow:

Given a directed graph G = (V, A), the source node S, dest set M C V,
the requested bandwidth of the content: bw. Moreover, we define the link (7, j)’s
distance: Ay *c[i, j] + A2 * d[i, j]. The multicast routing problem is that of finding
a directed Steiner tree with S as the root T = (V4, A;):

Stepl: Start from the source node S, k = 1, taking S as 77, then T} = T7,
Vi = Vi = {S}, My is the set of the destinations. Calculate the shortest path
from the spanning tree T} to all destinations in M. If the relay node has
less than bw cache space, delete the relay node and look for the suboptimal
path; if the available bandwidth of the link is less than bw, the link is deleted;
Record the path and distance of the spanning tree T}, to each destination in
M.

Step2: The nearest (the distance from the spanning tree to destiantion is
the shortest) destination in M}, is selected, then the destination and all relay
nodes that are in the shoretest path from the spanning tree T} to the desti-
nation are added to Ty, after that, the destination is deleted from M.
Step3: The following procedure is performed for the new nodes in (2): Cal-
culate the shortest distance from the new nodes to the remaining destiantions
in My. If this distance is less than the remaining destiantion’s distance from
the spanning tree T}, then this distance is taken as the distance from the
spanning tree T} to the destination, meanwhile the shortest path from the
spanning tree T}, to the destiantion is also recorded.

Step4: Repeat step2 and stepd until M}, is empty. When the set is empty,
all the destiantions are in the spanning tree T}. T} is the multicast tree that
we wanted.

4 Performance Analysis

In order to effectively evaluate the delay performance of multicast algorithm, we
simulate three algorithms: the MOH algorithm we proposed, the exact algorithm,
the classical STMPH algorithm [2], by using a network models. In this models,
the network size is fixed at 100 nodes and the node’s degree are 10. Figure 1(a)
shows that the average delay vs the multicasting group size. Figure 1(b) show
the deviation of the two heuristic algorithms from the optimal value in the above
three scenarios.

From above figures, we can see that when the scale of network is fixed, with
the increase of group size, the two deviation become more obvious. After analyz-
ing the two algorithms, we believe that the reason for this phenomenon should
be: each time a terminal added, it is always added to the tree through the short-
est path in the two algorithms. It is possible to miss those paths that are not
the shortest path or whose cost are also the shortest but search order is later.
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These paths are likely to implement reduce the overall delay of the entire multi-
cast group. On the other hand, the STMPH’s deviation is greater than MOH’s.
This is due to the fact that when you add a terminal, STMPH connects the
new multicast terminal to the terminal or the source node in the multicast tree.
This way only considers the shortest path between the terminals that already in
the tree and the remaining multicast terminals. Thus, STMPH’s search depth
is far less than MOH’s, which results in missing more paths. Moreover, because
of the way of STMPH adding new terminal, it is likely to lead multiple mul-
ticast terminals to be in a chain structure on one path. This will result in an
increase of overall transmission delay. Therefore, our proposed algorithm’s delay
performance better than the classcial STMPH algorithm.

140 —4—STMPH ——MOH Optimal —4—STMPH ——MOH

120

100

T w0
=
i
40
20 +
. ‘ . i i i i i
3 ry 5 6 7 8 9 10 3 4 5 6 4 8 9 10
the amount of dest nodes the amount of dest nodes
(a) delays vs group size (b) deviations vs group size
Fig. 1. Delay performance when the node’s degree is 10
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Abstract. Internet of Things (IoT) is considered as a major emerging
technology with huge potential in social efficiency and civilian market.
However the scarce available spectrum poses obstacles for the increasing
amount of IoT devices. The coming 5G new radio (NR) of next generation
is expected to exploit the spectrum of super high frequency by utilizing
a heterogeneous network comprising the currently Long Term Evolution
(LTE) systems and the 5G NR via dual connectivity (DC). This paper
gives an overview of the new DC features introduced in Release 15 and an
outline of the features and operation procedures in comparison with DC
in LTE systems. We also tune the key parameters for different scenarios
and it is demonstrated in system level simulations that the performance
of DC for 5G NR deployment is significantly improved as compared to
the DC in LTE.

Keywords: Dual connectivity + E-UTRA - New radio -
Non-standalone - Edge User Equipment (UE)

1 Introduction

As the IoT is developing repidly, an increasing number of IoT devices are being
connected to the Internet, which makes it difficult to meet the growing require-
ments for a higher user capacity. Aimed to achieve Ultra-Reliable Low Latency
Communication use-case, non-standalone (NSA) NR is introduced in Release 15
as the first stage of 5G NR [1,2]. The initial specification work is concentrated
on NSA NR mode, which is an interim deployment configuration using DC to
achieve a smooth transition to 5G.

On top of Evolved Universal Terrestrial Radio Access (E-UTRA) DC in
Release 12 [3], Multi-RAT Dual Connectivity (MR-DC) is standardized in order
to achieve a hybrid networking consisting of E-UTRAN and NR nodes. The basic
concept of DC is given in [4] and [5]. Depending on the type of core network,
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MR-DC can be divided into two categories. The MR-DC with Evolved Packet
Core (EPC) is E-UTRA-NR DC (EN-DC), where the control plane (C-plane) is
anchored on LTE while the user plane (U-plane) data is transmitted via master
node (MN) and secondary node (SN) configured with LTE and 5G NR respec-
tively to boost data-rates and reduce latency. The completion of MR-DC with
next generation core is targeted for June 2018.

Based on different radio protocol architectures, 3GPP has standardized three
types of EN-DC solutions: Option 3, Option 3a and Option 3x, which all have
DC specified in [3] as baseline for interworking between NR and E-UTRA.

This article gives an overview of EN-DC features introduced in Release 15
in comparison with previous specifications on DC. The details of three solutions
in EN-DC are outlined with radio protocol architecture, network interface and
operation procedures. Performance results of system-level simulations carried
out in configuration with unbalanced bandwidth at macro and micro layers are
presented to show the benefits of EN-DC.

The rest of the paper is organized as follows: Sect. 2 introduces the protocol
architectures and the network interface of solutions in EN-DC. Section 3 outlines
the changes on operation procedures in EN-DC and Sect.4 presents the simu-
lation setup with a set of tuned parameters, as well as the performance results.
Finally, Sect. 5 highlights the conclusions.

2 Radio Protocol Architecture and Functionality

2.1 User Plane

From the perspective of UE, the radio bearers for U-plane connection in MR-
DC, fall into three categories, which are MCG bearer, SCG bearer, and Split
bearer. The radio protocol architecture for three bearers from UEs prospective
in EN-DC is of no difference with that in E-UTRA DC.

While these three bearers, from the perspective of network, can be terminated
either in MN or SN, which means PDCP entity is located in the corresponding
node. PDCP is not necessarily in the same node with RLC entity whose location
determines whether the bearer is MCG bearer or SCG bearer. This is a huge
difference between EN-DC and E-UTRA DC. The radio architecture for three
bearers from a UE prospective in EN-DC is shown in Fig. 1.

2.2 Control Plane

A new RRC state RRC_INACTIVE is introduced in 5G NR mainly to mini-
mize signaling and consumption on top of two current RRC states, RRC CON-
NECTED and RRC IDLE. Specifically, when an RRC connection is established,
UE is in RRC_.CONNECTED or RRC_INACTIVE, which is an intermediate
state designed to avoid frequent switching between RRC_CONNECTED and
RRC_IDLE. The concrete details are not completed yet and EN-DC currently
does not support RRC_INACTIVE state [6].
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Fig. 1. Radio protocol architecture for MCG, SCG and split bearers from a network
perspective

There is not much a difference between C-plane network interface in MR-DC
and E-UTRA DC as the coordination of C-plane connection is still based on the
non-ideal backhaul X2-C between the MN and SN.

3 Operation Procedural Aspect

The operation procedures defined in [3] are mostly applicable for Option 3/3a
only with some minor changes on SN Addition and SN Modification as follows.
Further necessary enhancements for Option 3x are given on top of that as the
specifications for SN terminated split bearer are not given.

3.1 SN Addition

The major changes in SN Addition procedure for Option 3/3a are mostly because
of the newly introduced split SRB and SRB3. When MN sends gNB addition
request to gNB, MN will request SN to allocate radio resource for split SRB if
MN wants to configure the bearer. MN always provide SN with all the necessary
security information to establish SRB3 based on the decision of SN.

3.2 MN Initiated SN Modification

The MN, in this procedure, initiates SCG configuration changes to perform han-
dover within the same MN while keeping the SN. If bearer type needs to be
changed, it may result in adding the new bearer configuration and releasing the
old one for the respective E-RAB in the procedure. In case of intra-MN han-
dover, UE needs to apply the new configuration and apply synchronization to
the MN after the MN initiates RRC Connection Reconfiguration, which makes
random access necessary for UE before MN replies with RRCConnectionRecon-
figurationComplete.
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3.3 SN Initiated SN Modification

It is different from the SN Modification in previous specifications that SN can
initiate SN Modification without the involvement of MN. When SRB3 is estab-
lished by SN, SN can directly send RRCConnectionReconfiguration message via
SRB3 to UE without the need to send a request to the MN. It is also up to the
SN whether to initiate Random Access.

4 Performance Evaluation

The performance of EN-DC is illustrated in the comparison with E-UTRA DC
in the same scenarios and radio architectures, i.e. Option 3 in EN-DC is com-
pared with 3C in E-UTRA DC and Option 3a with 1A. Considering there is no
counterpart in E-UTRA DC for Option 3x with a SN terminated split bearer,
we put Option 3x in comparison with Option 3a and 3C as they all have a split
bearer.

4.1 Simulation Setup

The system-level simulation is mostly based on the HetNet scenarios in [7],
where macro and small cells are deployed at different frequency layers. The
network topology is a wrap-around model that consists of 7 three-sector MNs
with 21 macrocells deployed at 2.6 GHz. Each macrocell has a condensed cluster
of 4 randomly deployed small cells within a circular area with a 50m radius,
operating at 3.5 GHz and 28 GHz respectively in E-UTRA DC and EN-DC. The
inter-site distance for macrocells is 500m (ISD) [8].

Carrier bandwidth at macro layer in both E-UTRA DC and EN-DC sce-
narios is 20 MHz, while the bandwidth configured for small cells is 20 MHz and
100 MHz in E-UTRA DC and EN-DC respectively. Cell selection is based on the
measurement results of the reference signal received quality (RSRQ) in A4 event
which is triggered when the RSRQ of neighbouring cell is better than threshold
[9,10].

For scenarios where a split bearer is configured, a request-and-forward flow
control algorithm is applied aiming to match the data rate experienced in the
SN [11]. In the simulation, we evaluate the performance by throughput of edge
UE and medium UE, in the unit of Kb/s.

Each call has a fixed payload size of B = 5 Mb and will be terminated if its
payload is successfully received by the UE, in which case the corresponding UE
will be also removed from the simulation.

4.2 Analysis of Key Parameters

It is important to find a proper set of parameters to optimize the performance
results of EN-DC, including Option 3/3a/3x. We first evaluate the performance
of Option 3 and Option 3x in comparison with 3C over the traditional backhaul
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Table 1. Flow control parameter settings for X2 latency

Parameters Settings
X2 latency (ms) 112 | 5/10/20/|50
Target buffering time (ms) 10/ 10|15|20 30|50

Flow control periodicity (ms) |1 or 5

with different X2 latency along with corresponding target buffering time and
flow control periodicity shown in Table 1.

Flow control periodicity denotes how often the data request is sent and the
number on LTE side is 5ms while NR side is 1ms. In Option 3, for instance,
data request is sent from SN, which is a NR node, so the flow control periodicity
for Option 3, in this case, is 1ms. Target buffering time increases with a higher
X2 latency to compensate for the fast variations of the user throughput in SN.
It is found in [12] that the optimal setting of target buffering time depends on
the X2 latency and flow control periodicity and an approximate expression for
target buffering time is found to be

A 440
3

9 ~ min{ |20} + 510g2(§) (1)
where 0 is target buffering time, A is X2 latency, and p is flow control periodicity.

It is observed in Fig. 2 that the bearable X2 latency for Option 3 and Option
3x is within 5ms or the performance, especially the performance of Option 3,
will be heavily compromised.
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Fig. 2. 5th and 50th percentile throughputs with different X2 latency

We next analyze how to tune the setting of thresholds in —dB for RRC event
A4, which is the minimum RSRQ a UE should reach when connected with SN
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to be a DC UE. A4 Threshold determines whether a UE is served by MN and
SN simultaneously or only MN and consequently has a great influence on the
performance of edge UEs. Optimal A4 threshold is supposed to get edge UEs
a tolerable throughput with a balanced load between MN and SN and the A4
threshold for 1A and 3C is consequently assumed to be —14dB, which results
in over 90% of the UEs, with various offered loads, configured in DC and less
than 10% only with MN. In order to find the most optimized A4 threshold for
EN-DC, the performance results of three options in EN-DC are given with the
offered load per macro area at 120 Mbps.
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Fig. 3. 5th percentile throughput and load status with different A4 thresholds in
Option 3

It is shown in Fig.3 that the throughput of the edge UEs (lowest 5%) is
improved as A4 threshold increases when the number is under 24 and there is
not much a noticeable enhancement in throughput after the A4 threshold is over
24. Due to the high bandwidth at micro layer, migrating more UEs to SCG does
not increase the load of SN as shown in the Fig.3. Even if the A4 threshold is
low enough for most of the UEs to be configured with DC, there are always a
few UEs whose performance is too bad to be connected to SN. Consequently,
they cause a huge load burden on MN as they can only be connected to MN.
As a result, we consider the optimized A4 threshold for Option3 is —24 dB, with
which the load of MN is around the lowest and the throughput is almost at the
peak.

Similarly, the best optimized A4 threshold for Option 3a and Option 3x is
—20dB and —22dB, respectively.

4.3 Performance Results

The benefits of using EN-DC are illustrated in comparison between E-UTRA
DC and EN-DC. Figure 4 shows the 5th percentile and the mean UE throughput
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Fig. 4. Performance comparison of edge and average UE between EN-DC and E-UTRA
DC

with different offered traffic per macrocell area, which denotes the throughput
experienced by at least 95 percent of the UEs and all on average, respectively.

Quite obviously, the UE throughput of EN-DC (including Option 3/3a/3x)
in general is markedly higher than E-UTRA DC with an average gain of roughly
500% (including 1A and 3C) due to a larger bandwidth and higher transmission
power at micro layer.

The throughput improvement on edge UEs (lowest 5%) is not as considerable
as how it is on the average ones and the increasing offered load degrades the
performance of edge UEs faster than it does mediocre UEs. It is observed from
Fig.4(a) that the maximum tolerable offered load per macrocell area increases
enormously if there is a target of minimum throughput for at least 95% of the
UEs to experience. The highest tolerable offered load for a throughput no less
than 40 Mb/s increases from approximately 50 Mbps in 3C to about 210 Mbps
in Option 3a and 240 Mbps in Option 3x, corresponding to a capacity gain of
320% and 380% respectively.

5 Conclusion

In this paper, we have summarized the key features of the EN-DC in NSA NR
for IoT network deployment. A proper set of key parameters for the best perfor-
mance in each option is analyzed and the UE throughput of EN-DC has been
compared with E-UTRA DC to evaluate the potential of EN-DC. Carried out
in configuration with unbalanced bandwidth at macro and micro layers, system-
level simulation results show that EN-DC can provide a significant improve-
ment in the average performance and a huge capacity gain for a target outage
throughput.
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Abstract. As successive interference cancellation (SIC) technology has
become a research hotspot recently, random multiple access protocols
based on SIC such as contention resolution diversity slotted ALOHA
(CRDSA) and irregular repetition slotted ALOHA (IRSA) are put for-
ward one after the other. Although throughput performance for these
protocols has been improved significantly. Yet the throughput will drop
dramatically when the load increases gradually. In this paper, in order
to get a higher throughput in the case of high load, we propose a slot
assign algorithm with threshold based on IRSA to obtain a throughput
T which is more than 1.

Keywords: Random multiple access protocol - SIC -+ CRDSA -
IRSA - Slot assign algorithm with threshold

1 Introduction

Traditional random multiple access protocol ALOHA [1] is proposed in 1971,
followed by slotted ALOHA [2]. However, there exists many drawbacks such
as high probability collisions and low throughput, which may result in great
communication delay and a waste of resource. In [3], diversity slotted ALOHA
(DSA) is proposed. By allowing a user to transmit multiple copies of the same
packet, DSA has a slight enhancement in throughput and decrease in delay
when the load is moderate. As a multi-user detection technology, successive
interference cancellation (SIC) is adopted as early as in the third generation of
wireless mobile telecommunications technology (3G) and used widely in code
division multiple access (CDMA). It could play disruptive effect in guaranteeing
high-reliability and low-latency and satisfy the requirement of Ultra-Reliable
Low Latency Communication (URLLC) in 5G [4-6].

[7] applies SIC to multiple access protocol based on ALOHA and then pro-
poses the contention resolution diversity slotted ALOHA (CRDSA) protocol. In
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CRDSA, a user is allowed to transmit two replicas on a MAC frame. And each
header of the replica contains the position information of the another replica.
As soon as one of the replicas is recovered correctly, then interference caused
by the other replica can be eliminated. And this procedure can be continued to
recover the remain packets on a frame. As a result, the throughput T (defined as
the normalized throughput) in CRDSA can reach about 0.55. In [8], the author
changes the number of a user to transmit replicas of a packet and then the
irregular repetition slotted ALOHA (IRSA) is put forward. In IRSA, a variable
repetition rate is employed and each user can choose the repeat times according
to the probability distribution function (PDF). Compared to the CRDSA, there
is a significant increase in the throughput performance for IRSA and throughout
T can reach about 0.88. In order to achieve a higher throughput when the load
increases, we propose a slot assign algorithm with threshold based on IRSA. An
upper bound for the number of packets which can be decoded successfully in
each slot will be set. In other words, as long as the number of packets in one slot
is less than the given threshold, the packet can be recovered correctly.

The remainder of this paper is organized as follows. Section?2 will give a
description of bipartite graph representation of the process of SIC. System model
follows in Sect. 3. The simulation is conducted in Sect.4 and then analysis is
provided. At last, conclusions are shown in Sect. 5.

2 Bipartite Graph Representation of the Process of SIC

Considering the condition that a frame is composed of n slots, within which m
users will transmit packets. There is no coordination among users when trans-
mitting packets. Every user has one packet to transmit and [ replicas of a generic
packet can be transmitted within one frame. The slots occupation information is
in the header of packets. Assuming the threshold of packets decoded successfully
in each slot is s,,, which can be realized by power control [9]. When decoding
in some slot, if the number of unrecovered packets in the slot is no more than
the threshold s, all packets in the slot can be recovered successfully. At the
same time, due to slots occupation information is included in the header of the
recovered packets, these recovered packets in the slot can be removed from the
other slots which they have been transmitted into.

It’s convenient to use bipartite graph G = {P, S, E'} to represent the process
of SIC, in which P = {p1,p2,p3,...,pm} and S ={s1, $2, ..., $n } denotes the set
of slots and packets respectively. The set of E is E = {e;;|i = 1,2,...,m;j =
1,2,...,n}, representing edges between slots and packets. If and only if a replica
of i-th which is denoted by p; is transmitted to j-th slot which is denoted by s;,
the p; and s; are connected with the edge e;; in bipartite graph as shown in Fig. 1.
It is obvious that [ replicas of a packets are connected with [ edges. The number
of connection edges for slots and packets is referred to as their degree distribution
in the bipartite graph. The definition of the slot and packet degree distribution is
given by Eq. (1), in which A(x) represents the slots degree distribution and ¥(z)
represents packets degree distribution respectively. According to the bipartite
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graph in Fig.1, the degree distribution of slots means the number of received
packets and for packets the degree distribution means the number of replicas,
i.e. the number of transmission for a packets [10]. Thus, the average transmission
packets average qans for users can be derived by Eq. (2) and the average received
packets in each slot average .. can be obtained by Eq. (3) within one frame. It
is easy to prove that average number of transmission packets for one slot, which
is also referred as to normalize offered load G, can be derived using the degree
distribution of slots and packets by the Eq. (4).

Az) = ¥ e’
U(z) = ! (1)
l

averagirans = Z lAl = A/(l) (2)
1
aAverage,ece = Zl% =v'(1) (3)
1
~m_ A(1)
== 7'(1) @

If the packet is recovered in some slot, the connected edge between the packet
and corresponding slot becomes dotted line and edges between the packet and
the other slots also become dotted lines at the same time, which denotes the
recovered packets are removed from the other slots. An example is given in
Fig.2 to better express the detailed process for SIC with an upper bound s,,.
The example gives analysis for the condition that 6 packets will be transmitted
within one frame divided into 4 same slots. Otherwise, the threshold s, is set
to 3. If one packet is recovered, we replace the edges with dotted lines, which
are connected with the packet. The initial bipartite graph for the condition is
shown in Fig. 1 and the SIC process starts by the Fig.2(a), decoding in the first
slot. In the first slot, packets ps and ps can be recovered on the account of the
number of unrecovered packets being less than s,,. Once packets p, and ps are
recovered in slot s1, they will be removed from the other slots they occupy, i.e.,
they will be removed from the slots s3 and s4. That is to say the edges connected
with the packets ps and p3 become dotted lines in the bipartite graph as shown
in Fig. 2(a). For the second slot sa, though there is a collision, p; and p4 still can
be recovered due to the number of unrecovered packet is no more than 3. So the
edges connected with p; and py are replaced with dotted lines shown in Fig. 2(b).
For the third slot, there is no collision because the packet ps is recovered in the
first slot and has been removed from the slot s3. Thus the packet ps can be
recovered. The edges connected with packet ps become dotted lines in Fig. 2(c).
For the last slot s4, though the number of received packets is more than 3, the
packets p3, ps and ps is recovered in slot s1, so and s3 respectively. Hence, the
degree of the slot s4 reduces to 1 and pg can be revealed. We can see all the
packets can be recovered in the end shown in Fig. 2(d).
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Fig. 2. The successive interference cancellation process

3 System Model

In the process of multi-user random access, each frame Tp for communi-
cation system is divided into n slots shown in Fig.3, which is denoted by
5j(j =1,2,...,n). The length of each slot is defined as T,, = Tr/n and m users
transmit packets into the frame. Also there is no coordination among these users
when they transmit their packets. That’s to say when users transmit their pack-
ets, they are independent with each other. Each user starts to transmit their
own packets at the beginning of each slot and the slot length is equal to the
time of a packets transmission. Then we define system load G = m/n (defined
as the averaged number of packets in each slot) and throughout T (defined as
probability of successful transmission packets).

In our proposed scheme, each user repeats their packets [ times like IRSA
shown in Fig.3. And each header of replica carry the position information of
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Slot 1 Slot 2 Slot 3 Slot4 000  Slotn
Frame

L 4

User 1

User m|

Fig. 3. The random access for IRSA and our proposed scheme

other replicas. If a replica is recovered, then corresponding replicas in other
slots can be recovered. Then the received packets and upper bound of packets
which can be recovered in each slot are denoted as s; ... (j = 1,2,..,n) and
Syp respectively. When decoding, the number of the packets in each slot will
be counted. If s, =~ < sy, the packets in this slot can be recovered correctly
according to the SIC. Otherwise, if the number is greater than the threshold
and then these packets in current slot cannot be recovered directly. The packets
which have been recovered in other slots should be found first and then those
packets will be subtracted correspondingly. The number of packets in one slot
may be counted again and if the number is still larger than the threshold, those
packets in the slot will be thrown way. Then if the number is below the threshold,
the process of SIC will be continued.

4 Simulation and Discussion

In this paper, simulations are performed in MATLAB. So as to observe the
performance of different protocols, we choose A (z) = 0.522 + 0.2823 4 0.2228 as
the degree distribution in the simulation of IRSA and slot assign algorithm with
threshold proposed in this paper. Then we assume that each frame shares the
same length and the frame is divided into 2000 slots. More detailed simulation
parameters are present in Table 1.

4.1 Results and Analysis of Throughout

Figure4 are the simulation results for CRDSA and IRSA. From Fig.4, we can
see that when the load is about 0.6, the throughput can obtain a maximum of
0.55. Correspondingly, the throughput for IRSA can reach about 0.88 with the
load is equal to 0.90. Compared to the throughput for CRDSA, the throughput
for IRSA drops more dramatically than that for CRDSA after the throughput
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Table 1. Simulation parameters

Simulation parameters Configuration
The length of access frame | 2000

The max iterations of sic 100

Rate of max repetition 8

Probability of ready packet | 1%

Time of simulation time 100 ms
Bound of slot 3

reaches a peak. From relevant literature [8,11], when we adopt the distribution
A(z) = 0.522% 4 0.2823 + 0.222%, if the load G is below the 0.938 (defined as the
extreme value of G), the throughput T can almost reach the peak. However, this
theoretical result can be obtained when the length of frame is infinite. Meanwhile,
when the load G is larger than the extreme value, the reason why the throughput
drops sharply is that packets in the slot can be recovered correctly and the SIC
technology cannot work any more.

CRDSA|
IRSA
ISA

—e— CRDSA|
——IRSA

08}

°
T

Throughput

Load

Throughout

°
IS
T

°

°

08 10 12 14 16

Load

02 04 06

Fig.4. Throughput for CRDSA and
IRSA

Fig. 5. Throughput for CRDSA, IRSA
and ISA

Also, in the simulation above, the default of the upper bound (defined as
packets which can be recovered correctly in each slot) is 1. Different from above,
in Fig. 5, the upper threshold for the number of packets in one slot is set to 3.
The process of recovering packets is slightly from that above and more detailed
description has been shown in Sect.3. From the result, we can also see the
throughput for our proposed scheme known as ISA increases to 1 and even
greater than 1. The peak of throughput occurs when the load is equal to 1.34. In
this case, the throughput can reach about 1.13. Simulation results show that the
improvement of throughput is obvious when the load is more than 1. In other
words, by adding a decoding threshold to existing IRSA, performance of SIC can
be improved significantly. What’s more, our proposed can get a comparatively
higher throughout compared to the CRDSA and IRSA.
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5 Conclusion

In this paper, by analyzing throughput for existing random access protocol
CRDSA and IRSA based on SIC, then we propose slot assign algorithm with
threshold based on IRSA. Compared to known IRSA and CRDSA, we get a
better throughput performance especially in the case of higher load and the
value of throughput can be over 1. However, it also brings larger packet loss
rate, which should be solved next. Also, we will carry out further simulation
with actual communication scenario in network simulator OMNET++ to get a
better performance evaluation such as delay and packet loss rate.
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Abstract. In the hybrid cellular network with Simultaneous Wireless Informa-
tion and Power Transfer (SWIPT), interference signal is a source of energy. In this
paper, we develop a resource allocation scheme, which jointly optimizes transmit
powers of base station (BS) and received power splitting ratios for energy har-
vesting and information processing at the users. Meeting the user’s minimum
throughput and energy harvesting rate, we perform with two different objectives to
maximize the downlink information rate of small cell users and max-min their
throughput. To solve the non-convex optimization problem, we propose to solve a
series of geometric programming through the approach of successive convex
approximation and devising iterative algorithms based on geometric program-
ming. Numerical results are provided to demonstrate the effectiveness of proposed
algorithm and its ability to improve network performance.

Keywords: Hybrid cellular networks + Resource allocation -
Wireless information and power transfer

1 Introduction

With the rapid growth of mobile data traffic, especially the extensive use of the Internet
of Things, wireless networks are able to take on massive data and huge access
requirement. Hybrid cellular network, a kind of heterogeneous network structure
formed through the overlapping and cooperation of different cellular networks, plays an
important role in meeting the increasing demand of wireless coverage, amount of
access, and high traffic volume [1], which is also the network topology adopted by 5G
to meet access requirements.

Although hybrid cellular networks have a broad prospect for development and
boosting the network capacity, but one of the direct challenges is how to maintain service
quality requirements for users under strong interference from neighbor base station [1, 2].
If different networks are employed in a specific wireless channel, it will lead to inefficient
use of the spectrum, while deployment in the same frequency will generate the co-layer
and cross-layer interference. A lot of research works have been done to address that. In
[3], the authors consider the interference from the macro cell station as white noise.
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A semi-distributed interference management scheme based on joint clustering and
resource allocation for femtocells is also proposed by authors of [4] to deal with man-
agement of both the cross-tier and the co-tier interference. In [5], authors proposed a joint
resource allocation and admission control framework for an orthogonal OFDMA-based
cellular network composed of a macro cell overlaid by small cells.

Meanwhile, in hybrid cellular network, while the distance between the mobile
devices and the BS becomes shorter, the aggregate interference could be a beneficial
energy source. That means mobile devices with limited battery can make use of the
interference as energy by Energy harvesting (EH) technology. As one of EH tech-
nologies, Simultaneous Wireless Information and Power Transfer (SWIPT) is a current
popular research topic. The device needs to be designed to decode the information
while integrating energy collection circuits. Power splitting in time domain or in power
domain is the most realistic current method to achieve cooperation between the two
parts. In the [6], the author compares the efficiency of different energy-receiving
methods and proposes a universal receiver operation, namely dynamic power alloca-
tion. With a similar topology of hybrid cellular network, it is also a good idea to extend
the transmission distance of information and energy through the relay method [7].
Manny resource allocation algorithms have been put forward to maximize throughput
performance, while ensuring a minimum energy collection rate [8].

In SWIPT networks, harvesting energy and mitigating inference are two contra-
dicting requirements. Controlling base station power results in lower interference and
greater throughput, but decreasing the harvested energy from the RF signal, vice versa.
Therefore, it is necessary to analyze the performance of the hybrid cellular network
which applies SWIPT technology. In [9], an optimal downlink power allocation with a
fixed power spilt ratio is devised for the trade-off between information rate and energy
harvesting rate in two-tier cellular networks. However, [9] ignores the noise from the
signal processing circuit, then the optimization problem has changed into a conven-
tional heterogeneous network resource allocation problem.

In this paper we also consider a hybrid cellular network with simultaneous infor-
mation and energy transfer, where there is a macro base station within a number of
small cells and some connecting users of the specific base station. What we do first is to
jointly optimize the downlink power allocation and power split ratio to maximize the
sum of small cell station users’ rate, while the minimum rate requirement is ensured for
all users and the minimum harvested energy for small cell users should also be
guaranteed. Since do not ignore the noise of the signal processing circuit, our opti-
mization model approaches to the fact better. Taking account of fairness between small
cells, we formulate a max-min fairness problem where the throughput of the most
disadvantaged cell is maximized. The simulation result provides a trade-off relationship
between information and energy transfer.

The main contributions can be summarized as follows.

e In hybrid cellular network with EH-enabled user’s devices, we formulate two
resource optimization problems, namely, sum-rate maximization and minimum-
throughput maximization. Considering that noise can not be ignored in actual
communication, our formula contains the user’s demodulation noise, and the out-
come is more reasonable.
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e The objective is to jointly optimize the transmit powers at the BSs and the optimal
power splitting ratio at user’s devices. Our formulations target the multi-cell
interference, while meeting users’ requirements for energy harvesting and
throughput at the same time. The formulated problems are not convex due to
interference and many nonlinear multiplying terms of the optimization variables.
Then, we jointly adopt successive convex approximation (SCA) and geometric
programming (GP) method to obtain the solutions.

e Simulation results confirm that our joint optimization solutions significantly out-
perform those where the radio resource parameters are individually optimized.

The rest of this paper is organized as follows. Section 2 presents the system model
and formulates the joint resource optimization problems. Section 3 proposes the GP-
based SCA solutions for nonconvex resource allocation problems. In Sect. 4, numerical
results confirm the advantages of our proposed algorithms. Finally, Sect. 5 concludes
the paper.

2 System Model and Problem Formulations

Downlink transmission of a hybrid cellular Network is considered, which consist of
one macro base station (MBS) at the center of the macro-cell overlaid by N small cells
as shown in Fig. 1. Each small base station (SBS) has only one scheduled small cell
user equipment (SUE) randomly distributed in the cell. We assume there is a microcell
user equipment (MUE) randomly located in the macro-cell and all BSs use same
frequency band.

———— Information link

— — Interference

Fig. 1. Hybrid cellular network

The SUEs can harvesting energy from the microwave while receiving information by
using power splitting. We consider a power split ratio o, the fraction of the total received
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power is used for information decoding and remaining fraction 1 — o is used for energy
harvesting. Energy harvesting capability particularly exists in SUEs for the short distance
away from the SBS. Harvested energy can make a significant contribution to its uplink
transmission. Uplink transmission and analysis is not considered in our paper.

Due to the capability of harvesting energy from the received microwave, there is a
tradeoff between energy harvested and information received, not only in terms of power
splitting ratio but also in terms of power allocation. For example, when the power of
the macro base station becomes high, the SINR of the SUEs increases, which leads to
the information rate decreasing. However, because of the increase of the total input
power at this moment, the energy harvest rate improves. Needless to say, power
splitting ratio o directly determines the energy allocation of the SUE. Therefore, we
have implemented a joint optimal power allocation in two different cases.

Let h; and Ky, be the channel gains from i-th SBS and MBS to their scheduled users
respectively. Similarly £; 5 and & ; be the channel gains from i-th SBS and MBS to the
users in other cells respectively. If p; is the transmit power of SBS and p,, is the transmit
power of MBS then their signal-to-interference-plus-noise ratio (SINR) can be written as

h
SINRy = 12! (1)

pihz}M +ngy +ngy
i=1

i=

opih;

SINR; = Vi (2)

N
i(pmhai + D pilyi+ne) +ng
J#i

ne and ng, represent the Additive White Gaussian Noise (AWGN) and signal
processing noise at the receiver. It should be noted that the signal processing noise
remains unaffected by power splitting in SINR of SUEs. The information rate of MUE
and SUE in each small cell are respectively given by

Ry = log,(1+ SINRy) (3)
SUE harvests energy from the signals of all BS, therefore the energy harvesting rate
of each SUE is given by (in Joules per second [Jps])

N
E; = n(1 —a)Q_ pihjs, +puhai+ 1), Vi (3)
=

Where 1 € (0, 1) is the efficiency of energy conversion of the SUE. We see that the
information rate and energy harvesting rate are greatly affected by cross-layer inter-
ference. Information rate of SUE decreases with the increase of interference, but the
energy collection rate increases with the increase of interference.
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In this paper, we aim to devise an optimal tradeoff of three parameters, the transmit
power py of MBS, transmit power P = [py,p2,...,pn] at SBSs and power splitting
factor o at SUEs to maximize the performance of the hybrid cellular network under
consideration. Specifically, we will study the following problems which jointly opti-
mize (pn, P, o) for two different design objectives.

2.1 Problem (P1): Sum-Rate Maximization

We formulate maximize the sum information rate of all SUEs as follows.

N
max Y R
PP =
subject to :
Ci:R > Rmin(i)7Vi7 C iRy > Rmin(M)a (6)
Cs @ E; 2> Enin, Vi, Cs:pu Spmax(M)y

CS *Pi Spmax(i)aViv C6 *Pi,Pm ZOaViv
Cy:0<o; <1,Vi,

Where C; and C; ensure that the throughput and energy harvesting rate of SUEs
can satisfy their minimum rate constraint for each one in the worst case. C; is the
minimum information rate constraint for MUE. C; and Cs are maximum transmit
power constraints of each MBS and SBS, respectively. C¢ is the non-negativity con-
straint on power variables. C7 is the constraints for the power splitting factors for all
SUEs.

2.2 Problem (P2): Max-Min Throughput Fairness

In Problem (P1), the network total rate is maximized regardless of the actual throughput
achieved by the individual users. Max-min fairness can sufficiently improve the per-
formance of users in the worst case and thus lead to a high level of fairness. Achieving
the max-min fairness, we focus on solving the problem given in (7).

max min R;
pu, P iEN (7)
s.tCy— Cq.

Problems (P1) and (P2) are nonconvex in (p,,, P, o) because the throughput R; in
(4) is nonconvex in those variables. Then, SCA and GP method will be adopted to
solve Problems (P1) and (P2) as described in Algorithm 1. The main idea of SCA is to
approximate a non-convex problem into a series of solvable problems, to obtain the
solution satisfying KKT conditions of the original problem [10]. GP can be used to
solve a special-form non-convex problem, which can be reduced to a convex opti-
mization problem through a logarithmic change of variables [11-13].
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3 Power and Splitting Factor Allocation Scheme

3.1 SCA and GP-Based Solution for Problem (P1)

First, we express the objective function in (6) as

N N
max R; = max lo 1 4 SINR;

Where
N
O‘i(thMﬁi + ijhj,i + nw) + Ngp

- = )
1 + SINR; N ’
O(i(_thM,i + ijhj.i + n(/)) + Nsp
j=1

We get function (8) since log, (+) is monotonically increasing function. For the sake
of brevity, let us define,

N
Mi(X) é ai(thM,i + ijhj‘, + nw) + nsp, (10)
i
N
vi(x) £ i (pahasi + ijhjﬁi + 1) +ng (11)
j=1

where x = [py, P, oc]T € Ri]\“” !, the objective function in (8) can be expressed as

min ]| ui(x), (12)

To transform Problem (P1) into a GP, we would like the objective function (12) to
be a posynomial. We resort to SCA to approximate it into a series of problems in the
following.

Based on Jensen’s inequality, namely, the arithmetic mean is greater than or equal
to the geometric mean for any set of positives [12], given the value of x*~! at the k"
iteration, we have
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Jet ey, de1) 1)
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AV = T ] NI
vi(x) > (— % H AN d A RN
%  Pum =1 o p; (13)
el
m o) Tt e
x (T]') PG T x vy (x )T
%;
For brevity, we define
_ e (i 1]h N 7[k*1]p[1‘ l]]’]i
_a vixE ,pM) e v, Nap)) e
Vi(%) = (e IEE H T — T en)
o Py j=1 pj (14)
fk=1]
(x0T
(T T o (R,

1

According to [13], using ¥;(x) to approximate v;(x) satisfies the conditions of SCA.
Hence, the objective function u;(x)/v;(x) in (12) is approximated by u;(x)/V;(x). The
latter formula is a posynomial because ¥;(x) is a monomial and the ratio of a posyn-
omial to a monomial is a posynomial.

To make the problem fit into the GP standard form [13], the other constraints
should also be transformed into GP standard type.

N
Runingi) (0 (pahas + ) pilti + 1) + 1)
C] : s S 1 ) Vi ’

opihi

v
Ruinay (Y pittiag + 1o + 1)
Gy L <1

Pmhum -

pm <1,
p,<1 Vi C7zai§1,Vi,

pmax (i) -

pmax

where Riyin) = 2800 — 1 and Ryyin(yy) = 28mnon — 1.
We will approximate constraint C3 by a posynomial to fit into the GP framework.

s
We lower bound posynomial #(1 — o)(>" Py, + Puhmu, +Ne). by a monomial.
i=1

After replacing 1 — o by an auxiliary variable ¢, we have,

N
wi(X) £ ﬂli(ZPjhj.i + pmhy i +ne), (16)

J=1
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=1 P (17)

zlk—1] L _No

WiX™ )Py, T 2 [k—1] Y T

X (R 2 w6 gy (1Y GFETD
M

where X = [py, P,a,1]" € R*NF1 w;(X) can be used to get the relaxed constraint
replacing Cs. The approximated subproblem can be formulated at the m-th iteration for
Problem P1 as follows.

u;( X
pmin I H
st% g1,vz', (18)

4 <1,Vi,ti+0; <1,Vi,
C17C27C43C57C67C7

We see that (18) is the form of a geometric program. Since the approximation from
(12) to (18) satisfies the conditions of SCA, we can conclude that the optimal solution
of (18) converges to the solution satisfying the KKT conditions of (12) [10].

3.2 SCA and GP-Based Solution for Problem (P2)

By introduce an auxiliary variable t, (7) can be regarded as the problem of maximizing
a common throughput,

max T
pum,Po
stR>1t>0, VieN, (19)
C,—Cy.

After carrying out simple algebraic manipulations, the first constraint of (19) can be
rewritten as.

erln2

% <1, VieN: and 130 20
I+ SINR, = LEeN and =0, (20)

By introducing the auxiliary variable ¢ and u;(x), v;(x) and w;(X) defined in (10),

(11) and (17), problem (P2) is approximate to the following GP problem with the
similar approach in Sect. 3 — A.

max 7T
pm,Pot

s.t <ﬁ_()f> <1,VieN,
B <1V 1)
1, <1,Vs,

t,+ocl<1 Vi,

Ci,Cy, Cy, Cs, Cg, C.
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3.3 Based on SCA and GP Algorithm for Joint Resource Allocation

GP problems (18) and (21) are the approximations of the original Problems (P1) and
(P2), respectively. In Algorithm 1, we propose an SCA algorithm in which a GP is
optimally solved at each iteration.

Algorithm 1: Based on SCA and GP Scheme
1: Set tolerance ¢ , iteration number k= 1.

2: Choose a feasible point ("' 2 (p,",P",a".1") ).

3: Compute the value of v, (x'),Vi e N, according to (11).
4: repeat

5: Using v, (X

") | form the approximate monomial #(X) according to (14).

6: Solve (18) and (21) to obtain the k™ iteration approximated solution

—1 A

X

[CEO]

) ) solution using interior-point method.
7: Compute the value of v (x"'),Vi e N, according to (11).

(p”\»\7P\A\Wa

9: until Convergence of X or no further improvement in the objective value after a
certain number of iterations.

4 Performance Evaluation

In this section, we present simulation results of the proposed power and split ratio
allocation models in a hybrid cellular network. A hybrid cellular network consists of
one MBS at the origin and four indoor SBSs on the coordinate axis. The distances of
those SBSs from the MBS are 27 m, 80 m, 90 m, and 50 m. SUEs are all in the room.
The MUE could move anywhere within the macro cell. For universal reasons, we
design two scenarios. Scenario 1: the MUE is in the room and close to the first indoor
SUE, e.g. coordinate value is (27, —5); Scenario 2: the MUE is away from four SBSs,
e.g. coordinate value is (17, 25). The channel model comes from [14]. Detailed
parameter value in the simulation is summarized in the table below. The default
parameter means that this part of the parameter may be used as an argument in a later
but is set by default if not specified. If microwave pass through the wall L,, is added to
the channel gain (Table 1).

Table 1. Simulation parameter value

Prax(yr) |43 dBM | pruayy |30 dBm | Ruyiy 1 bps/Hz
L, 10 n 1 | Default Ryin(a) | 1 bps/Hz
N, | —130dBm Ny, | —67 dBm Default Eyy | —40 dBm

The antenna gain of | 18 dBi | The antenna gain of SBS |5 dBi
MBS
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Figures 2 and 3 show the numerical convergence results of GP-based algorithm 1
under scenarios 2 with different. In the simulation, each iteration is to solve a GP
problem in the algorithm by CVX. It’s clear that this algorithm can converge within 4
iterations and then achieve the sub-optimal throughput from Figs. 2 and 3. These prove
the feasibility of the algorithm.

45 T T T T T T T T T

—%—E_ =10%w
min
+—E _=10%w]| |
min

=
(==}
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30

25F

0f/ 1

Sum information rate of SUEs {hittHz)

16 1 1 1 1 1 1 1 1 1

iterations

Fig. 2. Convergence of the algorithms in a problem (P1)

Next, we plot the sum of information against the minimum energy requirement and
the minimum information requirement of MUEs, Epn, and Ry, respectively in
Figs. 4 and 5. The sum rates of SUEs all decrease as the independent variables
increases. When the m