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Foreword

I am delighted to be given the opportunity to introduce this manuscript to a wider audience and
impart its scientific value and benefits. One can pinpoint a plethora of publications, revolving
around a specific thematic area, on diverse platforms and in various forms and presentation
styles. However, it is seldom possible to put one’s hand on a scientific asset that addresses a
particular thematic area whilst putting the real-world applications right in the heart of its
technical content and scientific coverage. This book pulls together the most recent research
and innovation findings in bioinformatics and biomedical engineering achieved by a collection
of experts from several international labs. The book consists of 12 very different but com-
plementary chapters addressing novel enabling technologies in the field, highlighting their
applicability to recently emerging global challenges.

Chapter “Internet of Medical Things (IoMT) Applications in E-Health Systems Context”
displays a thorough coverage of the state of the art in Internet of Medical Things applications
focussing on the underlying IoT technologies as well as fog and cloud infrastructures. Chapter
“Artificial Intelligent and Machine Learning Methods in Bioinformatics and Medical
Informatics” exhibits a comprehensive study of the use of artificial intelligence and
machine learning methods in bioinformatics and medical informatics with particular emphasis
on the use of learning processes, machine learning, text mining methods and their application
to health informatics. Chapter “Human Facial Age Estimation: Handcrafted Features Versus
Deep Features” presents a new method for age estimation using human facial feature
extraction and analysis. The method consists of a pre-processing state and a subsequent linear
regressor for handling the extracted features in such a way that can reliably estimate human
age. Chapter “Multi-scale Multi-block Covariance Descriptor for a Compact Face Texture
Representation: Application to Kinship Verification” presents a technique facial representation
based on the pyramid multi-level scheme aiming particularly at kinship verification applica-
tions. The technique enables the encoding of the facial parts without having to detect the facial
landmarks and contains a covariance descriptor that fuses several texture features for optimal
identification/verification of human faces. Chapter “Continuous Wavelet Analysis and
Extraction of ECG Features” proposes a wavelet-based algorithm that extracts and analyses
the salient features of electrocardiogram records, whilst providing an overview of wavelet
transforms and their properties. The effectiveness algorithm has been demonstrated in terms of
sensitivity, positive predictivity and error rate, hence outlining its suitability for improving the
processing capabilities of health systems. Chapter “e-Health Education Using Automatic
Question Generation-Based Natural Language (Case Study: Respiratory Tract Infection)”
addresses a particularly exciting application aiming at enhancing the reliability and validity
of the myriad of information available about the coronavirus pandemic. This study presents an
educational e-health platform with a particular focus on the upper respiratory tract infection, as
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a case study, providing critical answers that are purely based on valid information. The study
harnesses a combination of enabling technologies including dynamic neural networks to create
a virtual assistant that is capable of providing automatically generated bespoke answers about
matters related to the infection of the upper respiratory tract with an accuracy higher than 70%.
Chapter “A Novel Machine Learning Model for Adaptive Tracking and Real-Time
Forecasting COVID-19 Dynamic Propagation” proposes a machine learning model for the
adaptive tracking and real-time forecasting of COVID-19 outbreak. The model has been
applied for the real-time forecasting of the propagation behaviour of COVID-19 in Brazil, with
the simulation results and comparative analysis illustrating the efficiency and reliability of the
model. Chapter “Heart Failure Occurrence: Mining Significant Patterns and 10 Days Early
Prediction” outlines a study aiming at the early detection of heart failures using mining of
significant patterns found in electronic health records. This study encompasses a bespoke
algorithm aiming at detecting the specific patterns that come along with heart failure occur-
rences and then employs a recurrent neural network to predict the risk of a potential cardiac
failure. Chapter “The Efficiency of the Reverse Engineering to Fabricate a New Respirator
Technology Compatible with the COVID-19 Pandemic” looks into reverse engineering and
repurposing a respirator for CV-19 rehabilitation purposes. Given the limitations in supply
chain and delays incurred in the delivery of critical medical equipment, this study proposes 3D
printing/scanning and PCB prototyping to offer a low-cost quick solution for the provision of
life critical medical equipment such as the COVID-19 respirator. Chapter “Exploiting
Egocentric Cues for Action Recognition for Ambient Assisted Living Applications” sheds the
light on ambient assisted living applications to help elderly people to extend their independent
lifestyle through the prediction of mental health issues that could seriously harm their inde-
pendence. The chapter focuses on the key enablers of these applications, in particular the
egocentric cameras and action recognition techniques for the analysis of egocentric videos.
Chapter “Pulmonary Fibrosis Progression Prediction Using Image Processing and Machine
Learning” investigates the use of image processing and machine learning techniques for
identifying the progression of the COVID-19 disease. The chapter presents a conducted study
aimed at modelling the severity levels of the disease and argues the importance of biological
data compared to the ordinary CT scans for predicting the degeneration of the COVID-19
infected lungs. Chapter “A Simulation-Based Method to Study the LQT1 Syndrome Remotely
Using the EMI Model” employs the extracellular membrane-intracellular model to simulate
the effects of the long QT syndrome. Interestingly, the simulations were conducted on data
taken from healthy cells, cells that exhibit the syndrome and cells that have been treated to
restore healthy cardiac function. The chapter argues that the obtained simulation results
demonstrate that advances in biomedical engineering combined with computer simulations can
enhance the applicability of telemedicine well beyond the state of the art.

Given this unique mix of diverse but complementary topical areas of bioinformatics
focusing in particular on the relevance and applicability to contemporary real-world challenges
such as COVID-19, this book will prove an essential guide to the use of enabling technologies
to provide modelling solutions, machine learning disease classification and identification
techniques and reverse engineering schemes for optimising the time required for prototyping
new designs of essential medical equipment. This book will make an interesting read to a large
audience of researchers in a broad range of disciplines from both Engineering and Medical
backgrounds and will enrich the experience of readers from both the academic research
community and the biomedical industry.
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I take pleasure in introducing this book to the targeted audience and am confident it will
appeal to large segments of readers.

Yours sincerely,

December 2020 Prof. Abdul Hamid Sadka, Ph.D, CEng, FHEA, FIET, FBCS
Director of the Institute of Digital Futures

Founding Head of the Media Communications Research Group
Former Head of the Department of Electronic

and Electrical Engineering
Brunel University London
Uxbridge, England, UK
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Introduction

This book on Emerging Technologies in Biomedical Engineering and Sustainable Tele-
medicine consists of 12 chapters on recent trend and applications in the field from different
perspectives. Contributors from various experts present their findings in an incremental
manner. Telemedicine is not in competition with the traditional system and services of
healthcare. However, it should improve the quality of services offered by contributing to the
homogenization of medicine without any geographical barriers. Telemedicine transforms local
hospitals, with limited services, into a node of an integrated network. In this manner, these
nodes start to play an important role in preventive medicine and in high-level management of
chronic diseases. The main challenge in telemedicine development in a country consists of
creating human capacity in “health informatics” and in “e-health management”. The field
includes synchronous and asynchronous telemedicine with e-health applications; virtual
medical assistance, real-time virtual visits, digital telepathology, home health monitoring,
medication adherence, wearable sensors, tele-monitoring hubs and sensors, and augmented
and virtual reality. The book addresses the main challenges the health sector is facing and
sheds the light on the existing gap between traditional and telemedicine healthcare. It can be an
excellent reference for students and researchers interested in this field to discover the new
applications and theories on the Internet of Medical things, fog and cloud computing, artificial
intelligence and machine learning in health informatics, face analysis, coronavirus pandemic
impact, rehabilitation, ambient assisted living applications, and coronavirus pandemic. All the
chapters have been peer reviewed by experts in the field and selected accordingly. We hope
that the readers will find this book highly valuable and can open new horizons for future
research and applications.

Prof. Jihad Alja’am
Prof. Somaya Al-Maadeed

Dr. Osama Halabi
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Internet of Medical Things (IoMT)
Applications in E-Health Systems Context

An Overview and Research Challenges

Kayo Monteiro, Élisson Silva, Émerson Remigio,
Guto Leoni Santos, and Patricia Takako Endo

Abstract

The Internet of Things (IoT) has been adopted by sev-
eral areas of society, such as smart transportation systems,
smart cities, smart agriculture, smart energy, and smart
healthcare. Healthcare is an area that takes a lot of bene-
fits from IoT technology (composing the Internet of Med-
ical Things (IoMT)) since low-cost devices and sensors
can be used to create medical assistance systems, reduc-
ing the deployment andmaintenance costs, and at the same
time, improving the patients and their family quality of life.
However, only IoT is not able to support the complexity of
e-health applications. For instance, sensors can generate a
large amount of data, and IoT devices do not have enough
computational capabilities to process and store these data.
Thus, the cloud and fog technologies emerge tomitigate the
IoT limitations, expanding the IoMT applications’ capaci-
ties. Cloud computing provides virtually unlimited compu-
tational resources, while fog pushes the resources closest
to the end-users, reducing the data transfer latency. There-
fore, the IoT, fog, and cloud computing integration pro-
vides a robust environment for e-health systems deploy-
ment, allowing plenty of different types of IoMT applica-
tions. In this paper, we conduct a systematic mapping with
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the goal to overview the current state-of-the-art in IoMT
applications using IoT, fog, and cloud infrastructures.

1 Introduction

According to a study performed by the World Health Orga-
nization (WHO) [53], we will have the largest number of
older people in history by 2020, and at the first time, it will
surpass the number of children up to 5 years old. The same
study also says that the life expectancy will reach 90years
by 2030, and up to 80% of the elderly population will live in
low- and middle-income countries. The academic and busi-
ness communities are devoting many efforts to develop new
applications that promote quality of life, not only for this por-
tion of the population but also for all those who need constant
caring; services, such as vital signs monitoring, fall detec-
tion systems, heart attacks, among others, are increasingly
in evidence [35]. The greater demand for long-term patient
health care and the need of controlling health care expendi-
tures require the efficient use of low-cost technologies in order
to apply them in the best possible way.

Most of these e-health systems rely on the Internet of
Things (IoT) infrastructure (or specifically the Internet of
Medical Things (IoMT)). Smartphones and smart devices are
very popular and cheaper than medical specialized devices.
With these IoT devices, it is possible to collect different vital
signals, such as heart rate, body temperature, blood pressure,
or still identify if the user has suffered some accident, such
as a fall, by using accelerometer sensor data. However, com-
monly the IoT devices do not provide good computational
processing, long-term storage, neither guarantee of the qual-
ity of service (QoS) due to their hardware capacity limitations.
So, to mitigate this issue, IoT has two major allies to provide
e-health applications with high availability and quality: cloud
and fog computing.

As the cloud architectures were not designed to operate
integrated to IoT, there are some transversal requirements that

© Springer Nature Switzerland AG 2021
J. Alja’am et al. (eds.), Emerging Technologies in Biomedical Engineering and Sustainable TeleMedicine,
Advances in Science, Technology & Innovation, https://doi.org/10.1007/978-3-030-14647-4_1
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should be complied with, such as scalability, interoperabil-
ity, flexibility, reliability, efficiency, availability, and security,
as well as specific computation, storage, and communication
needs [46]. On the other hand, fog computing has emerged
between the cloud and the IoT devices, providing data man-
agement and also communication services to facilitate the
execution of relevant IoT applications through intermediary
compute elements (fog nodes) [23].

In this paper, we provide an overview of IoMTapplications
in e-health systems, through a systematic mapping, focusing
on the integrated infrastructure with IoT, fog, and cloud, the
methods used in the literature to evaluate them, and the main
research challenges opportunities in this area.

The reaming of this work is organized as follows: Sect. 2
describes the methodology applied to perform the system-
atic mapping study; Sect. 3 presents and discuss the results
obtained in the study; Sect. 4 highlights the main research
challenges found in the literature; and Sect. 5 concludes the
work.

2 Systematic MappingMethodology

In this paper, we follow the methodology presented by [39] to
conduct a systematic mapping. Fig. 1 shows the process steps
and the respective outcomes. For details about the methodol-
ogy, see [39].

2.1 Definition of Research Questions

According to [39], the main goal of a systematic mapping “is
to provide an overview of a given research area, and identify
the quantity and type of research available within it.” Often,
a systematic map can also be used to map the frequencies of
publication over time to see trends.

These goals are described as following four research ques-
tions (RQs):

– RQ1:What is the current state-of-the-art in e-health appli-
cations using fog-to-cloud computing infrastructure?

– RQ 2: What are the most common e-health applications
using fog-to-cloud computing infrastructure?

– RQ 3: What are the most common methods (simulation,
modeling, or prototype) used to evaluate e-health applica-
tions?

– RQ 4: What are the main challenges for implementing e-
health applications that rely on fog-to-cloud computing?

2.2 Conduct Search for Primary Studies

According to [39], the primary studies “are identified by using
search strings on scientific databases or browsing manually

through relevant conference proceedings or journal publica-
tions.”

In this work, we performed the primary studies identifica-
tion by using search string on relevant databases. The search
string used was (“e-health” OR “ehealth” OR healthcare)
AND (“cloud” OR “fog”) AND (“Internet of things” OR
“IoT”); and the scientific databases were IEEE,1 ACM,2 and
Springer.3 We retrieved 83 papers from IEEE, 1 from ACM
and 81 from Springer.

2.3 Screening of Papers for Inclusion and
Exclusion

As we can find many papers that are not strictly related to our
research questions (or can not answer our research questions),
we should define inclusion and exclusion criteria. Table1
shows the inclusion and exclusion criteria we used in this
systematic map.

As IoT, fog computing and cloud computing are very
embracing terms, they are often used in abstracts but not nec-
essarily are addressed further in the paper. So the application
of the inclusion and exclusion criteria is done manually, and
in order to avoid bias, when doubt appeared, more than one
researcher classified the paper. After the screening, we kept
38 papers from IEEE and 12 from Springer (see Appendix).

2.4 Keywording of Abstracts

In this step, we made a little adaptation proposed by [39].
Originally, authors use keywording to “reduce the time needed
in developing the classification scheme and ensuring that the
scheme takes the existing studies into account” by reading the
abstract and keywords of the selected papers. If the abstract is
poor of information quality, they take into consideration the
introduction and the conclusion of the paper.

In our systematic map, we are not considering the two
steps separately (read the abstract and keywords, and then the
introduction); we are reading the abstract, the introduction,
and the conclusions of the paper to provide the classification.
The Fig. 2 shows our keywording step (gray squares) adapted
from [39] (dot line squares are not being used in our work).

From the keywording step, we focused on defining the
main contribution facets of the papers, as described in Table2,
considering infrastructure, application, monitoring type, and
evaluation method.

1https://ieeexplore.ieee.org/Xplore/home.jsp.
2https://dl.acm.org/.
3https://www.springer.com/gp.
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Fig. 1 Systematic map schema from [39]

Table 1 Inclusion and exclusion criteria to select relevant papers

Inclusion The abstract explicitly mentions e-health applications on fog or IoT
or cloud computing context. We consider papers from the conference,
journals, and chapter books

Exclusion The paper lies outside the e-health application on fog or IoT or cloud
computing. e-health is a common application, however, some papers
do not deal with this integrated infrastructure, so they are not
considered in our systematic map

Fig. 2 Keywording of abstract adapted from [39]

Table 2 Contribution facets of the papers

Category Description

Infrastructure Describe what kind of scenario the IoMT application
is deployed, as well as the infrastructure used (combination
of IoT, fog, and cloud)

Application Specify the IoMT application

Monitoring target Describe how and what is being monitored by the IoMT
application presented in the work

Evaluation Describe how the proposal was evaluated in the work
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2.5 Data Extraction andMapping of Papers

After having the classification scheme produced in the previ-
ous step, the relevant articles are sorted, and the actual data
extraction takes place [39]. The results of the systematic map-
ping are presented in the next section.

3 Results and Discussions

Based on the systematic mapping methodology, this section
presents the works classified according to the Table2: infras-
tructure, application, monitoring target, and evaluation.

3.1 Infrastructure

Usually, IoMT applications generate a big amount of data
that must be processed and stored for several purposes: help
doctors in diagnoses, alert the patient family in emergency
cases, identify patterns of patients with a certain disease, and
so on.

However, IoT devices are not able to dealwith big data, and
additional infrastructures with high performance and avail-
ability are needed. We found papers that present e-health sys-
tems that integrate IoT devices with cloud and fog infrastruc-
tures.Weclassify theworks according to the contextwhere the
e-health system is used: personal use, hospital, smart home,
and generic (no specific context defined in paper). Table3
presents a summary of the papers classified by infrastructure
configuration and context.

According to [55], “the rising of the IoT technology pushes
the ambient intelligence forward by expanding the scale and
scope of the healthcare domain significantly,” creating inno-
vative non-invasive health monitoring solutions. However,
as said previously, there are many constraints inherent to
IoT devices, such as limited memory, power supply, and
processing capabilities that negatively influence the perfor-
mance of the networks [7,17], making them commonly cloud
infrastructure-dependent. This fact is reflected in the works
found in the literature, where the predominant infrastructure
configuration is the integrated cloud + IoT with 75,51%.
When we consider only the hospital context, the integrated
cloud + IoT infrastructure is used by all solutions.

Another observation from the results is about the recent
studies on the integrated cloud + fog + IoT infrastructure.
From the 50 papers observed, 56% are dated from 2017 or
2018, however, when analyzing only the papers that rely on
the cloud + fog + IoT infrastructure, this number increases
to approximately 83%. Based on this result, we can reconfirm
that fog computing is playing its role as the technology that
“glues” IoT and cloud resources, especially when the IoMT
applications are the focus, providing a quick action when is

needed (such as push notification for fall, pulse abnormal-
ity, gas leak…) [19]. According to [9], “local processing is
mandatory in order to reduce the network data traffic […].
For this reason, we are trying to perform data processing as
near as possible to the device that is generating the data,”

3.2 Applications

As described previously, there is an infrastructure diversity
when deploying healthcare systems, and this diversity also
impacts the IoMT applications. In our study, we identified
some groups of applications according to the infrastructure
configuration, as described in Table4. Each application group
uses different types of monitoring.

Next, we briefly describe the applications found during our
systematic mapping study.

Patient monitoring at hospitals: Several IoMT applica-
tions were found aimed at the patients who are hospitalized,
ranging from bed monitoring as described in [18,33] to more
complex applications, such as [49], where the sedation levels
of the patients in the surgical block are monitored.

Patients monitoring in daily activities: The IoMT appli-
cations that provide follow-up of patients during their daily
activities are commonly used by patients who are accom-
panied by physicians but need constant monitoring of their
vital signs, such as blood pressure and heart rate. These
applications also store the collected data at clouds for future
checks or analysis, and in case of any abnormality the appli-
cation can generate some alert for the doctor who follows up
[2,5,12,17,20,22,25,26,28,31,32,34,40,43]. Among these
applications, it is interesting to note one proposed by [52],
where daily follow-up of patients is performed during the
period of 30 days after their discharge from the hospital to
avoid recurrence of the patient with the same problem.

Patient with respiratory diseases monitoring: This
IoMT application is focused on patients who have chronic
respiratory diseases and need to use oxygen cylinders, as
described in [33]. The solution intends to offer a better
quality of life to people who present this need. Originally,
this application was designed to be used in a personal
use context, following the patient during his or her daily
activities; however, this IoMT application can also be used
in hospitalizations because through the IoT devices, it can
measure the amount of oxygen that is circulating through the
patient’s blood.

Elderly monitoring: With the life expectancy increas-
ing [53], a number of IoMT applications that monitor the
elderly have emerged, ranging from monitoring blood pres-
sure, [22,29,32] to daily activities monitoring with the use of
digital image processing techniques [31]. Among the applica-
tions found during this study, authors in [34] present a solution
to avoid the thermal shock that is one of the biggest causes of
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Table 3 Commonly infrastructure configurations used by IoMT applications

Infrastructure Context Paper

Cloud + IoT Personal use [10,12,15,16,25,34,38,40,42–44]

Hospital [3,4,8,18,20,21,26,28,31,36,37]

Smart Home [17,27,41,48,54]

Generic [1,5,6,22,29,32,50–52]

Cloud + Fog + IoT Personal use [2,9,19,33]

Smart Home [14,49]

Generic [7,11,13,24,30,55]

Table 4 IoMT application and monitoring

Application Monitoring Paper

Patient follow-up in hospital Temperature; blood pressure;
heart rate; glucose level

[18,33,49]

Follow-up of patients in daily activities Temperature; blood pressure; heart rate [2,5,12,17,20,22,25,26,28,31,32,34,40,43,
52]

Follow-up of patients with respiratory
diseases

Heart rate; volume of oxygen in the blood [33]

Follow-up the elderly Temperature; blood pressure; heart rate;
glucose level; digital image processing

[22,29,32,34]

Patient follow-up during rehabilitation Motion sensors; digital image processing [4]

Detection of variation of artificial light Digital image processing [11]

Detection of diseases through the iris Digital image processing [2]

Detection of heart attacks Heart rate [12,20,44]

Fall detection Digital image processing; accelerometer;
gyroscope; motion sensors

[4,30,55]

Realization and evaluation of
electrocardiogram

Blood pressure; heart rate [9,25,28]

deaths of the elderly in Japan, in this application the authors
use sensors spread by the house and a sensor next to the elderly
all of them interconnected to a center that controls the temper-
ature of the environment, during the locomotion of the elderly
by the house the system goes heating the surroundings closer
to avoid the shock thermal.

Patient monitoring during rehabilitation: Daily moni-
toring of the patient during rehabilitation in order to measure
and follow-up the progress in real time is possible through
the IoMT application proposed by [4], that monitors through
digital image processing and motion sensors.

Detection of variation of artificial light: In [11], authors
present an IoMT application for detection of health risks by
the variation of artificial light. The application consists of
image processing to identify which risks the user is being
exposed to the light oscillation at frequencies of approxi-
mately 3 to 70Hz, may cause seizures in highly sensitive indi-
viduals while moderate scintillation frequencies, from about
100Hz to up to 500Hz, can lead to the indirect perception of
strobe effects.

Detection of diseases through the iris: Authors in [2]
propose a solution that also is based on image processing,

where through an image of the patient’s iris, the application
can identify possible diseases, besides making themonitoring
of the patient’s mood.

Detection of heart attacks: IoMT applications for detec-
tion of heart attacks, as presented by [2], make use of sev-
eral types of wearable devices, for example, smartwatch and
smartphone, where through the application it is possible to
monitor the patient and identify when an attack occurs and
generate a notification to the nearest hospital. In our system-
atic mapping study, we found other three applications that
detect heart attacks: [12,20,44].

Human fall detection: We found human fall detection
applications in [4,30,55]. These IoMT applications can use
different data sources, such as unmaskmotion sensors used in
devices connected to the body, accelerometer and gyroscope
data, images, videos, and so on. After the fall detection, an
alert is generated for the patient’s emergency contacts (family
members, caregivers, or medical staff).

Electrocardiogram exam: During the study were found
some IoMT applications that deal with electrocardiogram
data: [9,25,28]. From these applications, it is interesting to
note the one presented by [9]; it is an application used to pro-
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vide quality medical services to patients who live in remote
locations, where through an IoT device, it is possible to do
the electrocardiogram, and then the data is sent to the cloud,
where medical specialists can evaluate it.

3.3 Target of Monitoring

IoT devices play an important role in the development of e-
health systems. By having a great diversity of devices, one
can monitor several aspects related to patients’ health. Dur-
ing our research, we found the following targets of moni-
toring: temperature, blood pressure, heart rate, glucose level,
humidity, and room temperature, vibration, luminosity, sound,
digital image processing, accelerometer, gyroscope, motion
sensors, electromyography (EMG), and volume of oxygen in
the blood.

The IoMT applications presented in the previous section
require devices to collect the data, and these devices are seg-
mented according to the target of themonitoring, as described
next.

Temperature: The monitoring of body temperature is col-
lected through the sensors interconnected to the patient’s
body. These data are used to feed patient monitoring applica-
tions. Through these applications, the data can be accessed by
the family or doctors who follow the patient. These applica-
tions are described in [5,22,34,43]. This type of monitoring
is also used in hospital patient follow-up applications as pre-
sented in [18,33].

Blood pressure: Sensors that monitor blood pressure are
used in patient follow-up applications in hospitals [18,33],
realization and evaluation of electrocardiogram [9], and
follow-up of patients in daily activities [12,17,26,43].

Heart rate: The heart rate is a vital sign used in patient’s
follow-up during their daily activities [2,5,17,20,25,28,31,
32,43], patient follow-up applications in hospitals [18,49].
In addition, authors in [9] also collect heart rate to perform
cardiologic exams in patients who live in more distant places.

Glucose level: The monitoring of the glucose level was
found in some IoMT applications whose main objective is
the monitoring of the patient who has chronic diseases that
suffer glucose influence [15,24,51].

Humidity and room temperature: Relative humidity and
ambient temperature levels are monitored in e-health sys-
tems targeting smart homes and hospitals, where control over
the environment is required [6,7,18,38,40,47,51]. In [34],
authors use the temperature of the environment as the main
factor of the e-health systemsince the proposal is an intelligent
air conditioning system to prevent the elderly from suffering
a thermal shock and end up having health complications or
even to die.

Digital image processing: Some IoMT applications use
digital image processing from data collected by IP cameras

and Kinect. Through image processing, it is possible to iden-
tify the patient’s rehabilitation process [55], evaluate the risks
of artificial light variation [11] and also diagnose possible dis-
eases through iris [13].

Accelerometer and gyroscope: Accelerometer and gyro-
scope data are used for human fall detection applications,
where through the data it is possible to identify if the patient
has suffered a fall [4,30,55]. The collection of this data is usu-
ally done through wearable devices, such as smartwatches or
smartphones.

Motion sensors: The use of data collected through motion
sensors is of paramount importance for patient monitoring
applications during the rehabilitation process [4] and is also
used in fall detection applications [55].

Electromyography (EMG): It is commonly used to diag-
nose disorders, such as muscular neuropathy and myopathy,
as proposed in [17]

Volume of oxygen in the blood: As described in [33], this
IoMT applicationmonitors the amount of oxygen in the blood
to follow-up patients suffering from respiratory diseases.

3.4 EvaluationMethod

Fig. 3 shows the main evaluation methods used in the works
found in this systematic mapping study. Most of the authors
use prototype to evaluate their solutions (41%). These proto-
types implement a sort of applications, such as patient mon-
itoring at hospitals [18,33,49], patients monitoring in daily
activities [2,5,12,17,20,22,25,26,28,31,32,34,40,43,52],
patient with respiratory diseases monitoring [33], elderly
monitoring [22,29,31,32,34], patient monitoring during
rehabilitation [4], detection of variation of artificial light

Fig. 3 Evaluation methods used by authors for proposal’s validation
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[11], detection of diseases through the iris [2], detection of
heart attacks [2,12,20,44], human fall detection [4,30,55],
electrocardiogram exam [9,25,28].

We realize thatworks usingmodeling and simulationmeth-
ods usually aim for helping or creating a technology to solve
part of the problem, they are not applications that can be
implemented and used as we see in prototype kind. There
are two exceptions: e-health monitoring signs for people in
environment work [5], and an application for detecting dis-
eases through the iris [13].

Even with sensors’ variety for prototypes, simulation, and
modeling, some works have not done any evaluation. So, we
investigate and find that 82% of these “No evaluation” works
are “Survey” type that is a more qualitative approach, this
explains the high number without evaluation. In addition, we
have some works classified as “Others” by having a single
way (among selected works by our filter) to evaluate their
solution, such: Carley eight-steps technique [24], prototype
assumption [33], and critical points analysis [29].

In order to analyzewhat is implemented in the applications,
we present the infrastructure from modeling, simulation, and
prototype evaluation methods in Fig. 4. These infrastructures
are classified into four types: cloud; IoT; cloud and IoT; and
cloud, fog, and IoT.

Figure4a shows infrastructures used in modeling method
where cloud, fog, and IoT are used by 60% of applications.
When it change for simulation method on Fig. 4b, fog is
present in 33.3% of infrastructures, and for prototype method
(Fig. 4c) is only 18%. This indicates in a scenario where there
is an application running (prototype) is still a complex task
to integrate cloud, fog, and IoT. However, to solve a spe-
cific problem or in a more theoretical rather than a practical
approach, it was more used (simulation and modeling).

4 Research Challenges and Opportunities

Despitemany advantages, IoMT also bringsmany challenges.
In this section, we describe some research challenges and
opportunities found in IoMT applications deployed in the e-
health system context.

4.1 Limited IoT Devices’Capacity

The IoT devices are the main actors in this context, and as
mentioned before, they are commonly characterized by het-
erogeneity and compact size, limiting some of their resources,
such as computing, storage, and battery. Despite technologi-
cal advances,most of the IoT devices are still computationally
limited, and this impacts not only on their computational task
capacity per si but also on networking aspects, such as latency
and communication with other devices [17].

Depending on the IoMT application, the IoT device should
be able to connectwith other devices at the same time and syn-
chronize the data constantly, as presented in [25,44]. More-
over, one also should take into consideration the amount of
data collected by the IoT devices and decide where to process
and store them (IoT device, fog, or cloud?), and analyze the
bandwidth (and other network resources) needed to transfer
them from the IoT device to the cloud, if or when necessary.

Due to the constant sensing task, battery life can be also
a critical issue, especially when dealing with healthcare sys-
tems [40]. To overcome this problem, the system could also
monitor the resource usage of the IoT devices, and generate
notifications to recharge or replace the device, for instance. In
this case, the healthcare system should be improved; instead,
generate only patient health alarms, it can also take care of
the IoT devices’ health to prevent system unavailability.

In [7,41], the energy consumption of the IoT devices is
monitored, however nomanagement system is applied; and in
[40], the authors uses a standby cyclic system to save energy.

4.2 System Availability

The availability of e-health systems is critical to ensure the
sensing and integrity of vital information collected from the
user [24,52]. For instance, in [52], authors focused on the
usage of sensors to provide vital data as soon as the patient
is discharged from the hospital, and they state that the avail-
ability of the cloud and IoT devices is a critical aspect in this
scenario.

However, not only do the devices (at software and hard-
ware levels) play an important role regarding the availability
aspect, the network connection also needs to be highlighted.
Considering that communication link is not always avail-
able, authors in [47] exploited the Delay-Tolerant Network-
ing (DTN) approach, storing the data locally and conducting
updates as soon as a network connection becomes available.

To improve the healthcare system availability as a whole,
computational modeling could be used to predict faults in the
IoT devices (at hardware and software levels), to find system
bottlenecks, and to suggest redundant resource placements
[45]. By using those kinds of models, one can also analyze
the robustness and the scalability of the solution.

For instance, authors in [45] combined availability and per-
formance modeling using Reliability Block Diagram (RBD)
and Stochastic Petri Nets (SPNs) to present a more robust
evaluation of an IoT-to-cloud (I2C) healthcare system, cross-
ing from edge devices, fog devices, and cloud system. From
their results, the authors identified that the sensors and the fog
devices are the components that most impact the availability
of the e-health monitoring system. The authors in [45] also
realize that cloud-based e-health systems have their perfor-
mance impacted by the cloud data center geo-location.
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Fig. 4 Infrastructure used by
evaluation methods

4.3 Integration, Interoperability,
and Standardization

According to [55], several challenges remain concerning the
interoperability among different sensors with specific com-
munication technologies and different types of information
collected by them. Moreover, each user is different, and they
will vary in how, when, and why they use such systems [48].

Commonly, middleware is presented as a flexible inter-
operability solution. For instance, in [55], authors propose
an IoT middleware to address this challenge. The main goal
is to provide the infrastructure to transparently and seam-
lessly glue heterogeneous resources and services together, by
accessing sensors and actuators across different protocols,
platforms, and locations over the Internet stack. Authors in
[48] also proposed a middleware as systems-glue, highlight-
ing the requirements of such a real-time healthcare system,
based on multi-device data production, multiple communica-
tion support, data security, and dynamic configuration.

In [31], authors state that the majority of current IoMT
solutions rely on isolated systems that face interoperabil-
ity problems, and present some efforts done to develop a
standardized and open Personalized Health Systems (PHS),
such as Continua Alliance (CA),4 Active and Assisted Liv-
ing (AAL)5 and European Patients Smart Open Services
(epSOS).6 They proposed an open-source cloud-based e-
health solution designed for monitoring people with chronic
diseases or some frailty. Authors argue that the open-source
approach brings several advantages, such as transparency,
usage of open standards, and avoidance of vendor lock-in.

4http://www.pchalliance.org/.
5http://www.aal-europe.eu/.
6http://www.epsos.eu/home.html.

http://www.pchalliance.org/
http://www.aal-europe.eu/
http://www.epsos.eu/home.html
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4.4 Data Security

Using an IoMT application based on cloud and fog infras-
tructure allows long-term storing and easy remote access to
medical data [3,52]. With these information, it is possible to
provide a comprehensive view of the patient’s health history,
supporting the decision-making and planning more personal-
ized processes [14].

According to [54], protection of privacy and data
security of such medical data assume higher pronounce and
priority, since the data may be very sensitive, and may be
linked to the life of patients. However, as described previ-
ously, IoT devices present constraints on computation and
communication resources, and this feature poses challenges
in terms of security mechanisms that can be deployed on
such systems.

For example, authors in [9] present an IoMT application
to perform an electrocardiogram exam, and they report the
patient’s data security as one of the main challenges. In [16],
the authors present a reference design for services based on
IoT, where they state that one of the biggest drawbacks in this
scenario is security and privacy, as well as data access control
since, in addition to the low computational power of the IoT
devices, the data collected goes through a long infrastructure
[35]. The authors have used cryptographic techniques in [14]
to ensure the protection and privacy of patientmedical records
data.

5 Final Considerations

With the great effort of academic and business communities
in the healthcare field, several IoMT applications are being
developed and deployed in different contexts, such as personal
use, hospital, or smart home. The IoMT technology has been
presented as a great ally, providing the capacity to collect data
through low-cost devices and sensors. However, due to their
resource limitations, IoMT needs other technologies to help it

to achieve high availability, high processing power, and rapid
delivery of data analysis.

In this work, we performed a systematic mapping in order
to obtain an overview of IoMT applications developed in e-
health systems, analyze the different infrastructure configu-
rations, and identify the most used evaluation methods, and
delineate main research challenges and opportunities in this
area.

It was observed the great usage of the cloud + IoT infras-
tructure configuration in 62% of the papers, but in the last 2
years, 2017 and 2018, there was a growing in researches with
the integrated cloud + fog + IoT infrastructure. Through the
systematic mapping, it was also possible to identify the main
IoMT applications that are being developed; the monitoring
of patients in daily activities and monitoring of elderly people
are the applicationsmost used in theworks. Regarding elderly
monitoring, there are several IoMT application types, ranging
from common daily monitoring to more specific applications,
such as the one proposed by [34] to avoid thermal shock in
elderly people living in Japan. As a consequence of the map-
ping, it was found that the two most common targets of mon-
itoring used are Heart rate with 12 papers and Humidity and
RoomTemperaturewith 09 papers. 42%of theworks found in
this systematic mapping study used prototyping for proposal
evaluation, 16%modeling, 14% simulation, and another 28%
did not evaluate the proposal.

To conclude the study, we presented some common
research challenges and opportunities in IoMT application
area, highlighting the IoT devices’ limitations, the system
availability, the standardization process, and data security.

Acknowledgements This work was partly funded by the Coordenação
de Aperfeiçoamento de Pessoal de Nível Superior—Brasil (CAPES)—
Finance Code 001.

List of Papers of the Systematic Mapping

See Table5.

Table 5 A List of papers of the systematic mapping

Title References

Mobile caching-enabled small cells for delay-tolerant e-Health apps Radwan et al. [43]

Exploiting the FIWARE cloud platform to develop a remote patient monitoring system Fazio et al. [15]

Implementation of e-health care system using web services and cloud computing Dhanaliya and Devani
[12]

Reference design for smart collaborative telehealth and telecare services based on iot technologies Gerdes et al. [16]

Integrating wireless sensor network into cloud services for real-time data collection Piyare et al. [40]

Intercloud platform for connecting and managing heterogeneous services with applications for e-health Radu et al. [42]

The device cloud-applying cloud computing concepts to the internet of things Renner et al. [44]

Resource-Efficient Secure Data Sharing for InformationCentric E-Health System Using Fog Computing Dang et al. [10]

Mobile cloud ECG intelligent monitoring and data processing system Ji et al. [25]

An IoT-inspired cloud-based web service architecture for e-health applications Pescosolido et al. [38]

(continued)



10 K.Monteiro et al.

Table 5 (continued)

Title References

Temperature management system to prevent heat shock in households for elderly people Matsui and Choi [34]

eWALL: An Open-Source Cloud-Based eHealth Platform for Creating Home Caring Environments for Older Adults Kyriazakos et al. [31]

A Cloud-IoT based sensing service for health monitoring Neagu et al. [36]

Remote health monitoring system through IoT Ghosh et al. [18]

Experimental characterization of mobile iot application latency Pereira et al. [37]

ThriftyEdge: Resource-Efficient Edge Computing for Intelligent IoT Applications Chen et al. [8]

Health monitoring using wearable sensor and cloud computing Joshi et al. [26]

Distributed performance management of Internet of Things as a service for caregivers Ha and Lindh [20]

A Patient-centered medical environment with wearable sensors and cloud monitoring Ko et al. [28]

Cloud based patient prioritization as service in public health care Bagula et al. [3]

Mobile phone-based internet of things human action recognition for E-health Bao et al. [4]

Cost-effective resource provisioning for multimedia cloud-based e-health systems Hassan [21]

Cloud-assisted IoT-based health status monitoring framework Ghanavati et al. [17]

Efficient large-scale medical data (ehealth big data) analytics in internet of things Plageras et al. [41]

New Engineering Method for the Risk Assessment: Case Study Signal Jamming of the M-Health Networks Karoui and Ftima [27]

IT applications in healthcare management: a survey Yamin [54]

On middleware for emerging health services Singh and Bacon [48]

A Health Gateway for Mobile Monitoring in Nursing Home Li et al. [32]

Live Demonstration: An IoT Cloud-Based Architecture for Anesthesia Monitoring Stradolini et al. [50]

Managing criticalities of e-health iot systems Kotronis et al. [29]

Effective ways to use Internet of Things in the field of medical and smart health care Ullah et al. [51]

Constructing ideas of health service platform for the elderly Huaxin et al. [22]

An IoT approach for Wireless Sensor Networks applied to e-health environmental monitoring Cabra et al. [6]

Influencing data availability in IoT enabled cloud based e-health in a 30day readmission context Vargheese and Viniotis
[52]

The application of internet of things in healthcare: a systematic literature review and classification Ahmadi et al. [1]

Exploring Temporal Analytics in Fog-Cloud Architecture for Smart Office HealthCare Bhatia and Sood [5]

Real-time heart attack mobile detection service (RHAMDS): An IoT use case for software-defined networks Ali and Ghazal [2]

The use of IoT technologies for providing high-quality medical services Corotinschi and Găitan
[9]

CC-fog: Toward content-centric fog networks for E-health Guibert et al. [19]

Fog-to-cloud Computing (F2C): the key technology enabler for dependable e-health services deployment Masip-Bruin et al. [33]

IoT for Telemedicine Practices enabled by an Android™Application with Cloud System Integration Stradolini et al. [49]

A new computing environment for collective privacy protection from constrained healthcare devices to IoT cloud services Elmisery and Aborizka
[14]

Internet of medical things: Architectural model, motivational factors and impediments Irfan and Ahmad [24]

A fog-enabled IoT platform for efficient management and data collection Charalampidis et al. [7]

A Model-based Approach for Managing Criticality Requirements in e-Health IoT Systems Kotronis et al. [30]

Application of IoT in detecting health risks due to flickering artificial lights Das et al. [11]

Score level multibiometrics fusion approach for healthcare El-Latif et al. [13]

WITS: an IoT-endowed computational framework for activity recognition in personalized smart homes Yao et al. [55]

Multidisciplinary approaches to achieving efficient and trustworthy eHealth monitoring systems Sawand et al. [47]
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Abstract

Recently, the machine learning techniques have been
widely adopted in the field of bioinformatics and medical
informatics. Generally, the main purpose of machine
learning is to develop algorithms that can learn and
improve over time and can be utilized for predictions in
hindcast and forecast applications. Computational intel-
ligence has been significantly employed to develop
optimization and prediction solutions for several bioin-
formatics and medical informatics techniques in which it
utilized various computational methodologies to address
complex real-world problems and promises to enable
computers to help humans in analyzing large complex
data sets. Its approaches have been widely applied in
biomedical fields, and there are many applications that
use the machine learning, such as genomics, proteomics,
systems biology, evolution and text mining, which are
also discussed. In this chapter, we provide a comprehen-
sive study of the use of artificial intelligent and machine
learning methods in bioinformatics and medical infor-
matics, including AI and its learning processes, machine
learning and its applications for health informatics, text
mining methods, and many other related topics.

Glossary

AI Artificial intelligence.
IT Information technology.
ML Machine learning.
NN Neural networks.
EHR Electronic health records.
ANI Artificial narrow intelligence.
AGI Artificial general intelligence.
NLP Natural language processing.
SR Speech recognition.
ES Expert systems.
AI-R Artificial intelligence for robotics.
PML Probabilistic machine learning.
MLD Machine learning data.
aML automated Machine Learning.
iML interactive Machine learning.
HCI Human–computer interaction.
KDD Knowledge discovery/data.
RNA Ribonucleic acid.
DNA Microarray deoxyribonucleic acid.
cDNA complementary Microarray deoxyribonucleic

acid.
mRNA messenger ribonucleic acid.
MIAME Minimum information about a microarray

experiment.
FGED Functional Genomics Data Society.
FRG/BKG Foreground/background.
MS Mass spectrometry.
SVM Support vector machine.
RBF Radial basis function.
CART Classification and regression tree.
OOB Out of the bag.
TM Text mining.
IR Information retrieval.
DC Document classification.
NER/NEN Named entity recognition/normalization.
ART Adaptive resonance theory.
DNN Deep neural network.
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1 Introduction

Due to the rapid advances in the digital computing tech-
nology where computers become core parts of any modern
industry and automated applications, it becomes a necessity
to involve the machine with latest trend in the current
industry. This in turn led to moving ahead toward the smart
industry by adopting intelligent machines and computational
systems that can replace or reduce the human intervention at
several points of execution or production. Thus, the artificial
intelligence (AI) can be interpreted naturally as the work of a
machine that a human could have done using his intelligence
[1, 2]. Currently, the artificial intelligence is gaining an
appreciated amount of interest as almost all major IT com-
panies are spending millions on the development and
implementation of the artificial intelligence considering its
criticality to their future situation. Providing personal rela-
tionships with machines is the latest trend in product-based
industries and is believed to be booming more recently [3].

Artificial intelligence (AI) occupies significant part of
computer science applications that use algorithms, inference,
pattern matching, grammar, deep learning and cognitive
computing for approximate results without direct human
input. Even though the artificial intelligence can determine
meaningful relationships in raw data, however, the use of
artificial intelligence creates a non-easy challenge for
researchers which can face complex troubles that are hard to
fix or almost impossible to fix. Nevertheless, it can be used to
support the diagnosis, treatment and prediction of outcomes
in many medical situations which increased the possibility for
artificial intelligence to be applied in almost every scoop of
medical fields, including drug expansion, patient observation
and personalized patient processing plans.

Artificial intelligence can be designed in a way that
mimics the task of neural networks (NN) in the human brain.
This was made possible by utilizing multiple layers of
nonlinear processing units to “teach” itself how to compre-
hend data/record classification or make predictions. Thus,
artificial intelligence can synthesize electronic health records
(EHR) data and unstructured data to build predictions about
patient health. For instance, artificial intelligence software
can speedily read a retinal image or flag cases for follow-up
when multiple manual reviews would be too heavy. Doctors
benefit from having more time and concise data to make
better patient decisions. Artificial intelligence solutions for
healthcare currently run toward enhancing outcomes of
patients and decreasing healthcare budgets. Figure 1 illus-
trates the amount of market spending on AI application in
the healthcare sector during the period from 2013 to the mid
of 2018 [4]. According to the figure, it can be clearly seen
that the healthcare AI is increasingly gaining a significant
funding as it accumulated around 4300 million USD from

2013 to 2018 through 576 deals which pushed it on top of
among AI-based industries.

The adoption of artificial intelligence in medicine started
early since 1972, where the researchers at Stanford
University developed the MYCIN program, which is an
early expert system, or artificial intelligence (AI) program,
for treating blood infections. This project has been revisited
again in the 1980s, where people at Stanford University
resumed the work with artificial intelligence for medical care
via developing newer version of their medical expert system
via the Stanford University Medical Experimental Computer
—Artificial Intelligence in Medicine (SUMEX-AIM) pro-
ject. Indeed, AI has acquired its importance as “the next big
thing” for decades but its widespread practical uses have
only begun to take off in the 2000s; for instance, AI has
attracted more than $17 billion in investments since 2009
and is likely to reach $36.8 billion by 2025 [5].

AI neural networks have been used efficiently to handle
raw data blocks and learn how to organize those data using
the most important variables in predicting health outcomes.
Today, artificial intelligence techniques such as IBMWatson
are used at Memorial Sloan-Kettering Cancer Center to
support diagnosis and create management plans for onco-
logical patients [5]. Watson is achieving these plans by
collecting millions of medical reports, patient records, clin-
ical trials and medical journals. Watson’s findings routinely
refer to “medical patients” in certain cases [5]. IBM also
joined CVS Health in the treatment of chronic diseases using
artificial intelligence technology. Johnson & Johnson and
IBM AI is used to analyze scientific research to find new
links to drug development [5].

Other examples of AI currently used in medicine include
patient care in radiology [5]. AI can quickly search and
interpret billions of data points—text or images—inside the
patient’s electronic medical record. It can be done using
other patient-like conditions and through the latest medical
research. In genomics [5], AI can extract unstructured data
from peer-reviewed literature to continuously improve its
knowledge base. It gives various information and modern
clinical content—based on the latest approved handling
options, including targeted options, immune cells, occupa-
tional guidance and clinical trial options based on biological
indicators, genome databases and related publications.

In a more realistic way, the best way of achieving AI in
medical care applications is by adoption of the machine
learning, which is a method of data analysis that automates
analytical model building. Machine learning (ML) is an
artificial intelligence field in which the system depends on
learning from the data, identifying patterns, taking the
decisions with minimal involvement of human and then
determining or predicting a set of events. Recently, machine
learning (ML) research focuses more on the selection or
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improvements of algorithms that learn how to make
data-based predictions and implement experiments on the
basis of such algorithms [6] which resulted in several
emerging applications in the field of bioinformatics.

Bioinformatics deals with computational and mathemati-
cal methods for understanding and manipulating biological
data [7]. Prior to the development of machine learning
algorithms, bioinformatics algorithms had to be programmed
by hand, which, for problems such as protein structure
prediction, proved to be very difficult [8]. The recent
machine learning techniques such as deep learning algo-
rithms employ learning automatic features, which means that
based on the data set alone, the ability of the algorithm is to
learn how to integrate multiple features of input data into a
more abstract set of features that are further learned [9]. This
multilayered approach to learning patterns in input data
allows these systems to make fully complex predictions
when trained on large data sets. In recent years, the size and
number of available biological data sets has increased,
enabling biotechnological researchers to benefit from these
automated learning systems [9].

2 Artificial Intelligence and Machine
Learning

Artificial intelligence (AI), the term first formulated by John
McCarthy, is the field of science that concerned with the
development of computer systems to accomplish missions
that would need human intelligence. It includes things like
planning, understanding language, recognizing objects and
sounds, learning and problem-solving [10]. The technology
of artificial intelligence passes through three levels of inte-
gration: artificial narrow intelligence (ANI), artificial general
intelligence (AGI) and artificial super intelligence (ASI). The

emergence of these levels is illustrated in Fig. 2. ANI is the
first level that can decide only in one field; AGI is the second
level and it can reach the intelligence level of a human, i.e., it
can imagine, plan, solve problems, think abstractly, under-
stand the complicated ideas, learn quickly and learn from
experience [11]; and the last level is ASI. It is much smarter
than the best human brain in practically every area, including
scientific creativity, general wisdom and social skills [12].

The artificial intelligence has been used efficiently to
develop solutions for wide range of applications, especially
those based on human thinking to provide a proper decision.
AI is contributing to several fields with many significant
relation and commonalities between them. The most com-
mon fields AI being used nowadays are shown in Fig. 3,
including the machine learning (ML) approaches, natural
language processing (NLP) applications, speech recognition
(SR) techniques, expert systems (ES), AI for robotics
(AI-R), which provides solutions for optimization and
planning as well as scheduling problems, and also provide
artificial algorithms for machine vision applications.

In addition, the artificial intelligence has been employed
for the last couple of years to develop significant solutions in
even more sensitive situations such as the medical care
applications where it can develop the course of care for
patients with chronic diseases and suggests accurate treat-
ments for complex diseases and improves adherence to
substances in clinical trials [5]. Artificial intelligence can be
used in a variety of ways in medicine, and the following are
four examples:

• Clinical data annotated: Almost 80% of healthcare data is
unorganized, and AI can read and understand unorga-
nized data. AI’s ability to address natural language allows
for clinical text to be read from any source, medical,
social concepts, classification and coding.

Fig. 1 Funding of artificial
intelligence of healthcare hit a
historic high in second quarter of
2018 (Q2’18), disclosed equity
funding, Q1’13–Q2’18
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• Visions for patient data: Artificial intelligence can iden-
tify problems in historical medical records of patients—
whether in structured or unstructured text. It summarizes
the history of their care about these problems and can
provide a concise summary of patient records.

• Patient similarity: AI can determine the clinical similarity
measure among patients. This allows researchers to create
dynamic patient groups rather than fixed patient groups. It
also allows understanding what the path of care works
best for a group of patients.

• Medical visions: Using AI techniques, researchers can
find information in uneducated medical literature to
support hypotheses—assist to find new insights. AI can
access a full area of medical literature, such as Medellin,
and identify documents that are medically linked to any
combination of medical concepts.

In more realistic situations, the AI for machine learning
field provided more precise methods for medical applica-
tions that are heavily based on the data analysis that auto-
mates analytical model building. The applicable machine
learning algorithms fall into four main categories that are
briefly illustrated in Fig. 4. The techniques used in these
categories differ mainly in the learning process rule which
defines the mathematical models of updating the weights and
bias levels of the neural network when a network is simu-
lated in a specific data environment.

2.1 Supervised Learning

In this technique, the learning process depends on the
comparison between the calculated outputs and the desired
(i.e., expected) outputs since the desired output is already

Fig. 2 Future evolution of
artificial intelligence

Fig. 3 Fields of artificial
intelligence
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known prior to the initialization of learning process, i.e.,
learning refers to the calculation of the error and then adjusts
the error to achieve the expected output. Supervised learning
is the main methodology in machine learning and it also has
central importance in the processing of multimedia data [13].

2.2 Unsupervised Learning

In this technique, the desired output is not known before the
starting of the learning process, i.e., unsupervised learning,
and thus the network learns by its own and that is done by
discovering and adopting based on the input pattern. If the
data are split into various clusters and then the learning is
called a clustering algorithm such as Google News (news.-
google.com), which is a well-known example where clus-
tering is used and where in Google News, the network
groups new stories on the web and puts them into collective
news stories [6].

2.3 Reinforcement Learning

In this technique, the reinforcement learning process
depends on the output with how an agent will take behavior
in an environment to maximize some notion of long-term
reward. A reward is given for the correct output and a
penalty is issued for the incorrect output. Reinforcement
learning is different from the supervised learning problem in
that correct input/output pairs are never presented, nor
sub-optimal actions explicitly corrected [6].

2.4 Recommender Systems

In this technique, the recommender systems learning process
depends on the online users who can customize their sites to
check customer desires. There are mainly two approaches:
content-based recommendation and collaborative recom-
mendation, which assist the user for getting and mining data,

producing intelligent and novel recommendations, ethics.
Most e-commerce site uses this system [14].

3 Machine Learning for Health Informatics

The area of machine learning (ML) has emerged very fast as
a development technical domain at the interchange of
informatics and statistics [15, 16] closely associated with
data science and knowledge discovery, especially the
probabilistic machine learning (PML) that is highly helpful
for health informatics where most problems include treat-
ment with uncertainty. The theoretical fundamental of
probabilistic machine learning [17, 18] was first initiated by
the mathematician, Thomas Bayes (1701–1761), and since
then, probabilistic inference has widely affected the artificial
intelligence and statistical learning methods while the
inverse probability allowed to conclude unknowns, learn
from data and make predictions [19, 20].

The recent advances in machine learning have been dri-
ven by the expansion of new learning algorithms and theory
that can accommodate the newer technologies raised from
the constant collapse of data, meanwhile, reduced compu-
tation. The adoption of data-intensive machine learning data
algorithms (MLD) can be found in all areas of health
informatics employment and is specifically useful for brain
information from the basic research of intelligence under-
standing [21] to a more complex domain of certain brain
informatics research [22]. Implementation of machine
learning methods in biomedical and health has enabled to
drive to more evidence-based decisions making and assist in
going to personal medicine [23]. Indeed, the realization of
any scientific area can be discussed by the questions it
studies, for instance, the machine learning area trying to
answer the question: “How can we construct algorithms that
automatically get better through experience? What are the
primary laws that control all learning processes?” [24].

The challenge in almost all machine learning techniques
is to find the related structural patterns/temporal patterns
(i.e., knowledge) in such data, which are often hidden and

Fig. 4 Types of machine
learning
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unavailable to the human expert. However, the problem is
that majority of biomedical data sets are poorly structured
and unmanaged [25], with most data are in dimensions well
above three, and although human experts are excellent at
pattern recognition for dimensions <= 3, like data build
manual analysis is often impossible. Therefore, most fellows
from the machine learning community are focusing on au-
tomated machine learning (aML) with the great goal of
getting humans out of the loop and a realistic example of
best practice can exist in autonomous vehicles [26]. Never-
theless, biomedical data sets are full of uncertainty and
incompleteness [27] and may include missing data, noisy
data, dirty data, undesirable data, and most of all, some
medical problems are difficult, which makes it difficult to
implement the complete automated approaches.

Another noticeable issue is the complexity of advanced
machine learning algorithms which has been arrested by
non-experts from the application of these solutions. Thus,
the integration of knowledge from the area expert and the
interaction of the area expert with the data can be greatly
enhanced by the strengthening of pipeline knowledge dis-
covery process. Hence, the interactive machine learning
(iML) places the “human-in-the-loop” to authorize what a
human nor a computer could not do on their own. This
concept is supported by a synergistic combination of two
field methodologies that provide ideal conditions for solving
such problems: Human–computer interaction (HCI) and
knowledge discovery/data mining (KDD), in order to sup-
port human intelligence with machine intelligence to find
new insights unknown in data HCI-KDD approach [28].

The enormous growth of the amount of available bio-
logical data raises two problems: the first is the efficient
storage and management of information, and the second
problem is the extraction of useful information from such
data. The second trouble is one of the major challenges in
computer biology, which demand the development of tools
and methods that can transform all these heterogeneous data
into biological information about the underlying mechanism.
These tools and methods must enable us to go further than
describing data and providing knowledge in the form of
testable models to be able to gain system predictions.

There are many biological fields where machine learning
techniques can be implemented to extract knowledge from
data. Figure 5 displays a diagram for the major biological
problems in which arithmetic methods are applied. The
problems are categorized into six different areas: genomics,
proteomics, microarrays, systems biology, evolution and text
mining. The category named “Other application groups”
combines the remaining issues. These categories should be
understood in a very general way, particularly, genomics and
proteomics, which in this review are considered a study of
nucleotide chains and proteins, respectively.

3.1 Genomics

Genomics is one of the most substantial fields in bioinfor-
matics. According to Fig. 6, the number of available
sequences is steadily growing where these data must be
processed in order to gain useful information. Using the
genome sequences, we can extract the location and structure
of the genes [29] and recently, regulatory elements [30–32]
and irregular ribosomal genes [33] have been specified from
an accounting point of view. Sequencing information is also
used in gene function and prediction of secondary ribonu-
cleic acid (RNA) structure. If genes include information,
proteins are the factor that converts this information into life.
Proteins play a very important part in the life process, and
their three-dimensional (3D) structure is a major feature of
their functions.

In the area of proteomic, the major application of arith-
metic methods is to predict protein structure. Proteins are
massive complex molecules containing thousands of atoms
and boundaries. Thus, the number of potential structures is
huge. This makes predicting of protein structure a very
complicated fusion problem where optimization techniques
are required. In proteomics, as in genomics, machine
learning techniques are implemented to predict protein
function.

3.2 Microarray

Another interesting application of computational methods in
biology is complicated, experimental data management.
Microarray articles are the best known (but not the only)
domain where this type of data is collected. Microarrays can
be utilized to define gene expression patterns in a specific
cell or tissue. Microarray deoxyribonucleic acid (DNA) is a
set of microscopic DNA sequences (oligos) connected to a
solid surface. These sequences appear as part of a large
library of genes in the cell [34].

The states of the gene as shown in Fig. 7 can be classified
according to these points [34]:

• If the gene is active within the cell, then the comple-
mentary DNA (cDNA) (resulting from the transcript of
the messenger RNA (mRNA)) will bind to its comple-
mentary oligo.

• If the cDNA has been characterized by fluoridation, it can
determine the complementary oligo (along with the gene
it represents).

• If cDNA is classified from healthy and diseased cells with
different fluorophores, comparisons of gene expression
can be made.

• Only active genes in a diseased or natural state will be of
particular interest to scientists.
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Fig. 5 Classification of the topics where machine learning methods are applied

Fig. 6 Growth of public databases: A Evolution of the GenBank database size and B 3D structures of proteins
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Complicated empirical data raise two different troubles.
First, data must be processed in advance, i.e., modified data
to be used appropriately by machine learning algorithms.
Second is data analysis, which relies on what we are looking
for. In the case of microarray data, the most popular appli-
cation is to determine the pattern of expression, classification
and induction of the genetic network. Microarray framework
for data management is shown in Fig. 8. Generally, the
objective of microarray image analysis is to extract density
descriptors from each point representing the levels of gene
expression and input properties for the upcoming analysis
and then the biological results are plotted using the data
mining and statistical results of all extracted features.
The DNA microarray image analysis components include
grid alignment problem, foreground separation, quality
assurance, quantification and normalization [35].

In addition, management of data should satisfy to a
minimum information about a microarray experiment
(MIAME), which is a standard created by the Functional
Genomics Data Society (FGED) for reporting microarray
experiments [36]. It is prepared to assign all the information
needed to unambiguously understand the results of the
experiment and to potentially reproduce the experiment.
While the standard determines the content required for
compliant reports, it does not specify the format in which
this data should be presented; there are several file formats
for representing this data, both public and subscription-based
repositories for such experiments [37].

In short, the process in Fig. 8 can be summarized as
follows: it starts by the laser scanning of the images (data)

which generates accurate 2D microarray-DNA images.
Then, the outcome is automatically derived from the data (a
machine learning perspective) to subsequent model fitting,
and the alignment of the microarray grid produces a set of
cut-off rows at each point that realize a correct introduction
as well as the separation of the foreground, which are the
main processing steps of DNA microarray images that
impact the quality of the gene expression information, and
therefore affect the confidence in any biological conclusions
derived from the data. Thus, understanding the microarray
data processing steps becomes crucial for optimal data
analysis in the microarray. Then the unreliable microarray
cells are eliminated. Finally, an image of the average sample
values in each grid cell is extracted using a special mask and
colored in a red, green and blue space with the color
assigned to each cluster/pixel. The statistics for each cluster
can be found in the text area. Finally, the output of all steps
is the statistical behavior of measurements and thus the test
of the hypotheses or knowledge must be performed auto-
matically from the data (machine learning perspective) for
subsequent model fitting and draw biologically meaningful
conclusions [35].

The microarray data processing framework contains
issues related to data management (MIAME-compliant
database) [38]; however, the main concern is of mecha-
nism by which all stains should be reliably determined
without any human intervention dependent on human
preparation once. One-time setup is to incorporate any prior
knowledge of microarray image layout into network align-
ment algorithms in order to reduce their parameter search

Fig. 7 DNA microarray
overview [34]
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space. This method is usually data-driven and has multiple
internal arithmetic coefficients improved in the parameter
search area to compensate for differences in microarray
image [35].

Grid Line Algorithm
The grid line algorithm [39] is the first step of microarray
data processing workflow. It is based on data and it aims to
find a set of mutually orthogonal lines intersecting at the
center of each grid cell obtained from DNA microarray
scanners. The points generally have two states: the varying
radii and their position deviates from a perfect grid place-
ment. The grid cell is defined as a one-point area that is part
of a set of two-dimensional arrays of points.

Foreground Separation Algorithm
The foreground separation algorithm [35] is the second step
of microarray data processing workflow. It can be imple-
mented by several methods, including foreground separation
using spatial templates [40], foreground separation using
intensity-based clustering [41], foreground using
intensity-based segmentation [42], foreground separation
using spatial and intensity information (hybrid methods)
[43], and foreground separation from multichannel
microarray images [35].

Quality Assurance Process
The quality assurance process is the third step of microarray
data processing workflow where the spot quality assessment
is implemented to identify grid cells that include valid spots
and to eliminate invalid spots from further analysis. It is also
used to determine the invalid or defective spots, for example,
as deviations from the “ideal” microarray image and the
deviation threshold values separating valid and invalid spot

categories. Indeed, there are two types of background vari-
ation criteria: local and global background variability. The
local metrics can detect the existence of noise in a grid cell
while global standards provide indicators of differences
across a complete microarray slide. The quality metric q for
background according to the designed formulas at [44]:

qLOC&GLOB1
BKG ¼ lGLOBALBKG

lLOCALBKG þ lGLOBALBKG

; qLOC&GLOB2
BKG

¼ mGLOBAL
BKG

mLOCAL
BKG þmGLOBAL

BKG

ð1Þ

where q the quality is metric, m is a median and l is a mean.
The notations, FRG refers to foreground and BKG to
background.

Quantification and Normalization
After a set of valid spots and two sets of image pixels labeled
as foreground and background each spot is calculated, and
the descriptors are extracted to evaluate the gene regulation
in a process called data quantification [45] (also called spot
feature extraction), where the feature should be directly
proportional to the mRNA quantity in the solution that was
deposited in a spot and should perform as the deposited gene
expression level. During the step of data preparation, the
fluorescent intensity measurements are assessed or distorted
differently according to some linear or nonlinear functions.
Thus, a normalization process for the descriptors of extracted
points is desirable.

In general, spot descriptors are split into two classes: the
absolute-relative descriptors and the statistical-deterministic
descriptors. It is important to understand the experimental
structure of the microarray in expression of the outcome of
the gene expression. The intensity of the raw microarray

Fig. 8 Microarray data
processing workflow [35]
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cannot be explained as an absolute measurement due to the
random and systematic fluctuations in microarray image data
preparation. Thus, in the experiments of cDNA, one is
concerned with the statistical difference in the levels of gene
expression between the probe and the target (also referred to
as the test and reference) which is a hybrid mRNA mixture
to the array and library in the array. Based on these con-
siderations, the relative statistics descriptions will focus on
the forms of microarray spot descriptors by using ratio or
logarithmic ratio provided as follows [46]:

desXRATIO ¼ XCHANNEL 0
FRG

XCHANNEL 1
FRG

ð2Þ

desX WRT BKG
LOG RATIO ¼ log2

XCHANNEL 0
FRG � XCHANNEL 0

BKG

XCHANNEL 1
FRG � XCHANNEL 1

BKG

� �
ð3Þ

where X is the symbol for sample mean or median or mode,
the subscripts FRG and BKG refer to foreground and
background, respectively, and the superscript CHANNEL
refers to red or green microarray laser scans. While Eq. (1)
represents a direct ratio of absolute values, Eq. (2) is a
logarithmic ratio of relative differences (XWRTBKG stands
for X with respect to background). Also, the normalization
via statistical descriptors is common technique that can be
applied by either division or subtraction of statistical
descriptors in which Z-transformation would normalize
intensities but would not compensate for labeling nonlin-
earity. This method is modeled in Eq. (4) where l is the
mean and r is the standard deviation of an entire image [46]:

INORM STAT
Z�TRANSFORMðrow; colÞ ¼

Iðrow; colÞ � l
r

ð4Þ

3.3 Proteomics

One of the major aims of late biology is to know the rela-
tionships between the context of the structure and function
of genomic information. Different mass spectrometry
(MS) techniques attempt to provide qualitative results that
describe relationships. The isotope labeling and fluorescent
labeling techniques have been used in the quantitative
analysis of proteins. However, researchers are turning to
non-discriminatory methods because they are faster and
simpler [47–49].

Peptides are produced by enzymatic digestion of the
protein mixture and then the development of these peptides
for training [50]. The label-free method makes use of several
peptides to characterize MS tryptic observations to estimate
the relative amount of protein [51]. However, the spectral
count of the possibility of a peptide can be confused to be
observed [52, 53]. A series of studies have found that we can

determine the protein based on one note or a few peptides
that have been detected preferentially [47]. Some research
has also found that different types of peptide likelihood
detection may differ from others. Peptide physicochemical
properties can affect the discovery of final MS due to many
factors such as peptide length, mass, average flexibility
indices, net charge and other properties that can affect pep-
tide compliance [54]. This variation must be considered to
estimate the quantity; otherwise errors may occur in the
assessment of abundance of protein.

To estimate the quantity of protein, we can use the
number of peptides detected to indicate abundance, and two
classifiers can be used to classify peptides into two types
called proteotypic and unposerved. The peptides are pro-
duced through different platforms and must be classified
separately. The likelihood of each peptide can be deduced
for its original protein and then if we are trying to identify a
new protein and quantify it, the likelihood can be very useful
for accurate prediction. Some peptides are more readily
identified than others that can be observed from the exper-
iments given in Table 1. Thus, the preferentially observed
peptides are called as proteotypic peptides and therefore, the
main two question regarded to proteotypic peptides are:
(1) “What characteristics distinguishing the frequently
observed peptides from peptides in the same protein sample
but remain unknown?” and (2) “What peptide characteristic
can be applied to all living organisms?”. Moreover, if we
find the characteristics of the outside, is it possible to predict
whether the peptide is proteotypic using the protein’s
sequence. To implement these targets, the proteotypic pep-
tides are taken from four different platforms and distin-
guished with physicochemical properties [55].

To determine the characteristic that controls a peptide’s
proteotypic inclination, 544 different parameters of the
physicochemical properties of amino acids is evaluated,
including the water-resistant index, containing hydropho-
bicity index, residue volume and transfer-free energy to
surface [54]. Given that both the total and the average value
can contribute to the inclination at the same time, we used a
value to describe the peptides, resulting in 1088-dimension
property vector in the peptide. There are two methods used
in this approach: Support vector machine and random for-
ests. Support vector machine (SVM) sets a hyper-plane to
classify the given pattern; its basic idea is given in Fig. 9. In
addition, this approach used transformation method for
getting better performance and kernel functions. The input
features vector space can be converted by nonlinear function
applications to a high-dimensional space where the best
hyper-plane level can be learned which can resolve more
complex classification among set that have not been identi-
fied at all in the original space [56, 57].

Figure 9 displays two state of vectors that are separated
by hyper-plane: the white circle which presents the positive
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vectors and the black presents the negative vectors. The
kernel function is used to avoid the overlap circles that called
overfitting, which convert the input space to a higher
dimensional space. The kernel function plays an important
role in assigning the input space implicitly to a larger
dimension space for features, and in this situation, the sep-
aration can be better in that the original model will lead to
overfitting learning. There are many types of kernel func-
tions [56, 57], such as the polynomial kernel function that is
widely used. The function is:

KðxTi þ xj þ 1Þp; where p is a positive constant ð5Þ
Or the Gaussian radial basis function (RBF) kernel given

by

K xi þ xj
� � ¼ exp �c jxi þ xjj

�� ��2� �
ð6Þ

Sometimes parameterized using:

c ¼ 1
	
2r2 ð7Þ

where r[ 0 is a constant that defines the kernel width.
Furthermore, there are some other kernel functions that can
be used into various states such as the hyperbolic tangent
function. Under the use of kernel function, the discriminant
function in an SVM classifier is:

f ðxÞ ¼
XN
i¼1

aiyiKðxi; xÞþ b ð8Þ

where K xi; xð Þ is the kernel function, are the support vectors
specified from the training data, is the class indicator (e.g.,
+1 and –1 for a two class problem) related with each , N is
the number of supporting vectors specified through training
process and b is a scalar representing the perpendicular
distance of the hyper-plane from origin. The data of the
training set are support vectors that are used by SVM clas-
sifier to make the decision and predict the label (positive or
negative) of samples. In fact, they consist of those training
examples that are most difficult to classify.

The features in Table 1 are used to extract different vector
data and then generate an input space. These vectors can be
described as positive or negative, representing traditional
and non-observed peptides. There are two parts of vectors
separated by SVM: the first part is applied for training and
the second part is applied to predict the performance of the
training model. For each peptide in the training set, the
vectors have 1088 features as a representation, for example,
considering the sample of the amino acid composition of
peptides varies from 0 to 4 while the melting point can vary
up to several hundred centigrade. As a result of these dif-
ferent ranges, the corresponding features of the rating may
dominate the classification and invalidate the effects of other
features.

To avoid this problem, each feature vector is normalized
to [–1, 1] and after calculating the features, matrix is gen-
erated. Suppose: X ¼ x1; x2; . . .; xkð Þ; where k is the number
of features, Xk ¼ x1k; x2k; . . .; xnkð Þ, where n is the number of
peptides in training set and max Xkð Þ is the maximum value
in xk and min xkð Þ is the minimum value in xk. The nor-
malization method is shown as below:

xði;kÞ ¼ �1þ 2
xði;kÞ �minðxkÞ

maxðxkÞ �minðxkÞ ð9Þ

Table 1 The genuine and
imposter distance distribution
[54]

Peptide example K L I G D Total Average

1 Amino acid composition 0.68 0.98 1.02 0 0.76 3.44 0.688

2 Relative mutability 6.6 7.4 4.5 8.4 5.5 32.4 6.48

3 Melting point 56 40 96 49 106 347 69.4

4 Optical rotation 224 337 284 290 270 1405 281

5 Steric parameter 14.6 –11 12.4 0 5.05 21.05 4.21

Fig. 9 Support vector machine
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After normalization, we categorized the classification,
and prediction accuracy is used to define the performance of
the trainer model. The four-accuracy platforms are as given
in Fig. 10 which shows that the accuracy of training model
has an impressive performance in peptide identification and
some additions can improve it to better results: parameter
selection. Parameter set is evaluated to get the best classifi-
cation under the grid search of cost and gamma and thus the
cross-validation accuracy for four platforms varies from 85
to 90%.

Figure 11 illustrates the parameter chosen for platform 4
with g representing gamma for radial basis function
(RBF) kernel function and c represents cost function of
SVM classification. In this optimum parameter’s selection,
the best c ¼ 4 and g ¼ 0:0039, and the best accuracy is
89%. In this case, the best model has the best robustness. In
conclusion, the classification of SVM can lead to high
accuracy in prediction of approximately 90%, and the pro-
cess of parameterization can improve its performance.

Random forests is the other method used in Proteomics
where it consists of many individual classification trees [58].

Each tree gives a single classification and the final result
relies on how the results of these trees are classified. Brei-
man procedure [59] must conform to the following algo-
rithms: assume that the training set number is N, and the
experiment with n cases in the bootstrap method, which
means a sample with the substitution. The number of sample
training set is approximately 2=3 to the original training set
number. Construct classification and regression tree (CART)
for each bootstrap training set. These trees are unknown.
Assuming there areM features for each input vector, the best
features of M is chosen for split use. M is the only parameter
that can be modified.

Since each classification gives a result, then aggregate it
and the mode of classification results is the final classifica-
tion. One benefit of the bootstrap sampling method is that
1=3 of the original training set is not selected and that these
samples can be used in prediction. Random forests give
discretionary error in training, which is called out of the bag
(OOB) error. Berman [59] stated that the experience indi-
cates an OOB error in an unbiased estimate as a
cross-validation error. The random forest method is
employed to train a classifier, and there are 100 trees trained
to use in prediction and the m try was set to be 32
(¼ ffiffiffiffiffiffiffiffiffiffi

1088
p

Features. The results are listed in Fig. 12.
The accuracy of random forest is cross-checking accuracy

[59]. Random forest accuracy is better than SVM prediction
accuracy, which means that random forest is the most
appropriate classifier for this condition. In addition, random
forest classifier can give functionality to choose features,
which is very useful for some classifications. However, in
this case, the less features may reduce the accuracy and all

Fig. 10 The accuracy under the SVM classification [55]

Fig. 11 The parameter selection
for platform 4 [55]
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1088 dimensions must be used. It is still very convenient
because the computer is fully capable of solving the algo-
rithm in a few hours. As the result for all the number of
observed peptides is usually influenced by their physico-
chemical property, it makes the correction necessary for
accurate prediction.

3.4 Text Mining Methods

Text mining (TM) is the process of exploring and analyzing
large amounts of non-structural text data with the help of
software that can identify concepts, patterns, subjects, key-
words and other features in the data. One of the main
objectives of text mining is to find the related information in
the text by converting it into data that can be analyzed.
However, this definition does not cover the real relevance,
efficiency and role that text mining plays in bioinformatics.
In the past decade, the research articles collected in public
repositories, such as PubMed [60], are growing exponen-
tially. Figure 13 shows that the number of publications per
year on bioinformatics doubles in 2018 compared with 2001.

The applications of text mining require to achieve the
linguistic analysis by using natural language processing
(NLP) algorithms to resolve ambiguity in the human lan-
guage. The NLP algorithms contain part-of-speech tagging,
disambiguation and other fundamental methods that have
been modified or better customized to classify text mining in
bioinformatics and biomedical literature. Examples of the
most text mining applications in bioinformatics include [60]:

• Information retrieval (IR) dedicated to obtaining related
information from a set of information resources and user
query.

• Document classification (DC) which defined one or more
categories to a document.

• Named entity recognition/normalization (NER/NEN)
dedicated to extracting the so-called machine-read or
semi-structured entity.

• Summarize (SUM) which compiles the input text that
covers all the contents of the analyzed documents.

In practice, there are several methods to be used to assess
the text extraction applications that exist. For instance,
ROUGE metric is used to evaluate text summarization sys-
tems to estimate the similarity of the resulting summary with
the so-called gold summary at syntactic level by matching
the n-grams, or at semantic level [61] by evaluating notion
covered by the generated summary. There are many vari-
ables for ROUGE, where the next level comes with the scale
that estimates the number of n-gram in both the gold and the
summary that was created [60].

Fig. 12 The accuracy under the random forest classification [55]

Fig. 13 The number of
publications in PubMed on text
mining
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ROUGE ¼ #ðrelevent n - gram retrieved in Generate SummariesÞ
#ðrelevent n - gram in Gold SummariesÞ

ð10Þ
However, the most commonly used measures to evaluate

information retrieval, document classification, NER and
other applications can be summarized as follows [62]:

• Precision (P) which is a part of all recovered documents
that have been labeled as relevant

Precision ¼ #ðrelevant items retrievedÞ
#ðretrieved itemsÞ

¼ PðrelevantjretrievedÞ ð11Þ

• Recall (R) which is a part of all relevant documents that
have been retrieved effectively:

Recall ¼ #ðrelevant items retrievedÞ
#ðrelevant itemsÞ

¼ RðretrievedjrelevantÞ ð12Þ
For those two measures (i.e., precision and recall), their

relevancy can be judged according to the confusion or error
matrix provided in Table 2, then:

P ¼ tp

tpþ fpð ÞR ¼ tp

tpþ fnð Þ ð13Þ

• Balanced F-measure (F) which attempts to reduce pre-
cision and recall to a single measurement.

F ¼ 2
ðPRÞ

ðPþRÞ ð14Þ

• Accuracy (A) which is the number of correct answers
divided by the total number of answers. In terms of
matrix confusion above

Accuracy ¼ tpþ tnð Þ
tpþ fpþ fnþ tnð Þ ð15Þ

• Error (E) which is the proportion of incorrectly identified
instances:

Error ¼ 1� Accuracy or E ¼ 1� A ð%Þ ð16Þ

3.5 Systems Biology

It has been a while when the relationship between biology
and the field of machine learning started; indeed it’s a his-
torical and long-complex relationship. Early technique for
machine learning called perceptron [63] was an attempt to
plot the actual neurological behavior and the field of artificial
neural network (ANN) design emerged from this attempt.
More artificial neural network architecture has been inspired,
such as adaptive resonance theory (ART) [64] and neocog-
nitron [65] inspired from the organization of the visual
nervous system. In the intervening years, the flexibility of
machine learning techniques has grown along with mathe-
matical frameworks to measure their reliability, and hope-
fully that machine learning methods will improve the
efficiency of discovery and understanding on increasing the
size and complexity of biological data.

Supervised and unsupervised learning methods of
machine learning are used in applications of biology. In
supervised learning, objects are grouped into a particular
group using a set of attributes or features. The result of a
classification process is a set of rules that specify object
assignments for existing categories only to attribute values.
In a biological context, examples of object-to-class assign-
ments are images of the embodiment of genetic tissues into a
group of diseases and the sequence of the protein into its
secondary structures. Figure 14 shows the main difference
between supervised and unsupervised learning by illustrating
data samples for both cases. According to the figure, the
features in these samples are levels of term of individual
genes measured in tissue samples and the presence/absence

Table 2 The confusion matrix Relevant Non-relevant

Retrieved True Positive (tp) False Positive (fp)

Non-retrieved False Negative (fn) True Negative (tn)
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of a specific amino acid code at a given position in the
protein sequence, respectively.

The aim of supervised learning is to create a system that
can accurately predict the membership of the new object
category based on available features. In addition to pre-
dicting class properties such as class label (like classical
discriminant analysis), supervised techniques can also be
applied to predict continuous object properties (like regres-
sion analysis). In any supervised learning application, it
would be helpful for the classification algorithm to return a
“doubt” value (indicating that it is not obvious which one of
several possible categories the object should be assigned to)
or “externally” (indicating that this object is different from
anything previously observed such that the appropriateness
of any decision on class membership is questionable). In
contrast to the supervised framework, in unsupervised
learning, there are no predefined labels for the objects and in
this case the unsupervised learning aims to search data and
find similarities between objects. Similarities are utilized to
identify groups of objects, referred to as clusters. In other
words, unsupervised learning aims to reveal natural groups
in the data. Thus, the two models can vary informally as
follows: In supervised learning, the data comes with class
labels and how to associate labeled data with classes; but in
unsupervised learning, all data is unlabeled, and the learning
procedure consists of both identify labels and link things to
them.

In some applications, such as protein structure classifi-
cation, only a few labeled samples (protein sequences with a
known structural class) are available, while many other
samples (sequences) with an unknown class are also avail-
able. In such status, semi-supervised techniques can be
implemented to get a best classifier than can be gained if the
labeled samples are used only [66]. This is potential, for
instance, by making the cluster assumption, that is, class
labels can be reliably divert from labeled to unlabeled
objects that are “nearby” in feature space. Life science
applications of unsupervised and/or supervised machine

learning techniques abound in literature. For instance, gene
expression data were used successfully to classify patients in
different clinical groups and distinguish new disease groups
[67–70] while allowing the genetic code to predict the
structure of the secondary protein [71]. Continuous variable
prediction was used with machine learning algorithms to
estimate bias in microarray data [72].

Finally, Fig. 15 provides a machine learning workflow
[73] that shows the difference between supervised and
unsupervised learning in biological cases in which the whole
process can be summarized in four steps labeled in the figure
from (A) to (D).

A. Data preparation stage includes four steps: data pre‐
processing, feature extraction, model learning and
evaluation. It is common to refer to a single data sample
including all common variables and features such as x
input (vector of numbers) and distinguish it from the
output response variable y (one number) when
available.

B. The learning method: supervised machine learning
methods relate input features x to an output label y,
whereas unsupervised method learns factors about x
without observed labels. The goals of supervised
machine learning model are to learn a function f xð Þ ¼ y
from a list of training pairs x1; y1ð Þ; x2; y2ð Þ for which
data are listed. One model application in biology is to
predict the sensitivity of a cancer cell line when
exposed to a selection drug [73].

C. Raw input data is of high dimensions and associated
with the corresponding label in a complex manner
which challenges many classical machine learning
algorithms (left plot). Alternatively, higher-level fea-
tures extracted using a deep model may be better able to
distinguish between layers (right plot). As the x inputs,
calculated from raw data, appear what the “model sees
around the world”, their choice is highly problem‐
specific.

Fig. 14 Supervised versus
unsupervised learning in a
biological context
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D. Deep networks utilize a hierarchical structure to learn
abstract representations of raw data increasingly. The
discovery of most informative features is fundamental
to the performance, but the process can be
labor-intensive and need knowledge of the field. This
bottleneck is particularly limited by high-dimensional
data; even methods of selecting arithmetic properties
are not scaled to assess the advantage of the large
number of possible input combinations. A major
advance in machine learning is the automation of this
critical phase by learning an appropriate representation
of data with deep artificial neural networks [74]. In
short, the deep neural network transfers the raw data in
the lower layer (input) and converts it into increasingly
simulated representations by sequentially combining
the output from the previous layer in a data-based way
and encapsulating the very complex tasks in the
process.

4 Review Questions

By the end of this chapter, you are encouraged to answer the
following review questions:

1. Briefly, describe each of the following concepts: Expert
system, Bioinformatics, Recommender systems, Rein-
forcement learning, Probabilistic machine learning,
Genomics, MIAME, Support vector machine.

2. What are the three levels of integration for artificial
intelligence?

3. What is the distinction between bioinformatics and
biomedical engineering fields?

4. What is the distinction between artificial intelligence
and machine learning fields?

5. Discuss the importance of Stanford applications in the
field bioinformatics?

6. Provide one practical example for each of the follow-
ing: natural language processing, AI for robotics, AI for
speech processing, AI for clinical data annotated and AI
for patient similarity

7. List two differences between supervised and unsuper-
vised learning. Give two examples for each.

8. How can we construct algorithms that automatically get
better through experience?

9. What are the primary laws that control all learning
processes?

10. What is the distinction between automated machine
learning (aML) and interactive machine learning
(iML)?

11. What are the major biological problems in which
arithmetic methods are applied as an AI solution?

12. Why predicting the protein structure is a very compli-
cated problem?

13. Explain in steps how the DNA microarray works?

Fig. 15 The complete framework of machine learning workflow for biological applications
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14. Develop a mathematical numerical example for the
quality metric q for background quality assurance pro-
cess of microarray process?

15. Why do we need a normalization process for the
quantified data of microarray process? Justify your
answer with numerical examples.

16. What characteristics distinguishing the frequently
observed peptides from peptides in the same protein
sample but remain unknown?

17. What peptide characteristic can be applied to all living
organisms?

18. What is meant by text mining process? Explain by
example its role in bioinformatics?

19. List six examples of text mining applications in
bioinformatics?

20. Given the following values: Precision = 90% and
Recall = 75%. Calculate the information retrieval error
percent and the balanced F-measure.

21. Discuss the semi-supervised techniques data classifica-
tion for bioinformatics applications?

22. What is the main purpose of deep neural network
(DNN) in the machine learning workflow for biological
applications?
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Human Facial Age Estimation:Handcrafted
Features Versus Deep Features

Salah Eddine Bekhouche, Fadi Dornaika, Abdelkrim Ouafi,
and Abdelmalik Taleb-Ahmed

Abstract

In recent times, human facial age estimation topic attracted
a lot of attention due to its ability to improve biomet-
rics systems. Recently, several applications that exploit
demographic attributes have emerged. These applications
include: access control, re-identification in surveillance
videos, integrity of face images in social media, intel-
ligent advertising, human–computer interaction, and law
enforcement. In this chapter, we present a novel approach
for human facial age estimation in facial images. The
proposed approach consists of the following three main
stages: (1) face preprocessing; (2) feature extraction (two
different kinds of features are studied: handcrafted and
deep features); (3) feeding the obtained features to a linear
regressor. Also, we investigate the strength and weakness
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of handcrafted and deep features for facial age estimation.
Experiments are conducted on three public databases (FG-
NET, PAL and FACES). These experiments show that both
handcrafted and deep features are effective for facial age
estimation.

1 Introduction

Humans live a certain period of time. With the progress of
time, the human appearance shows some remarkable changes
due to the age progression. Predicting the age is a difficult task
for humans and it is more difficult for computers, although,
the accurate age estimation is very important for some appli-
cations. Recently, several applications that exploit the exact
age or the age group have emerged. The person’s age infor-
mation can lead to higher accuracy in establishing the user
identity for the traditional biometric identifiers which can be
used in access control applications.

In this chapter, we propose an automatic human facial age
estimation system that is composed of three parts: face align-
ment, feature extraction and age estimation.

The purpose of face alignment is to localize faces in
images, rectify the 2D or 3D pose of each face and then crop
the region of interest. This preprocessing stage is important
since the subsequent stages depend on it and since it can affect
the final performance of the system. The processing stage can
be challenging since it should overcome many variations that
may appear in the face image. Feature extraction stage extracts
the face features. These features are extracted either by tex-
ture descriptors or deep networks. In the last stage, we fed the
extracted features to a regressor to estimate the age.

The remaining of the chapter is organized as follows: In
Sect. 2, we summarize the existing techniques of facial age
estimation. We introduce our approach in Sect. 3. The exper-
imental results are given in Sect. 4. In Sect. 5, we present the
conclusion and some perspectives.
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2 Background

Facial age estimation is an important task in the domain of
facial image analysis. It aims to predict the age of a person
based on his or her face features. The predicted age can be
an exact age (years) or age group (year range) [1]. Predicting
the age is a difficult task for humans and it is more difficult
for computers, although, the accurate age estimation is very
important for some applications. From a general perspective,
the facial age estimation approaches can be categorized based
on the face image representation and the estimation algorithm.
Age estimation approaches can be divided into three main
types anthropometric-based, handcrafted-feature-based and
deep-learning-based approaches [2].

The anthropometry-based approaches mainly depend on
measurements and distances of different facial landmarks.
Kwon and Lobo [3] proposed an age classification method
which classify input images into one of three age groups:
babies, young adults, and senior adults. Their method is based
on craniofacial development theory and skin wrinkle analy-
sis. The main theory in the area of craniofacial research is that
the appropriate mathematical model to describe the growth of
a person’s head from infancy to adulthood is the revised car-
dioidal strain transformation [4].

Handcrafted-feature-based approaches are ones of the
most popular approaches for facial age estimation since a
face image can be viewed as a texture pattern. Many texture
features have been used like Local Binary Pattern (LBP),
Histograms of Oriented Gradients (HOG), Biologically
Inspired Features (BIF), Binarized Statistical Image Features
(BSIF), and Local Phase Quantization (LPQ). LBP and its
variants were also used by many works like in [5–8]. BIF
and its variants are widely used in age estimation works such
as [9,10]. Some researchers used multi-modal features. For
instance, the work presented in [8] proposed an approach

which uses LBP and BSIF extracted from Multi-Block face
representation.

Deep learning approaches mainly use a Convolutional
Neural Networks (CNN) which is a type of feed-forward
artificial neural networks in which the connectivity pattern
between its neurons is inspired by the organization of the ani-
mal visual cortex. Some approaches train the networks from
scratch such as [11] and other do a transfer learning such as
[12].

3 Proposed Approach

In this section, we present the different stages of our approach
that estimates the human age based on facial images. Our
approach takes a face image as input. A face preprocess-
ing stage is first applied to the image in order to obtain a
cropped and aligned face. In the second stage, a set of fea-
tures are extracted across texture descriptor or a pre-trained
CNN. Finally, these features will be fed to a linear SVR in
order to predict the age.

3.1 Face Preprocessing

Firstly, we apply the cascade object detector that uses Viola-
Jones algorithm [13] to detect people’s faces. Then, we detect
the eyes of each face using the ERT algorithm [14]. To rectify
the 2D face pose in the original image, we apply a 2D trans-
formation based on the eyes center to align the face. Unlike
the work described in [15], the cropping parameters are set as
follows: kside = 1.25, ktop = 1.75 and kbottom = 2.25. These
parameters are multiplied by a rescaled inter-ocular distance
in order to obtain the side margins, the top margin and the
bottom margin. Figure1 illustrates the steps of the face pre-
processing stage.

(i) (ii) (iii)

Ktop

K
s
id

e

Kbottom

Fig. 1 Face preprocessing stage
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3.2 Feature Extraction

Feature extraction stage has been the most studied topic
among the rest stages due to its effective effect on the age
estimation systems performance. In our approach, we stud-
ied two different kinds of feature extraction. The first one
is based on handcrafted features or texture features and the
second one is based on deep features which extracted using
pretrained networks.

Handcrafted Features
Refer to the attributes derived using generic purpose texture
descriptors which use the information present in the image
itself. In our case, we used three types of texture descriptors
LBP, LPQ and BSIF on a Pyramid Multi-Level (PML) face
representation.

Local Binary Pattern (LBP) is a very efficient method for
analyzing two dimensional textures. It used the pixels of an
image by thresholding the neighborhood of each pixel and
considers the result as a binary number. LBP was used widely
in many image-based applications such as face recognition.
The face can be seen as a composition of micro-patterns such
as edges, spots and flat areas which are well described by the
LBP descriptor [16].

Local Phase Quantization (LPQ) descriptor was proposed
in [17]. It is based on the application of short-time Fourier
transform (STFT). The advantage in STFT is that the phase of
the low frequency coefficients is insensitive to centrally sym-
metric blur. The spatial blurring is represented by a convolu-
tion between the image intensity and a Point Spread Function
(PSF).

Binarized statistical image feature (BSIF) is a new image
texture descriptor proposed by Kannala and Rahtu [18]. It is
inspired byLBP andLPQ texture descriptors. The idea behind
BSIF is to automatically learn a fixed set of filters from a
small set of natural images, instead of using handcrafted filters
such as in LBP and LPQ, yet we consider it as a handcrafted
descriptor.

The Pyramid Multi-Level (PML) representation adopts an
explicit pyramid representation of the original image. It pre-
ceded the image descriptor extraction. This pyramid repre-
sents the image at different scales. For each such level or scale,
a correspondingMulti-block representation is used. PMLsub-
blocks have the same size which is determined by the image
size and the chosen level. In our work, we use 7 levels based
on [15] observation. Figure2 illustrates the PML face repre-
sentation adopting three levels.

Deep Features
Refer to descriptors that are often obtained fromaCNN.These
features are usually the output of the last fully connected layer.
In our work, we used the VGG-16 architecture [19] as well

two variants of this architecture. We extract the deep features
from the layer FC7 (fully connected layer) of this architecture,
and the number of these features is 4096.

VGG-16 [19] is a convolutional neural network that is
trained on more than one million images from the ImageNet
database. The network is 16 layers deep and can classify
images into 1000 object categories. As a result, the net-
work has learned rich feature representations for a wide range
of images. VGG-FACE [20] is inspired by VGG-16, it was
trained to classify 2,622 different identities based on faces.
DEX-IMDB-WIKI [12] was fine tuned on the IMDB-WIKI
face database which has more than 500K images, yet it is also
based on VGG-16.

In our empirical study, we use the following deep features:
VGG-16, VGG-FACE, and DEX-IMDB-WIKI.

3.3 Age Estimation

The proposed method estimates the person age using a lin-
ear SVM regressor. This regressor was tuned to find the best
configuration for its hyper-parameters.

4 Experiments and Results

To evaluate the performance of the proposed approach, we
use FG-NET, PAL and FACES databases. The performance is
measured by the Mean Absolute Error (MAE) and the Cumu-
lative Score (CS) curve.

TheMAE is the average of the absolute errors between the
ground-truth ages and the predicted ones. The MAE equation
is given by:

MAE = 1

N

N∑

i=1

|pi − gti | (1)

where N , pi , and gti are the total number of samples, the
predicted age, and the ground-truth age respectively.

The CS reflects the percentage of tested cases where the
age estimation error is less than a threshold. The CS is given
by:

CS(T ) = Ne≤T

N
% (2)

where T , N and Ne≤T are the error threshold (years), the total
number of samples and the number of samples on which the
age estimation makes an absolute error no higher than the
threshold, T .

4.1 FG-NET

The FG-NET [21] aging database was released in 2004 in an
attempt to support research activities related to facial aging.
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Fig. 2 PML face representation adopting three levels

Since then a number of researchers used the database for
carrying out research in various disciplines related to facial
aging. This database consists of 1002 images of 82 persons.
On average, each subject has 12 images. The ages vary from
0 to 69. The images in this database have large variations in
aspect ratios, pose, expression, and illumination. The Leave
One Person Out (LOPO) protocol has been used due to the
individual’s age variation in this database, each time a per-
son’s images are put into a test set whereas the other persons’
images are put in a train set. Figure3 shows the cumulative
score curves for the six different features. We can observe
that the PML-LPQ and PML-BSIF descriptors perform bet-
ter than the deep features in term of CS which can be viewed
as an indicator of the accuracy of the age estimators.

Table1 illustrates the MAE of the proposed approach as
well as of that of some competing approaches. From this table,
we can observe that the best deep-featuresDEX-IMDB-WIKI
and the best handcrafted features PML-LPQoutperform some
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Fig. 3 Cumulative scores obtained by the proposed approach on the
FG-NET database

Table 1 Comparison with existing approaches on FG-NET database

Approach MAE

IIS-LLD [22] 5.77

CA-SVR (2013) [23] 4.67

SVR+BSIF+LBP [8] 6.34

CS-LBFL (2015) [24] 4.43

CS-LBMFL (2015) [24] 4.36

AAM+GABOR+LBP (2016)
[25]

4.87

SWLD (2017) [26] 5.85

PML-LBP 5.48

PML-LPQ 4.10

PML-BSIF 4.48

VGG16 6.15

VGG-FACE 4.41

DEX-IMDB-WIKI 4.09

of the existing approaches. Moreover, we can see that the
DEX-IMDB-WIKI features give the best results, followed
closely by the PML-LPQ features. Based on the CS curve of
Fig. 3 and Table1, we can see that the MAE and the CS are
two different indicators that do not always highlight the same
best approach.

Table2 depicts the CPU time (in seconds) of features
extraction stage and the training phase associated with 1002
images of FG-NET database. The experiments were carried
out on a laptop DELL 7510 Precision (Xeon Processor E3-
1535M v5, 8MCache, 2.90GHz, 64GBRAM,GPUNVIDIA
Quadro M2000M, Windows 10). The handcrafted features
significantly outperform the deep features in term of CPU
time execution of the feature extraction stage knowing that
the deep features are computed using the GPU instead of the
CPU. On the other hand, the CPU time associated with the
regressor training with the deep features is smaller than that
of the regressor training using the handcrafted features. This
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Table2 CPU time (in seconds) of extracting features and training stages
on the FG-NET database

Feature extraction SVR training

PML-LBP 22.50 59.09

PML-LPQ 32.16 123.55

PML-BSIF 28.05 145.25

VGG-16 104.16 34.30

VGG-FACE 102.12 39.02

DEX-IMDB-WIKI 100.91 29.05

is due to the fact that the size of the deep features is smaller
than that of the handcrafted features.

4.2 PAL

The ProductiveAging Lab Face (PAL) database from theUni-
versity of Texas at Dallas [27] contains 1,046 frontal face
images from different subjects (430 males and 616 females)
in the age range from 18 to 93years old. The PAL database
can be divided into three main ethnicities: African-American
subjects 208 images, Caucasian subjects 732 images and other
subjects 106 images. The database contains faces having dif-
ferent expressions. For the evaluation of the approach, we
conduct 5-fold cross-validation, our distribution of folds is
selected based on age, gender and ethnicity. Figure4 shows
the cumulative score curves for the six different features. We
can appreciate a change in the performance compared to FG-
NET performance curve. It can be seen that the DEX-IMDB-
WIKI features outperform the best handcrafted featureswhich
is PML-LPQ.

Table3 illustrates the MAE of the proposed approach as
well as of that of some existing approaches. These results
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Fig. 4 Cumulative scores obtained by the proposed approach on the
PAL database

Table 3 Comparison with existing approaches on the PAL database

Approach MAE

BIF (2012) [28] 8.93

BIF+MFA (2012) [28] 6.05

SVR+BSIF+LBP [8] 6.25

CS-LBFL (2015) [24] 5.79

CS-LBMFL (2015) [24] 5.26

AAM+GABOR+LBP (2016)
[25]

5.38

SWLD (2017) [26] 6.68

PML+BSIF+LPQ (2017) [29] 5.00

LS-SVM (2018) [30] 5.26

PML-LBP 6.61

PML-LPQ 5.30

PML-BSIF 5.43

VGG16 6.31

VGG-FACE 5.64

DEX-IMDB-WIKI 4.62

show that the DEX-IMDB-WIKI features outperform most
of the existing approaches on the PAL database.

4.3 FACES

This database [31] consists of 2052 images from 171 subjects.
The ages vary from 19 to 80years. For each subject, there are
six expressions: neutral, disgust, sad, angry, fear, and happy.
The database encounters large variations in facial expressions
bringing an additional challenge for the problem of age pre-
diction. Figure5 shows the cumulative score curves for the
six different features. The results considered all images in all
expressions. We can observe that the DEX-IMDB-WIKI fea-
tures outperform all the other features. It is followed by the
PML-LPQ features.

Fig. 6 illustrates the cumulative score curves for the differ-
ent facial expressions of the FACES database when using the
DEX-IMDB-WIKI features. This figure shows that the neu-
tral and sadness expressions correspond to the most accurate
age estimation. In other words, among all tested expressions
the neutral and sadness expressions are the ones that lead to
the best age estimation.

Table4 presents comparison with some existing
approaches. This table confirms the idea that the neu-
tral expression is the expression that provides the most
accurate age estimation compared to other facial expressions.

5 Conclusion

This chapter presents a study about using handcrafted and
deep features for facial age estimation. Using small number
of images, the results showed that the handcrafted features
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Table 4 Comparison with existing approaches on FACES database

Approach Neutrality Anger Disgust Fear Happiness Sadness Average

BIF (2012) [28] 9.50 13.26 13.23 12.65 10.69 10.78 11.68

BIF+MFA (2012) [28] 8.14 10.96 10.73 12.24 10.32 10.66 10.51

LS-SVM (2018) [30] 5.97 8.21 8.17 8.25 6.77 7.07 7.41

CS-LBFL (2015) [24] 5.06 6.94 7.15 6.32 6.53 6.27 6.38

DeepRank+ (2018) [32] 4.61 6.48 7.50 5.90 5.92 5.30 5.95

CS-LBMFL (2015) [24] 4.84 5.50 5.70 6.10 5.85 4.98 5.49

DLF (2018) [33] − − − − − − 5.18

LSDML (2018) [34] 3.88 3.87 4.41 5.10 3.49 4.09 4.14

PML-LBP 4.87 5.30 5.49 6.01 5.44 5.16 5.38

PML-BSIF 4.01 4.63 4.51 4.99 4.66 4.67 4.58

PML-LPQ 4.00 4.32 4.20 4.67 4.49 4.34 4.34

VGG16 5.45 6.69 6.16 5.83 6.26 5.54 5.99

VGG-FACE 4.27 5.21 5.67 5.17 4.65 4.81 4.96

DEX-IMDB-WIKI 3.49 3.82 4.51 3.99 3.93 3.52 3.88
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Fig. 5 Cumulative scores obtained by the proposed approach on the
FACES database

sometimes give better results than the deep features. Thus, it
confirms that deep-learning-based approaches are not neces-
sarily the best ones.

As a future work, we envision the fine-tuning of new CNN
architectures on face databases and creating new CNNs from
scratch.
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Multi-scale Multi-block Covariance
Descriptor for a Compact Face Texture
Representation: Application to Kinship
Verification

Abdelmalik Moujahid and Fadi Dornaika

Abstract

Division-based strategies for face representation are com-
mon methods for capturing local and global features and
have proven to be effective and highly discriminative.
However, most of these methods have been mainly con-
sidered for descriptors based only on one single type of
features. In this chapter,we introduce an effective approach
for face representation with application to kinship ver-
ification that relies on pyramid multi-level (PML) face
representation, and which exploits second order statis-
tics of several local texture features such as Local Binary
Pattern (LBP), quaternionic local ranking binary pattern
(QLRBP), gradients, and different color spaces. The pro-
posed approach consists of two main components. First,
we model the face image using a PML representation
that seeks a multi-block-multi-scale representation where
several local texture features are extracted from different
blocks at each scale. Second, to achieve a global context
information,we compute the covariance between local fea-
tures characterizing each individual block in the PML rep-
resentation. The resulting face descriptor has two interest-
ing properties: (i) thanks to the PML representation, scales
and face parts are explicitly encoded in the final descrip-
tor without having to detect the facial landmarks, (ii)
the covariance descriptor (second order statistics) encodes
spatial features of any type allowing the fusion of several
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state-of-the art texture features. Experiments conducted on
two challenging kinship databases provide results that out-
perform state-of-the-art Kinship verification algorithms.

1 Introduction

During the last decades, facial image analysis has become
an important subject of study in the communities of pattern
recognition and computer vision. In fact, facial images contain
much information about the person they belong to: identity,
age, gender, ethnicity, expression and many more. For that
reason, the analysis of facial images has many applications in
real world problems such as face recognition, age estimation,
gender classification, facial expression recognition or kinship
verification.

The task of deciding if two individuals are kin or not is
known as kinship verification. It has been widely addressed
in the field of neuroscience and psychology. Face similarity
is thought to be one of the most important cues for kinship
[9].

Kinship verification can be viewed as a typical binary clas-
sification problem, i.e., a face pair is either related by kinship
or it is not [27,47,48,50]. Prior researchworks have addressed
kinship types for which pre-existing datasets have provided
images, annotations and a verification task protocol.

Visual kinship recognition is a relatively new research
topic in the scope of facial image analysis. It is essen-
tial for many real-world applications (e.g., kinship verifica-
tion [14,15,45], automatic photo management, social-media
applications, genealogical research, image retrieval and anno-
tation and more). However, nowadays there exist only a
few practical vision systems capable to handle such tasks.
Hence, vision technology for kinship-based problems has
not matured enough to be applied to real-world problems.
This leads to a concern of unsatisfactory performance when
attempted on real-world datasets.
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J. Alja’am et al. (eds.), Emerging Technologies in Biomedical Engineering and Sustainable TeleMedicine,
Advances in Science, Technology & Innovation, https://doi.org/10.1007/978-3-030-14647-4_4

39

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-14647-4_4&domain=pdf
mailto:jibmomoa@gmail.com
mailto:fadi.dornaika@ehu.es
https://doi.org/10.1007/978-3-030-14647-4_4


40 A.Moujahid and F.Dornaika

Previous efforts done to deal with these issues have argued
that the performance of learning systems depends heavily on
both the quality and type of the image descriptor, and the
face image representation strategies adopted to extract local
and global features. Recently, many division-based strategies
have been proposed to extract not only the local features but
also to get some global context information. Existingmethods
include multi-level representation used in the age estimation
and gender classification topics [3,32], pyramid-based multi-
scale representation reported for face recognition [43], and the
pyramid multi-level (PML) representation proposed recently
for facial demographic estimation [4].

In this chapter, we propose a simple and effective approach
for kinship verification that relies on the PML face representa-
tion that exploits secondorder statistics of several local texture
features such as LBP, QLRBP, gradients, and color informa-
tion. Our main contribution is the introduction of the PML-
based covariance descriptor and its use in the face analysis
field (kinship verification). This face descriptor has two inter-
esting properties: (i) thanks to the PML representation, scales
and face parts are explicitly encoded in the final descriptor
without having to detect the facial points, (ii) the covariance
descriptor (second order statistics) encodes spatial features
of any type, and thus the final descriptor naturally fuses sev-
eral state-of-the art texture features. Previous finding from
our group have already shown that the covariance descrip-
tor can be used as a powerful discriminant texture descriptor
[11]. To best of our knowledge, our work is the first one that
uses the covariance descriptor for automatic kinship verifi-
cation problem. According to our results, the performance
of this descriptor is significantly higher than the state-of-the-
art kinship verification algorithms (See Tables 1 and 2). The
achieved performances are even better than those obtained
with deep convolutional neural networks.

The remainder of the chapter is organized as follows.
Section2 briefly reviews some related works. Section3
present some classic texture descriptors used in this work.
Section4 describes our proposed descriptor and scheme. This
section presents the covariance descriptor, the Pyramid-Multi
Level face representation, and the adopted scheme for using
it for kinship verification. Experimental results are reported
in Sect. 5. We conclude this work in Sect. 6.

2 RelatedWork

The work of [12] represents the first attempt for automat-
ing kinship verification. In that work, 150 pairs of parent-
child face images have been characterized using low-level
facial features (such as skin color, gray value, histogram of
gradient, and facial structure information), and then classi-

fied as “related” or “unrelated” (in terms of kinship) achiev-
ing an accuracy of 70.69%. Afterward, several algorithms
have been proposed to solve automatic kinship verification.
These can be classified into two categories: feature-based
and model-based solutions. Feature-based methods relies in
extracting discriminative features that represent the origi-
nal facial images, and then performing supervised or unsu-
pervised learning [6,7,16,33,42,44]. Model-based methods,
however, aim to learn discriminative models using some sta-
tistical learning method to verify kin relationship from face
pairs [14,28,45,49]. Very often, the model-based approaches
takes the context of the kinship verification problem into
account when they estimate the models and classifiers (e.g.,
[2,28,34]).

One of the promising methods is a neighborhood repulsed
metric learning (NRML) method introduced by [27] which
was also used as a baseline method in kinship verification in
the wild evaluation [30]. This technique is a distance learn-
ing metric able to enhance the performance of kinship ver-
ification. The work of [34] adopted NRML method to eval-
uate kinship verification of periocular images. Further, the
authors extract more discriminative information by extending
the global NRML to a block-based NRML (BNRML). The
work of [47] proposed a discriminative multi-metric learning
(DMML) and a large margin multi-metric learning to jointly
learn multiple distance metrics for multiple features.

The kinship verification problem has also been approached
using other methods including genetic algorithm-based fea-
ture selection [2], ensemble similarity learning (ESL) based
on sparse bilinear similarity function [50], gated autoencoder
[10] or end-to-end solution based on deep convolutional neu-
ral network [48].

More recently, [19] introduced a new method called fil-
tered contractive deep belief networks (fcDBN) where the
relational information present in images is encoded using fil-
ters and contractive regularization penalty. In their research, a
human study is conducted to understand the ability of humans
in identifying kin, and to identify which face regions are the
most relevant. Based on this study, they found three main rel-
evant face regions: full face, eyes and mouth region (T face
region), and non T face region. They learn high level repre-
sentation of these three regions using two stages of fc-DBN
with an external set of 600000 face images. They achieve
state-of-the art result on the two public datasets KinfaceW-I
and KinfaceW-II.

Tables1 and 2 give an illustrative summary of the perfor-
mance of existing kinship verification approaches over the
last three years on two well-known face databases, namely,
KinfaceW-I and KinfaceW-II. While the existing algorithms
have achieved reasonable accuracies, there is a scope of fur-
ther improving the performance.
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Table 1 Results of the proposed framework compared to the recent state-of-the-art approaches on databases KinFaceW-I. The symbol * means
that the approach takes outside data for training. Accuracy is shown as a percentage. Best results without using external data are shown in bold

Publication Method F-S F-D M-S M-D Mean

1 Yan [46] Neighborhood repulsed correlation metric learning (NRCML)L E 66.1 61.1 66.9 73.0 66.3

2 Lan and Zhou [22] Quaternion-Michelson Descriptor (QMD) 72.2 68.1 67.8 76.0 71.0

3 López et al. [26] Simple scoring 69.9 65.7 70.7 79.6 71.4

4 Li et al. [24] Similarity metric based convolutional neural networks (SMCNN) 75.0 75.0 68.7 72.2 72.7

5 Lan et al. [23] Quaternionic weber local descriptor (QWLD) 73.7 69.7 72.8 78.0 73.6

6 Qin et al. [36] Multi-view multi-task learning (MMTL) − − − − 73.7

7 Zhang et al. [48] CNN-Basic 75.7 70.8 73.4 79.4 74.8

8 Puthenputhussery et al. [35] SIFT flow based genetic Fisher vector feature (SF-GFVF) 76.3 74.6 75.5 80.0 76.1

9 Zhang et al. [48] CNN-Points 76.1 71.8 78.0 84.1 77.5

10 Liu et al. [25] Generalized inheritable color space (GInCS) 77.3 76.9 75.8 81.4 77.9

11 Zhou et al. [51] Multiview scalable similarity learning (Multiview SSL)H OG,L B P 82.8 75.4 72.6 81.3 78.0

12 Zhou et al. [50] Ensemble similarity learning (ESL)H OG 83.9 76.0 73.5 81.5 78.6

13 Patel et al. [34] Block-based neighborhood repulsed metric learning (BNRML)LT P 83.4 77.2 75.8 78.4 78.7

14 Fang et al. [13] Sparse similarity metric learning (SSML)H OG 84.6 75.0 76.3 82.3 79.6

15 Kumar [20] Extended Harmonic Rule for Measuring the Facial Similarities
(EHRMFS)

84.4 77.6 80.6 80.6 80.2

16 Alirezazadeh et al. [2] Genetic Algorithm 77.9 78.0 81.4 87.9 81.3

17 Lu et al. [29] Triangular Similarity Metric Learning (TSML) 83.0 80.6 82.3 85.0 82.7

18 Lu et al. [29] Politecnico di Torino (Polito) 85.3 85.8 87.5 86.7 86.3

19 Kohli et al. [19] Kinship Verification via Representation Learning (KVRL) 98.1 96.3 90.5 98.4 95.8*

Ours PML-COV-S 84.3 91.0 87.1 90.2 88.2

3 Face Descriptors: Background

In the past decades, texture analysis has been extensively
studied. A wide variety of texture feature extraction meth-
ods have been proposed. Among the proposed approaches
Local Binary Pattern (LBP) [33] has been known as one of
the most successful statistical approaches due to its efficacy,
robustness against illumination changes and relative fast cal-
culation. Texture analysis and image feature extraction have
been effectively used in face images. Since then several tex-
ture descriptors have been proposed (e.g., [5,8,37]). Many of
them were also applied to face representation such as bina-
rized statistical image features [17] and local ternary patterns
[40].

In this section, we briefly present LBP, LPQ, and HOG
descriptors. In the next section, we present our proposed face
descriptor as well as the scheme for kinship verification based
on that descriptor.

3.1 Local Binary Patterns (LBP) Descriptor

The original LBP operator replaces the value of the pixels of
an image with decimal numbers, which are called LBPs or
LBP codes that encode the local structure around each pixel
[1]. Each central pixel is compared with its eight neighbors;

the neighbors having smaller value than that of the central
pixel will have the bit 0, and the other neighbors having value
equal to or greater than that of the central pixel will have the
bit 1. For each given central pixel, one can generate a binary
number that is obtained by concatenating all these binary bits
in a clockwise direction, which starts from the one of its top-
left neighbor. The resulting decimal value of the generated
binary number replaces the central pixel value. The histogram
of LBP labels (the frequency of occurrence of each code)
calculated over a region or an image can be used as a texture
descriptor of that image.

Quaternionic Local Ranking Binary Pattern (QLRBP)
Several extensions of LBP to color have been proposed. The
most well-known is the Opponent Color LBP. It describes
color and texture jointly [31]. In recent times, the work
described in [21] proposed the Quaternionic Local Ranking
Binary Pattern to represent color images by quaternion nota-
tions (i.e., pure imaginary quaternions). Then, they use a ref-
erence quaternion (reference color) in order to retrieve a sim-
ilarity score between the current pixel color and the reference
color. These similarities define a phase map on which classic
LBP operator can be applied. For each reference color, there
will be one phase map.

In our work, we are interested in the phase maps in order
to use them as feature maps.
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Table 2 Results of the proposed framework compared to the recent state-of-the-art approaches on databases KinFaceW-II. The symbol * means
that the approach takes outside data for training. Accuracy is shown as a percentage. Best results without using external data are shown in bold.
The acronyms of the different algorithms are defined in Table1

Publication Method F-S F-D M-S M-D Mean

1 Lan and Zhou [22] QMD 77.2 71.6 79.0 73.4 75.3

2 Zhou et al. [50] ESLH OG 81.2 73.0 75.6 73.0 75.7

3 Zhou et al. [51] Multiview
SSLH OG,L B P

81.8 74.0 75.3 72.5 75.9

4 Lan et al. [23] QWLD 77.4 73.6 78.4 76.8 76.6

5 Qin et al. [36] MMTL − − − − 77.2

6 Yan [46] NRCMLL E 79.8 76.1 79.8 80.0 78.7

7 Li et al. [24] SMCNN 75.0 79.0 78.0 85.0 79.3

8 López et al. [26] Simple scoring 78.2 73.2 84.2 88.2 80.1

9 Kumar [20] EHRMFS 80.6 84.4 77.6 84.4 80.2

10 Fang et al.[13] SSMLH OG 85.0 77.0 80.4 78.4 80.2

11 Patel et al. [34] BNRMLLT P 84.0 79.0 79.2 80.0 80.5

12 Liu et al. [25] GInCS 85.4 77.0 81.6 81.6 81.4

13 Lu et al. [29] Polito 84.0 82.2 84.8 81.2 83.1

14 Zhang et al. [48] CNN-Basic 84.9 79.6 88.3 88.5 85.3

15 Puthenputhussery et al. [35] SF-GFVF 87.2 79.6 88.0 87.8 85.7

16 Lu et al. [29] TSML 89.4 83.6 86.2 85.0 86.1

17 Alirezazadeh et al. [2] Genetic algorithm 88.8 81.8 86.8 87.2 86.2

18 Zhang et al. [48] CNN-Points 89.4 81.9 89.9 92.4 88.4

19 Kohli et al. [19] KVRL 96.8 94.0 97.2 96.8 96.2*

Ours PML-COV-S 85.8 88.6 87.2 91.0 88.2

3.2 HOGDescriptor

Histogram of Oriented Gradients (HOG)[7] is a feature
descriptor used to detect objects in computer vision and
image processing. The HOG descriptor technique counts
occurrences of gradient orientation in localized portions of
an image—cells and blocks.

4 Proposed Scheme

This section presents our proposed scheme for image-based
kinship verification problem.The schemehas threemain com-
ponents: (i) the covariance descriptor of face texture, (ii) the
Pyramid-multi-level face representation; and (iii) pair image
fusion schemewith an efficient filter method for feature selec-
tion.

4.1 Covariance Descriptor

The original covariance descriptor is a statistic based fea-
ture proposed by [41] for generic object detection and tex-
ture classification tasks. Instead of using histograms, they
compute the covariance matrices among the color channels
and gradient images. Compared with other descriptors, the

covariance descriptor lies in a very low-dimensional space,
and gives a natural way of fusing multiples types of features
as long as they can be presented spatially. Thus, this descriptor
can benefit from any progress made in image feature extrac-
tion. In addition, this descriptor lends itself nicely to efficient
implementation whenever the image regions are rectangular
by exploiting the integral image concept as it is described in
[41].

Since its introduction the covariance descriptor has not
received much attention by researchers despite its ability to
incorporate a large number of existing and recent texture
features. This motivates us to propose an extension of this
descriptor that includes two new aspects. First, we compute
the covariance matrices using texture descriptors such as LBP
and LPQ images. Second, we exploit this covariance descrip-
tor using a Pyramid-Multi Level (PML) face representation
which allows a multi-level multi scale feature extraction. The
PML representation will be described in the next section.

Given a color image, we start by extracting the local fea-
tures that are represented in 2D maps having the same spa-
tial gird as the original image. More precisely, we extract 20
different channels: (i) 6 channels corresponding to the color
components in both RGB and HSV spaces; (ii) 8 channels
for x and y coordinates and the first and second derivative of
the image intensity with respect to x and y; (iii) 3 channels
corresponding to three Local Binary Pattern images [1,33,39]
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Fig. 1 A schematic
representation of the covariance
descriptor. The input face image
is represented by a set of d
texture and color features that
will be fused in the final
covariance descriptor

obtained by combining three different modes for 8 neighbor-
ing points at radius equal to 1; (iv) and finally 3 channels
for the three LPQ phase images which have been computed
following the work by [21].

This descriptor is computed as follows: let J denote a
M × N intensity image, and V be the set of the M × N × d
dimensional feature images extracted from J (see Fig. 1 for
a graphical illustration). Thus, V can be seen as a set of
d 2D arrays (channels) where every array corresponds to a
given image feature such as horizontal coordinate, vertical
coordinate, color, image derivatives, and filter responses, etc.
This multi-dimensional array can be written as V (x; y) =
φ(J ; x; y) where φ is a function that extracts image features.
Figure2(a) shows a visual representation of this descriptor.

For a given image region R ∈ J containing n pixels, let
{vi }i=1...n denote the d-dimensional feature vectors obtained
by φ within R. According to [41], the region R can be
described by a d × d covariance matrix:

ΣR = 1

n − 1

n∑

i=1

(vi − v̄)(vi − v̄)T , (1)

where v̄ is the mean vector of {vi }i=1...n . The matrix ΣR

represents the second order statistics of the d dimensional
vectors {vi } within the region R.

Under the Log-Euclidean Riemannianmetric, it is possible
to measure the distance between covariance matrices. Given
two covariance matrices Σ1 and Σ2, their distance is given
by,

d(Σ1,Σ2) = ||log(Σ1) − log(Σ2)||�2 , (2)

where ||.||�2 is the �2 vector norm and log(Σ) is the matrix
logarithm of the square matrix Σ .

Thus, every image region, R, can be characterized by the
vectorized form of the matrix log(ΣR). Since this is a sym-
metric matrix, then the feature vector can be described by a
d × (d + 1)/2 where d is the number of channels. Since the
number of channels used is 20, it follows that the covariance
descriptor of each region is described by 20 * 21/2 = 210
features. Figure1 illustrates a schematic representation of the
covariance descriptor applied to an input face image.

4.2 PyramidMulti-Level (PML) Face
Representation

The PML representation adopts an explicit pyramid repre-
sentation of the original image. This pyramid represents the
image at different scales. For each scale or level, a correspond-
ing Multi-block representation is performed. Each image of
the pyramid will be divided into an appropriate number of
square blocks. The descriptor of each resulting block is then
extracted using the steps described in the previous section.
Figure2 (Bottom) illustrates the PML principle for a pyramid
of three levels associated with a face image.

Given the number of levels, �, and the size of an individual
square block (b × b), the size of the resulting square image
at level i is given by i × (b, b). The total number of blocks
is given by B = ∑�

i=1 i2 = � (� + 1)(2� + 1)/6. All blocks
have a size of b × b pixels. At level 1 (the top of the pyramid),
thewhole image is reduced to one single block of b × b pixels.

Formally, the PML representation of an image is obtained
as follows: Let f be an image of size N × N . Let P be its
pyramid representation with � levels, P = {L1, . . . , L�} [38].
The size of the images Li should meet the following. Each
level Li is represented by a partition of square blocks of size
N
�

× N
�
, Li = {Bi,1, · · · , Bi,ni }, whereni = i2.Given a value

�, we pose b = N
�
. Thus, the size of square blocks at all levels

is b × b. We point out that P� is f and P1 = B1,1 (coarsest
resolution).

The pyramid representation of an image f by � levels is
the sequence L1, . . ., L� such that:

Li = {Bi,1, . . . , Bi,ni } where i = 1, . . . , � and ni = i2

(3)

4.3 PML Covariance Descriptor

Once the PML representation is obtained, the local features
of each block at each level are described by the covariance
descriptor as shown at the top part of Fig. 2. Concretely, the
PML Descriptor at the level i (i = 1, . . . , �) is given by:

COV(Li ) = COV(Bi,1) ‖ · · · ‖ COV(Bi,ni )
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Fig. 2 (Top) Multi-block
covariance descriptor. For a
given image divided into different
blocks, the covariance descriptor
is computed for each block using
d different features which gives
rise to a descriptor of size
d(d + 1)/2. The multi-block
covariance descriptor is then
obtained by concatenating all the
individual descriptors. (Bottom)
Pyramid Multi-Level (PML)
covariance descriptor for a
pyramid of three levels. At each
level i the image is divided into
i2 blocks resulting to a total
number of blocks given by B =∑�

i=1 i2 = � (� + 1)(2� + 1)/6.
For each block a regional
multi-block covariance descriptor
(fi) is extracted and finally the
PML-based feature descriptor is
obtained by concatenating all
regional descriptors
(f = {f1, f2, . . . , fb})

where ‖ denotes the concatenation operator. Therefore, we
define the PML Descriptor using � levels of the pyramid rep-
resentation as follows:

�-PMLD( f ) = COV(L1) ‖ . . . ‖ COV(L�) (4)

We can observe that the total number of blocks in a pyra-
mid of depth � is

∑�
i=1 i2 = �(�+1)(2�+1)

6 . Hence, �-PMLD is

composed of d(d+1)
2

�(�+1)(2�+1)
6 elements, since the number

of elements of COV descriptor is d (d+1)
2 .

4.4 KinshipVerification

Our proposed kinship verification scheme is illustrated in
Fig. 3. The modules that needs training are: (i) feature selec-
tion, and (ii) binary support vector machine (SVM) classifier.
Both can be efficiently learned using a set of positive and
negative pairs.

At testing phase, an unseen pair of face images is processed
in order to obtain the PML representation of each face. Then,

the obtained two descriptors are merged using the absolute
difference giving rise to one single descriptor having the same
size as the PMLdescriptor. Adopting thismerging scheme has
at least two advantages. First, the order of image presentation
of the pair (either in the training phase or in the testing can be
arbitrary). This property increases the flexibility of deploying
the final algorithm. Second, the size of the final descriptor
(associated with the input pair) is not multiplied by two as is
the case with a simple vector concatenation. Once the final
descriptor is obtained, its components are then filtered out
using a trained supervised feature ranking scheme.

4.5 Fisher Score Feature Selection

We use Fisher scoring of the features in order to extract the
most relevant and discriminative features of the PML-based
descriptors. Fisher scoring is a supervised feature selection
method which uses class labels to identify features with best
discriminant ability. Let z ∈ RD denote the PML descriptor
associated with a pair of face images. The Fisher score of the
r th feature is given by:
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Fig. 3 An illustration of the proposed method for kinface verification using PML representation based on hand-crafted descriptors. Given a pair
of images, the PML feature representation is obtained as the absolute difference between the individual PML descriptors. We assume that we are
given N training labeled pairs of images. Each pair belongs to either the kinship class (positive class) or the no kinship class (the negative class).
The PML feature dimension is reduced by Fisher selection before learning a binary support vector machine (SVM) classifier

Fr = N1 (μr,1 − μr )
2 + N2 (μr,2 − μr )

2

N1 σ 2
r,1 + N2 σ 2

r,2

r = 1, . . . , D

(5)

where N1 and N2 are respectively the number of positive and
negative pairs. μr,1 and σ 2

r,1 refer to the mean and variance of

the r th feature of the positive class, and μr,2 and σ 2
r,2 refer to

the mean and variance of the r th feature of the negative class.
μr refers to the global mean of the r th feature.

The output of the feature selection is a vector of real scores
that can gives a ranking of the attributes composing the PML
covariance descriptor. From this obtained ordering, several
feature subsets can be chosen by setting a cutoff for the
selected features. In this work we have adopted threshold-
based criterion. In fact, we have analyzed different cutoff val-
ues ranging from 10 to 90% of the relevant features. Once the
selection is fixed, it is applied on both the training and test
sets.

5 Experimental Results

In this section, we report the kinship verification experiments
performed on two benchmark kinship databases, namely
KinfaceW-I and KinfaceW-II. These datasets contain face
images depicting four classes of relationship: Father-Son

(F-S), Father-Daughter (F-D), Mother-Son (M-S), and
Mother-Daughter (M-D). KinFaceW-I has respectively 156,
134, 116 and 127 pairs of kinship face images for the
aforementioned relationships while KinFaceW-II has 250
pairs for each one. Figure4 illustrates some pairs in both
datasets.

The evaluation protocol followed in this work is the one
reported in [18]. All pairs of face images with kinship relation
have been considered as positive samples and those without
kinship relation as negative samples.

The face images corresponding to each pair are processed
according to our proposed kinship verification scheme in
order to get the PML-based feature representation for kin-
ship verification (See Fig. 3). In fact, three PML-based hand-
crafted descriptors namely, PML-LBP, PML-HOG and PML-
COV, have been considered. These PML-based feature vec-
tors characterizing a given pair of face images are obtained as
the absolute difference between the individual PML descrip-
tors. We adopt the evaluation protocol described in [18]. We
used the pre-specified training/testing splits, which were gen-
erated randomly and independently for 5-fold cross valida-
tion. As a classifier, we used SVM classifier which has proven
to be a good solution when dealing with binary classification.

The different PML-based descriptors have been obtained
considering pyramids of different levels ranging from 4 to
7. A summary of the different type of descriptors and their
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Fig.4 Some pair samples from KinfaceW-I and KinfaceW-II datasets. From top to bottom are the F-S, F-D, M-S, and M-D kinship relations, and
the two neighboring images in each row are with the kinship relation, respectively

dimensions as a function of the pyramid level is disclosed in
Table3. The size of the PML-LBP descriptor can be obtained
as the number of blocks times 59 which is the size of the
uniform LBP histogram. Similarly, the size of the PML-COV
descriptor is given by the number of blocks times 210which is
the covariance feature length (see Sect. 4.1). Firstly, we have
analyzed the performance of a binary SVM classifier as a
function of the pyramid levels on both kinship databases, and
concluded that the optimal configuration corresponds to the
face representation based on a pyramid of 7 levels.

Figure5 gives a graphical illustration of the performance
of the different proposed kinship verification algorithms as a

Fig. 5 The performance of the different proposed Kinship verification
algorithms on the dataset KinfaceW-I as a function of the number of
pyramid levels. We fixed the baseline to the value 70.69% which corre-
sponds to the performance achieved by [12]

function of the pyramid level. It can be seen that the best per-
formance has been achieved by pyramids having high levels.

The classification rates of the different PML-based
descriptors on different subsets of the KinfaceW-I and
KinfaceW-II datasets are reported in Table4. In this table,
feature selection was not used, i.e.; all original features for
the three types of PML are used in training and testing.
As can be seen, the PML-COV descriptor achieves kinship
verification accuracies of about 84 and 86% for KinfaceW-I
and KinfaceW-II, respectively. These results significantly
outperform most of the recently proposed methods reported
in Tables1 and 2.

As reported previously, the PML-COV face descriptor is
obtained by fusing the information from different texture fea-
tures, and consequently may contain a lot of redundant and
unreliable information. Therefore, performing feature selec-
tion can avoid, on one hand, over-fitting problems while
improving classificationmodel performance, and on the other
hand, to provide efficient and more cost-effective learning
models. In this work, we have adopted the feature selection
algorithm based on Fisher score method for the automatic
weighting of the descriptor attributes (Sect. 4.3). In fact, we
have analyzed different cutoff values ranging from 10 to 90%
of the relevant features.Once the selection is fixed, it is applied
on both the training and test sets. Finally, we evaluate the
recognition rate on the test set using the selected features.

Table5 shows the performance of the SVM classifier on
the test sets using the selected features according to Fisher
weights. As expected, feature selection has improved the
performance of the different algorithms achieving a kinship
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Table 3 A summary of the different PML-based features descriptors and their dimensions

Level Blocks PML-LBP PML-HOG PML-COV

4 30 1770 728 6300

5 55 3245 1560 11,550

6 91 5369 2860 19,110

7 140 8260 4732 29,400

Table 4 Classification accuracy (percent) of different PML-based hand-crafted descriptors on different subsets of the KinfaceW-I and KinfaceW-II
data set. Best results are displayed in bold. Feature selection was not used

Kinface-I

PML-HOG PML-LBP PML-COV

F-S 67.1 70.5 81.7

F-D 74.0 76.3 85.9

M-S 62.9 67.2 83.6

M-D 70.5 72.4 86.3

Average 68.6 71.6 84.4

Kinface-II

PML-HOG PML-LBP PML-COV

F-S 64.6 70.8 84.2

F-D 72.2 77.4 88.6

M-S 69.4 72.4 84.0

M-D 66.8 70.8 88.6

Average 68.3 72.9 86.4

Table 5 Classification accuracy (percent) of different PML-based hand-crafted descriptors after Fisher score feature selection on different subsets
of the KinFaceW-I and KinFaceW-II data set. Best results are displayed in bold

Kinface-I

PML-HOG-S PML-LBP-S PML-COV-S

F-S 71.2 72.4 84.3

F-D 76.9 78.9 91.0

M-S 69.4 71.5 87.1

M-D 73.3 77.9 90.2

Average 72.8 75.2 88.2

Kinface-II

PML-HOG-S PML-LBP-S PML-COV-S

F-S 66.8 73.6 85.8

F-D 74.8 77.6 88.6

M-S 72.8 74.8 87.2

M-D 68.6 72.8 91.0

Average 70.8 74.7 88.2

verification accuracy for PML-COV-S around88%which out-
performs the state-of-the-art kinship verification algorithms
and schemes that do not exploit external data. In fact, this
score improves the performance of deep convolutional neural

networks CNN-basic and CNN-Points [48] on KinfaceW-I of
about 14 and 11%, respectively. For KinfaceW-II, the perfor-
mance of our algorithm is comparable with CNN-points and
slightly better than CNN-basic.
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6 Conclusion

In this paper, a novel and effective framework for Kinship
verification is introduced. This framework mainly relies on
two components: an efficient and flexible face descriptor for
face image analysis, and a pyramid multi level face repre-
sentation that exploits second order statistics of several tex-
ture features. The proposed descriptor and kinship verifica-
tion scheme, which do not need any external data, outperform
state-of-the-art methods on two public datasets KinfaceW-I
and KinfaceW-II.
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Continuous Wavelet Analysis and Extraction
of ECG Features

Mounaim Aqil and Atman Jbari

Abstract

In this chapter, we propose a processing algorithm to
measure the features of electrocardiogram records. The
continuous wavelet transform is used to analyze the signal
in the time-scale domain and evaluate the scalogram for
each ECG waves. Thus, we present the literature of
wavelet transform and their properties. Next, we propose
criteria to choose the mother wavelet more adapted for
ECG analysis. Then, the processing algorithm is detailed
to extract the features: R-peaks, QRS waves, P waves and
T waves. To evaluate the performance, we compute the
parameters: sensitivity, predictivity, and error rate for a
set of ECG records of the MIT-BIH database. The results
of sensitivity Se = 99.84%, positive predictivity
P+ = 99.53, and error rate ER = 0.62% demonstrate the
effectiveness of the proposed algorithm and its motivation
for implementation to improve the processing quality of
health systems.

1 Introduction

Biomedical systems integrate the processing of the
biomedical measurements in electronic chips to perform
automatically required information. Among these devices,
electrocardiography implements analysis and interpretation
of the ECG signal to extract features that are not visible by
direct visual analysis. Since its clinical information is

contained in the different waves of the ECG signal, the
development of reliable and robust detection and extraction
methods is of great importance. For example, the QRS
complex is the most important wave of the ECG signal and
can be used as a basis for several other tasks such as auto-
matic heart rate determination, cardiac cycle classification,
and ECG data compression.

The development of algorithms for the detection and
extraction of the different waves of the ECG signal has been
the subject of research for more than 40 years. In the liter-
ature, several approaches have been presented and used in
electrocardiography systems. The main techniques for ECG
feature detection and extraction are given as follows.

• Algorithms based on the calculation of the derivative: A
calculation is made of the first and second derivatives of
the ECG signal with the elaboration of a threshold com-
bined with other treatments such as smoothing, weighted
summation, and elimination of the average value [1–3].

• Algorithms based on digital filtering: In these algorithms,
the ECG signal is filtered by two parallel low pass filters
with different cutoff frequencies. The difference between
the outputs of the two filters is then squared and
smoothed. The coefficients of the two filters, as well as
the cutoff frequencies, are calculated on the basis of the
ECG signal spectrum [1, 2, 4, 5].

• Approaches based on neural networks: Neural networks
have been used as nonlinear adaptive predictors. The goal
is to predict the value of the current signal from its past
values. The principle of detection is based on the pre-
diction error. Indeed, for the different segments of the
QRS complex, the neural network converges to a point
where the samples are well predicted. While for QRS
complex segment samples with abrupt changes, the pre-
diction error becomes important. It follows that this error
can be used as a characteristic of the signal for the
detection of the QRS complex [6–8].
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• Algorithms based on the hidden model of Markov: These
algorithms are based on the observation of the sequence of
the samples of the signal by a function of probability which
varies according to the state of a Markov chain [9–11].

• Syntactic methods: In these methods, the signal is divided
into short segments of a fixed length. Each segment is
then represented by a primitive component and encoded
using a predefined alphabet. Because of their computa-
tional efficiency, most algorithms use line-shaped seg-
ments as primitives for signal representation. The set of
linear primitives is extended by peaks, parabolic curves,
and additional attributes [12–14].

• Hilbert-based techniques: In these approaches, the ideal
Hilbert transform is approximated by a pass-band finite
impulse response filter (FIR). The Hilbert transform of the
ECG signal is used for calculating the signal envelope. In
order to eliminate the ripples of the envelope and to avoid
ambiguities in the detection of the peak level, the
envelope is filtered by a low-pass filter [15–17].

• Approaches based on wavelet transforms: The idea of the
wavelet transform has been used in many research works
to extract the different waves of the ECG signal. In most
algorithms, we exploit the Mallat and Hwang approach
based on the detection of singularity points and local
maxima of the transform coefficients [18–20]. Other
algorithms have proposed the use of discrete wavelet
transform (DWT) detail coefficients for the detection of
the QRS complex [21], while other algorithms exploit the
multi-scale resolution to implement bandpass filters to
detect the QRS complex [22]. Finally, some approaches
are based on the selection of the scale parameters of the
coefficients of the DWT [23]. The majority of these
techniques use the DWT, whereas few proposed methods
exploit the continuous wavelet transform (CWT) [24, 25].

In this chapter, we recall the basis of CWT and its
application for the time-scale analysis of ECG signal. Then,
we present a new ECG processing technique based on the
selection of a scale parameter of CWT coefficients corre-
sponding to each wave of ECG signal. This proposed tech-
nique is evaluated and compared with other techniques
according to standard performances.

2 Continuous Wavelet Transform
and Time-Scale Analysis of ECG Signal

2.1 Limitations of Fourier Frequency Analysis

The Fourier transform of a variable time signal x(t) is a
mathematical tool for evaluating its spectrum. This spectrum
provides the frequency components and their powers
according to the following equation:

Xðjf Þ ¼
Zþ1

�1
xðtÞe�j2pftdt ð1Þ

The Fourier transform does not give any information
about the frequency components of the signal in conjunction
with their appearance in time. To do this, one can use the
Heisenberg–Gabor inequality which minimizes the product
bandwidth and time width of the signal by the factor 1

4p

according to the following expression:

Dt � Df � 1
4p

ð2Þ

with:

– Δt is temporal support.
– Δf is the frequency band.

Practically, this implies the impossibility of precisely
knowing which components exist in the signal but rather the
frequency bands. Because of the absence of any information
on the instants of the appearance of the frequency compo-
nents, the Fourier transform is limited, especially in the case
of an analysis of nonstationary signals. Figure 1 illustrates
an example of the disadvantage of the Fourier transform.
Indeed, we have a signal composed of three waves:

– a sinusoidal wave of 150 Hz,
– a standing wave obtained by superposing two sinusoidal

signals of 100 and 50 Hz,
– a sinusoidal wave of 50 Hz.

These three waves appear in this order in the time
domain. The spectrum of the signal gives no information on
the moment of appearance of the different frequencies con-
stituting the signal.

Thus, the analysis tool of the Fourier transform presents a
major limitation. Consequently, this transform cannot locate the
singularities in a signal and cannot provide information on some
parameters such as the instantaneous frequency. To analyze a
nonstationary signal and detect frequency changes with their
location in time, the Fourier transform is therefore limited, and it
is necessary to use time–frequency analysis tools.

2.2 Continuous Wavelet Transform (CWT)

Definition
In time–frequency transforms, a window is used which is
translated throughout the time–frequency domain. There-
fore, in the vicinity of a point b, the amplitude of the
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sinusoidal component having a frequency f is measured. The
disadvantage of these transforms is the use of a window of
the invariant size that covers the time–frequency plane.
Now, we look for a window that can analyze the different
irregularities of the signal [26–31]. This is the basic principle
of wavelet transformation.

A wavelet is a function that has particular properties. In a
more general way, the wavelet must satisfy the following
conditions:

– It must have a short domain and finite energy in the time
domain;

– It must present some oscillations.

From a wavelet function, a family of wavelets can be gen-
erated by dilation (or contraction) and translation (along the time
axis). Using mathematical notations, this generated family is
noted wa;b

� �
, where w is called the analysis wavelet function

or the mother wavelet, a is a dilation parameter or scale
factor and b is the translation parameter. This set contains all
the versions dilated by a and translated by b of the analysis
function. In the general context, the continuous wavelet
transform (CWT) is defined by the projection of a signal x
(t) over all the wavelet functions f ;wa;b

� �
. At each point (a,

b) in the time-scale plane, the wavelet transform makes it
possible to provide information on the resemblance between
the analyzed signal and the scaled version of w shifted by
b. The CWT analysis of a signal x(t) produces no informa-
tion in the classical frequency sense but rather coefficients
according to scales evaluated according to Eq. (3).

Cðb; aÞ ¼
Zþ1

�1
xðtÞw�

a;bðtÞdt ð3Þ

where: wa;bðtÞ ¼ 1ffiffi
a

p w t�b
a

� �
and w�

a;bðtÞ is the wavelet con-

jugate of wa;bðtÞ.

Wavelet Properties
The wavelet function must satisfy the following properties:

• Compact support: The wavelet must be localized in the
domains of time and frequency (or scale).

• Admissibility condition: A compact support function is
called a wavelet if the following eligibility condition is
satisfied:

Cw ¼
Zþ1

�1

wðxÞj j2
xj j2 dx\þ1 ð4Þ

where W(x) is the Fourier transform of wavelet function
w(t).

Two important consequences of this eligibility property are
that the mean value of the wavelet function is zero and its
spectrum is of the band-pass type. In addition, this property
ensures the preservation of the signal energy during the
transformation.
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• Frequency selectivity: A wavelet is said to be
frequency-selective when the wavelet frequency band is
narrow.

• Similarity: The different wavelet functions can be calcu-
lated from each other by using a linear combination of the
translations and scaling parameters.

• Symmetry: To avoid the phase shift during the transfor-
mation, it is desirable to have a wavelet which has a
temporal symmetry.

• Regularity means that there is a rapid decrease in its
coefficients. This property leads to the speed of conver-
gence of its coefficients.

• The number of null moments: A wavelet has m null
moments if it verifies the Eq. (5):

Zþ1

�1
tkwðtÞdt ¼ 0 avec k ¼ 0. . .m� 1 ð5Þ

This property makes the wavelet transform more sensitive
to the irregularities of a signal.

Main Wavelet Functions
Several wavelet families exist whose most used are:

• Wavelet of Morlet (Morl) is defined by the Eq. (6) [32].

wðtÞ ¼ e�
t2
2 � cosð5tÞ ð6Þ

• Wavelet Mexicanhat (Mexh): This is the second derivative
of Gauss probability density [32]. Its expression is given
in Eq. (7).

wðtÞ ¼ 2ffiffiffi
3

p � p1=4 e
�t2

2 � ð1� t2Þ ð7Þ

• Wavelets of Daubechies of odrer N (dbN): For N ¼ 1, this
wavelet is that of Haar, which is defined by Eq. (8).
Except for db1, these wavelets do not have an explicit
expression. However, these wavelets have been defined so
that they have narrow support for a number m of moments.
These wavelets are irregular and unsymmetrical.

w tð Þ ¼
1pour0� t� 0:5
�1pour0:5� t� 1
0 ailleurs

8<
: : ð8Þ

• Wavelets Symmlets of order N (symN): This was proposed
by Ingrid Daubechies by modification of the construction
of dbN so that they are the most symmetrical possible.
Apart from symmetry, symmlets wavelets retain the same
properties of dbN.

• Wavelet Coiflet (coifN): dbN welets for which the scale
function also has zero moments.

• Wavelet of Meyer (meyr): It is an orthogonal wavelet. Even
if this wavelet is indefinitely differentiable and with unde-
fined support, it converges rapidly to 0. Moreover, the same
fast decay property is preserved for its derivatives [32].

These main mother wavelets are illustrated in Fig. 2.

ECG Analysis and Scalogram
The coefficients of the CWT can be used to evaluate the
scalogram SC b; að Þ which represents the energy density of
the signal for each scale a and position b. The scalogram
SC b; að Þ is defined by Eq. (9) [33, 34].

SC b; að Þ ¼ C b; að Þj j2 ð9Þ
An example of the CWT for an ECG signal with a Morlet

mother wavelet and a scaling factor from 1 to 32 is shown in
Fig. 3.

2.3 Criterion Choice of Mother Wavelet for ECG
Analysis

In literature, there is no predefined rule to select a wavelet for a particular
application,rathertheselectionisapplication-oriented.Itisacommonpracticeto
selectawaveletfunctionwhichishavingasimilarshapeasthesubjectsignalas
giveninFig. 4.

We have proposed a criterion for choosing the analyzing
wavelet published in [35]. The idea of this criterion is to find
a method to measure the resemblance between the signal to
be analyzed and the wavelet function. This idea comes from
the fact that the amplitude of the wavelet transform of a
signal provides information on the degree of resemblance of
the analyzed signal and the wavelet function.

The proposed method is based on the inequality of
Cauchy-Schwartz. Indeed, this inequality is given in
Eq. (10) [36, 37].

Zþ1

�1
x tð Þw�

a;b tð Þdt
						

						
2

�
Zþ1

�1
x tð Þj j2dt �

Zþ1

�1
w�
a;b tð Þ

			
			2dt ð10Þ

where:

–
Rþ1

�1
x tð Þj j2dt: The energy of the signal

–
Rþ1

�1
w�
a;b tð Þ

			
			2dt: The energy of the wavelet.

The equality of the two members of the inequality implies
the collinearity of x tð Þ and w tð Þ. In order to quantify the
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similarity between x tð Þ and w tð Þ, we defined the collinearity
ratio L given in Eq. (11).

L ¼
R þ1
�1 x tð Þw�

a;b tð Þdt
			

			2
R þ1
�1 x tð Þj j2dt R þ1

�1 w�
a;b tð Þ

			
			2dt

ð11Þ

The discrete form of Eq. (11) is given in Eq. (12).

L ¼
PN

n¼1ð
PK

k¼1 Cx n; rkð Þj j2ÞPN
n¼1 x nð Þj j2:PN

n¼1 w nð Þj j2 ð12Þ

where

• Cx n; rkð Þ are the CWT coefficients.
• N is the number of samples.
• K is the number of scales.
• x nð Þ is the sample of signal x tð Þ at time tn ¼ nT ; T is the

sample period.
• w nð Þ is the sample of the wavelet function w.

The criterion choice of mother wavelet consists of com-
puting the collinearity ratio L for each type of mother
wavelet and to choose that which gives the best ratio.
Table 1 summarizes the result of the method with the fol-
lowing conditions:

• The ECG signal used is the a01m record of apnea data-
base [38];

• The scale parameters are rk; k ¼ 1; . . .; 32 and r1 ¼ 1,
rk = rk�1 þ 1.

As shown in Table 1, Morlet’s mother wavelet gives the
best collinearity ratio L to conserve the maximum of local-
ized energy splint along the acquisition period.

Taking into account this important result, we will use the
Morlet’s mother wavelet to compute the CWT coefficients of
the ECG signal in the following sections.

3 CWT-Based Algorithm for ECG Features

The algorithm is based onCWTcoefficients with a selection of
scale parameter for each wave of the ECG signal. The process
starts with the detection of the R peaks; next a localization of
the Q and S points; and then after identification of the P and T
waves. The steps of the algorithm are given in Fig. 5 [35].

3.1 R-Peak Detection

The signal is analyzed in a set of scales using the Morlet’s
wavelet. The wavelet coefficients are exploited to compute
the following distributions [39]:
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• Time-scale content: Evaluate the energy Ex nð Þ of the
signal x nð Þ presented at the time tn based on the result
coefficients Cx n; rkð Þ; k ¼ 1; . . .;K of the applied trans-
form. It can be expressed as given in Eq. (13).

Ex nð Þ ¼
XK
k¼1

Cx n; rkð Þj j2 ð13Þ

• Relative time-scale content: In order to study the most
important contribution at each instant tn; we propose to
evaluate the rate of absolute maximum coefficient and the
total energy as given in Eq. (14):

REx nð Þ ¼
maxn Cx n; rkð Þj j2


 �
k¼1;...;K

Ex nð Þ ð14Þ

With an aim of automatically selecting a scale parameter
for R peak detection, we proceed as follows:

– We compute the CWT coefficients C n; rkð Þ,
– We extract the maximum of the C n; rkð Þ at each time

point and store them in a vector named ym,
– We compute the peaks of ym and looking for all the scales

corresponding to these peaks. An averaging of these
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scales gives us the selected scale called rR.The simula-
tion result of this step is illustrated in Fig. 6.

– We analyze the ECG signal with CWT at the selected
scale rR. This analysis consists of computing the CWT
coefficients C n; rRð Þ. The simulation result of this step is
shown in Fig. 7.

In the objective to detect the R-peak starting from the
analysis of the signal at the selected scale rR, we do as
follows:

– We compute the vectorMC containing the mean value m kð Þ
of wavelet coefficients at rR along a sliding window w,

– We compute the histogram of vector ym to determine the
distribution of the wavelet coefficients for the different

samples of the ECG signal. The histogram is given in
Fig. 8.

– We define a threshold for R detection using the centroid
of the histogram method as given in Eq. (15):

ECGth ¼
Pn

i¼1 Ci � Nið ÞPn
i¼1 Ni

ð15Þ

where ECGth is the threshold, Ci is the wavelet coefficient
values, Ni is the number of samples and n is the histogram
range.

– We detect the peaks in MC by using the threshold value
defined in Eq. (15). These peaks deal with the R peaks of
the ECG signal. The results of this step are given in
Fig. 9.

3.2 Q and S Points Detection

Once the R peaks are detected, the Q and S points are the
next features to locate in order to complete the QRS com-
plex. To select the scale parameter corresponding to Q wave
called rQ, we follow the given steps:

– We localize the local minima of relative time–frequency content
REx nð Þ before each R peak position as given in Fig. 10.

Fig. 4 Representation of ECG’s waves and wavelet’s shape

Table 1 Collinearity ratio for different mother wavelet

Wavelet Collinearity ratio

Morl 0.9621

Meyr 0.9508

Mexh 0.8721

Gaus 4 0.5897

Coif 4 0.0606

Sym 4 0.0598

Db 4 0.0598

Haar 0.0549
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– We seek the positions of those local minima in the vector
ym.

– We look for the scales corresponding to those positions.
– An average of obtained scales gives us rQ.

To select the scale parameter corresponding to S wave
called rS, we process as we did for Q wave. The only dif-
ference is to localize the local minima after each R peak as
given in Fig. 11.

Once the scale parameters rQ and rS are defined, we
compute the CWT coefficients CrQ and CrS . The plots of
those coefficients are given in Fig. 12.

The Q and S points are the inflection points in either side
of R peak. So it is thus enough to locate the first zero slope
in either side of R peak. For this purpose, we do

differentiation of CrQ and C rS , then we detect the zero
slopes around the position of R peak. The result of this
process is given in Fig. 13.

3.3 Detection of P and T Waves

Once the QRS complex is completely localized, we proceed
to the next step which consists in locating the P and T waves
of ECG signal. In order to select the scale parameter corre-
sponding to P wave called rP, the following steps are carried
out:

– We compute the energy of the signal locally in a sliding
window w according to Eq. (16).
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Fig. 5 The steps of the CWT-ECG processing algorithm
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Ew ¼
X

n�w

XK

k¼1
C n; rkð Þj j2 ð16Þ

– We seek the first maxima before each Q point position in
Ew. The simulation result of this step is shown in Fig. 14.

– We localize the positions of those maxima in the vector
ym.

– We look for the scales corresponding to those positions.
– An average of obtained scales returns the scale rP.

To select the scale parameters corresponding to T wave
called rT, we follow the same steps given below and we look
for the first maxima after the S point positions. The simu-
lation result is shown in Fig. 15.

Once the scale parameters corresponding to P and T
waves are selected, we compute the CWT coefficients at
these scales. The plot of CWT coefficients CrP and CrT are
given in Fig. 16.
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The P wave is identified as the first maxima before each
Q point position in the plot of CrP . For this goal, we do the
derivative of CrP named C

0
rP . Then we look for the point P

corresponding to the following conditions:

– The point P is before the Q point.
– C

0
rP Pð Þ ¼ 0.

– CrP is increasing before P and decreasing after.

The result of this step is given in Fig. 17.
In order to detect the T wave, we can apply the same

method above since the T wave is identified as first maxima
after each S point position in the plot of CrQ . The result of
this detection is shown in Fig. 18.

Finally, the detection of the different waves of the ECG
signal is given in Fig. 19.
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4 Result and Performances

4.1 MIT-BIH Database Description

In order to evaluate the ECG features extraction and detec-
tion algorithm, it should be applied to recordings from
MIT-BIH database [40].

This database has been established by scientists to serve
as a standard to validate the proposed methods of QRS
complex detection. This database contains 48 half-hour

recordings. The recordings were digitized at a frequency of
360 Hz with an 11-bit coding.

Each recording contains an annotation made by several
cardiologists. Each record of this database is associated with
the following files:

• Data file (* .dat): contains digitized samples of the ECG
signal.

• Header file (* .hea): contains the interpretation parameters
of the data file such as sampling frequency, amplification
gain… etc.
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• Annotation file (* .atr): it comprises the positions and
instants of the appearance of the peak R of the ECG
signal and a mark indicating whether the QRS complex is
normal or not.

4.2 Parameters Evaluation

In literature, there are various metrics that are used to
evaluate the ECG analysis algorithms. The main measures

can be listed as the sensitivity, the positive predictivity, and
the error rate.

• Sensitivity (Se) can be formalized as follows:

Se %ð Þ ¼ TP

TPþFN
� 100 ð17Þ

• Positive predictivity (Pþ ) can be defined by the follow-
ing formula:

Pþ %ð Þ ¼ TP

TPþFP
� 100 ð18Þ
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• Error rate (ER) can be formalized as follows:

ER %ð Þ ¼ FNþFP

TB
� 100 ð19Þ

where

– TP is the number of correct predictions for positive
samples,

– TN is the number of correct predictions for negative
samples,

– FP is the number of incorrect predictions for positive
samples,

– FN is the number of incorrect predictions for negative
samples,

– TB is the total number of beats.

The detection metrics for the proposed method are given
in Table 2. The algorithm achieved good performance with
the sensitivity of 99.84%, the positive predictivity value of
99.53%, and an error rate of 0.62%.

The comparison of the performance of the proposed
method with the other techniques is given in Table 3.
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4.3 Robustness of the Proposed Algorithm

The core of the proposed algorithm is the selection of the
scale parameter of the CWT corresponding to each ECG
signal wave. This selection can be considered as selective
filtering of the wave which will be analyzed. As a result, the
features detection of ECG signal can be processed even in
the presence of certain noises such as baseline wander
(BW) or power line interference (PLI). The denoising of the
signal is therefore unnecessary.

To illustrate the robustness of the proposed method, we
applied it to an ECG signal separately comprising the fol-
lowing two types of noise:

– Baseline wander: a synthetic baseline wander is added to
an ECG signal using the sinusoidal model as given below

Bw tð Þ ¼ A1 sin 2pf1tð Þ ð20Þ
where the amplitude A1 ¼ 0:4 mV and the frequency
f1 2 0� 0:5 Hz½ �.
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Table 2 Measures of the QRS detection

Record TB TP FN FP Se (%) P+ (%) ER (%)

100 2274 2273 1 1 99.95 99.96 0.088

101 1874 1874 0 14 100 99.26 0.747

102 2192 2191 1 15 99.95 99.32 0.729

103 2091 2085 4 2 99.80 99.90 0.286

104 2311 2304 4 16 99.82 99.31 0.865

105 22691 2682 4 16 99.85 99.41 0.743

106 2098 2094 4 3 99.80 99.86 0.333

107 2140 2137 3 12 99.85 99.44 0.700

108 1824 1819 5 25 99.72 98.64 1.644

109 2535 2534 1 11 99.96 99.57 0.473

111 2133 2126 7 13 99.67 99.39 0.93

112 2550 2547 3 10 99.88 99.61 0.5

113 1796 1795 1 10 99.94 99.45 0.61

114 1890 1879 7 10 99.62 99.47 0.89

115 1962 1951 7 2 99.64 99.90 0.45

116 2421 2410 7 4 99.71 99.83 0.45

117 1539 1539 0 10 100 99.35 0.64

118 2301 2300 1 16 99.95 99.31 0.73

119 2094 2084 5 27 99.76 98.72 1.52

121 1876 1876 0 11 100 99.42 0.58

122 2479 2477 2 0 99.91 100 0.08

123 1519 1519 0 15 100 99.02 0.98

124 1634 1632 2 4 99.87 99.76 0.36

200 2792 2779 5 10 99.82 99.64 0.53

201 2039 1978 8 0 99.59 100 0.39

202 2146 2141 5 4 99.76 99.81 0.41

203 3108 3104 4 10 99.87 99.68 0.45

205 2672 2660 5 0 99.81 100 0.18

Total 60,981 60790 96 271 99.84 99.53 0.62
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Table 3 Comparison of QRS
detector performance

Algorithm name Se (%) P+ (%) ER(%)

Karimipour and Homaeinezhad [41] 99.81 99.7 0.49

Pan and Tompkins [5] 99.75 99.53 0.675

Li et al. [20] 99.89 99.94 0.14

Poli et al. [42] 99.6 99.5 0.9

Madeiro et al. [43] 99.15 99.18 1.69

Biel et al. [13] 99.64 99.82 0.54

Yochum et al. [44] 99.85 99.48 0.67

Martinez et al. [45] 99.8 99.86 0.34

Hamilton and Tompkins [46] 99.69 99.77 0.54

The proposed algorithm 99.84 99.53 0.62
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The simulation result of the analysis is given in Fig. 20.
We note that the ECG features are detected.

– Power line interference (PLI): It is synthesized using
the sinusoidal signal formalized as follows:

pli tð Þ ¼ A2 sin 2pf2tð Þ ð21Þ
where the amplitude A2 ¼ 0:1 mV and the frequency
f2 ¼ 50Hz.

The result simulation of detection with PLI is given in
Fig. 21. It is also clear that the ECG features are extracted
without a preprocessing filter. This is an additional benefit of
our proposed algorithm based on time-scale analysis of ECG
samples.

5 Conclusion

In this chapter, we presented a time-scale analysis and a
criterion to choose the mother wavelet for ECG analysis.
The idea of this criterion is to find the type of wavelet given
the best collinearity with the ECG signal. Indeed, we proved
that Mortlet’s mother wavelet is best suited to the analysis of
the ECG signal since it has the best collinearity ratio.

Also presented in this work a new algorithm based on
continuous wavelet transform for detection of QRS, P and T
waves of ECG signal. This algorithm exploits a technique of
selection of scale parameter for the wavelet coefficients. The
algorithm achieved good performance with the sensitivity of
99:84%; the positive predictivity value of 99.53% and an
error rate of 0.62%.

The advantages of this selection are multiple, such as the
elimination of noise and interference with other parts of the
signal while extracting a specific wave as well as a reduced
computing time of wavelet coefficients, what makes a
reduced duration of the analysis.

The robustness of the algorithm consists in the detection
of the P, QRS, and T waves even if the signal is affected by
the baseline wander and the power line interference.

References

1. Ahlstrom M. L., Tompkins W. J. (1983) Automated High-Speed
Analysis of Holter Tapes with Microcomputers. IEEE Transactions
on Biomedical Engineering 30 (110): 651–657. https://doi.org/10.
1109/TBME.1983.325067.

2. Fraden J., Neuman M. R. (1980) QRS wave detection. Medical &
Biological Engineering & Computing 18 (12): 125–132.https://doi.
org/10.1007/BF02443287.

3. Gritzali F., Frangakis G., Papakonstantinou G. (1987) Comparison
of the length and energy transformations for the QRS detection. In:
IEEE/ Engineering in Medicine and Biology Society Annual
Conference.

4. Sun Y., Suppappola S., Wrublewski T. A. (1992) Microcontroller-
based real-time QRS detection. Biomedical Instrumentation and
Technology 26 (16): 477–484.

5. Pan J., Tompkins W. J. (1985) A Real-Time QRS Detection
Algorithm. IEEE Transactions on Biomedical Engineering 32
(13):230–236. https://doi.org/10.1109/TBME.1985.325532.

6. Hu Y. H., Tompkins W. J., Urrusti J. L. et al. (1993) Applications
of artificial neural networks for ECG signal detection and
classification. Journal of Electrocardiology 26 (Suppl) 6: 66–73.

7. Vijaya G., Kumar V., Verma H. K. (1998) ANN-based
QRS-complex analysis of ECG. Journal of medical engineering
& technology 22 (14): 160–7. https://doi.org/10.3109/
03091909809032534.

8. Xue Q., Hu Y. H., Tompkins W. J. (1992) Neural-Network-Based
Adaptive Matched Filtering for QRS Detection. IEEE Transactions
on Biomedical Engineering 39 (14): 317–329. https://doi.org/10.
1109/10.126604.

9. Andreao R. V., Dorizzi B., Boudy J. (2006) ECG signal analysis
through hidden Markov models. IEEE Transactions on Biomedical
Engineering 53 (18): 1541–1549. https://doi.org/10.1109/tbme.
2006.877103.

10. Pan S.-T., Hong T.-P., Chen H.-C. (2012) ECG signal analysis by
using Hidden Markov model. In: International conference on
Fuzzy Theory and Its Applications (iFUZZY2012), IEEE,
Taichung Taiwan, 16–18 Nov. 2012. https://doi.org/10.1109/
ifuzzy.2012.6409718.

11. Hughes N. P., Tarassenko L., Roberts S. J. (2004) Markov models
for automated ECG interval analysis. In: 16th International
Conference on Advances in Neural Information Processing
Systems: 611–618. Whistler, British Columbia, Canada, December
09–11, 2003.

12. Udupa J., Murthy I. (1980) Syntactic approach to ECG rhythm
analysis. IEEE Transactions on Biomedical Engineering 27 (17):
370–375. https://doi.org/10.1109/TBME.1980.326650.

13. Biel L., Pettersson O., Philipson L. et al. (2001) ECG analysis: A
new approach in human identification. IEEE Transaction on
Instrumentation and Measurement 50 (13): 808–812. https://doi.
org/10.1109/19.930458.

14. Karpagachelvi S., Arthanari M., Sivakumar M. (2010) ECG
Feature Extraction Techniques - A Survey Approach. International
Journal of Computer Science and Information Security 8 (1): 76–
80.

15. Benitez D. S., Gaydecki P. A., Zaidi A. et al. (2000) A new QRS
detection algorithm based on the Hilbert transform. In: Computers
in Cardiology, IEEE, Cambridge USA, 24–27 Sept. 2000. https://
doi.org/10.1109/CIC.2000.898536.

16. Singh Kohli S., Makwana N., Mishra N. et al. (2012) Hilbert
Transform Based Adaptive ECG R-Peak Detection Technique.Int.
J. Electr. Comput. Eng. 2 (15): 639–643. http://dx.doi.org/10.
11591/ijece.v2i5.1439.

17. Rabbani H., Parsa Mahjoob M., Farahabadi E. et al. (2011) R peak
detection in electrocardiogram signal based on an optimal
combination of wavelet transform, hilbert transform, and adaptive
thresholding. Journal of medical signals and sensors1 (12): 91–98.

18. Bahoura M., Hassani M., Hubin M. (1997) DSP implementation of
wavelet transform for real time ECG wave forms detection and
heart rate analysis. Computer Methods and Programs in

Continuous Wavelet Analysis and Extraction of ECG Features 67

http://dx.doi.org/10.1109/TBME.1983.325067
http://dx.doi.org/10.1109/TBME.1983.325067
http://dx.doi.org/10.1007/BF02443287
http://dx.doi.org/10.1007/BF02443287
http://dx.doi.org/10.1109/TBME.1985.325532
http://dx.doi.org/10.3109/03091909809032534
http://dx.doi.org/10.3109/03091909809032534
http://dx.doi.org/10.1109/10.126604
http://dx.doi.org/10.1109/10.126604
http://dx.doi.org/10.1109/tbme.2006.877103
http://dx.doi.org/10.1109/tbme.2006.877103
http://dx.doi.org/10.1109/ifuzzy.2012.6409718
http://dx.doi.org/10.1109/ifuzzy.2012.6409718
http://dx.doi.org/10.1109/TBME.1980.326650
http://dx.doi.org/10.1109/19.930458
http://dx.doi.org/10.1109/19.930458
http://dx.doi.org/10.1109/CIC.2000.898536
http://dx.doi.org/10.1109/CIC.2000.898536
http://dx.doi.org/10.11591/ijece.v2i5.1439
http://dx.doi.org/10.11591/ijece.v2i5.1439


Biomedicine 52 (11): 35–44. https://doi.org/10.1016/S0169-2607
(97)01780-X.

19. Kadambe S., Murray R., Boudreaux-Bartels G.F. (1999) Wavelet
transform-based QRS complex detector. IEEE Transactions on
Biomedical Engineering 46 (17): 838–848. https://doi.org/10.
1109/10.771194.

20. Li C., Zheng C., Tai C. (1995) Detection of ECG characteristic
points using wavelet transforms. IEEE Transactions on Biomedical
Engineering 42 (11): 21–28. https://doi.org/10.1109/10.362922.

21. Zidelmal Z., Amirou A., Adnane M., Belouchrani A. (2012) QRS
detection based on wavelet coefficients. Computer Methods and
Programs in Biomedicine 107 (13): 490–496. https://doi.org/10.
1016/j.cmpb.2011.12.004.

22. Narayana K., Rao A. (2011) Wavelet based QRS detection in ECG
using MATLAB. Innovative Systems Design Engineering 2 (17):
60–70.

23. Rudnicki M., Strumiłło P. (2007) A Real-Time Adaptive Wavelet
Transform-Based QRS Complex Detector. In: Beliczynski B.,
Dzielinski A., Iwanowski M., Ribeiro B. (eds) Adaptive and
Natural Computing Algorithms. ICANNGA 2007. Lecture Notes
in Computer Science, vol 4432. Springer, Berlin, Heidelberg.
https://doi.org/10.1007/978-3-540-71629-7_32.

24. Aqil M., Jbari A., Bourouhou A. (2015) Evaluation of
time-frequency and wavelet analysis of ECG signals. In: Third
World Conference on Complex Systems (WCCS), Marrakech,
Morroco, 23–25 Nov. https://doi.org/10.1109/ICoCS.2015.
7483229.

25. Belkhou A., Jbari A., Belarbi L. (2017) A continuous wavelet
based technique for the analysis of electromyography signals. In:
International Conference on Electrical and Information Technolo-
gies (ICEIT), Rabat, Morroco, 15–18 Nov. DOI:https://doi.org/10.
1109/EITech.2017.8255232.

26. Cohen L. (1994) Time Frequency Analysis: Theory and Applica-
tions. Prentice Hall. New Jesey.

27. Boashash B. (2016) Time-frequency signal analysis and process-
ing, 2nd ed. Elsevier Ltd. Amsterdam.

28. Flandrin P. (1998) Time Frequency/ Time-scale Analysis. Elsevier
Ltd. Amsterdam.

29. Jbari A.: Séparation Aveugle de Sources par contrastes à
références et analyse du contenu temps-échelle. Thesis, University
Mohamed V of Rabat (2009).

30. Qian S., Chen D. (1999) Joint time-frequency analysis. IEEE
Signal Processing Magazine 16 (12): 52–67. https://doi.org/10.
1109/79.752051.

31. Goswami J. C.,ChanA. K. (2011) Fundamentals of Wavelets. John
Wiley & sons Inc. New Jersey.

32. Daubechies I. (1992) Ten Lectures on Wavelets. Society for
Industrial and Applied Mathematics. Philadelphia.

33. Semmlow J. (2004) Biosignal and biomedical image processing:
MATLAB-based applications. Marcel Dekker Inc.New Jersey.

34. Clifford G. D., Azuaje F., McSharry P. E. (2006) Advanced
Methods and Tools for ECG Data Analysis. Artech House.
Norwood.

35. Aqil M., Jbari A., Bourouhou A. (2017) ECG-Waves: Analysis
and Detection by Continuous Wavelet Transform. J. Telecommun.
Electron. Comput. Eng. 9 (13): 45–52.

36. Bernard C.: Wavelets and ill posed problems: optic flow and
scattered data. Thesis, University of Paris-Saclay (1999).

37. Mallat S. (2000) Une exploration des signaux en ondelettes.
Editions de l’Ecole Polytechnique. Paris.

38. CinC Challenge 2000 data sets (2000) http://www.physionet.org/
Physiobank/database/apnea-ecg. Accessed 25 May 2016.

39. Aqil M., Jbari A., Bourouhou A. (2016) Adaptive ECG Wavelet
analysis for R-peaks. In:Proceedings of 2016 International Con-
ference on Electrical and Information Technologies (ICEIT),
Tangier. https://doi.org/10.1109/EITech.2016.7519582.

40. MIT-BIH Arrythmia Database (2000) https://www.physionet.org/
physiobank/database/mitdb/. Accessed 20 May 2016.

41. Karimipour A., Homaeinezhad M. R. (2014) Real-time electro-
cardiogram P- QRS-T detection-delineation algorithm based on
quality-supported analysis of characteristic templates. Computers
in Biology and Medicine 52: 153–165. https://doi.org/10.1016/j.
compbiomed.2014.07.002.

42. Poli R., Cagnoni S., Valli G. (1995) Genetic Design of Optimum
Linear and Nonlinear QRS Detectors. IEEE Transactions on
Biomedical Engineering 42 (11): 1137–1141. https://doi.org/10.
1109/10.469381.

43. Madeiro J. P. V., Cortez P. C., Marques J. A. L., et al. (2012) An
innovative approach of QRS segmentation based on
first-derivative, Hilbert and Wavelet Transforms. Medical Engi-
neering and Physics 34 (19): 1236–1246. https://doi.org/10.1016/j.
medengphy/2011.12.011.

44. Yochum M., Renaud C., Jacquir S. (2016) Automatic detection of
P, QRS and T patterns in 12 leads ECG signal based on CWT.
Biomedical Signal Processing and Control 25: 46–52. https://doi.
org/10.1016/j.bspc.2015.10.011.

45. Martinez J. P., Almeida R., Olmos S. et al. (2004) A
Wavelet-Based ECG Delineator Evaluation on Standard Data-
bases. IEEE Transactions on Biomedical Engineering 51 (14):
570–581. https://doi.org/10.1109/TBME.2003.821031.

46. Hamilton P., Tompkins W. (1986) Quantitative Investigation of
QRS Detection Rules Using the MIT/BIH Arrhythmia Database.
IEEE Transactions on Biomedical Engineering 33 (112): 1157–
1165. https://doi.org/10.1109/TBME.1986.325695.

68 M. Aqil and A. Jbari

http://dx.doi.org/10.1016/S0169-2607(97)01780-X
http://dx.doi.org/10.1016/S0169-2607(97)01780-X
http://dx.doi.org/10.1109/10.771194
http://dx.doi.org/10.1109/10.771194
http://dx.doi.org/10.1109/10.362922
http://dx.doi.org/10.1016/j.cmpb.2011.12.004
http://dx.doi.org/10.1016/j.cmpb.2011.12.004
http://dx.doi.org/10.1007/978-3-540-71629-7_32
http://dx.doi.org/10.1109/ICoCS.2015.7483229
http://dx.doi.org/10.1109/ICoCS.2015.7483229
http://dx.doi.org/10.1109/EITech.2017.8255232
http://dx.doi.org/10.1109/EITech.2017.8255232
http://dx.doi.org/10.1109/79.752051
http://dx.doi.org/10.1109/79.752051
http://www.physionet.org/Physiobank/database/apnea-ecg
http://www.physionet.org/Physiobank/database/apnea-ecg
http://dx.doi.org/10.1109/EITech.2016.7519582
https://www.physionet.org/physiobank/database/mitdb/
https://www.physionet.org/physiobank/database/mitdb/
http://dx.doi.org/10.1016/j.compbiomed.2014.07.002
http://dx.doi.org/10.1016/j.compbiomed.2014.07.002
http://dx.doi.org/10.1109/10.469381
http://dx.doi.org/10.1109/10.469381
http://dx.doi.org/10.1016/j.medengphy/2011.12.011
http://dx.doi.org/10.1016/j.medengphy/2011.12.011
http://dx.doi.org/10.1016/j.bspc.2015.10.011
http://dx.doi.org/10.1016/j.bspc.2015.10.011
http://dx.doi.org/10.1109/TBME.2003.821031
http://dx.doi.org/10.1109/TBME.1986.325695


e-Health Education Using Automatic
Question Generation-Based Natural
Language (Case Study: Respiratory Tract
Infection)

Wiwin Suwarningsih

Abstract

In the midst of the outbreak, the public is flooded with
information that is not necessarily true where hoax
messages and fear spread faster than valid information
and positive messages. For this reason, it is necessary to
have consultation facilities that are accurate, fast and on
target. This research creates an educational e-health in the
form of a health question and answer system (with an
upper respiratory tract infection case study) which can be
used to provide answers that are more focused on valid
information. Validation of information with answers
searched using dynamic neural networks. Documents
containing information are extracted to detect the cor-
rectness, and document keywords are associated with
inquiries from users. The process of clarifying informa-
tion uses automation of dynamic neural networks which
allows the answers given to users to be more focused. The
final result of this research is a virtual assistant that
provides a corpus in the form of a QA-pair that can be
generated automatically to provide accurate information
to users working with upper respiratory tract infection
with an accuracy of 71.6%.

1 Introduction

Recognition of acute respiratory infections (ARIs) in
patients, especially the type of ARI they have, is very
important to reduce the risk of spreading the infection. ARI
patients may show a variety of clinical symptoms. Some of
these diseases have the potential to spread rapidly and could
have serious public health consequences. ARIs of potential

concern should be identified and reported as early as possible.
Infected patients should be provided with appropriate care
and services, and infection control measures must be taken
immediately to reduce further transmission of the disease.
The government in providing accurate information has used a
number of various methods. The information provided is in
the form of articles such as www.who.int, www.alodokter.
com, and www.klikdokter.com and openwho.org. Through
this telemedicine service, it is expected that the community
can minimize the visits to health facilities and it can make
independent isolation and physical distancing more effective.
The services in the form of question and answering (QA) or
chatbot WhatsApp (WA) are viewed more effective for pro-
viding an easy-to-use platform for health consumers to
communicate with doctors directly and get the timely per-
sonal health consultations [1]. Hence, a knowledge base that
can support these consulting services is highly required.

To address these issues, this paper focuses on tele-
medicine, which provides QA-pairs for natural
language-based (i.e. Indonesian) consultations with a deep
learning approach. QA-pairs were built using a dynamic
neural network approach to facilitate generating sequence
responses from valid documents and were always updated
with good quality. This approach was used in consideration
to the ability of dynamic neural networks to represent the
biological nervous systems with a better computational
ability as compared to static neural networks [2].

Research and development of natural language-based QA
telemedicine with the medical domain has been carried out
including research focused on the use of Chinese characters
[3, 4], English [5–7] or Spanish [8, 9]. Research conducted
by He et al. [3] applied a deep learning method in which the
system was made to automatically select the answers of
some existing medical records by selecting the most
appropriate user questions. Similarly, research conducted by
Sinha et al. [4] used a suitable neural network to capture
several semantic interactions between words in pairs of
questions and answers. Some other studies used a paraphrase
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approach and a summary of test questions [5], machine
learning methods [6], the embedment and architectural
hyper-parameters of the classifier [7], semi-supervised [8]
and statistical data redundancy techniques [9].

Advances in deep learning can replace any complex
models created by humans by optimizing processes from
beginning to end to demonstrate the potential benefits in
various domains such as image and video [10, 11] and image
plant classification disease [12] and text processing [2, 13,
14]. Researches that utilize deep learning in the medical
domain include [2] presenting a deep learning framework
using a multi-level character scale convolutional neural
network (CNN). This study conducted a training using
Chinese characters for each stage by embedding words and
determining the length of the vector of each character. The
results showed that deep learning was very optimal in
identifying Chinese characters in the form of health con-
sultations for Chinese people. Similar research using Chi-
nese characters was conducted by [3] utilizing a suitable
neural network to capture the semantic interactions between
words in pairs of question and answer sentences. The results
of the matching model carried out by [3] were able to out-
perform the existing method by increasing the performance
of the model to 5.5%. The model used was Match Pyramid
with a better performance and as a neural network method
with the deepest matching of the latest.

Other research in the online health consultation system
was carried out by [9] by introducing a series of unique
non-textual features, such as surface linguistic features and
new social features for online health QA predicting. This
feature supported a multi-modal trust-based learning
framework. The semantic representation was studied from
the answers to get a classification and to determine the
quality of the answers. It is in line with the research con-
ducted by [15] producing BERT language models to eval-
uate the clinical Why-QA. Deep learning was used to adapt
and evaluate the BERT language models. The evaluation in
this study was focused on error analysis and compared the
benefits of different training data. Researchers [11] intro-
duced deep learning-based early warning score (deep EWS),
which adopted a health care system in dealing with emer-
gency response conditions for patient management to mini-
mize the number of false alarm deaths. The deep learning
results showed high accuracy to both the response given by
medical devices and clinical settings.

The purpose of dynamic neural network used in research
was to measure to what extent the effectiveness compared to
other methods. The main contributions of this paper are
summarized as follows: (i) Interactive question answering
using QA-pairs generation-based PICO frame for improving
the QA system as a solution for communication during the
pandemic; (ii) The availability of corpus in the form of
Indonesian QA-pairs for pandemic cases.

The rest of the paper is organized as follows: Sect. 2
describes the proposed method. It is followed by Sect. 3
presenting the implementation of proposed method. Fur-
thermore, Sect. 4 describes the result and discussion.
Finally, Sect. 5 presents the conclusion and future work.

2 Materials and Methods

This section explains the proposed method, namely dynamic
neural network question generation (DNN-QG). Figure 1
presents the scheme of the method proposed in this study. As
shown in Fig. 1, the information retrieval process was taken
from Wikipedia, www.klikdokter.com, openwho.org, www.
detikhealth.com and www.alodokter.com. Encouraged from
the idea [16], we then built a knowledge base providing
QA-pairs for the process of information classification and
generating a number of sequential questions. Compared to
the rule-based question generation systems, it is expected
that using dynamic neural network information retrieval
processes from social media will be better, selective and
optimal.

2.1 Crawling Required Dataset

The information classification carried out in this study was
the separation or sorting of objects into classes. In this phase,
the dynamic neural network training algorithm attempted to
find out a model for class attributes as a function of other
variables from the dataset. The classification process auto-
matically assigned text into predefined categories and clas-
sified the information categories based on some features
extracted from training datasets.

Data were collected from some health website, the types
of data crawled were the sentences containing medical ele-
ments and other key words related to the disease. The data
generated were in the form of semi-structured data such as

Fig. 1 Schematic proposed method DNN-QG
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JSON or XML files. Table 1 shows the amount of data
(27.037 statement sentences) used for training and testing
data based on both social media sources and PICO base
classification [17].

The network built consisted of a large number of inter-
dependent processing elements for cooperation in solving
any problems. A connection between two neurons deter-
mined the authority of one neuron to another one, while the
weight on the connection determined the power of authority
between the two neurons. The learning method used was a
neural network trained with the help of a series of inputs and
the required output patterns.

2.2 Information Classification

A research conducted by [18] focused on the enhancing
features at the attention-based lexical level to increase the
addition of exploration at the sentence level. The approach
used was the dynamic feature creation network (DFGN) to
produce features in sentence representation. This feature was
automatically designed for dynamic feature extraction and
selection at the sentence level. Other studies such as [19]
proposed a multi-view fusion neural network where each
component produced a QA-pair. The fusion recurrent neural
network (RNN) function was used to integrate the results to
form a more holistic representation and gate filters were used
to collect important information from the input. However,
the residual network was used to add the output as a result of
the QA-pair representation process.

Research [20] applied a dynamic neural network for the
classification of input data as a basis for basic decision
making. The developed application was used for learning
during real-time operations and as input data in the form of
labeled actions. Similarly, research conducted by [21] used
neural networks for text classification as the input vectors of
words with several variable dimensions without any loss of
information. The learning process was used for Hebrew by
combining neural network learning rules with the supervised
or semi-supervised modes. Whereas [22] proposed a new
technique for text classification, namely recurrent neural

networks as a combination of recurrent neural networks and
convolution neural networks.

However, [23] classified a number of questions as the
facts or opinion base with a deep neural network-based
approach. The proposed model was made to capture the
representative features of the questions through the semantic
analysis of the questions, compared to the features extracted
from the questions, and determined whether the new ques-
tions raised were fact or opinion. This classification could
then be used as the input for further systems, where the aim
was to determine whether answers to questions could be
provided with the existing resources.

Although the five studies above have used neural net-
works for sentence classification with several different
approaches, there has never been filtering information (hoax
or fact) and classification using frames such as problem,
intervention, control and outcome (PICO) [23]. PICO is
used to form more specific classes to make the information
extraction process faster and more precise and handled
correctly for words out of vocabulary.

The general structure proposed for our information clas-
sification systems (adapting from [16]) based on dynamic
neural networks is presented as follows:

1. Extracting a set of core features of language f1, …, fk
relevant to predict the hoax information or not and create
a PICO class based on output pair

2. For each interesting feature fi, taking the corresponding
vector v (fi).

3. Merging vectors (either by combining, adding or by
combining both) into x input vectors.

4. Entering x into the nonlinear classifier (neural
feed-forward network).

The feature extraction stage carried out in the classifica-
tion of information using dynamic neural networks was only
done by extracting the core features. This was to make it
simpler to find the indicative feature combinations so as to
reduce the need for engineered feature combinations, com-
pared to the traditional NLP systems based on linear models,
which must determine the core features manually by creating

Table 1 DNNQG dataset Dataset (train/test) Wikipedia.id openwho.org www.detikhealth.com www.alodokter.com

Problem 1152/230 1109/322 992/218 967/113

Population 997/319 867/213 993/219 881/116

Intervention 1.120/224 890/118 1.101/320 976/105

Compare 889/318 879/116 1.116/323 874/115

Control 1.109/422 997/119 987/117 983/117

Outcome 898/220 789/118 789/118 872/114

Organs 975/315 980/116 890/119 965/113
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combination features. This was to obtain the dimensions to
the input. We thus needed a large combination of space to
make an effective set of combinations. Different from when
we used DNN, feature extraction was found more effective
because it only defined and focused on the core features
without having to manually create other features.

2.3 Question Generation

Understanding exactly how data is digested, analyzed and
returned to end users can have a large impact on the
expectations for good accuracy and reliability by tracing
neural network algorithms for sequence generation.
Research conducted by [17] used a neural network to take
answers with a sequence-to-sequence model according to the
input context to produce some relevant questions as the
output. The main problem discussed was in handling a
number of interrogative words that did not match the type of
answer and managing words that were irrelevant to the
answer. Similarly, research conducted by [24] developed an
online feedback for web-based users by expressing questions
and answers on system service satisfaction. But handling
feedback using a combination of neural networks and
dynamic processes of the question and answer system has
not been implemented. It aims to achieve the increased
training in high-quality and sustainable samples.

Another use of neural networks is [14, 25] for
sequence-to-sequence systems. A research [14] proposed a
transformer-based neural network for the choice of answers
in combining both global information and sequential features
of a sentence. Experiments were carried out comprehen-
sively to verify the effectiveness of the proposed model on a
public dataset in well-known metrics. Research [25] created
a knowledge-based chat model based on a
sequence-to-sequence neural network for more natural
questioning to overcome the same words being repeated
during decoding. As the proposed distribution mechanism of
the generation of words produced previously did not produce
a significant generation, we then needed a dynamic gener-
ation method using DNN.

The proposed dynamic neural network question genera-
tion (as a modification of [19]s) is a neural network con-
sisting of four layers:

(1) Input layer. It contains a single neuron receiving as
input a text represented as a sentence of variable
dimension m. This layer is connected directly to the
learning layer.

(2) Learning layer-1.
– The number of learning neurons Z is identical to the

predefined sentences categories.

– Each neuron Z represents a category defined by a
dictionary and xk represents a possible question.

– A dictionary dicZ is denoted as an unordered set of
unique tuples (xk, z, wk, z) of a token (xk, z) and its
weight (wk, z).

– Each token is associated to a weight, which indicates
its membership of the corresponding category and
relationship with others tokens in the same category.

(3) Learning layer-2.
– Reviewing generated question (xk).
– Ranking the hardness of each question and removing

the incorrect questions.
– The learning process involves restructuring of the

neuron, adding new words and updating the weights
of the words associated to the dictionaries. dicZ =
{(x1, z, w1, z), …, (xk, z, wk, z)}.

(4) Output layer. It is an affine layer with the learning layer.
The number of output neurons corresponds to the pre-
defined categories QA-pairs. In this layer, question is
generated as a probability vector. It represents the
membership of the input vector into each category.

Figure 2 depicts the architecture of the DNN-QG.
Our model training are: (i) Number of features mapped

for each layer, 100 features, (ii) pretrained word embedding
using 100 dimensions, (iii) using three convolutional layers
of 5 � 100, 4 � 1 and 2 � 1 size and using three-layer
pooling with sizes 4 � 100, 3 � 1 and 3 � 1. Figure 3
presents the scheme of learnt QA-pairs representation

3 Result and Discussion

3.1 Baseline Model

We established two baselines, such as recurrent neural net-
work (RNN) and long short-term memory (LSTM) for
information classification and question generation without
any multi-task trainings. The RNN model was trained to
produce the classifications derived from social media as the
alternative form of answer [19]. Conventionally, the results
of this classification were then trained to generate the pairs
of question and answer sentences. The embodiment was
carried out by inputting data from the generation of ques-
tions and answers to the model alternately. The alternative
representations are like this; to make it clear that there is
only one RNN module (Fig. 4).

All RNNs have feedback loops in the repeating layer. This
allows them to retain information in ‘memory’ over time.
However, it may be difficult to train standard RNN to solve
problems that require long-term temporal dependency
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learning. This is because the gradient of the loss function
decays exponentially with time (called the missing gradient
problem).

In addition to the information classification process,
we compared the question generation performance with
the LSTM model variant [24]. This was to predict the
sequence of information positions as the answer. LSTM can
store information for a long duration with the system
parameters that can be trained in a reasonable amount of
time (Fig. 5).

LSTM network is a type of RNN that uses special units
other than standard units. LSTM units include ‘memory
cells’ which can store information in memory for long
periods of time. A series of gates is used to control when
information enters memory, when it is released and when it
is forgotten. This architecture allows them to study
long-term dependencies. GRU is similar to LSTM, but use a
simplified structure.

3.2 Result

Our evaluation method was to measure the performance by
measuring the accuracy of each model. The baseline method
used for classification and question generation could only do
a few PICO frames including problem, compare and

Fig. 2 Dynamic neural network question generation (DNN-QG)

Fig. 3 Learning QA-pairs representation
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outcome for RNN models with a maximum accuracy of
71.2%. However, the LSTM model was only in the popu-
lation, intervention and control categories with a maximum
accuracy of 71.4%. The results of performance measure-
ments from the baseline model with the method we proposed
can be seen in Table 2.

Because the baseline model could only classify some
PICO frames, we only conducted question generation
experiments on the definable PICO frames, whereas in the
proposed model the question generation testing process was
carried out on all PICO frames even though the amount of
information classification for each element in the PICO
frame was uneven. (The results of definable PICO-based
classification can be seen in Table 3.)

As seen in Table 3, DNNQG was able to surpass the
baseline method. The results varied greatly because the input
data obtained could be more than one sentence (the exam-
ples can be seen in Table 4). The types of sentences can be
classified properly if the sentence is a simple sentence with
the standard language. Any sentences containing words out
of vocabulary (such as slang, local languages or foreign

language absorption) cannot be classified. Classification
results based on input sentences can only fit into some of
these classifications, which cause the QA-pairs model built
to be overfitting.

As seen in Table 4, if the input data in the form of
information was detected as hoax news, then the data would
be discarded and information in the form of facts would be
processed for classification and question generation. The
sequence generation process was conducted by raising
questions coming from the important words based on the
weight calculation of each word. Then, the sequence gen-

eration process continued until the words with high weight
were completely finished to generate the question. There
were some words without any weight and unable to be
defined for containing some sentences out of vocabulary,
such as the affix words (such as ‘kok’, ‘lho’ or ‘deh’) and
other slang languages such as ‘hatija’ (stand for hati-hati di
jalan, in English: be careful), uptake of the local language
that is Sundanese language ‘hanupis’ (stand for hatur nuhun
pisan, in English: thank you very much).

The training conducted in this study used a number of
sentence variations such as active sentences, passive sen-
tences, speech sentences and solicitation sentences. The
types of sentences classified as the non-standard sentences
are those as a combination of regional languages and English
written according to the pronunciation of the word ‘donlot’
(in English: download), the word ‘lola’ = ‘loding lama’ (in
English: long loading), the word ‘mager’ = ‘males gerak’
(in English: lazy) and so on. The model that is produced
from this training process continued to be studied to produce
an optimal model for handling various types of sentences
from input data.

Fig. 4 RNN representation [28]

Fig. 5 LSTM representation
[29]

Table 2 The results of
performance measurements from
the baseline model

Task RNN (%) LSTM (%) DNNQG (%)

Classification information 71.5 71.9 72.1

Question generation 70.9 70.9 71.1

Average 71.2 71.4 71.6
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3.3 Discussion

A number of phrases in the source language were mapped to
phrases in the target language. In this task, the facts nouns,
which constituted intervention classifications, were mapped
into natural language questions. Then, it was continued by
limiting the tasks to a set of valid and limited outputs. Two
tasks were very limited, e.g., limited valid output set. This
applied especially to short phrases, such as one sentence
question with answer pairs yes or no. Most valid outputs
were paraphrased with a series of words interconnected with
each other based on the vectors defined during the infor-
mation classification.

The proposed model may not recognize certain para-
phrases, especially the entity paraphrases. We therefore
optimized the log possibilities by using Adam’s first-order
gradient-based optimization algorithm [26] and automatic
evaluation metrics [27]. This evaluation metric used the
word similarity score in which in our experiment it was the
similarity and non-exclusive harmony between words in two
QA-pairs, maximizing a similarity between words in har-
mony. Then, it was followed by calculating the similarity of
sentences as the average of aligned words.

Adam’s First-Order Gradient
Our experiments used a separate dataset including QA-pairs
with Yes/No answers. QA-pairs with simple questions with
short answers consisted of 2–3 words (see Table 5). We used
these two types of sentences into training, validation and
testing data. The DNN model we set using a learning rate of
0.00015 and a gradient parameter greater than 0.1. We
continued to improve these dimensions to produce some
optimal dimensions (the Adam algorithm for stochastic
optimization [26] can be seen below):

where t = initialize timestep, m = initialize 1st moment
vector, v = initialize 2nd moment vector, g = gradient, and
w = weights.

Table 5 presents the calculation results for the dataset
Yes/No answer, short answer (2–3 words) and definition
answer classification, which shows Yes/No answer is supe-
rior and optimal for its accuracy value followed by short
answer and definition answer has the lowest accuracy than
the two other types of QA. The average convergence time is
2.4 h but Yes/No answer has a convergence time for the
most optimal compared to short answer and definition
answer. When viewed as a whole dataset type definition
answer has the least performance. This happens because the
experiments conducted confirm performance optimization
very much depending on the type and size of the dataset,
with each optimizer exhibiting different levels of accuracy
and loss in the three datasets.

Referring to the result of Adam’s algorithm analysis of
our dataset testing, there are a number of things that can be
concluded, namely: (i) The actual step size in each iteration
is limited to the property size parameter. This property is
used to add intuitive understanding to hyperparameter
learning levels that were not intuitive before, (ii). Adam is
designed to combine the advantages possessed by DNNQG
which works well in online data management.

Automation Evaluation Metrix
DNNQG was trained end-to-end with QA-pair models lim-
ited to the answer to questions with short Yes/No answers or
answers consisting of a maximum of four words. Our model
proposed a performance failure on the question with some
answers in the form of definitions or exposures that required
a reasoning. In this paper, the IMeQG dataset was also used
to evaluate all models. The IMeQG dataset was taken from
several social media with very general information. Thus,
there were some strange results on using natural datasets.

Evaluation matrix is used to evaluate the performance of
the algorithm that we use. The evaluation carried out is to
calculate accuracy, precision and recall with the formula
defined as follows:

Table 3 The results of definable
PICO-based classification

Classification class RNN LSTM DNNQG

Problem 212 112 230

Population 112 370 356

Intervention 102 325 320

Compare 250 89 233

Control 115 323 345

Outcome 356 102 318

Organs 103 108 114
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Table 4 Example of the results of the formation process of classification and QA generation

Data input Sentence generate Classification Question answer generation

Question Answer

WHO telah menetapkan ISPA sebagai
pandemi yg artinya penyebarannya
sudah global. Tidak perlu takut ya. Yuk,
kenali bagaimana penyebaran dan
langkah-langkah pencegahannya!
(In English:
WHO has established ARI as a pandemic which
means its spread is global. You
don’t need to be afraid. Come on, recognize how the
spread and preventive measures!)

Sentence-1: WHO telah menetapkan
ISPA sebagai pandemi yg artinya
penyebarannya sudah global.
(In English: WHO has designated ARI
as a pandemic which means its spread
is global.)

Problem,
Population

Siapa yang
menetapkan ARI
sebagai pandemi?
(In English: Who
established ARI as a
pandemic?)
Apa yang menjadi
pademi?
(in English: What
becomes pademic?)
Mengapa menjadi
pandemic?
(In English: Why
become a
pandemic?)

WHO
ISPA
(In English:
ARI)
penyebarannya
sudah global
(In English: the
distribution is
global)

Sentence-2: Tidak perlu takut ya.
(In English: No need to be afraid.)

Not classified No generate No generate

Sentence-3: Yuk, kenali bagaimana
penyebaran dan langkah-langkah
pencegahannya!
(In English: Come on, recognize how
the spread and preventive measures!)

Intervention Bagaimana
penyebaran dan
langkah-langkah
pencegahannya?
(In English: How is
the spread and
prevention steps?)

No Answer

Bantu lawan virus ISPA dengan diam dirumah.
Sayangi keluarga kita dengan diam saja dirumah,
bila harus keluar gunakan masker, ya cinta!!!!
Serius lho ISPA bahaya banget…. seremmm dehhh.
(In English: Help the ARI virus opponent by staying
quietly at home. Love our family quietly at home, if
you have to go out using a mask, yes love!!!!
Seriously, ARI is very dangerous…. so scary.)

Sentence-1: Bantu lawan virus ISPA
dengan diam dirumah.
(In English: Help the ARI virus
opponent by staying quietly at home.)

Problem,
Intervention,
Outcome

Apa yang bantu?
(In English: What
help?)
Bagaimana bantu
lawan (In English:
How to help
opponents?)
Dimana bantu lawan
ISPA?
(In English: Where
can you help ARI
opponents?)

Lawan virus
ISPA
(In English:
ARI virus
opponents)
Diam di rumah
(In English:
stay at home)
Diam di rumah
(In English:
stay at home)

Sentence-2: Sayangi keluarga kita
dengan diam saja dirumah, bila harus
keluar gunakan masker, ya cinta!!!!
(In English: Love our family quietly at
home, if you have to go out using a
mask, yes love!!!!)

Outcome,
Intervention

Siapa yang
disayang?
(In English: Who is
loved?)
Bagaimana keluarga
disayang?
(In English: How is
the family loved?)
Bagaimana bila
harus keluar?
(In English: What if I
have to get out?)
Apa yang digunakan
bila keluar?
(In English: What is
used when leaving?)

Keluarga
(In English:
family)
Diam di rumah
(In English:
stay at home)
Gunakan
masker
(In English:
wear a mask)
Masker
(In English:
face mask)

Sentence-3: Serius lho ISPA bahaya
banget ……
(In English: Seriously, ARI is very
dangerous……)

Problem,
Outcome

Apa yang bahaya
banget?
(In English: What is
so dangerous?)
Apa ISPA bahaya?
(In English: What
corona danger?)
Apa yang serius?
(In English: What’s
serious?)

ISPA
(In English:
ARI)
Ya
(in English:
yes)
ISPA
(In English:
ARI)

Sentence-4: seremmm deh Not classified No generate No generate
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Precision ¼ TP

TPþFP
ð1Þ

Recall ¼ TP

TPþFN
ð2Þ

Accuracy ¼ TPþ TNð Þ
TPþ TN þFPþFN

ð3Þ

where TP is true positive and TN is true negative, while FP
is false positive and FN is false negative (Table 6).

The accuracy of the model tests on dataset using a
modified DNN showed the improved performance compared
to the baseline. A dramatic increase achieved by DNNQG
was related to the fact that DNN could store information and
created the QA-pairs. In matrix evaluation, it was observed
that DNNQG experienced some errors during the training
data because some words were not recognized, especially for
the non-standardized words or out of vocabulary. To over-
come this, DNN’s ability needs to be improved by the
introduction of all types of words or phrases included in the
OOV.

Based on the results of the calculation of the optimization
of the model that we proposed, it can be concluded that the
weakness of DNN-QG in this study was that the training
process was quite time-consuming, coupled with the varia-
tions of words that were not uniform, the learning process
that was difficult to be interrupted and the difficulties faced
by the users to interpret it, and the users often constrained by
overfitting. However, there were several advantages we
obtained by using this DNN, including the excellent results

with varied and complex types of data in accordance with
our dataset with a variety of discrete and continuous data.
Another advantage is that the testing process was relatively
very fast compared to the training process.

4 Conclusions

This paper presents the DNN approach to classify the
questions into PICO frames and automatic question gener-
ation for early information on the type of pandemic disease.
The proposed model was compared with the Indonesian
language dataset collected from social media containing a
number of labeled statement sentences, called the IMeQG
dataset, used for the evaluation experiments. Two deep
learning techniques, RNN and LSTM, were trained for the
classification resulting from the statement sentences in the
dataset. The RNN model achieved a maximum accuracy of
71.2% for the problem, compare and outcome dataset cate-
gories, but it experienced some overfitting problems, while
using LSTM for the population, intervention and control
categories achieved an accuracy of 71.4%. The DNN model
fitted the data well and outperformed the RNN and LSTM
with a significant difference by achieving an accuracy of
71.6% for the electronic dataset category.

For future research, in identifying the words or phrases
that are out of vocabulary by establishing a series of for-
mulas for classification of the model, the system is expected
to be able to produce and find appropriate and up-to-date
answers to new knowledge.

Table 5 Result of Adams
first-order gradient

Type of QA Convergence time (h) Accuracy Loss

Yes/No answer 2.125 0.848 0.429

Short answer 2.425 0.829 0.400

Definition answer 2.725 0.624 0.687

Table 6 Evaluation matrix Type of QA Method RNN (%) LSTM (%) DNN (%)

Yes/No answer Accuracy 70.5 71.4 74.5

Precision 67.9 68.5 71.4

Recall 62.3 63.4 64.3

Short answer Accuracy 71.9 72.9 73.6

Precision 67.2 68.2 69.3

Recall 60.3 61.6 62.2

Definition Accuracy 67.2 66.8 65.6

Precision 63.4 62.3 61.3

Recall 57.2 58.6 57.8
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A Novel Machine LearningModel
for Adaptive Tracking and Real-Time
Forecasting COVID-19 Dynamic Propagation

Daiana Caroline dos Santos Gomes
and Ginalber Luiz de Oliveira Serra

Abstract

This chapter presents a computational model with intel-
ligent machine learning for the analysis of epidemiologi-
cal data. The innovations of adopted methodology consist
of an interval type-2 fuzzy clustering algorithm based on
adaptive similarity distance mechanism for defining spe-
cific operation regions associated with the behavior and
uncertainty inherited to epidemiological data, and an inter-
val type-2 fuzzy version of Observer/Kalman Filter Identi-
fication (OKID) algorithm for adaptive tracking and real-
time forecasting according to unobservable components
computed by recursive spectral decomposition of exper-
imental epidemiological data. Experimental results and
comparative analysis illustrate the efficiency and applica-
bility of the proposed methodology for adaptive tracking
and real-time forecasting the dynamic propagation behav-
ior of novel coronavirus 2019 (COVID-19) outbreak in
Brazil.

1 Introduction

In sciences and engineering is very common the solution
of problems with stochastic nature such as prediction, sep-
aration, and detection of signals in the presence of random
noise [1–4]. Kalman filter (KF) is the most well-known and
used mathematical tool for stochastic estimation from noisy
and uncertain measurements. It was proposed by Rudolph E.
Kalman in 1960, who published his famous paper “A New
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Approach to Linear Filtering and Prediction Problem” [5],
describing a recursive solution to discrete-time linear filter-
ing problem, and becoming a standard approach for optimal
estimation. Since the time of its introduction, theKalmanfilter
has been the subject of extensive research and applications in
the fields of orbit calculation, target tracking, integrated nav-
igation, dynamic positioning, sensor data fusion, microeco-
nomics, control, modeling, digital image processing, pattern
recognition, image segmentation and image edge detection,
and others. This broad interest in KF is due to its optimality,
convenient form for online real-time processing, easy formu-
lation, and implementation [6].

Fuzzy systems have been widely used for modeling [7–
10], and also for health area [11,12]. The successful applica-
tions of fuzzy systems are due to its structure based on rules,
where the antecedent propositions of the rules define fuzzy
operation regions and the consequent describes a correspond-
ing physical behavior in those regions, and its capability
of approximate functions as well as treat nonlinearities and
uncertainties [13]. Recently, type-2 fuzzy systems have been
highlighted in several applications due to their better ability
to deal with uncertain information [14,15]. A special case
within the study of type-2 fuzzy logic is the interval type-
2 fuzzy sets that, by simplifying the membership functions
assigned to the sets, define a Footprint of Uncertainty (FoU)
in data processing, which is limited by upper and lower mem-
bership functions [16].

With the emergence caused by COVID-19 and its rapid
spread to several countries, authorities around the world have
been implemented plans for fighting the transmission of the
virus based on guidelines provided by theWorld Health Orga-
nization (WHO) [17–19]. The impacts caused by COVID-19
pandemic have affected health, social, economic, political,
and cultural spheres, unprecedented in the recent worldwide
history of epidemics [20]. In view to the problems faced to
COVID-19 crisis, researchers from all scientific areas has pro-
posed new studies and contributions as an effort to fight and
understand the coronavirus disease [21–26]. In these contexts,
computational modeling applied to analysis of epidemiolog-
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ical data has received increasing interest from the scientific
community, aiming to characterize the dynamic evolution of
infectious diseases outbreak, and also helping in its control
and prevention [27–34].

Associated to epidemiological data analysis, the proposal
for adaptive and real-time modeling methodologies which
take into account the processing of uncertainties inherited
to these types of experimental data (underreportings, lack
of information, incubation period of the virus, time to seek
care, and diagnosis), is still open. The proposed methodol-
ogy, based on interval type-2 fuzzy Kalman filter, is useful
for adaptive and real-time forecasting of uncertain experi-
mental data. A new formulation of type-2 fuzzy version of
Observer/Kalman Filter Identification (OKID) algorithm, is
proposed, for updating, recursively, the consequent proposi-
tion of type-2 fuzzy Kalman filter using spectral components
extracted from the experimental data. Interval fuzzy sets char-
acterizing the antecedent of type-2 fuzzy Kalman filter infer-
ence system are estimated by, also proposed, a formulation
of interval type-2 fuzzy version of Gustafson–Kessel cluster-
ing algorithm. The applicability of the proposed methodol-
ogy is illustrated through experimental results from adaptive
tracking and real-time forecasting of the COVID-19 dynamic
propagation in Brazil.

1.1 RelatedWorks

In the last years, studies involving the integration of fuzzy
systems and Kalman filters have been proposed in the lit-
erature [35–39]. In [40], fuzzy sets are combined with an
optimization method based on an extended Kalman filter
with probabilistic–numerical linguistic information applied
for tracking a maneuvering target. According to limited and
uncertain information from different sensors, the methodol-
ogy is able to merge this information and be applied to the
problem of trace optimization in an unknown maneuvering
target in Sichuan province in China. In [41], an optimization
methodology of adaptive Unscented Kalman Filter (UKF) is
presented by an evolutionary fuzzy algorithm named Fuzzy
Adaptive Grasshopper Optimization Algorithm, and it is effi-
ciently applied to different benchmark functions, such as
robotic manipulator and servo-hydraulic system, whose per-
formance is better compared to previous versions of UKF. In
[42], a reformulation in the uncertainty representation in fuzzy
Kalman filters (FKF) is proposed to solve problems related to
uncertainty propagation, where trapezoidal possibility distri-
butions are used to represent fuzzy variables, defining regions
of possibility and impossibility of asymmetric sets for mod-
eling sensor’s uncertainty. In [43], a strategy based on fuzzy
logic control to treat pathological symptoms of movement-
disorderwith higher performance is presented. A slowly vary-
ing hidden variable in a neural network is estimated using an

unscented Kalman filter and is used as a feedback variable
to enhance control performance. The presented design has
significant potential for clinical treatment of movement dis-
orders and opens a new perspective for the applications in the
fields of neural control engineering and brain-machine inter-
faces. Despite the extensive literature in this context, there are
still many fields to be explored regarding the association of
Kalman filters and fuzzy logic.

Several mathematical, computational, and statistical
methods have already been proposed and widely applied in
the prediction of infectious diseases worldwide [44–47]. In
[48], a seasonal autoregressive integrated moving average
(SARIMA) model was used to predict the incidence of
Chlamydia Trachomatis (CT) infection in Shenzhen city,
China. The proposed model breaks down the time series
data corresponding to monthly cases of CT infection into
behavioral patterns such as trend, seasonal and random,
in order to understand the epidemiological behavior of
the disease and obtain more accurate predictions. In [49],
negative binomial regression models were developed to
forecast human infections by the Ross River virus (RRV),
which is Australia’s most epidemiologically important
mosquito-borne disease. The model uses data from climatic,
environmental, and oceanographic variables in order to
understand the factors associated with RRV transmission in
epidemiologically important regions in the state of Victoria
and to establish an early warning forecasting system. In [50],
ensemble niche models to predict spatiotemporally varying
bat birthing to examine how birthing cycles of African fruit
bats, molossid bats, and non-molossid microbats inform the
spatiotemporal occurrence of Ebola Virus Disease (EVD)
spillover. The model uses pool sparse data and predicted
the risk of EVD spillover at locations of the two 2018
EVD outbreaks in the Democratic Republic of the Congo.
In [34], an ensemble model was introduced for sequential
forecasting that weights a set of plausible models and use a
frequentist computational bootstrap approach to evaluate its
uncertainty. The feasibility of the approach was demonstrated
using simple dynamic differential-equation models and the
trajectory of outbreak scenarios of the Ebola Forecasting
Challenge, providing forecasting horizon of 1–4 weeks. In
[51], a novel multi-layered dynamic transmission model is
presented for hepatitis-C virus (HCV) transmission within a
people who inject drugs (PWID) population. The approach
based on this model is able to estimate the number of
undiagnosed PWIDs, the true incidence, the average time
until diagnosis, the reproduction numbers, and associated
uncertainties, using routine surveillance data.

Recently, with the beginning of the Covid-19 epidemic
outbreak, several researchers have proposed model-based
data analysis approaches applied to novel Coronavirus 2019
[52–57]. The objective of these studies is to characterize the
evolution of a pandemic in certain regions and, thus, to con-
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tribute to the requirements adopted to contain the contami-
nation by virus and allocation of resources. In [58], a math-
ematical model based on the SEIR (Susceptible–Exposed–
Infectious–Recovered)model for forecasting the transmission
dynamics ofCovid-19 inKorea, is proposed. This study is able
to predict the final size and the timing of the end of epidemic,
as well as the maximum number of isolated individuals using
daily, confirmed cases comparing epidemiological parame-
ters between the national level and the Daegu/Gyeongbuk
area. In [59], the role of asymptomatic carriers in transmis-
sion poses challenges for control of the Covid-19 pandemic,
is addressed. This methodology models the viral propagation
using a renewal equation framework, which allows modeling
of the current incidence of infected individuals in the func-
tion of the previous incidence, and how infectiousness of an
infected individual varies over the course of their infection.
In [60], an SEIR model is developed for predicting the 2019
Novel Coronavirus outbreak at the early stage in India and
helping to take active measures prior to propagation of 2019-
nCoV disease, based on reproduction number (R0) criterion.
In [61], several supervised machine learning models are com-
pared to predict the number of patients affected by Covid-19.
The four standard forecast models were used: linear regres-
sion (LR), least absolute shrinkage and selection operator
(LASSO), support vector machine (SVM), and exponential
smoothing (ES). Three types of predictions are made by each
of the models, such as the number of newly infected cases, the
number of deaths, and the number of recoveries in the next
10days.

Differently from the aforementioned approaches and other
ones found in literature, the scope of this chapter outlines the
integration of the Kalman filter and interval type-2 fuzzy sys-
tems for tracking and forecasting the COVID-19 dynamic
spread behavior. The design of interval type-2 fuzzy Kalman
filter, according to the proposed methodology, is based on
spectral unobservable components and uncertainty regions
extracted from experimental data.

1.2 Motivation and Contributions of the
ProposedMethodology

The impacts caused by novel coronavirus pandemic has
motivated the analysis of epidemiological data, for support
of political/health authorities and decision-making [25,60].
In this context, several modeling methodologies has been
proposed in literature for solving epidemiological problems
[62–65]. However, the uncertainties inherent to experimental
epidemiological data (underreporting, lack of information,
incubation period of the virus, time to seek care, and
diagnosis) have opened a new research field, to which

the proposed methodology belongs. The originality of the
proposed methodology is outlined by the following main
contributions:

• A new machine learning computational tool based on the
successful integration of Kalman filters and type-2 fuzzy
systems for adaptive tracking and real-time forecasting
of experimental epidemiological data, which is useful for
analysis of COVID-19 dynamic propagation;

• Formulation of new interval type-2 fuzzy clustering algo-
rithm based on adaptive similarity distance mechanism
ables to define specific operation regions in the epidemi-
ological data associated to the behavior and uncertainty
inherent to COVID-19 dynamic propagation;

• Formulation of a newcomputationalmodelwith intelligent
machine learning based on interval type-2 fuzzy Kalman
filter, for adaptive tracking and real-time forecasting the
behavior and uncertainty inherent to COVID-19 dynamic
propagation, from the specific operation regions in the epi-
demiological data.

2 Interval Type-2 Fuzzy Computational
Model

In this section, the proposed methodology for designing
the interval type-2 fuzzy Kalman filter computational model
from experimental data is presented. Formulations for pre-
processing the experimental dataset by spectral analysis,
parametric estimation of interval type-2 fuzzy Kalman fil-
ter antecedent proposition, parametric estimation of interval
type-2 fuzzy Kalman filter consequent proposition, and its
recursive updating mechanism, are addressed.

2.1 Pre-processing by Singular Spectral
Analysis

The Singular Spectral Analysis technique is a mathematical
tool for analyzing and decomposing complex time series into
simpler components within the original data [66].

Training Step
Let the initial experimental dataset referring to p time series
under analysis, with Nb samples, given by

y = [y1 y2 . . . yNb ], y ∈ R
p×Nb (1)

where yk ∈ R
p, with k = 1, . . . , Nb, is the time series vector

at instant of time k. From this initial dataset, a trajectorymatrix
H is defined, for each of the dimensions of y, considering
a set of ρ delayed vectors with dimension δ, which is an
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integer number defined by user with 2 ≤ δ ≤ Nb − 1 and ρ =
Nb − δ + 1, given by

H =

⎡
⎢⎢⎢⎣

y1 y2 y3 · · · yρ
y2 y3 y4 · · · yρ+1
...

...
...

. . .
...

yδ yδ+1 yδ+2 · · · yNb

⎤
⎥⎥⎥⎦ , H ∈ R

δ×ρ (2)

and the covariance matrix S is obtained as follows:

S = HHT , S ∈ R
δ×δ (3)

Applying the Singular Value Decomposition (SVD) pro-
cedure to matrix S, is obtained a set of eigenvalues in
decreasing order such that σ 1 ≥ σ 2 ≥ · · · ≥ σ δ ≥ 0 with
their respective eigenvectors φ1,φ2, . . . ,φδ . Considering
d = max {ς, such that σς > 0}, and Vς = HTφς/

√
σς

with ς = 1, . . . , d, the singular value decomposition of the
trajectory matrix H, can be rewritten as follows:

H = H1 + H2 + · · · + Hd (4)

where the matrixHς |ς=1,...,d is elementary (it has rank equal
to 1), and is given by

Hς = √
σςφςVς T

, Hς ∈ R
δ×ρ (5)

The regrouping ofHς |ς=1,...,d into ξ linearly independent
matrices terms I j | j=1,...,ξ , such that ξ ≤ d, results in

H = I1 + I2 + · · · + Iξ (6)

where ξ is the number of unobservable components extracted
from experimental dataset. The unobservable spectral compo-
nents α j | j=1,...,ξ obtained frommatrices I j | j=1,...,ξ , are given
by

α
j
k =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1
k

k+1∑
ν=1

I jν,k−ν+1 1 ≤ k ≤ δ∗

1
δ∗

δ∗∑
ν=1

I jν,k−ν+1 δ∗ ≤ k ≤ ρ∗

1
Nb−k+1

Nb−ρ∗+1∑
ν=k−ρ∗+1

I jν,k−ν+1 ρ∗ < k ≤ Nb

(7)

where δ∗ = min(δ, ρ), ρ∗ = max(δ, ρ), such that δ and ρ are
associated to number of rows and columns of the trajectory
matrix H, respectively, and Nb = δ + ρ − 1 is the length of
initial experimental dataset.

Recursive Step
After the initialization of spectral analysis algorithm in the
training step, the next steps will be repeated for each time
instant k = Nb + 1, Nb + 2, . . . , as formulated in sequel. The
value of ρ is increased by ρ = k − δ + 1 and the covariance
matrix is updated, recursively, as follows:

Sk = Sk−1 + ϒk, Sk ∈ R
δ×δ (8)

where ϒk = ψkψ
T
k ∈ R

δ×δ with ψk = [
yρ, yρ+1, . . . , yk

]T
∈ R

δ×1. Applying SVD procedure to covariance matrix Sk ,
the set of eigenvalues σ 1

k , σ 2
k , . . . , σ δ

k and their respective
eigenvectors φ1

k,φ
2
k, . . . ,φ

δ
k are updated at time instant k so

that yk can be rewritten by

yk = h1k + h2k + · · · + hdk (9)

where hς
k = κ

ς
k ψT

k φ
ς
k , with ς = 1, . . . , d, such that κ

ς
k cor-

responds to the last element of the eigenvector φ
ς
k . Finally,

the regrouping of the terms hς
k |ς=1,...,d in ξ disjoint terms

I jk | j=1,...,ξ , results in

yk = I 1k + I 2k + · · · + I ξ
k (10)

such that I jk = α
j
k , with j = 1, . . . , ξ and k =

Nb + 1, Nb + 2, . . . , represents the samples of extracted
unobservable components at instant k. The Recursive Singu-
lar Spectral Analysis, according to proposed methodology, is
implemented as described in Algorithm 1.

2.2 Parametric Estimation of Interval Type-2
Fuzzy Kalman Filter

The adopted structure of interval type-2 fuzzy Kalman filter
presents the i |[i=1,2,...,c]th fuzzy rule, given by

R(i) : IF Zk IS W̃ i

THEN

⎧⎨
⎩

˜̂xik+1 = Ãi
k
˜̂xik + B̃i

kuk + K̃i
k ε̃

i
k

˜̂yik = C̃i
k
˜̂xik + D̃i

kuk
(11)

with nth order, m inputs, p outputs, where Zk is the linguis-
tic variable of the antecedent; W̃ i is the interval type-2 fuzzy

set;˜̂xik ∈ R
n is the estimated interval states vector;˜̂yik ∈ R

p is
the estimated interval output vector and uk ∈ R

m is the input
signal. The matrices Ãi

k ∈ R
n×n , B̃i

k ∈ R
n×m , C̃i

k ∈ R
p×n ,

D̃i
k ∈ R

p×m and K̃i
k ∈ R

n×p are, respectively, state matrix,
input matrix, output matrix, direct transmission matrix and
Kalman gain matrix, which are uncertain parameters that
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Algorithm 1: Recursive Singular Spectral Analysis
input : y, δ, ξ

output: α j
k | j=1,...,ξ

:

%Training step;

Step 1: Compute ρ = Nb − δ + 1;

Step 2: Construct the trajectory matrix H - Eq. (2);

Step 3: Compute the covariance matrix S - Eq. (3);

Step 4: Apply the SVD method in the covariance matrix S and
obtain the set of eigenvalues σ 1 ≥ σ 2 ≥ · · · ≥ σ δ ≥ 0 with their
respective eigenvectors φ1,φ2, . . . ,φδ ;

Step 5: Rewrite the SVD of the matrix S in the form of Eq. (4);

Step 6: Regroup the matrices Hς |ς=1,...,d in ξ linearly
independent matrix terms I j | j=1,...,ξ - Eq. (6);

Step 7: Compute the unobservable components α
j
k | j=1,...,ξ - Eq.

(7);

%Recursive step;

while k ≥ Nb + 1 do

Step 1: Update ρ;

Step 2: Update the covariance matrix Sk - Eq. (8);

Step 3: Update the set of eigenvalues with their respective
eigenvectors applying the SVD method in Sk ;

Step 4: Rewrite the sample yk in the form of Eq. (9);

Step 5: Regroup the terms hς
k |ς=1,...,d in ξ disjoint terms

I jk | j=1,...,ξ , such that I jk = α
j
k - Eq. (10);

end

describe the dynamics of experimental dataset within a region
of uncertainty. The residual error ε̃ik for i th rule is defined as

ε̃ik = yk −˜̂yik , where yk ∈ R
p is the real-time series and ˜̂yik

is the interval estimated time series by i th interval Kalman
filter.

The interval type-2 fuzzy Kalman filter approximates the
dynamic behavior inherited to experimental dataset through
the weighted sum of Kalman filters defined in the consequent
proposition of type-2 fuzzy Kalman filter rules, according to
normalized interval activation degrees μ̃i

W̃ i (Zk), of each i th
rule, as follows:

˜̂xk+1 =
c∑

i=1

μ̃i
W̃ i (Zk)Ãi

k
˜̂xk +

c∑
i=1

μ̃i
W̃ i (Zk)B̃i

kuk +
c∑

i=1

μ̃i
W̃ i (Zk)K̃i

k ε̃
i
k

˜̂yk =
c∑

i=1

μ̃i
W̃ i (Zk)C̃i

k
˜̂xk +

c∑
i=1

μ̃i
W̃ i (Zk)D̃i

kuk (12)

with μ̃i
W̃ i (Zk) =

[
μi
W̃ i (Zk), μ

i
W̃ i (Zk)

]
, where μi

W̃ i (Zk) and

μi
W̃ i (Zk) corresponds to lower and upper activation degrees

in i th rule, respectively, and c is the number of rules of interval
type-2 fuzzy Kalman filter, such that

c∑
i=1

μ̃i
W̃ i (Zk) = 1, μ̃i

W̃ i (Zk) ≥ 0 (13)

Parametric Estimation of Antecedent
The interval type-2 fuzzy version of Gustafson–Kessel
clustering algorithm [67], is proposed, as formulated in
the sequel. Given the experimental dataset Z ∈ R

p×Nb ,
previously collected, choose the number of clusters c such
that 1 < c < Nb; the random initial interval partition matrix
Ũ(0) ∈ R

c×Nb , the termination tolerance E > 0 and the
interval weighting exponent m̃ = [

m,m
]
, where m and m

correspond to, respectively, weighting exponent of upper and
lower membership functions of the interval type-2 fuzzy set
W̃ i .

Repeat for l = 1, 2, . . .

Step 1—Compute the centers of the clusters ṽi
(l)
:

ṽi
(l) =

Nb∑
k=1

(
μ̃i
W̃ i (Zk)

i (l−1)
)m̃

Zk

Nb∑
k=1

(
μ̃i
W̃ i (Zk)

(l−1)
)m̃

, 1 ≤ i ≤ c (14)

where Zk is the data at sample k and μ̃i
W̃ i (Zk) is the interval

membership degree of Zk in the i th cluster.

Step 2—Compute the covariance matrices F̃i of the
clusters:

F̃i =

Nb∑
k=1

(
μ̃i
W̃ i (Zk)

(l−1)
)m̃ (

Zk − ṽi
(l)

) (
Zk − ṽi

(l)
)T

N∑
k=1

(
μ̃i
W̃ i (Zk)

(l−1)
)m̃

,

1 ≤ i ≤ c, 1 ≤ k ≤ Nb (15)

Step 3—Compute the distances D̃i
kF̃i

between the sample Zk

and the center ṽi
(l)
of the i th cluster:

D̃i
kF̃i

=
√(

Zk − ṽi (l)
)T [

det
(̃
Fi

)1/n (̃
Fi

)−1
] (

Zk − ṽi (l)
)

(16)
Step 4—Update the interval partition matrix Ũ(l):
If D̃i

kF̃i
> 0 for 1 ≤ i ≤ c, 1 ≤ k ≤ Nb

μ̃i (l)

W̃ i (Zk) =
[
μi
W̃ i (Zk), μ

i
W̃ i (Zk)

]
(17)

where
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μi (l)

W̃ i (Zk ) = min

⎡
⎢⎢⎢⎢⎢⎣

1
c∑

j=1

(
Di

kFi
/Di

kFi

)2/(m−1)
,

1
c∑

j=1

(
D
i

kF
i /D

i

kF
i

)2/(m−1)

⎤
⎥⎥⎥⎥⎥⎦

(18)

μi (l)

W̃ i (Zk ) = max

⎡
⎢⎢⎢⎢⎢⎣

1
c∑

j=1

(
Di

kFi
/Di

kFi

)2/(m−1)
,

1
c∑

j=1

(
D
i

kF
i /D

i

kF
i

)2/(m−1)

⎤
⎥⎥⎥⎥⎥⎦

(19)
otherwise

μ̃i (l)

W̃ i (Zk) = [0, 0] withμi (l)

W̃ i (Zk) ∈ [0, 1] eμi (l)

W̃ i (Zk) ∈ [0, 1]

Until
∥∥Ũ(l) − Ũ(l−1)

∥∥ < E

The interval type-2 fuzzy Gustafson–Kessel clustering
algorithm, according to the proposed methodology, is
implemented as described in Algorithm2.

Algorithm 2: Interval Type-2 Fuzzy Gustafson-Kessel
Clustering Algorithm

input : Z, m̃, E, Ũ(0)

output: Ũ
:

l = 0;

repeat
l = l + 1;

for i = 1 to c do

Step 1: Compute the centers of the clusters ṽi
(l)

- Eq. (14);

Step 2: Compute the covariance matrices of the clusters F̃i

- Eq. (15);

Step 3 - Compute the distances D̃i
kF̃i

- Eq. (16);

Step 4: Update the interval partition matrix Ũ(l) - Eq.
(17)–(19);

end
until

∥∥Ũ(l) − Ũ(l−1)
∥∥ < E;

Parametric Estimation of Consequent
Once the interval type-2 fuzzy Kalman filter is obtained by
the black-box modeling approach, it is necessary the estima-
tion, from experimental data, of matrices that compose the
interval type-2 fuzzy Kalman filter inference system conse-
quent proposition, as formulated in Eq. (11). In this sense, an
interval type-2 fuzzyOKID (Observer/Kalman Filter Identifi-
cation) algorithm [68], is proposed. The interval type-2 mem-
bership values from partitions defined on experimental data,
which were estimated by interval type-2 Gustafson–Kessel

clustering algorithm, have been considered asweighting crite-
ria for computing the consequent proposition of interval type-
2 fuzzy Kalman filter inference system. The interval type-2
fuzzy OKID algorithm is formulated in the sequel.

Let the experimental datasetZ, such thatZk = [
uk α∗

k

]T ,
where α∗

k corresponds to spectral components extracted from
the experimental dataset that presents higher eigenvalue
and are more significant to represent the dynamics of
experimental dataset. Choose an appropriate number of
Markov parameters q, through the following steps:

Step 1—Compute the matrix of regressors �, given
by

� =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

uq uq+1 · · · uNb−1

Zq−1 Zq · · · ZNb−2

Zq−2 Zq−1 · · · ZNb−3
...

...
. . .

...

Z0 Z1 · · · ZNb−q−1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(20)

Step 2—Compute the interval Observer Markov Parameters

Ỹ
i
:

˜̂yT =
c∑

i=1

�̃i�T Ỹ
i T

(21)

where

�̃i =

⎡
⎢⎢⎢⎢⎢⎢⎣

μ̃i
W̃ i (Zq) 0 . . . 0
0 μ̃i

W̃ i (Zq+1) . . . 0
0 0 . . . 0
...

...
. . .

...

0 0 . . . μ̃i
W̃ i (ZNb−1)

⎤
⎥⎥⎥⎥⎥⎥⎦

(22)

is the diagonal weightingmatrix of the i th fuzzy rule obtained
from the interval type-2 Gustafson–Kessel fuzzy clustering
algorithm and

Ỹ
i =

[
D̃i
k C̃i

kB̃
i

k C̃i
kÃ

i

kB̃
i

k · · · C̃i
kÃ

i (q−1)

k B̃
i

k

]

=
[
Ỹ
i

0 Ỹ
i

1 Ỹ
i

2 · · · Ỹi

q

]
(23)

are the interval observer Markov parameters of i th rule such

that Ã
i

k = [
Ãi
k + K̃i

kC̃
i
k

]
and B̃

i

k = [
B̃i
k + K̃i

kD̃
i
k ,−K̃i

k

]
.

Manipulating the Eq. (21):

��̃iyT = ��̃i�T Ỹ
i T

(24)

where y = [
y1 y2 . . . yNb

] ∈ R
p×Nb corresponds to exper-

imental dataset. Assuming Ũ
i = ��̃i�T and ℵ̃i = ��̃iyT ,
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Eq. (24) is rewriting as:

˜U
i
Ỹ
i T = ℵ̃i

(25)

The Eq. (25) is solved by QR factorization method, which is
numerically robust since it avoids matrix inverse operations.

Applying QR factorization to the term ˜U
i
on the right side of

the Eq. (25), it has:

Q̃i R̃i Ỹ
i T = ℵ̃i

(26)

where Q̃i is an orthogonal matrix, such that
(
Q̃i

)−1 = (
Q̃i

)T
and R̃i is an upper triangular matrix. Because the matrix
R̃i is upper triangular, Eq. (26) can be solved by backward
replacement, obtaining the observer’s Markov parameter

vector Ỹ
i
.

Step 3—Compute the observer gain and system Markov
parameters:

Ỹ
i

0 = D̃i
k (27)

Ỹ
i

j = C̃i
k Ã

i ( j−1)

B̃
i

k (28)

=
[
C̃i
k

(
Ãi
k + K̃i

k C̃
i
k

)( j−1) (
B̃i
k + K̃i

k D̃
i
k

)
, −C̃i

k

(
Ãi
k + K̃i

k C̃
i
k

)( j−1)
K̃i

k

]
(29)

=
[
Ỹ
i (1)

j , − Ỹ
i (2)

j

]
, j = 1, 2, 3, . . . (30)

where Ỹ
i

j are the interval observer Markov parameters
obtained from Step 2 for i th cluster. Thus, the systemMarkov
parameters Ỹi

j are obtained as follows:

Ỹi
0 = Ỹ

i

0 = D̃i
k (31)

Ỹi
j = Ỹ

i (1)

j −
j∑

ι=1

Ỹ
i (2)

j Ỹi
j−ι, for j = 1, . . . , q (32)

Ỹi
j = −

q∑
ι=1

Ỹ
i (2)

j Ỹi
j−ι, for j = q + 1, . . . ,∞ (33)

and the observer gainMarkov parameters Ỹio
j are obtained by

Ỹio
1 = Ỹ

i (2)

1 = C̃i
kK̃

i
k (34)

Ỹio
j = Ỹ

i (2)

j −
j−1∑
ι=1

Ỹ
i (2)

j Ỹio
j−ι, for j = 2, . . . , q (35)

Ỹio
j = −

q∑
ι=1

Ỹ
i (2)

j Ỹio
j−ι, for j = q + 1, . . . ,∞ (36)

Step 4—Construct the Hankel matrix H̃i ( j − 1) ∈ R
γ p×βm :

H̃i ( j − 1) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Ỹi
j Ỹi

j+1 . . . Ỹi
j+β−1

Ỹi
j+1 Ỹi

j+2 . . . Ỹi
j+β

...
...

. . .
...

Ỹi
j+γ−1 Ỹi

j+γ . . . Ỹi
j+γ+β−2

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(37)

where γ and β are sufficiently large arbitrary integers defined
by user.

Step 5—For j = 1, decompose the Hankel matrix H̃i (0)
using Singular Value Decomposition:

H̃i (0) = �̃i �̃i �̃ i T (38)

where �̃i ∈ R
γ p×γ p and �̃ i ∈ R

βm×βm are orthogonalmatri-
ces and �̃i ∈ R

γ p×βm is the diagonal matrix of singular val-
ues defined as follows:

�̃i =
[

�̃i
n 0
0 0

]
(39)

such that n is the number of significant singular values and
determines the minimum order of the type-2 fuzzy Kalman
filter. Thus, the size of matrices in Eq. (38) is reduced to the
minimum order, as follows:

H̃i
n (0) = �̃i

n�̃
i
n�̃

i T
n (40)

where �̃i
n ∈ R

γ p×n , �̃ i
n ∈ R

n×βm , �̃i
n ∈ R

n×n are the
resulting matrices after the reduction to minimum order.

Step 6—Compute the observability and controllability
matrices:

P̃ i
γ = �̃i

n

(
�̃i

n

)1/2
(41)

Q̃i
β =

(
�̃i

n

)1/2
�̃ i T

n (42)

where

P̃ i
γ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

C̃i
k

C̃i
kÃ

i
k

C̃i
kÃ

i2
k

...

C̃i
kÃ

iγ−1

k

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(43)
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is the observability matrix and

Q̃i
β =

[
B̃i
k Ãi

kB̃
i
k Ãi2

k B̃
i
k · · · Ãiβ−1

k B̃i
k

]
(44)

is the controllability matrix.

Step 7—Compute the matrices that make up the con-
sequent proposition of interval type-2 fuzzy Kalman
filter:

Ãi
k =

(
�̃i

n

)−1/2
�̃i T

n H̃i
n (1) �̃ i T

n

(
�̃i

n

)−1/2
(45)

B̃i
k = first m collumns of Q̃i

β (46)

C̃i
k = first p rows of P̃ i

γ (47)

D̃i
k = Ỹi

0 (48)

Step 8—Compute the interval Kalman gain matrix K̃i
k :

Ỹio
j = −P̃ i

γ K̃
i
k (49)

where Ỹio
j are the observer gainMarkov parameters computed

in Step 3, P̃ i
γ is the observability matrix computed in Step 6

and K̃i
k is the interval Kalman gain matrix. Manipulating the

Eq. (49):

P̃ i T

γ �̃i Ỹio
j = −P̃ i T

γ �̃i P̃ i
γ K̃

i
k (50)

Assuming ˜A
i = −P̃ i T

γ �̃i P̃ i
γ and ˜N

i = P̃ i T

γ �̃i Ỹio
j , Eq. (50)

is rewriting as follows:

˜A
i
K̃i

k = ˜N
i

(51)

The Eq. (51) is solved by QR factorization method being

applied to ˜A
i
and obtaining the interval Kalman gain matrix

K̃i
k in the same way as done in Step 2 for determining interval

observer Markov parameters.

Recursive Updating of Interval Type-2 Fuzzy Kalman
Filter Inference System After the initial estimation of
interval type-2 fuzzy Kalman filter, the Kalman filters, into
consequent proposition of interval type-2 fuzzy Kalman
filter inference system, are updated recursively at instants of
time k = Nb + 1, k = Nb + 2, . . . , to each new sample from
experimental dataset. Considering the regressors vector λk ,
at instant k, given by

λk =

⎡
⎢⎢⎢⎢⎢⎢⎣

uk+1

Zk

Zk−1
...

Zk−q

⎤
⎥⎥⎥⎥⎥⎥⎦

(52)

the interval observer Markov parameters Ỹ
i

k are obtained by
recursive updating of Eq. (25), as follows:

˜U
i
k = ˜U

i
k−1 + μ̃i

W̃ i (Zk)λkλ
T
k (53)

˜ℵi
k = ℵ̃i

k−1 + μ̃i
W̃ i (Zk)λkyTk (54)

Once ˜U
i
k and ˜ℵi

k have been updated, and applying the

QR factorization in ˜U
i
k , the observer Markov parameters

for i th cluster at sample k, Ỹ
i

k , are updated. The consequent
proposition of the type-2 fuzzy Kalman filter is updated
recursively by repeating the Step 3–Step 7. Similarly, the
interval type-2 fuzzy Kalman gain matrix K̃i

k is obtained by
recursive updating of Eq. (51), as follows:

˜A
i
k = ˜A

i
k−1 + μ̃i

W̃ i (Zk)λkλ
T
k (55)

˜N
i
k = ˜N

i
k−1 + μ̃i

W̃ i (Zk)λkλ
T
k (56)

Once ˜A
i
k and ˜N

i
k have been updated, and applying the QR

factorization method in˜A
i
k , the interval type-2 fuzzy Kalman

gain matrix is updated.
The interval type-2 fuzzy Observer/Kalman Filter Identi-

fication algorithm, according to the proposed methodology,
is implemented as described in Algorithm 3.

In the sense to illustrate the sequential steps of the compu-
tational aspects for interval type-2 fuzzyKalman filter design,
for better understanding from readers, a flowchart of the pro-
posed methodology is shown in Fig. 1.

3 Experimental Results

In this section, experimental results for forecasting analysis
the COVID-19 dynamic propagation, including comparative
analysis with the approaches in [69–73] and with the machine
learning models Least Absolute Shrinkage and Selection
Operator (LASSO), Autoregressive Integrated Moving Aver-
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Algorithm 3: Interval Type-2 Fuzzy Observer/Kalman
Filter Identification Algorithm

input : Z, γ, β, q, �̃i

output: Ãi
k , B̃

i
k , C̃

i
k , D̃

i
k , K̃

i
k

:

%Training step;

Step 1: Construct the matrix of regressors � - Eq. (20);

for i = 1 to c do

Step 2: Compute the interval observer Markov parameters Ỹ
i

- Eq. (24)-(26);

Step 3: Compute the interval system Markov parameters Ỹi -
Eq. (31)–(33) and the interval observer gain Markov
parameters Ỹio - Eq. (34)–(36) ;

Step 4: Construct the Hankel matrices H̃i (0) and H̃i (1) - Eq.
(37);

Step 5: Decompose H̃i (0) using SVD method - Eq. (38) and
determine the minimum order n of type-2 fuzzy Kalman filter
- Eq. (39);

Step 6: Compute the observability matrix P̃ i
γ - Eq. (41) and

the controlability matrix Q̃i
β - Eq. (42);

Step 7: Compute the matrices Ãi
k , B̃

i
k , C̃

i
k , D̃

i
k - Eq. (45)–(48);

Step 8: Compute the interval Kalman gain matrix K̃i
k - Eq.

(49)-(51);
end

%Recursive update of interval type-2 fuzzy Kalman filter;

while k ≥ Nb + 1 do

Construct the regressors vector λk - Eq. (52);

for i = 1 to c do

Update the interval observer Markov parameters Ỹ
i

k
through Eq. (53)–(54);
Repeat Step 3 to Step 7 as described in training step;

Update the interval Kalman gain matrix through Eq.
(55)–(56)

end
end

age (ARIMA), and Recurrent Neural Network (RNN), taking
into account the experimental dataset of daily deaths reports
caused by coronavirus disease in Brazil, are presented.

3.1 Interval Type-2 Fuzzy Kalman Filtering
and Forecasting Analysis of COVID-19
Dynamic Propagation in Brazil

The experimental dataset corresponding to daily deaths
reports within the period ranging from 29 February 2020
to 18 May 2020, in Brazil, is shown in Fig. 2, which were
extracted from the official report by the Ministry of Health

Training Dataset

Parametric Estimation of
Antecedent

Pre-Processing by Singular
Spectral Analysis 

Parametric Estimation of
Consequent

Adaptive Type-2 Fuzzy
Kalman Tracking

Interval Normal Distribution
Projections Estimation

Real Time Data Real Time Type-2 Fuzzy
Kalman Forecasting

Update?
YES NOPre-Processing by Singular

Spectral Analysis 

Fig. 1 The flowchart of the proposed methodology corresponding to
computational aspects for designing the interval type-2 fuzzy Kalman
filter
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Fig.2 The experimental dataset of daily deaths reports within the period
from 29 February 2020 to 18 May 2020, in Brazil
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Fig. 3 The efficiency of unobservable components, according to VAF
criterion, for representing the experimental dataset of the reports of the
daily deaths, in Brazil

of Brazil.1 Once that the problem of interest, in this chapter,
is based on the time series related to daily deaths reports in
Brazil, the variable uk , in Eq. (11), is considered as white
noise signal with low amplitude.

The pre-processing of experimental dataset by singular
spectral analysis was able for extracting the unobservable
components associated with daily death reports. The Vari-
ance Accounted For (VAF) was considered for evaluating
the appropriate number of these components, within a range
from 2 to 15 ones, for the best representation of experimen-
tal dataset, as shown in Fig. 3. As it can be seen, considering
the cost-benefit balance for computational practical applica-
tion of the proposed methodology, the appropriated number
of unobservable components was ξ = 10, with a VAF value
of 99.98% in efficiency to represent as accurately as possi-
ble the experimental dataset and, at the same time, reducing
the computational load of interval type-2 fuzzy Kalman fil-
ter algorithm. These spectral unobservable components are
shown in Fig. 4. The partitions of experimental dataset related
to daily deaths reports were defined by interval type-2 fuzzy
Gustafson–Kessel clustering algorithm, as shown in Fig. 5,
so the antecedent proposition, the rules number, and conse-
quent proposition, of the type-2 fuzzy Kalman filter, could be

1Available at: https://covid.saude.gov.br/.

estimated successfully. For implementing the proposed type-
2 fuzzy clustering algorithm, the following parameters were
adopted: number of clusters c = 3, interval weighting expo-
nent m̃ = [1.5, 2.3] and termination tolerance E = 10−5. The
implementation of interval type-2 fuzzy OKID algorithm, for
parametric estimation of the consequent proposition in the
type-2 fuzzy Kalman filter inference system, in Eq. (11), took
into account the partitions on daily deaths reports, in Fig. 5, as
weighting criterion, and the parameter values: q = 1 (asso-
ciated to number of Markov parameters), γ = 15 (associated
to number of rows of Hankel matrix) e β = 15 (associated
to number of columns of Hankel matrix). According to the
experimental dataset of daily deaths reports inBrazil shown in
Fig. 2, the pre-processed unobservable components are shown
in Fig. 4, the interval type-2 fuzzy normalized membership
values shown in Fig. 5, the initial parametric estimation of the
type-2 fuzzy Kalman filter was computed by training step.
The confidence region, as shown in Fig. 6, created by ini-
tial estimation of interval type-2 fuzzy Kalman filter taking
into account uncertainties estimated by interval type-2 mem-
bership functions shown in Fig. 5, inherited to experimental
dataset ranging from 29 February 2020 to 18May 2020, illus-
trates its efficiency for tracking the experimental dataset of
daily death reports in Brazil. From this confidence region,
shown in Fig. 6, an interval normal distribution projections
were estimated, delimiting upper and lower limits for fore-
casting the further daily deaths reports in Brazil. The effi-
ciency of interval type-2 fuzzy Kalman filter based on its ini-
tial estimation by training step from the experimental dataset
of daily deaths reports ranging from 29 February 2020 to
18 May 2020, for forecasting the further (validation) exper-
imental dataset of daily death reports, is shown in Fig. 7a.
Interval normal distributions are adopted for modeling the
COVID-19 dynamic propagation related to the daily death
reports. This interval normal distribution model is computed
as projections that are estimated from the recursive parame-
terization of interval type-2 fuzzy Kalman filter for adaptive
tracking and real-time forecasting the experimental epidemi-
ological dataset of COVID-19. The efficiency of the interval
normal distribution model is measured in the sense that if the
estimated projections are no longer sufficient to represent the
experimental epidemiological dataset, an updating of interval
type-2 fuzzy Kalman filter is necessary for new tracking and

https://covid.saude.gov.br/
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Fig. 4 The temporal behavior of spectral unobservable components α j | j=1,...,10, which were extracted from experimental dataset of daily deaths,
in Brazil

forecasting theCOVID-19 dynamic propagation related to the
further daily deaths reports. According to this criterion, the
results of updating of interval type-2 fuzzy Kalman filter for
tracking and forecasting the COVID-19 dynamic propagation
related to the daily death reports, are shown in Fig. 7b–f. It
can be seen an efficiency in the adaptability of estimated pro-
jections defined by interval type-2 fuzzy Kalman filter, which
illustrates its applicability for adaptive tracking and real-time
forecasting the COVID-19 dynamic propagation.

The estimation of interval type-2 fuzzyKalman gainmatri-
ces K̃i |i=1,...,3, during recursive updating of interval type-2
fuzzy Kalman filter, is shown in Fig. 8. The recursive estima-
tion of the interval type-2 fuzzy matrices Ãi , B̃i , C̃i and D̃i ,

with i = 1, . . . , 3, in the consequent proposition of the inter-
val type-2 fuzzy Kalman filter inference system, during recur-
sive updating of interval type-2 fuzzyKalmanfilter, are shown
in Figs. 9, 10, 11 and 12. The upper and lower instantaneous
activation degrees related to interval type-2 fuzzy Kalman fil-
ter inference system, during the training and recursive steps,
are shown in Fig. 13. The efficiency of interval type-2 fuzzy
Kalman filter, during its recursive updating for tracking and
forecasting the COVID-19 dynamic propagation related to
daily death reports in Brazil, was validated through the Vari-
ance Accounted For (VAF) criterion, as shown in Fig. 14.

According to results from adaptive tracking and real-time
forecasting COVID-19 dynamic propagation related daily
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Fig.5 The upper (solid line) and lower (dashed line) fuzzy membership
functions estimated from the interval type-2 fuzzy clustering of daily
death reports, in Brazil
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Fig.6 The confidence region generated by interval type-2 fuzzyKalman
filter for tracking the experimental dataset of daily death reports, from
29 February 2020 to 18 May 2020, in Brazil

death reports, in Brazil, the following auxiliary information,
and helpful for the Ministry of Health of Brazil, can be
inferred:

• The proposed methodology can be helpful to the Ministry
ofHealth ofBrazil as auxiliary information in the diagnosis

regarding the flexibility of social activities, in Brazil. Fig. 7
depicts a time-based displacement of the interval projec-
tions as well as their amplitudes, as the daily death reports
are processed by interval type-2 fuzzy Kalman filter. From
the recursive updating on 13 October 2020, the forecast-
ing interval projections indicate that themonth of February
2021 is more adequate for reevaluating the requirements
on the flexibility of social activities, in Brazil.

3.2 Comparative Analysis and Discussions

In this section, amore detailed discussion on the results shown
in Sect. 3.1, according to comparative analysis of proposed
methodology with the approaches in [69–73] as well as with
the machine learning models LASSO, ARIMA and RNN, is
presented.

The approach in [69] is based on Bayesian structural time
series (BSTS)models for forecasting the COVID-19 dynamic
propagation in Brazil, within the horizon of 30days. The effi-
ciency of interval type-2 fuzzy Kalman filter, compared to
approach proposed in [69], according to RMSE (Root Mean
Square Error), MAE (Mean Absolute Error), and RMSPE
(Root Mean Square Percentage Error), is shown in Table1.
As it can be seen, although the Bayesian model in approach
[69] be adaptive, it presents an inferior performance com-
pared to interval type-2 fuzzy Kalman filter, once that it is
based on Bayesian inference mechanism influenced by previ-
ously computed probability distributions, which contributes
for increasing the forecasting errors [74].

The approach in [70] is based on Wavelet-Coupled Ran-
dom Vector Functional Link (WCRVFL) network for fore-
casting the COVID-19 dynamic propagation in Brazil, within
the horizon of 60days, using a normalization procedure of
dataset from the following formulation:

z̆k = zk − min (Z)

max (Z) − min (Z)
, k = 1, 2, . . . , Nb (57)

where Z = [
z1, z2, . . . , zNb

]T is the experimental dataset, z̆k
is the normalized value of zk , min (Z) and max (Z) are the
maximum and minimum values of Z, respectively. The effi-
ciency of interval type-2 fuzzy Kalman filter, compared to
approach in [70], according to RMSE (Root Mean Square
Error), MAE (Mean Absolute Error) and coefficient of deter-
mination (R2), is shown in Table2. As it can be seen, once
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Fig. 7 Performance of the
interval type-2 fuzzy Kalman
filter for adaptive tracking and
real-time forecasting the
COVID-19 dynamic propagation
related to daily death reports, in
Brazil: a updating based on
training data from 29 February
2020 to 18 May 2020; b recursive
updating on 24 June 2020; c
recursive updating on 23 July
2020; d recursive updating on 28
August 2020; e recursive
updating on 25 September 2020; f
recursive updating on 13 October
2020
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(a) The performance of interval type-2 fuzzy
Kalman filter based on its initial estimation by
training step for forecasting the daily deaths
reports within the period ranging from 19 of
May 2020 to 27 of May 2020, in Brazil.
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(b) The performance of interval type-2 fuzzy
Kalman filter based on its recursive updating
on 24 of June 2020 for forecasting the daily
deaths reports within the period ranging from
25 of June 2020 to 30 of June 2020, in Brazil.
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(c) The performance of interval type-2 fuzzy
Kalman filter based on its recursive updating
on 23 of July 2020 for forecasting the daily
deaths reports within the period ranging from
24 of July 2020 to 14 of August 2020, in Brazil.
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(d) The performance of interval type-2 fuzzy
Kalman filter based on its recursive updating
on 28 of August 2020 for forecasting the daily
deaths reports within the period ranging from
29 of August 2020 to 25 of September 2020,
in Brazil.
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(e) The performance of interval type-2 fuzzy
Kalman filter based on its recursive updating
on 25 of September 2020 for forecasting the
daily deaths reports within the period ranging
from 26 of September 2020 to 13 of October
2020, in Brazil.
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(f) The performance of interval type-2 fuzzy
Kalman filter based on its recursive updating
on 13 of October 2020 for forecasting the daily
deaths reports within the period ranging from
14 of October 2020 to ahead, in Brazil.
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Fig. 8 Recursive estimation of interval type-2 fuzzy Kalman gains, in
tracking and forecasting the COVID-19 dynamic propagation within
period ranging from 19 May 2020 to 13 October 2020, in Brazil: a Rule
1, b Rule 2, c Rule 3
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Fig.9 Recursive estimation of interval type-2 fuzzy matrix Ãi , in track-
ing and forecasting the COVID-19 dynamic propagation within period
ranging from 19 May 2020 to 13 October 2020, in Brazil: a Rule 1, b
Rule 2, c Rule 3

that the approach in [70] uses different types of wavelets to
process non-stationarity of experimental dataset, it presents
competitive results compared to interval type-2 fuzzyKalman
filter, but the performance is slightly inferior due to its com-
puting limitation from determination of the optimal number
of nodes in the hidden layer of the WCRVFL network, tuning
the scaling of the uniform randomization range for wavelet
estimator and accurate data availability.

The approach in [71] is based on the Autoregressive Inte-
grated Moving Average (ARIMA) model for forecasting the
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Fig. 10 Recursive estimation of interval type-2 fuzzy matrix B̃i , in
tracking and forecasting the COVID-19 dynamic propagation within
period ranging from 19 May 2020 to 13 October 2020, in Brazil: a Rule
1, b Rule 2, c Rule 3
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Fig. 11 Recursive estimation of interval type-2 fuzzy matrix C̃i , in
tracking and forecasting the COVID-19 dynamic propagation within
period ranging from 19 May 2020 to 13 October 2020, in Brazil: a Rule
1, b Rule 2, c Rule 3

COVID-19 dynamic propagation in Brazil, within the horizon
of 77days. The efficiency of interval type-2 fuzzy Kalman fil-
ter, compared to approach in [71], according toMAD(Median
Absolute Deviation) and MAPE (Mean Absolute Percent-
age Error), is shown in Table3. The approach in [71] is fast
in processing speed but presents performance more inferior
than interval type-2 fuzzy Kalman filter due to consider only
linear characteristics for modeling the COVID-19 dynamic
propagation, which tends to increase forecasting errors in the
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Table 1 Comparative analysis between the interval type-2 fuzzy Kalman filter and approach in [69] for forecasting the COVID-19 dynamic
propagation in Brazil

Methodology RMSE MAE RMSPE

Approach in [69] 3669.000 2533 0.0873

Interval type-2 fuzzy Kalman filter 531.472 97 0.0249

Table 2 Comparative analysis between the interval type-2 fuzzy Kalman filter and approach in [70] for forecasting the COVID-19 dynamic
propagation in Brazil

Methodology RMSE MAE R2

Approach in [70] 0.006190 0.004880 0.999450

Interval type-2 fuzzy Kalman filter 0.003388 0.000701 0.999677

Table 3 Comparative analysis between the interval type-2 fuzzy Kalman filter and approach in [71] for forecasting the COVID-19 dynamic
propagation in Brazil

Methodology MAD MAPE (%)

Approach in [71] 33614 3.701

Interval type-2 fuzzy Kalman filter 97 0.0025494

time-varying epidemiological data [75]. Differently from the
approach in [71], the interval type-2 fuzzy Kalman filter con-
siders a distributed and parallel compensation associated to
each interval operating region defined on the experimental
dataset for better approximating the time-varying fluctuation
of COVID-19 dynamic propagation.

The approach in [72] is based on statistical modeling of
daily new cases and daily new deaths caused by COVID-19
using the Weibull probability distribution, for forecasting the
COVID-19 dynamic propagation in Brazil. The efficiency of
interval type-2 fuzzy Kalman filter, compared to approach in
[72], according to the coefficient of determination (R2), is
shown in Table4. The approach in [72], although uses the
Weibull distribution suitable for modeling real-life dataset, it
presents slightly inferior results compared to interval type-2
fuzzy Kalman filter once it does not consider the variability in
the dynamics of the experimental dataset to update the prop-

agation forecasts of COVID-19 [76]. On the other hand, the
interval type-2 fuzzy Kalman filter presents greater efficiency
due to its recursive parameterizing mechanism for adaptive
tracking and real-time forecasting of the experimental dataset.

The approach in [73] is based on an age-structured SEIR
(Susceptible–Exposed–Infectious–Recovered) model for
forecasting the COVID-19 dynamic propagation in Brazil.
According to approach in [73], the epidemic peak is on
05 June 2020 and the end of COVID-19 outbreak is on 23
July 2020. According to results obtained by interval type-2
fuzzy Kalman filter shown in Fig. 7b, in the same context
and dataset used in approach [73], the epidemic peak is
on 10 June 2020 and the end of COVID-19 outbreak is
on 14 September 2020. The comparative analysis between
the interval type-2 fuzzy Kalman filter and approach in
[73] is shown in Table5. The approach in [73], although
considers the effect of the age of individuals in mortality rate

Table 4 Comparative analysis between the interval type-2 fuzzy Kalman filter and approach in [72] for forecasting the COVID-19 dynamic
propagation in Brazil

Methodology R2

Daily new cases Daily new deaths

Approach in [72] 0.87 0.989

Interval type-2 fuzzy Kalman filter 0.9809 0.9984

Table 5 Comparative analysis between the interval type-2 fuzzy Kalman filter and approach in [73] for forecasting the COVID-19 dynamic
propagation in Brazil

Methodology Epidemic peak End of epidemic

Approach in [73] 05 June 2020 23 July 2020

Interval type-2 fuzzy Kalman filter 10 June 2020 14 September 2020
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Table 6 Comparative analysis between the interval type-2 fuzzy Kalman filter and machine learning models LASSO, ARIMA and RNN for
forecasting the COVID-19 dynamic propagation in Brazil

Model RMSE MAE R2

LASSO 191.5600 163.4643 0.7652

ARIMA 203.0832 140.9561 0.368

RNN 116.0065 94.9875 0.829

Interval type-2 fuzzy Kalman filter 10.3586 3.9000 0.9984
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Fig. 12 Recursive estimation of interval type-2 fuzzy matrix D̃i , in
tracking and forecasting the COVID-19 dynamic propagation within
period ranging from 19 May 2020 to 13 October 2020, in Brazil: a Rule
1, b Rule 2, c Rule 3
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Fig. 13 Activation degrees of type-2 fuzzy Kalman inference system,
in tracking and forecasting the COVID-19 dynamic propagation within a
period ranging from 29 February 2020 to 13 October, in Brazil: a Upper
fuzzy activation degrees, b Lower fuzzy activation degrees
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Fig.14 Efficiency of interval type-2 fuzzyKalman filter, in tracking and
forecasting the COVID-19 dynamic propagation within a period ranging
from 19 May to 25 October 2020

by COVID-19 for better suitability of the SEIR model, it
presents low efficiency compared to the interval type-2 fuzzy
Kalman filter once it does not considers the uncertainties in
the experimental dataset and assumes a transmission rate of
COVID-19 constant throughout the period of pandemic [77].
The interval type-2 fuzzy Kalman filter is more predictive to
the real behavior of epidemiological dataset in Brazil than
the approach in [73], due to its interval adaptive similarity
measure to define interval operating fuzzy regions that best
represent the dynamics and uncertainties of the dataset.

The comparative analysis between the interval type-2
fuzzy Kalman filter and the machine learning models
LASSO, ARIMA, RNN, for forecasting the COVID-19
dynamic propagation in Brazil, within the horizon of 10days,
is shown in the Table6. The machine learning model LASSO,
although increases the model interpretability by eliminating
irrelevant variables that are not associated to the COVID-19
dynamic propagation, it can allow to biased parametric
estimations and, in consequence, an inferior performance
compared to interval type-2 fuzzy Kalman filter [78]. The
machine learning model ARIMA is fast in processing speed
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but it can lead to inaccurate estimations once it does not
consider the non-stationarity correlated to the experimental
dataset which causes its inferior performance compared to
interval type-2 fuzzy Kalman filter [79]. The machine learn-
ing model RNN is capable to provide accurate estimations
with the limitation of does not consider the uncertainties
inherent to COVID-19 dynamic propagation that results in
an inferior performance compared to interval type-2 fuzzy
Kalman filter [79]. On the other hand, the uncertainties
inherent to the experimental dataset are processed by the
interval type-2 fuzzy Kalman filter through approximating
the dynamic behavior in interval fuzzy operating regions
defined on the dynamic fluctuations of the propagation of
COVID-19, providing a reduction in tracking and forecasting
errors.

A possible limitation of the interval type-2 fuzzy Kalman
filter is the determination of some parameters (γ , β and q)
for parametric estimation of its consequent proposition,which
requires some intuition by experts and depends on the exper-
imental dataset.

4 Conclusion

The results shown the applicability of machine learning
approach based on interval type-2 fuzzy Kalman filter due
to its recursive updating mechanism, for adaptive tracking
and real-time forecasting COVID-19 dynamic propagation.
For further works, the formulation and applicability of the
proposed methodology in the context of evolving interval
type-2 fuzzy systems is of particular interest.
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Abstract

Electronic health records containing patient’s medical
history, drug prescription, vital signs measurements, and
many more parameters, are being frequently extracted and
stored as unused raw data. On the other hand, machine
learning and data mining techniques are becoming popular
in the medical field, providing the ability to extract knowl-
edge and valuable information from electronic health
records along with accurately predicting future disease
occurrence. This chapter presents a study on medical data
containing vital signs recorded over the course of some
years, for real patients suffering from heart failure. The
first significant patterns that come along with heart failure
occurrence are extracted and examined using data mining
techniques that have already proven to be effective. In this
study, FP-GROWTH and RULEGROWTH algorithms
are employed to discover the most influencing patterns
and series of vital signs recordings leading to a possible
heart failure risk. Finally, as a first contribution, Long
short-term memory (LSTM) recurrent neural network
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is used to predict a possible heart failure risk within a
window of 10-days in the future, with 76% of correct
predictions.

1 Introduction

According to the world health care organization, 17.9 mil-
lion people die yearly from cardiovascular diseases, making
30% of the total deaths around the globe. Cardiovascular dis-
eases, more specifically heart failure causes a large number of
deaths around theworld. It occurswhen the heart cannot pump
enough blood to the parts of the body. Patients may develop
several symptoms including dyspnea, fatigue, weight gaining
because of fluid retention, and many more. Some Daily activ-
ities become more difficult, along with organs dysfunction
such as kidney failure. Life- threatening complications may
persist after being exposed to heart failure and patients with
a heart failure condition have a short lifespan and are regu-
larly hospitalized. In fact, researchers found that usually life
expectancy of near half of patients diagnosed with heart fail-
ure is barely five years down to one year for advanced heart
failure forms.

The process of diagnosing heart failure usually includes
a review of the patient’s medical history, symptoms, and
risk factors along with a physical examination. Practitioners
also may look for certain blood tests, heart electrical activity
using electrocardiogram test, and monitoring heart response
to an effort by performing the stress test. A classification of
the heart failure risk is performed using two systems: the
symptom-based New York Heart Association classification
(NYHA), or the phase-based American College of Cardi-
ology/American Heart Association guidelines (ACC/AHA).
Each of these scoringmodels defines four heart failure classes.
Determining a heart failure risk will lead to the most appro-
priate medical prescription.

Nowadays, large amounts of medical data are collected
from patients. At the same time, machine learning artificial
intelligence is merging in the medical field, proving some
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promising results. Applications vary from predicting, classi-
fying, and mining significant knowledge from gathered elec-
tronic health records. The result of combining medical data
with artificial intelligence and data mining techniques can
be used to provide practitioners with meaningful insights to
understand heart failure’s most influencing risk factors. It
also helps predict heart failure future occurrences, therefore,
increasing patients’ lifestyle by planning effective treatments,
and preventing hospital readmission.

This chapter aims to reveal the most significant patterns
and association rules standing behind heart failure risk clas-
sification. Data mining approaches are applied on electronic
health records containing multiple vital signs gathered from
real patients suffering from heart failure. Different patterns
and association rules are further elaborated using the FP-
GROWTH algorithm. Next, interdependencies between dif-
ferent clinicalmeasurements of patients are extracted and pre-
sented using the RULE GROWTH algorithm. Finally, a time-
series forecasting method based on long short-term memory
recurrent neural networks is used to analyze sequences of his-
torical medical records to predict the heart failure occurrence
risk in a window of 10days in the future. Risks will be clas-
sified as no risk, moderate, or high risk.

2 Literature Review

This section elaborates previous works done including heart
disease occurrence predictions using machine learning tech-
niques, then pattern and sequence extraction using data min-
ing techniques. Finally, early predictionswith time-series data
and deep neural networks are presented.

2.1 Heart Diseases Classification

Many applications use decision trees to predict and classify
patients suffering from heart disease, authors in [1] extracted
significant patterns using CART classifier after preprocess-
ing the data to remove uncertainty. Extracted patterns are
used later for heart disease prediction. In [2], authors tested
CART, Iterative Dichotomized 3 (ID3), and decision trees on
the Cleveland Heart Disease Dataset (CHDD). The perfor-
mance of each algorithm was tested based on precision true
positive and true negative. Again CART has proved to have
more accuracy.

To classify heart failure risk levels, authors in [3] gathered
data from the Cleveland dataset and then enriched it with 3
new risk factor features that may cause higher heart failure
risk with a total of 297 instances in the dataset. Using C4.5
decision trees, themodelwas built, achieved 86.53%accuracy
classifying true risk levels.

In [4], researchers proposed the use of support vector
machines SVM, to build a scoring model to help with

heart failure diagnostic. This study aims to classify three
HF classes: healthy group, heart failure prone group, and
the heart failure group. First of all, medical records were
collected from Zhejiang Hospital, missing values are handled
using Bayesian principal component analysis which is
reliable. Two SVM models were used along with a decision
tree system for classification. Results show an accuracy of
87.5% for HF-prone group, 65% for HF group, and 78.79%
for healthy groups (testing on 90 samples).

ECG1 is the process of detecting heart electrical activity
at rest. Physicians use these records in order to identify high
risk factors of heart diseases.

In order to detect Congestive Heart Failure (CHF),
several machine learning techniques in [5] were applied
to ECG records that record heartbeat signals and might
show some irregularities. Data were collected from sev-
eral databases including both genders from different age
trunks. The next step was feature extraction using Burg
method for autoregressive parameter estimation. Several
machine learning techniques are used to evaluate the CHT
classification system, mainly Random forest outperformed
the support vector machine, C4.5 decision tree, K-NN (K
nearest neighbor), and neural networks, and reached 100%
of accuracy classifying congestive heart failure, cases.

In [6], high and low-risk congestive heart failure patients
are classified using heart rate variability measures and ECG
records. Data is gathered from the BIDMC and Congestive
Heart Failure RR Interval Database, some data preprocessing
was done including sampling. The model was built using the
CART algorithm and achieved 85.4% accuracy in grouping
patient’s risk.

Another experimentation was conducted in [7] on a
dataset containing 13 attributes. The authors added two more
attributes that are directly connected with heart diseases:
obesity and smoking. They used three data classification
techniques in order to build a heart disease prediction system.
Data preprocessing including replacing missing values and
splitting data to train and test was made. Neural networks
provided more accurate classification results than Decision
trees and Naïve Bayes techniques.

2.2 Frequent Itemset Mining

With the appearance of many data mining techniques, knowl-
edge discovery and extracting significant information from
the data is now possible. Nowadays these methods are used
for identifying frequent item sets, especially when mining
medical records.

Data mining algorithms are used for extracting frequent
and significant itemsets and patterns, especially when mining

1Electrocardiogram.
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medical records. Many surveys discussed sequential pattern
mining, in [8]. This paper discussed the previous existing
algorithms and the dataset types suitable for their applica-
tion.After that,many temporal and time-dependent sequences
like searching for events that occur simultaneously such as
pattern-growth algorithm have been discussed, to end with
incremental algorithms.

Another survey [9], also discussed recent sequential pat-
ternmining and its applications. First, the sequentialmining is
discussed along with its various applications, while enumer-
ating and explaining breadth-first and depth-first algorithms
such as GSP, SPADE, SPAM, and many others. After that,
the authors discussed the variations of the sequential pattern
mining problems including closed sequential patterns, asso-
ciation rule mining, episode mining, and many others.

In [10], frequent itemsets are extracted to help with the
early heart disease diagnostic. First specific symptoms are
chosen and a minimum support value is set. After that fre-
quent itemsets are generated and used in the heart disease
risk evaluation, a dataset of 1000 patients suffering from heart
problems was used and the results were encouraging.

Researchers in [11] applied the Apriori algorithm on a
dataset of 1216 patients affected by diverse diseases. Associ-
ation rules are mined from the dataset to detect disease fre-
quency for these patients. Results could help doctors to make
decisions and diagnose disease.

Knowledge extraction was also studied in [12] using Apri-
ori, predictive-apriori, and tetrius algorithms. Different asso-
ciation rules leading to heart diseases for males and females
are extracted. The approachwas applied on theUCICleveland
dataset [13], results identifiedmany significant risk factors for
both males and women.

Many diseases may be seen as an association of multiple
symptoms, especially for coronary vascular disease (CVD).
In [14] authors had a dataset of 1897 patients for each, 21
features are presented. The goal was to find strong associa-
tions among attributes. First, the dataset numerical attributes
were transformed into intervals mapped into an object. After
that categorical values are encoded to numerical ones. Valid
association rules are generated and many attributes proved a
strong association with CVD.

2.3 Time-Series Forecasting

Time-series data is a group of data points, captured over time.
Let x(t) be a variable that varies over time and t = 0, 1, . . . n
indicates the total time passed. Therefore, the total sequences
of x(t) indicate the time series with a chronological order
over time. The term univariate characterizes a time series that
records the values of a single variable. Whereas multivariate
specifies a time-series recording multiple variables over time.

Observations recorded on every time step t form a con-
tinuous time series, while recording observations over dis-

continued chunks of time indicates discrete time series. In
this project, univariate time series is used. Time-series anal-
ysis and forecasting serve nowadays in many domains, such
as weather forecasts for the future, stock market predictions,
and even health applications.

In [15] authors simulated a telehealth care scenario within
an elderly environment. They created artificial scenarios such
as daily diastolic blood pressure variations. ARIMA2 model
was applied, and near future diastolic pressure values were
predicted with 91% accuracy.

Many prediction problems are solved using deep learning
and recurrent neural networks like LSTM3 networks. In [16],
authors used LSTM to predict traffic flow in a real-time appli-
cation scenario. The data used is a time-series data, collected
every 30 s. Predictions were done for the upcoming data col-
lected every 5min. Compared to ARIMA, LSTM had a better
performance.

2.4 LSTMNeural Networks

Many prediction problems are mapped with the Long Short
term memory (LSTM) solution that has many applications,
but none hasmentioned predicting heart failure risk. Our solu-
tion is based on LSTM.

In [17], another real-time application for LSTM is pro-
posed. The travel time from a start point to an end point was
predicted. Since travel time is usually irregular, the authors
decided to use LSTM rather than ARIMA which consists of
a linear model. Data is provided by Highways England and
it contains travel information of 66 highway links. The goal
of this paper is to predict multiple-step ahead for each link.
After training the model, multi-step ahead travel time predic-
tions were performed. The 1-step ahead prediction shows a
relatively small error. A 7.0% of median of the mean relative
error was observed.

3 Methods

This work has mainly two objectives:

1. Significant patterns extraction via data mining techniques.
2. Early heart failure detection using LSTM neural networks.

The early heart failure model uses historical records that will
be mapped as time-series data, about patients already diag-
nosed with heart failure. Before applying any method, data
preprocessing and dataset enriching is required.

2AutoRegressive Moving Average.
3Long Short term memory.
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3.1 Data Overview

Daily medical data observations for 31 real patients suffer-
ing from heart failure are gathered over few years making a
total of 3568 records. For each observation, five basic vital
signs presented in Table1 are retrieved and stored as elec-
tronic health records in 31 CSV files, one for each patient
containing the corresponding measurements.

3.2 Dataset Enriching

Data cleansing is performed to prevent data inconsistency and
improvemodels and data mining accuracy the following steps
are applied on every CSV file:

• Insure that the five basic parameters exist.
• Removing duplicated data points.
• Handling missing and null values.
• Checking that data has correct formats.

The next step is to enrich the dataset with 16 additional
columns, including:

• Δi PAS/PAD/FC/O2/POIDS: Percentage difference for
each vital sign on one, three, and seven days, therefore,
adding 15 new columns.

• Risk class: Heart failure classes in Table2 are determined
based on a sheet provided by a medical expert, indicating
for each parameter variation a possible heart failure class.

To detect heart failure class, we wrote a JAVA code, that reads
the CSV files, calculates the day difference parameters. Next,
wewill find the heart failure class based on a sheet provided by
a medical expert, that indicated for each parameter variation
a possible heart failure class.

4 Mining Significant Patterns

The first method aims to identify frequent patterns and asso-
ciation rules occurring along with corresponding itemsets.
The extracted patterns will be used later to reveal the most
influencing patterns leading to determine the heart failure risk
class. Before proceeding to implementation, additional data
transformation and preprocessing is required.

Following are the algorithms used:

• FP-GROWTH for mining frequent itemsets and associa-
tion rules.

• RULEGROWTH algorithm to mine sequential patterns
taking into consideration an ordering factor.

4.1 Data Discretization

First of all, we have collected all of our 31 CSVfiles andmade
a new dataset containing records of all patients making a total
of 3568 rows of observations. This new file will be used to
mine the frequent patterns.

After observing our data, we can see that each column
contains a large number of different values. For example, the
7days difference of systolic blood pressure noted as Δ7PAS,
contains 1268 unique values, and the 7days heart rate differ-
ence columnΔ7FC, contains 916 unique values. Therefore, in
order to increase the frequency of each item/value to appear,
we proposed a data transformation.

To increase the chance of mining significant itemsets,
a data transformation is performed as mentioned in [14].
The transformation consists of assigning each numerical data
point to a specific categorical range. These categorical ranges
are defined based on a medical sheet provided by the medi-
cal expert. Figure1 represents a chunk of the original dataset,
while Fig. 2 illustrates the chunk after transformation.

4.2 Algorithms

Let X⇒Y be a rule with a support indicating the count of
X (antecedent) and Y (consequent) in the same transaction.
The confidence, indicating how often this rule is found true,
is calculated as support(X ∪ Y)/support(Y).

We should note that X⇒Y, is not always true even if the
confidence is high, it depends on X and Y. The reason is
that the standard algorithm does not take into consideration
the items ordered. This problem will be solved in the sec-
ond implemented algorithm. The consequent item that we are
targeting is the heart failure class, and the antecedent items
might be any parameter that is leading to the heart failure
occurrence.

Fig. 1 Original dataset

Fig. 2 Transformed dataset
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Table 1 Vital signs captured

Sign Measure unit

PAS: systolic blood pressure mmHg

PAD: diastolic blood pressure mmHg

FC: heart rate Beats per minute

O2: blood oxygen saturation Percentage %

POIDS: weight Kilogram

Table 2 Heart failure classes

Classes Risk

Blue Low

Orange Possible

Red High

FP-Growth
Frequent-pattern tree noted as FP-growth [18], is an efficient
way tomine frequent patternswith specifiedminimumpattern
support and confidence in a transaction dataset.

Comparing to a traditional algorithm for mining frequent
itemsets like theApriori algorithmwhich requires n+1 dataset
scans where n is the length of the longest pattern. FP-growth
reduces dataset scan numbers to two, therefore, achieving
high efficiency and fast low memory usage, because of a spe-
cial structure called FP-Tree.

Input
The algorithm accepts as an input a transaction database, in
our case each record in the dataset is considered as a trans-
action. We should take into consideration that a transaction
should not contain the same item twice. For implementing
this algorithm, we use the SPMF graphical interface tool [19],
which allows us to test the algorithm, along with tuning the
min support and min confidence parameters.

Output
After running, the algorithm will mine the frequent item-
sets, along with all the possible association rules, that will
be directly visualized as the output. Finally, we will save the
outputted rules in a text file along with the support and con-
fidence values. The expected output contains all the possible
rules including those leading to heart failure, which will be
discussed later.

Rule Growth
RuleGrowth as described in [20], is a sequential pattern
mining algorithm designed to detect common sequential rules
between different transactions. Using the pattern-growth
approach.

Let’s assume that we have a sequence dataset noted as DS
= {S1, S2, …, Sn}, and each sequence S contains multiple

unordered itemsets such as S = {X1, X2, …, Xn}. If X⇒Y,
such as items of X and Y will probably not be appearing
in the same itemset of any sequence Sn, we can conclude
that items of Y will appear in an itemset regardless of the
order, after the appearance of the items of X in any order.
A specific confidence level is taken into consideration. We
calculate the confidence of the rule X⇒Y, by counting how
many sequences contains all the items of X followed by all
the items of Y. Therefore, regardless of the support count of
the rule, if the confidence is 100%, then we are sure that this
association is always true in the dataset.

In the example presented in Fig. 3, we can extract to fol-
lowing rule:

• (1) (4) ⇒ (3)

That means, when item 1 and 4 occurs in any order in any
itemset, they are followed by 3 with a confidence of 100%,
and a support of 75% because this rule is present in 3 out of
6 rows.

Input
The SPMF toolkit provides a full implementation of the Rule-
Growth algorithm with the ability to tune rules with minimal
support and confidence, plus visualizing the outputted rules.
As already mentioned, the Rule Growth algorithm deals with
a sequence dataset, therefore, we should adapt our dataset

Fig. 3 Sample sequence dataset
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into an acceptable format. The input is a text file, containing
a series of itemsets containing positive integers, separated by
a space. A −1 value indicates the end of an itemset, and −2
value indicated the end of a single sequence. Using python,
we have mapped the categorical values in the transformed
dataset, into numerical values, but we have ensured to group
certain parameters in the same itemsets:

• Difference for one day is grouped in the first itemset.
• Difference for three days is grouped in the second itemset.
• Difference for one day is grouped in the third itemset.
• Heart failure class is placed in the final itemset.

The main objective behind this grouping strategy is to let
the algorithm find any possible X⇒Y rule where Y is the
heart failure class and X can contain any item The second
objective is to probably find other X⇒Y rules between the
items different than the heart failure class items, which might
help in the early heart failure occurrence.

Output
The results will be our mined sequential rules as X⇒Y, along
with the support and confidence levels. The expected output
will confirm the results of the FP-growth algorithm and will
reveal new patterns and interdependencies between different
parameters.

5 Early Heart Failure Prediction

The second objective of this project is to find a method for
predicting the heart failure class for 10-days ahead. This will
help doctors to provide a suitable precaution process for the
patients.

5.1 Conception andModeling

First of all, we must ask this question: under which cate-
gory we should classify our prediction problem? Taking into
consideration that the heart failure class is deduced from the
values of specific parameters, then our model must predict
these parameters before we can classify the heart failure class
based on the output predictions. We can say that we are fac-

ing a situation where we must apply regression to predict the
first five vital signs 10days in the future, and then calculate
other parameters and deduce the heart failure class. We are
trying to predict the future, so the problem can be classified as
forecasting the near future. More specifically 10-days ahead.

As we said before, the datasets contain daily observations
for multiple parameters, along with the date of observations
(DD/MM/YY). Therefore, we can index each data point or
observation in a timeorder,making a series of historical obser-
vations separated by an equal timestamp (1day in our data).
Now we can reference our data as a time series over a specific
time depending on each patient.

Based on the previous observations, the problem of early
heart failure class prediction is modeled as Time-series fore-
casting. This refers to predict future vital signs values for
10days ahead, based on the historical previous observations.
This might be valid because some patterns of how the obser-
vation values are variating may appear in the historical data,
thus based on the past behavior we will predict the future
behavior.

5.2 Data Statistics

Wehave calculated the correlationmatrix using pythonwhich
indicates the linear relationship between any two parameters
and if these variables tend to increase or decrease in a parallel
way. Positive coefficients between variable X and Y indicates
that when X increases, Y also increase, while negative corre-
lations indicated that if X increase, Y will decrease and so on.
The maximum value of correlation between two values is 1
meaning a perfect relation and values equal to 0 indicates no
correlation. We must mention that -1 indicates a perfect neg-
ative relation. Table3 resumes the coefficient interpretation
process.

After examining the correlation matrix applied to all
patients’ records, we found that the data linearity cannot be
taken into consideration while adopting a forecast method.

Another observation of the data was to plot the set of data
points for each column in the datasets, representing a specific
feature. For example, while checking the weight variations of
a patient over time in Fig. 4, we found sudden fluctuations in
the values from 68KG to 64KG for the next day.

Table 3 Vital signs captured

Coefficient Interpretation

1 Full positive correlation

0.4⇒0.7 Moderate positive correlation

0 No correlation

−0.4⇒−0.7 Moderate negative correlation

−1 Full negative correlation
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Fig. 4 Suddent weight variations for patient number 1

These fluctuations should be taken into consideration, and
therefore, could not be considered as data noise. Patients suf-
fering from heart failure are prone to these fluctuations. In
this case, the patient might have fluid retention because of
a heart failure, and the next day this retention gets reduced.
This explains the sudden drop in weight.

5.3 LSTMModel

Based on the previous results and observations, we used the
Long Short-Term memory, which derives from the recurrent
neural networks that can handle time-series data. Data points
might have an interdependency and forms a special pattern,
therefore, it can learn complex and nonlinear relations. Recur-
rent neural networks use an internalmemory to integrate some
kind of bias from the previous input, such as input at time
t − 1 affects the decisions taken by the network at time t .
LSTM’s, are more efficient than normal recurrent neural net-
works, because of the ability to remember data behavior for
longer time periods. This memory feature provides the capa-
bility to accept a longer sequence of inputs. This method is
adopted for this part and using python and TensorFlow [21]
open source library, we will build our multilayer neural net-
works. A total of five LSTMmodels are needed, one for each
vital sign (Weight, Systolic arterial pressure, Diastolic arterial
pressure, Heart rate, O2 blood saturation) to predict a 10days
value in the future.

Input
We will use the univariate model to make predictions for the
next time step. As mentioned in the state of art, the univariate
data records observations for a single feature only. We will
input a series of sequential values referring to 30days of data
history that we call a window of previous information, along
with the 10days in the future value that themodel should learn
to predict.

Steps to prepare the training data are enumerated as fol-
lowing:

1. Load the dataset.
2. Select the desired feature that could be one of the five vital

signs.
3. Assign the date column as the index.
4. Split the training and testing data (80% for training and

20% for testing).
5. Create a series of windows contacting 30 observations and

specify the time step to predict (10days in our case).

5.4 Neural Network Architecture

After preparing the data,webuilt amultiplayer neural network
that contains a singleLSTMlayer and three other dense layers,
making a total of four layers stacked as the following:

1. Input dense layer containing 10 nodes.
2. LSTM layer containing 8 memory cells activated with the

Relu function.
3. Dense layer containing 10 nodes activated with the Relu

function.
4. Dense layer for output contacting a single node.

Using hidden layers gives the ability for the network to
perform in a nonlinear behavior. Setting the Relu activation
function will help the network to learn from the nonlinear
data, and extract some significant knowledge and build inter-
dependencies between provided input parameters. The output
of the LSTM network is a 10-step prediction of the future.

6 Results and Discussion

In this section, the experimentation process of the pro-
posed methods and algorithms is presented, then results
are explained and discussed. We will start by explaining
some observations about data correlation, after that, we
discuss association rule and sequential pattern algorithms for
extracting significant knowledge about heart failure causes.
Finally, time-series forecasting predictions for future heart
failure is presented.
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Table 4 Correlation value observations

Red class Orange class

Δ1POIDS: moderated ⇒ +0.34 Δ1PAD: low ⇒ +0.2 correlation

Δ3POIDS: moderated to strong ⇒ +0.66 Δ1FC: low ⇒ +0.1

Δ7POIDS: moderated ⇒ +0.36 Δ3PAS: low⇒ +0.17

Δ7FC: moderated negative ⇒ −0.5 Δ3PAD: low ⇒ +0.21

Δ1PAS: low ⇒ +0.2 Δ7POIDS: low ⇒ +0.15

Δ1PAD: low ⇒ +0.18 Δ7O2: Strong ⇒ −0.83

6.1 Data Correlation

Table4 presents the relation between heart failure classes and
some variables. These results can be used to pick some param-
eters to perform the itemset and association rulemining, rather
than mining all the dataset parameters. Also, by only looking
at these values, we can notice themost influencing parameters
to decide which class the patient is suffering from.

6.2 Association Rule Mining

Weproposed the FP-Growth algorithm tomine frequent item-
sets and association rules. The experimentation process can
be resumed by these steps:

1. Concatenate all the CSV file into one file containing all
medical records.

2. Transform the dataset to ranged values form (as discussed
earlier).

3. Tune the min support and min confidence parameters.
4. Observation and analysis.

We have divided our dataset into two new separate files,
the first one containing all the records with red heart failure
class with a total of 901 records. The second one containing
all the records with orange heart failure class with a total of
1729 records.

6.3 Results

1. Minimum support was set to 0.05 or 5%.
2. Minimum confidence is set to 100%.
3. Maximum consequent length is set to one.
4. Maximum antecedent length set to three.

The support parameter was set to 5% because we want to
know the most influencing parameter in the classification of
heart failure (red or orange), therefore, we should extract rules

with the less and the highest correlation between a parameter
and the class determined.

We set the consequent length to 1 in order to simplify the
observation task, because we are only interested in finding
rules X ⇒ Y, where Y is the heart failure class. To simplify
the observation step we set the consequent to three.

Orange Class
After executing the algorithm, we got a total of 265,155 asso-
ciation rules, after filtering the output to only get the patterns
with consequent as the orange class, we reduced the count
to 14,870 rule. The first step is to observe the mined rules,
to calculate the frequency of each item with the associated
class. In Table5 we can observe each rule mined along with
the frequency of occurrence in the dataset. For simplification,
we define PA as total blood pressure, which is PAS and PAD
combined. All the rules have a confidence of 1.

As we can see, after observing the results, we had veri-
fied 6 out of 8 conditions presented by the medical sheet, the
unverified conditions are:

• ΔTPAS>10%, ΔTPAD>10% a and ΔTFC >20%.
• 10%< ΔTO2< −5%.

This may be explained by the low correlation between
these conditions and the orange class. Furthermore, if we
examine Table4, we can explain the second unverified con-
dition because O2 concentration percentage difference over
days and orange class have a negative correlation coefficient.
That means that when this class will not appear when ΔTO2
tends to increase.

From the above Table5, we can conclude that the orange
class condition is mostly influenced by the heart rate param-
eter (FC) and heart rate difference (DFC), appearing in 40.65
and 42.3% of the causes of orange class occurrence.

New Association Rules
After observations, new rules appeared and can be referred as
additional causes, or associatedwith orange class appearance.
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Table 5 Observation results orange class

Condition ⇒ Orange Count Percentage of total orange classes (%)

PA > 13/8 (mmHg) 126 7.2

FC > 70(bpm),(70 < FC < 80) 703 40.6

ΔT PA > 10%, FC > 70 52 3

Δ7POIDS > 2 (kg) 74 4.2

ΔT PA>10%

10 <= Δ1 PA <= 20 117

10 <= Δ3 PA <= 20 136

10 <= Δ7 PA <= 20 150

Total 403

23.3

ΔT FC > 20%

20 < Δ1 FC <= 30 120

30 < Δ1 FC <= 50 84

20 < Δ3 FC <= 30 154

30 < Δ3 FC <= 50 115

20 < Δ7 FC <= 30 151

30 < Δ7 FC <= 50 109

Total 733

23.3

• 0< Δ1Poids<0.5kg, PA>13/8 mmHg ⇒ Orange. Sup-
port:85, confidence:1

The above rule means that a variance of patients’ weight is
occurring in 5% of the total cases in the orange class.

• 80%<Δ1FC<90%⇒Orange. Support:294, confidence:1

In 17% of the cases, a heartbeat rate between 80 and 90 is
accompanying the orange class appearance.

Red Class
The same process will be applied to verify the medical con-
ditions in the sheet, that would provoke the red heart failure
class appearance.After running the algorithm, a total of 31152
association rules appeared, and after filtering the output to get
the red class as a consequent, we got 3507 mined patterns that
should be examined to verify the conditions preceding red
heart failure class occurrence. The following Table6 resumes
the observations. Note that all the rules have a confidence
equal to 1.

These observations have specified the most influenc-
ing parameters of a red heart failure class. Furthermore,
we can correlate with the high correlation coefficient
(0.66) of D3POIDS Table4, and what we found, because
Δ3POIDS>2kg appears in 38.8% of the red class causes.
Three unverified conditions remained:

• Δ7Poids > 2 kg, ΔTPA > 10% ⇒ Red.
• −5% < ΔTO2 < −10%, Δ77Poids > 2kg ⇒ Red.

The above rules did not appear in the observations, this can be
explained by the low rate in which these parameters appears
and causes a red class.

New Association Rules
While examining the patterns, new rules and associations
appeared that can be resumed as the following:

• 20% < Δ3PA < 40%, 0 < Δ1O2 < 10% → Red. Sup-
port:49, confidence:1.

This rule is true in 5.4% of the total cases where the red class
appears.

• 2% < Δ3POIDS < 4%, 10% <= Δ3PA < 20% → Red.
Support:24, confidence:1.

This rule means that the patient must have fluid retention
because of the large weight difference for three days which
is highly associated with red class appearance. In 2.6% of the
cases, this rule will be associated with a red heart failure class.

6.4 Sequential PatternMining

The RuleGrowth algorithm will mine the frequent sequential
patterns, and find the sequential rules X ⇒ Y in which all the
items of X appeared before the items of Y. We must recreate
the same steps to run the algorithm, as we did in the previ-
ous part, while only formatting our dataset to the acceptable
format.

Result
First of all after running the algorithmwith two input files, the
first one for the red class and the second containing all records
with the orange class. Results were the same as Tables5 and 6
with the same support and frequency values, which confirms
the medical sheets of heart failure conditions.
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Table 6 Observation results red class

Condition ⇒ Red Count Percentage of total Red classes (%)

PA > 14/9 (mmHg) 128 14.2

ΔT PA > 20% 63 7

FC<50 (bpm) 145 16

FC>=100 (bpm) 145 12.4

Δ7POIDS > 2 (kg), ΔT FC > 20% 19 2.1

−10% < Δ3O2 < −5%, ΔT FC > 20% 22 2.4

Δ3POIDS > 2 (kg) 323 38.8

Δ1O2 > −10% 34 3.7

Δ1O2 > −10% 34 3.7

Δ3O2 > −10% 37 4.1

Δ7O2 > −10% 43 4.7

O2<90%

80 <= O2 < 86 31

86 <= O2 < 90 45

Total 76
8.4

What if we want to determine the heart failure class of a
patient, butwe aremissing some influencing parameters in the
classification process of the heart failure class. Canwe predict
the value of the missing parameters based on the values of
the existing ones? To answer this question, we had executed
this algorithm using several input file versions of red class
(901 records) and orange class (1729 records). Rearranging
the parameter ordering in the file to get the desired output is
required. Table7 contains a part of the founded patterns.

These resultsmight beused to predict somemissingparam-
eters. Confirmation or denial of these rules will take place in
the future works after testing.

6.5 Time-Series Forecasting

The second objective of the project is to build amodel capable
of predicting a possible future heart failure class for a patient.
As mentioned before, LSTM recurrent neural network was
implemented to achieve this task. For each vital sign including
patients weight, systolic and diastolic blood pressure, heart
beat rate, and oxygen saturation in blood, a unique model
was built to predict future values for 10days ahead. All the
implementation process is done using Python and Tensorflow
for building models.

Experimentation Process
The experimentation process can be resumed by the following
steps:

• Load data.
• Split data 80% for training and 20% for validation.
• Index data by date and create a univariate series containing

values of the desired parameter to predict.

• set up the input to a series of batches, each one contacting
30days of history (t − 30), followed by the value at t +
10days.

• Build the neural network and shape data to the acceptable
format by the model, then train and save the model with
the lowest validation loss.

• Load the model and test it.

After getting the predicted values, we create a new CSV
file containing them. The next step is to calculate the day
difference for each one of them for 1, 3 and 7days. Finally,
a new CSV file is created containing predicted vital signs
alongwith day differences column.Using this file and Python,
the heart failure class is calculated based on the previously
mentioned medical sheet.

6.6 Results

For testing, we used 3 patients, and after predicting the five
vital signs for each one, we calculated the 1, 3, 7days differ-
ence parameters the determined the class. Results in Table8
resumes the results. For each patient we have tested the model
on the last 10days of observations, as shown in the previous
Table7. The average model accuracy for all predictions is
76%, which is considered a good result taking into consider-
ation the small amount of data we got (173 records for patient
1, 144 for patient 2, 309 for patient 3). And the type of data
we are handling.

Our model clearly proved the ability to extract significant
patterns from the 30-days window provided to make the 10-
days ahead predictions. These are primary results and the
model will be susceptible for more testing in future on the
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Table 7 Sequential patterns between parameters

Parameter Pattern Support Confidence (%)

ΔT POIDS (Kg)

Δ1 POIDS > 2 ⇒ Δ3 POIDS > 2

Δ1 POIDS > 2, 10 <= PAS <= 13 ⇒ Δ3 POIDS > 2

10 <= Δ3 PAS < 20 ⇒ 2 < Δ7 POIDS < 4

75

47

70

42

50

32

PAS (mmHg)

0 < Δ3 PAD < 5, PAD > 9 ⇒ PAS > 14

FC < 60 bpm ⇒ PAS > 14

0 < Δ3 O2 < 10, 8 <= PAD < 9 ⇒ PAS > 14

48

74

96

96

51

41

PAD (mmHg)
PAS > 14, FC < 70 ⇒ PAD > 9

80 bpm < FC < 90 bpm ⇒ 6 <= PAD < 8

50

118

51

85

ΔT PAS (%) 20<= Δ3PAD<40 ⇒ 10% <= Δ7PAS<20 50 35

ΔT PAD (%) 10 <= Δ1PAD<20 ⇒ 10 <= Δ3PAD<20 69 33

Table 8 10days class prediction results

Patient 1 Patient 2 Patient 3

Actual class Predicted Actual class Predicted Actual class Predicted

Orange Blue Orange Orange Orange Orange

Orange Orange Red Red Red Red

Orange Blue Red Red Red Red

Orange Orange Red Red Red Red

Orange Orange Red Orange Red Red

Orange Orange Red Red Red Red

Orange Orange Red Orange Red Red

Orange Orange Orange Orange Red Red

Orange Orange Red Red Orange Red

Orange Orange Red Orange Orange Red

Accuracy 80% 70% 80%

remaining patients to confirm the prediction’s accuracy. These
results are the first of its kind in heart failure early prediction,
and by thiswork,we provide a baseline study for futureworks.

7 Conclusion

In this work, we have used several data mining techniques to
extract knowledge from the datasets. Data preprocessing and
data transformation is applied first. Then using data mining
techniques, the most influencing medical conditions leading
to heart failure are extracted. Additional rules are defined and
explained. The second algorithm had found some interest-
ing interdependency between data parameters. These rules
will help in understanding the heart failure occurrence. In the
second part, we have built a special type of recurrent neural
networkmodel using LSTM to predict the occurrence of heart
failure within a 10days window. We used only the five basic
vital signs provided by the dataset of real patients. Results
show good accuracy of 76% when testing on 3 patients.

In future, we should consider improving the LSTMmodel
by performing some parameter tuning and modifying the

internal architecture of the multilayer neural network. For the
sequential pattern mining, the result could be more refined by
retransforming the dataset and finding a new range of values.
Adding and acquiring new data with more recorded observa-
tions would be a huge plus, and will definitively improve the
results.

By finishing this project, we hope to provide a baseline
model to researchers in the field to build on and achieve more
advancements in the Heart failure domain.
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The Efficiency of the Reverse Engineering to
Fabricate a New Respirator Technology
Compatible with the COVID-19 Pandemic
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Abstract

This research will present reverse engineering’s utility
to provide assistance systems and rehabilitation technol-
ogy in the medical field [34]. According to the fast and
widespread COVID-19 contagion globally, the demand
for ventilators and PPE materials is very high after the
factories look-down. There are limitations in the chain of
supply and delivery of critical medical equipment thought
worldwide. In this urgent drum, reverse engineering is the
right solution at a low price and a short time to provide
safety equipment to healthcare professionals, hospitals,
and pharmaceuticals. Reverse manufacturer necessitates a
series of phases to collect precise information on a prod-
uct’s dimensions. 3D printing, 3D scanning, and PCB fast
prototyping it is the best solution and low cost with a short
time of prototyping for most existing technologies. We are
looking forward to making a new design of the Powered
Air Purifier with Hood (PAPR) Ventilator, which features
a lightweight, long-lasting battery and three airflow rates
that change according to the doctor’s need. Therefore,
this work aimed to explore the possibility of reverse
engineering, such as the speed of obtaining the biomedical
and healthcare device’s prototype in a critical time. We
are working on upgrading the existing PAPR from regular
use to COVID-19 use with high performance. We will add
the germicidal ultraviolet light between the HE filter and
hood to ensure the airbreathing purifier from any virus.
A UV drum for sanitizing different respirator parts after
used and charging it battery wirelessly inside the drums
simultaneously. We are also adding IoT technology in
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C. Loreno
Qatar Scientific Club, Doha, Qatar
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the respirator for physical distancing and healthcare staff
tracking and recording.

1 Introduction

The impact of Coronavirus has influenced every corner of
life. COVID-19 outbreak has caused hundreds of millions of
lives around the world. In this situation, all the global shut
down, and only the healthcare industry is battling against
the virus. To control the COVID-19 from propagating, many
states, including the USA, European Union, UK, and others,
are currently in some level of lockdown, with the closure of
companies, gyms, airports, universities, and schools. Reverse
engineering obtains three-dimensional data in a computerized
form of the original healthcare device with a high accuracy
3D scanner or a redesign CAD file. The reverse engineering
method is named as such because it involves working back-
ward through the actual design process. It has clear benefits
of practical use and additive technologies and vacuum casting
in silicone, FDM plastic, or titanium molds. 3D printing, also
known as rapid manufacturing technology, creates an object
packagewith high precision and low cost [46]. 3Dprinters can
produce more complicated geometry than traditional manu-
facturing techniques (Lather and CNC three-axis machines)
at a low price and short period [30]. Since the Coronavirus
outbreak, 3D printing currently involves manufacturing
individual surgical templates, fabrication of individual swabs,
air-purifying respirator, and face shied for COVID-19 [48].
The medical instrument’s intricate geometric form compli-
cates measuring the control size and determination of the
exact geometry. Swabs used in the pandemic test are subject to
frequent changes in design appearance. Scientific groups are
thinking about how they could print critical medical supplies
as part of the organization’s response to the COVID-19 pan-
demic [18]. There are limitations in the chain of supply and
delivery of critical medical equipment thought worldwide.
Scientific teams from Europe, the US, Middle East, and Fab
Lab Foundation and open-source platforms work together
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and share many 3D models of healthcare devices like face
shields, masks, and swabs in the open-source platform. In this
research, we will present the utility of reverse engineering
to decrease the impact of the COVID-19 and help countries
respond to this pandemic [39,43]. We are not interested in
replicating the original devices to make money, but we have
looking to help health professionals [6,25].

2 Common Uses for Reverse Engineering

Reverse engineering can be used for educational purposes
and much further, improving product documentation, corpo-
rate espionage and competitor intelligence, replacing legacy
parts, part improvement, forensics, and problem-solving, as
presented below [3,32,35,41].

– Education to improve future production:
Engineers can learn a variety of data by reverse engineering
devices, products, parts, and more. The more items they
reverse engineering, themore skills andmethods they learn
to create something new. Reverse engineering encourages
engineers to keep redesigning and repurposing products
until they cannot improve on them anymore.

– Improving product documentation:
Machinery documentation can be deficient, missing, or
hard to understand. Reverse engineering makes it feasible
to determine how a product was made and how it works to
create new documentation.

– Corporate espionage and competitor intelligence:
Reverse engineering powers innovation, as noticed in the
case research. Companies can discover how a competitor’s
product works and then improve to create their own, better
product. This helps the companies gain a competitive edge
and inspires engineers to make the best possible product
to serve a specific purpose.

– Replacing legacy parts:
Machinery and devices are expensive purchases. To get the
most return on investment for those purchases, the com-
pany needs to keep them up and run for as long as possible.
When elements malfunction or break, the company needs
to be able to replace them. Sometimes, this is not possi-
ble because the plant may be out of business or stopped
producing for some reason. Reverse engineering provide
companies the power to replicate and reproduce those parts
by senior staff, so they can keep their machinery running
longer.

– Part improvement:
The samemethods that are used for forensics and problem-
solving can use to improve parts. Engineers can take pieces
that are no longer useful and reverse engineer them to dis-
cover any defects. The element can be redesigned to fix
those flaws or remodeled to operate another objective.

– Forensics and problem-solving:
Reverse engineering can detect product defects or help
engineers understand whymachinery or equipment is mal-
functioning. Long ago, scientists would have to take a
device apart and put it back together manually to under-
stand how it works and learn flaws. With technology evo-
lutions, engineers can now trace over existing parts and
assemblies and input them into aCADfile. This gives them
a big image view to pinpoint problem areas and develop
solutions to fix them.

The reverse engineering method helps scientists determine
how a part was fabricated to recreate it. In many cases, the
only way to achieve an original device design is through
reverse engineering. Regularly, therewill be noway to contact
the actual companies or their long discontinued production
because of the lockdown [44]. Often, engineers will improve
the design with new developments and innovations. Fabri-
cation of swabs necessitated using reverse engineering to
create a 3D model, as shown in Fig. 1. Many laboratories and
university labs share the 3D model swabs in the open-source
platform, and many users printed it with SLS technology, as
shown in Fig. 2.

Fig. 1 3D model swab

Fig. 2 Swab 3D printed with SLS technology
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3 Powered Air-Purifying Respirator

The medical staff needs PAPR that can safeguard both them-
selves and their infected peoples [23]. In COVID-19, we
decide to re-engineer a device and make a significant effort
to obtain technical data. Because of the global crisis and the
absence ofmedical products.COVID-19proved the efficiency
of reverse engineering in medical device. Reverse engineer-
ing is a logical approach for evaluating the design of exist-
ing healthcare devices to tackle the virus. We are creating a
new strategy focused on the work we are doing to assess and
potentially reverse engineer replacement PAPR.We study dif-
ferent parts of the powered air-purifying respirator, as shown
in Fig. 3. This solution would be a fast way to fill the gaps
in the air-purifying respirator supply chain. In our cases, we
can use the original device as an initial step to repurposing a
new device that can use it in this pandemic. To remake PAPR
should be following the process below:

– Observe and evaluate the mechanisms that make the res-
pirator work.

– Analyze and study the inner components of the respirator
(Electrical and Mechanical).

– Develop the part or product geometry in a CAD model
from the original devices.

– Redesign the electronic PCB board and any mechanical
parts similar to the original device according to the new
application.

The powered air-purifying respirator consists of two parts;
Mechanical parts:

– High durability belt,
– Filters and breathing tube,
– Hood (Head cover).

Electronics parts:

• PCB motherboard a air flow rate controller,
• The intelligent air flow regulator,
• Blower unit a two air flow rate 6CFM and 8CFM,
• Battery pack (11.1V/4.8AH).

Therefore, the task is to gain a working knowledge of the ini-
tial device by disassembling the product into parts, as shown
in Figs. 4a, 4b, and 4c respectively. In this research, we will

Fig. 3 Different parts of the
powered air-purifying respirator
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Fig. 4 Disassemble the original
PAPR piece-by-piece

(a) A front view of the blower unit (b) A back view of the blower unit

(c) Disassemble the air blower unit

fabricate all these parts and fix them inside the 3D package.
When we started the new PAPRmanufacturing phase, we dis-
covered slight limitations in the current device that could not
be compatible with this pandemic. There are minor limita-
tions in this current product that it cannot protect healthcare
staff a high efficiency from this pandemic. The TR300 pro-
tects against vapors or gasses and not intrinsically for the
COVID-19 virus.

4 Repurposing a New PAPR Compatible
with COVID-19

TheTR-300 belt-mounted assemblies consist of a blower unit,
HE filter, lithium battery, waist belt, and hood. In this part,
we study and analyze all steps to make a new PAPR as per
the characteristics of COVID-19. The process starts from the
DC blower, PCB board, assembly programming, 3D model,
and sewing of the head cover (Full hood) [40]. This phase
needs to understand very well the mechanical parts included
the CAD and the electronic PCB board of the original device.
In the first next subsection, we study the mechanical aspects
of the PAPR. Second, we analyze the electronic part of the
device.

4.1 Mechanical Components
of the Air-Purifying Respirator

In the following subsection, we study and examine the differ-
ent mechanical parts of the PAPR. Engineers use solid-works
to redesign the CAD drawings.

Air FlowMeasurement and Analysis
PAPR purifying provides a constant air flow rate of 205 LPM
to health professionals, as shown in Fig. 5a. The blower and
intelligent air flow regulator unit is the central part of this
device. This section presents an analysis of the output of air
flow, themodel used for analyzing the influence of the air flow
inside the hood. We have measured the air flow from the orig-
inal device to know the air flow rate. The soft air distribution
on the head hood air flow sensor concerning the air flow rate
and relative humidity of air is computed for system stability.
The moisture in the air will decrease the upstream and down-
stream resistance temperature and increase the temperature
difference between the two resistances and the motor’s power
consumption. In this phase, we approximately calculated the
reverse engineering air blower’s air flow. After determined
the technical specification of the original blower’s capacity,
we are looking for a similar air blower that can use in our new
reverse engineering device [45,50], as shown in Fig. 5b.
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Fig. 5 Measure and determine
the air flow rate

(a) Provide a constant air flow rate of 205
LPM (7.3 CFM)

(b) Provide a constant air flow rate of 237
LPM

Table 1 A list of similar blowers can provide air flow rate comfort to healthcare staff

Digi-key part number Voltage (V) Air flow rate (CFM)

1688-1908-ND 12 8

PF97331BX-B00U-A99 12 13

381-3126-ND 12 17

Table1 shown three different DC blowers similar to the
original device and can provide enough air flow and comfort-
able situations for doctors to work with the COVID-19 cases
with high efficiency.

HE Particulate Filter
The COVID-19 can be move via particles in the air [12,
33,49]. The existing HE Filter (TR-3712N) of powered air-
purifying respirator plays several vital roles. The filter is
placed in several positions in the PAPR circuit to filtration
air-breathing from the bacteria and COVID-19 viruses and
protecting healthcare patients [13,47]. However, the HE Fil-
ters can block at least 99.97% of airborne particles accord-
ing to NIOSH-approved filtering facepiece respirator classi-
fications, as shown in Fig. 6. HE filters must remove at least
99.97% of all particles that are 1.55µm–0.2µm [14,16,36].
Coronavirus is reported to be 60–140nm (0.06µm–0.14µm)
in size. Although the CDC has advised using HEPA filters
in powered air-purifying respirators for effective purifiers of
SARS-CoV-2,8 at present, the CDC has not offered any sug-
gestions for utilizing portable HEPA filtration for decontami-

nation of SARS-CoV-2 in clinical areas [15]. This percentage
of 99.97% to blocking viruses is not enough in our applica-
tion and design. It does not respect our work scope to pro-
tect healthcare professionals working in the first defense line.
According to many research and WHO reports, HE filters are
not enough to prevent the COVID-19 virus from crept into the
air ventilation system [51]. So reverse engineering only is not
the right solution in this case. Many health experts ask to add
in additional requests to have an ultraviolet light or another
decontaminating agent to destroy viruses and microbes that
deposit the filter itself. So we are thinking about many solu-
tions to upgrade this device. One of these solutions is adding
UV light 222nm in the air circulation system to ensure the
air-breathing from outside pure and avuncular from viruses
and bacteria. The Care222 UV light includes a power supply,
full housing, and a DC power source connection. They were
designed to be mounted on the air circulation system between
to hood and the blower. The UV circuit has three activation
settings. These are simple on/off switch duty control, contin-
uous output, or activation through the built-in human sensor,

Fig. 6 The HE filter is not
capable of blocking 100%
Coronavirus
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Fig. 7 Implement of UV light
inside the respirator

(a) UV light (Care222)
(b) Fixing the UV light in the air circula-
tion system.

as shown in Fig. 7a. The specifications of the UV light it’s
below:

– Light Source: Mercury-free krypton chloride (KrCl)
excimer lamp,

– Emitted wavelength: 203nm ∼ 220nm,
– Peak wavelength: 222nm Far UV-C,
– Output: 5.4mW/cm2.

We place the UV-C in the breathing tube because it has harm-
ful effects on the human body. We are making a design to
ensure not UV leak and reflection during use [7,9]. This idea
guaranty the air-breathing by doctors pure and 100% with-
out a virus, as shown in Fig. 7b. With UV light 222nm, we
upgrade, and we are making high efficient PAPR device that
can use in COVID-19 [8].

Hood (Head cover)
The simplest way is to make a complete system for a hos-
pital, healthcare, and pharmacy application. We used water-
proof Non-Woven material with anti-fog precise view acrylic
thickness 0.3mm to fabricate the hoodwith lowweight within
90gm, as shown in Fig. 8b. Everyone’s face and head are dif-
ferent, so how is one eyewear model fit everybody. With the
3D design of the headbands, we’ve carefully avoided sensi-
tive areas of the head while designing self-adapting twin pads
for the browband, as shown in Fig. 8.

4.2 Electronics Part

In this section, we study and make a PCB required to an
upgrade PAPR compatible with COVID-19 specification, as
shown in Fig. 9.

PCBMotherboard and Air Flow Rate Control
The electronics part it’s the most critical part of the devices
via the blower air flow rate and the battery management of
the system. According to repurposing, upgrade respiratory
functions and specifications.We reached out to draw the block
diagram of the device, as shown in Fig. 10.

We have to control the air rate to get proper air flow for
head cover air circulation. We are using PF97331BX-B00U-
A99 fan blower as centrifugalDCBlower, 12VDC, 54.7CFM,
42W, 63.2dBA, 6800RPM. We use Arduino nano with a
TB6612FNGDC-motor driver to control blower speed with a
PWM control signal of 25KHz with a pk voltage of 5vdc and
a programmable duty cycle to control blower speed according
to mode switch in three different air flow rate (Low, Medium,
and High). For accurate PWM 25KHz frequency, we used the
Arduino built-in timer to generate the PWM signal, as shown
in Fig. 10b. The TB6612FNG is an H-Bridge driver. I will
study the specifics of how it works, but the result is that it can
turn a connected DC blower in either direction and variable
speed. Breadboard timer frequency is defined by the selected
Prescaler, where

16MHz

Prescaler × (TOP + 1)
= 25KHz (1)

Prescaler × (TOP + 1) = 16MHz

25KHz
= 640 (2)

If we select a prescaler of 8, we get that

TOP + 1 = 640

8
= 80 (3)

According to Eqs. 1 and 2, TOP = 80 to summarize, using
Arduino running at 16MHz, and use an 8-bit timer 2 to gen-
erate a 25kHz PWMwith a Prescaler of 8 (TCCR2B= 0x09)
and a TOP of 79 (OCR2A = 79). Then we change the duty
cycle during timer running using OCR2B register. The output
PWM signal with 25kHz and 30% duty cycle, as shown in
Fig. 11a. According to practical measurements of our reverse
design, the system runs with a battery of 12vdc 1.8Ah. If the
blower is working continuously in high-rates level 3 (PWM
signal 25KHz with duty cycle 30%), it will draw 0.448A
dc/5.378W, as shown in Fig. 11b. The battery at least will stay
for 4h. There are numerous PCB fabrication techniques avail-
able for prototyping. The standard PCB prototyping equip-
ment ismanufactured and tested for its performance, as shown
in Fig. 12.
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Fig. 8 Manufacture of the hood
(Head cover)

(a) 3D Printed hood support (b) Sewing hood (Headcover)

Fig. 9 The block diagram of the
upgrade respirator

Fig. 10 Electronics circuit of the
air-purifying respirator

(a) Intelligent air flow regulator (b) Building a reverse circuit on breadboard

Intelligent Air Flow Regulator
So powered air-purifying respirator operation will be like
Power on wait mode select, after mode switch, pressed it will
start blowing air with a low rate (6 CFM). 2nd press will select
a medium rate (8 CFM), 3rd the press will choose the high

rate (10 CFM). One more press will stop the blower unit and
turn it back to standby mode. We have shown the upgrade
air-purifying respirator with UV light for air sanitizing and
air flow control unit, as shown in Fig. 10a. Users can choose
the air source according to the temperature and the situation.
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Fig. 11 Electronics circuit of the
air-purifying respirator

(a) Duty cycle 30% high air flow
rate (10CFM).

(b) System practical electrical
measurement.

Fig. 12 The PCB board of the
upgrade PAPR

5 Drum for UV Sanitize the PAPR
and ChargeWirelessly It

5.1 Wireless Charging the Battery
for Air-Purifying Respirator

We ensure wireless power charging reduces the contact
directly with the air-purifying respirator, and we minimize
the spread of COVID-19. In this device, wireless power
transmission relies on electromagnetic resonance, as shown
in Fig. 14b [21,24]. Wireless power charging (WPT) range
is just a few centimeters, which represents a significant
obstacle towards its practical implementation, as shown in
Fig. 13a. The analytical model of a WPT scheme can be
developed through coupled-mode theory (CMT). Magnetic
resonant coupling uses the same principles as inductive
coupling, but it uses resonance to increase the scale at which
the energy transfer can efficiently occur. A higher-quality
factor indicates a lower rate of energy loss relative to the
energy of the generator. The quality factor is an important
parameter that describes a square generator resonator’s

character and characterizes a resonator bandwidth relative to
its center frequency (50KHZ). Initially, we make two coils
(Rx, Tx), each of which I wrapped 25 turns of insulated
copper wire around a 25mm diameter. Each coil has an
internal resistance R and inductance L, two coils tuned at
the same frequency. A capacitor is put in parallel with each
coil. The oscillator circuit produces a square-wave signal. A
complete high-efficiency transmit amplifier unit designed to
be implemented in on-coil transmit. The load coil Tx, tuned
at the same resonant frequency, receives the power through
the source coil Rx’s magnetic field.

5.2 Transmission Circuit

Wemanufactured both an emitter coil (Rx) and a square oscil-
lator generator. The frequency signal is the device that will
create electromagnetic radiation that will permit the transmit-
ter through the source coil to exchange energy [1,29,31], as
shown in Fig. 13b.
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Fig. 13 Block diagram of
wireless air-purifying respirators
charger

(a) Block diagram of wireless charging up
(b) Schematic circuit of transmitting
section

(c) Block diagram of the rectifier circuit

Frequency Oscillator
Many shapes can be used for configuring a square wave sig-
nal. After search and simulation, we choose and purchase the
timer NE555. The schematic for the NE555 square wave gen-
erator, as shown in Fig. 13b. This device will be composed of
components such as a battery, resistors, and capacitors. The
output was insufficient to transfer power range 5cm, for that
wewill think to add power stage in our emitter circuit [10,11].

SwitchedMode Power Amplifier Circuit
In order for a PAPR to be functional, it needs to receive suffi-
cient power. The energy received from the square wave gen-
erator is not sufficient to charge up the battery wirelessly. We
want to try several solutions in this research to increase the
efficiency of power transmission inside the drum. We can use
a power amplifier to increase the output voltage, and electro-
magnetic radiation [22]. However, we need to find a balance
between the need for high power and preventing the circuit
temperature from going above safe levels. We are using an
IRFZ44N power MOSFET to drive a source coil [2,5]. We
prove from the datasheet that the IRFZ44N transistor has an
ampere rating of 49A; however, it heats up very quickly. I have
attached the schematic here. IRFZ44N is driven from a square
wave signalwith a frequencyof around55kHzandduty cycles
50%. This device supply a voltage of 12V DC to operate
the transmitter coil through the power amplifier. We added a
voltage regulator to reduce to voltage to 12V DC to run the
oscillator. When the voltage in the power stage increases, the
range of wirelessly power transmission increases, the receiver
circuit connected with the respirator consists of the load coil
with attached capacitor and rectifier stage to receive power.

5.3 Receiver Circuit Section

The receiver circuit connected with the battery charger; it
consists of the receiver coil (Rx) with an attached capacitor
and full bridge rectifier circuit to harvest power, as shown in
Fig. 13c. A rectifier is an electrical stage that converts alter-
nating current (AC) to direct current (DC). The process is
known as rectification.

Power was successfully transferred and rectified at signif-
icant distances in this prototype. At the end of the work, we
could conceive a system for transmitting energy wirelessly
from the emitter coil to the receiving ring that was enough to
charge the PAPR battery. We designed discrete components
such as the square oscillator, switch power amplifier, and a
rectifier bridge for the system. We were able to develop the
receiver also. The object to be powered has a wireless power
source. In its drum, the respirator automatically wirelessly
charge without having to be plugged in. Future work includes
connecting the square oscillator with the power amplifier
using the current amplifier chip to provide enough current.
Also, the size of the transmitting and receiving coils and study
can increase the electromagnetic radiation zone that the respi-
rator can recharge at any position inside the drum. The drum
should non-ferrousmaterial to reduce the eddy-current forces.

5.4 Discussion and Results

Electromagnetic radiation charging technology is a non-
radioactive energy transmission mode, relying instead on the
near magnetic field. The energy received from the square
wave oscillator is not sufficient to LED lit up wirelessly with
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Fig. 14 UV sanitizer and
wireless charging drum

(a) UV sanitizer drum to kills viruses (b) Cut-view of the UV sanitizer and wireless
charging drum

more range distance. Efficiency was identifying from the
source power measurements. We have successfully trans-
ported power wirelessly from the experiments at a distance
of 50mm. The receiver and the transmitter accomplish the
inductive coupling. We approved that the PAPR was work
with high efficiency. More work and studies are needed to
increase the electromagnetic radiation zone that the battery
can charge at any drum position.

5.5 Sanitizing Drum for the Upgrade
Air-Purifying Respirator

After doctors wear the PAPR inside the infected COVID-19
area, the virus may be sticking to the device. So we are think-
ing about keeping the device disinfected. To cleanup the respi-
rator and kill the covid-19 virus with a high-efficiency solu-
tion. According to studies, these short wavelengths of light
measuring between 200 and 300nm are strongly absorbed
by microorganisms’ nucleic acid. Moreover, just like how
stronger UV rays damage skin cells that result in sunburns,
UV-C light equally hurts and kills microorganisms on a cel-
lular level destroying the nucleic acids and interrupting the
germs’ DNA. Scientists have been using UV light to destroy
viruses and bacteria. These days, anyone, not just award-
winning scientists, can use light to prevent germs. After any
contact with patients affected by COVID-19, the doctors and
healthcare staff should remove the ventilator and put it inside
the drum. And then turning up the UV and wireless battery
charging working simultaneously, as shown in Fig. 14a. UV
mobile drum can be used to clean up two or more respira-
tors with all accessories at a time. The system uses ultraviolet
light 222nm, a short-wavelength light capable of converting
the virus into harmless carbon compounds and water. Tra-
ditional UV-C tubers are also in short supply because of the
COVID-19pandemic. Theprototype systemuses amore read-
ily available LED tuber capable of achieving the needed fre-

quency for disinfectant, as shown in Fig. 14a. This technique
can help the medical staff inside laboratories remove the res-
pirator and immediately put it inside the drum. Through this
system, we guarantee two options; Firstly, sterilize all parts
of the ventilator, and secondly, wirelessly charge the PAPR
battery as shown in Fig. 14.

6 Real-TimeMonitoring of Indoor
Healthcare Tracking Using the Internet
of Things-Based E-BEACON

So, diffusion of the COVID-19 virus can occur by direct con-
tactwith an infected person or indirect contactwith surfaces in
the immediate atmosphere or with items used on the infected
people. In this device,we are adding IoT technology in the res-
pirator for physical distancing and healthcare staff tracking. A
new device implanted inside the air-purifying respirator could
register the details of other PAPR that come into its small area.
The specification of the PAPR real-time localization system
(RTLS) is below:

– Wireless indoor pallet tracking system,
– Accurate location of moving and stationary healthcare

staff,
– Accuracy of 50cm × 50cm meters for locating indoor

objects,
– Asset monitoring system,
– No electrical or wiring or networking cables need to be

laid,
– Physical distancing,
– Strengthening of security surrounding the clinical area.

Real-time localization system (RTLS) to locate doctors and
healthcare staff inside the hospital area, as shown in Fig. 15.

This section aims to develop new indoor doctors track-
ing to improve positioning accuracy [27,42]. There are some
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Fig. 15 The architecture of the
Bluetooth healthcare staff
tracking system

Fig. 16 Block diagram of the
tracking system

(a) Tracking system directly with
one beacon.

(b) Tracking system with multi-beacon.

introduced indoor tracking systems. However, the rapid tech-
nology improvement opens for us new ways, which might be
more effective.Unfortunately, there are nomethods for indoor
tracking that is being approved. Nevertheless, this thesis came
to improve and prove that an indoor doctor’s tracking system
is essential. Moreover, offering a new solution to assist doc-
tors. The purpose of this research is to design a system that
uses Bluetooth for laboratory tracks. This prototype proposes
and evaluates the possibility of using a new approach to allo-
cate doctors. Nearly, it will be done by providing the doctors
with the most accurate latitude and longitude, as shown in
Fig. 16b. The importance of tracking the doctors in the hospi-
tal is to increase thematter of doctor’s safety. The low strength
Bluetooth uses low radio frequency, which has a lower health
hazard to the surrounding individuals.

The prototype is to design a doctor’s tracking system
for indoor settings (hospitals, laboratories, and Quarantine.)
based on Bluetooth technology. The system will identify the
current position of a PAPR with a Bluetooth module attached
to it. Multiple Bluetooth low Energy modules will broadcast
the position data that will serve as beacons placed across the
hospital. Whenever the PAPR passes by a beacon, the Blue-
tooth module on the ventilator receives the place data and
passes it to the Arduino NANO to evaluate. Kalman filter will
use to the received data for more precise results [19,37]. With
extensive and complete hospital and laboratory, the alternative
indoor tracking becomes expansive. Significantly, this project
offers a better solution, including lower prices and high effi-
ciency. Bluetooth low energy (BLE) is inexpensive to install
and programming. BLE provided 40 channels. On the other
hand, the Wi-Fi tracking system as an alternative includes
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(a) iBeacon schematic diagram (Setup
HM-10 BLE module as iBeacon).

(b) ESP32 tracking system.

Fig. 17 Electronics circuit of the real-time location system

only three channels, which have a terrible effect gap that
reduces tracking quality. Use Bluetooth modules as beacons
to advertise the location of the nearby PAPR. Bluetooth acts
as an aided localization system where it uses the electronics
to allocate the doctors. The BLE communication technology
will broadcast a radio frequency in a low range. The passing
doctors will receive these signals. The Low range radio fre-
quency of 40 channel signals will result in maximum location
precision. The iBeacons will propagation its location, and it
will do its job to evaluate the location by the distance gap. The
Kalman filter will use in this phase to ensure the estimation
value is being calculated. Use a relatively cheap technology
to develop a tracking PAPR. It compares alternative tech-
nology based on their precision, energy consumption, and
compatibility with the local area. The alternative technique
will be compared based on previous features. Bluetooth-based
PAPR tracking could be the best smart low cost. It is cheap to
implemented and maintain. It operates along with the same
band as 802.11b/g/n Wi-Fi, the 2.4GHz ISM; although, there
is no significant RF interference because of the low broad-
cast energy. There are three main channels for Bluetooth to
propagate, of which (39, 38, and 37). These channels have
been selected not to interfere with the Wi-Fi channels (11, 6,
and 1). This technique deployed numerous sensor nodes at
fixed spots inside laboratories. The target person will fix in
the PAPR device; it transmits a unique code every 20s via
an infrared sensor. A location manager for correction views
the nodes of the sensor. This centralized manager technique
calculates the active badge’s real position and provides loca-
tion information to the users [4,28]. The system’s primary
function is to determine the current position using multiple
BLE-enabled modules located along with the lab and act as
beacons that broadcast the position information to be received
and interpreted by the microcontroller. The HM-10 module
can use the advertisement principle, which allows the mod-

ule, as a BLE device, to broadcast data to adjoining devices
periodically. The HM-10 module will be programmed using
AT commands that will send through using UART pins on the
Arduino Nano (TX and RX), as shown in Fig. 17a.

Every beacon consists of a BLEmodule and battery holder
with a 3V battery to power the module.

To find the beacon location data, the ESP32 microcon-
troller on the tracking system must receive the advertisement
communication from the beacon, identify the beacon’s name,
and read the latitude and longitude values embedded in the
advertisement, as shown in Fig. 17b. The ESP32 components
establish an international hub to follow Bluetooth low energy
devices using ESP32 node.

TX Power value advertised by the module is a hexadeci-
mal value that represents the RSSI (Received Signal Strength
Indication). This value is required to determine the proximity
of the beacon to the tracking device. Therefore, the system
will identify the nearest beacon whenever there is more than
one beacon available, as shown in Fig. 16b. AT commands are
simple commands used to communicatewith specific devices.
For this prototype, the commands will communicate with the
Bluetooth modules to configure them as beacons and assign
the UUID to each HM-10. Such configuration is done by con-
necting RX and TX pins of the beacon to pins 9 and 8 of the
Arduino Nano to create UART communication. The ESP32
will scan for nearby beacons and receive the location data
from the nearest beacon.

The Bluetooth ability of ESP32 will allow the device to
scan the area for nearby beacons [26].

When the tracking device discovers multiple beacons
available nearby, it has to decide which beacon to receive
the position data. This is succeeded by comparing the RSSI
value of each detected HM-10 beacon. The RSSI value is
negative and indicates the strength level of the received
signal. The additional the beacon is from the tracking system,
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the higher the RSSI absolute value. So, when the tracking
system discovers multiple beacons nearby, it will accept
location data from the beacon with the lowest RSSI value.

The system received the advertised data from the beacon
and converted the hexadecimal data into decimal values that
can be interpreted as position data. Bluetooth Low Energy
components, serve as beacons, placed along the laboratory
will have information about their location, and they will con-
tinuously advertise this information to the passing healthcare
staff wear the air ventilator system.When the healthcare staff,
which is attached to a Bluetooth module, passes by a bea-
con on the lab or Quarantine area, it will receive the position
data and send it directly to the microcontroller. Gateway is
placed around PAPR users. A battery powers the gateways.
They connect via Wi-Fi. The gateways detect beacons imple-
mented already in the upgraded PAPR device and send this
information (PAPR Name, PAPR Serial number) to the com-
puter for recording and diagnostic. The RTLS circuit received
the advertised data from the beacon that be interpreted as loca-
tion data. Moreover, the system can receive the location data
from the absolute nearest beacon tested to ensure accuracy.

7 Power Air-Purifying Respirators
Prototyping andTesting Phase

After understanding very well the different components of
the PAPR, we start the fabrication and prototyping process.
The power air-purifying respirator consists of two significant
parts; the blower unit (always install the HE filter into the
blower unit) and the Hood (Head cover). We determine the
airflow rate, and we are making the PCB circuit, as shown in
Fig. 18. The package and the 3D design of the device should

Fig. 18 The blower connected to intelligent air flow regulator

(a) All assembly 3D CAD model (b) Exploded parts

(c) Assemble parts

Fig. 19 All assembly

respect the medical fabrication standard, as shown in Fig. 19.
After 3D printing using FDM technology will fix these com-
ponents (PCB, Blower, battery, and HE filter) inside the 3D
package for testing and validation, as shown in Figs. 19a, 19b,
and 19c, respectively. In this prototype, we are sure that we
can see easily around us, available head and a lightweight of
the upgrade PAPR to breathe fresh air, and we guaranty 100%
without a virus. Table2 shows the air flow rate measurement
for the first device and the upgraded PAPR. Our device is bet-
ter and more safe than the original one; our helmet is a little
higher, and our head cover is less than the original equipment,
as shown in Table3. Evenly distributes clean air throughout
the entire breathing zone of the hood. The intelligent regula-
tor unit is designed to keep the air flow at a constant preset
level. The stage of testing and wearing the device, as shown
in Fig. 20.

Power was successfully transferred and rectified at signif-
icant distances in this drum (distance=5cm). At the end of
the work, we could conceive a system for transmitting energy
wirelessly from the transmitting coil (Tx) to the receiving
coil (Rx) enough to charge the PAPRbattery.Wedesigned dis-
crete components such as the square oscillator, switch power
amplifier, and a rectifier bridge for the system.Wewere able to
design the receiver also. The object to be powered has a wire-
less power source. Futurework includes connecting the square
oscillator with a power amplifier using the current amplifier
chip to provide enough current. Air-purifying respirator not
matching with COVID-19, as shown in Fig. 21a. Upgrade
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Table 2 Intelligent air flow regulator measurement

Air flow rate Original device Repurposing upgrade device (CFM)

Level 1 6 CFM 6

Level 2 8 CFM 8

Level 3 N/A 10

Table 3 Device weight

Parts Original device (gm) Repurposing upgrade device (gm)

Respirator casing 1200 1200

Helmet 200 270

Head cover 100 90

Fig. 20 One of our team wear
and test the air-purifying
respirator with hood

Fig. 21 The anti-fog hood shield
with air-purifying respirator

(a) Air purifying respirator not
matching with COVID-19 (b) Upgrade air-purifying respirator

with UV air sanitizing (COVID-19
compatible)
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Table 4 Comparison between the original device and the upgrade prototype

Function The original device The repurpose device (Prototype)

Air flow rate 198–205 LPM 198–225 LPM

Battery charger Charger battery with cable Inductive charging solution

Tracking system Without Existing tracking solution to reduce the contact
between healthcare staff

UV light Without With in

air-purifying respirator with UV air sanitizing (COVID-19
match), as shown in Fig. 21b.

8 Conclusion

In this research, we approved that with reverse engineering,
we are repurposing a new local respirator with more air flow
lightweight and anti-fog hood shield using available resources
in Fab Lab in a short time and low cost. In this research, we
made and tested the new respirator, the essential tool of the
first defense line, an additional UV light to improve the quan-
tity of air. We proved that reverse engineering in a medical
device is the right solution in the COVID-19 crisis. In future,
we will make respirators with less weight, longer battery life-
time,more air flow at a low price, and increase filter efficiency
with a long lifetime using bipolar ionization technique. We
add UV light between the HE filter and helmet to ensure the
air-breathing one hundred germicides and UV drums for san-
itizing different respirator parts after use and wireless charg-
ing simultaneously.We have also added IoT technology in the
respirator for physical distancing and healthcare staff tracking
and recording.We are not interested in replicating the original
devices to make money, but we have looking to help health
professionals.

Table4 shows the comparison between the original air-
purifying respirator and the repurposing upgrade device.
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Exploiting Egocentric Cues for Action
Recognition for Ambient Assisted Living
Applications
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Abstract

Being the elder population in constant growth, govern-
ments have to cope with higher expenses for elder care
from year to year. Helping the elderly to extend their inde-
pendent lifestyle is of pivotal importance tominimise those
costs. That is the goal of the Ambient Assisted Living
research field. Through the use of Information and Com-
munication Technologies, it is possible to provide solu-
tions to help the elderly live independently for as long as
possible or to predict mental health issues that could seri-
ously harm their independence. The key enablers for these
solutions are the egocentric cameras and the egocentric
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action recognition techniques for the analysis of egocentric
videos. This chapter proposes various of those techniques
focused on the exploitation of intrinsic egocentric cues.

1 Introduction

With the growth of the elder population, governments have
to cope with higher expenses due to elder care, medicines,
treatments, and so on. These are becoming more worrying
with the expectation of the elder population duplicating by
2050,1 making the issue unmanageable for the authorities.
That is why, foreseeing that situation, governments are invest-
ing in research projects that will help elder people extend
their independence for as long as possible, having to cope
with problems related to ageing such as mental health issues.
For example, some projects aim to mitigate serious illnesses
such as Mild Cognitive Impairment (MCI) [2,47] or frailty
[21] of elderly citizens using unobtrusive Information and
Communication Technologies (ICT). That is, sensor or cam-
era technologies are used to monitor people’s activities and
behaviour and correlate their evolution with MCI and frailty.
This is useful to predict the possibility of those diseases or to
plan interventions to minimise the consequences. Besides,
these kinds of approaches are contained in the Ambient
Assisted Living (AAL) field, which promotes the healthy and
active ageing of people using the ICT, allowing elder people
to avoid being dependent on someone else in their daily tasks.

In particular, automatic Human Action Recognition
(HAR) is one of the main enablers of AAL approaches.
The methods contained within that field are divided into
two categories: the sensor-based HAR [11,63] and the
vision-based HAR [7,68]. In the first one, multiple sensors
are located in the environment and are activated when the
user performs concrete movements and actions. Approaches

1https://www.nih.gov/news-events/news-releases/worlds-older-
population-grows-dramatically.
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using this technology suffer from the poor scalability of
the sensors. The other approach, the vision-based one, uses
cameras to record the activities, specially third-person vision
cameras, such as the surveillance ones. However, some
problems arise from them: the occlusions created due to the
environment, the difficulty to keep all the body parts visible,
and the limited field of view of third-person cameras [44].
To solve these, the first-person or egocentric vision can be
very relevant to recognise self-performed activities [44]. In
this type of vision, cameras are attached to the user’s body or
clothes, recording activities from their point of view.

The state-of-the-art approaches for the vision-based Ego-
centric Action Recognition (EAR) are currently based on
Deep Learning (DL) techniques. These have demonstrated
to be very effective for video-related tasks [3]. Thanks to the
way DL models learn, they do not need hand-engineered fea-
tures and can automatically learn these and classify instances
altogether in an end-to-end fashion. Moreover, they are able
to output a probabilistic view of the possible predictions for a
given video, being the final prediction the onewith the highest
probability. In general, the EAR using DL is a very suitable
tool for the AAL and the monitorisation of activities of daily
living of elderly people. Therefore, in this chapter, we pro-
pose various EAR solutions to recognise daily actions such as
“opening the fridge” or “cutting a cucumber” using DLmeth-
ods and exploiting the intrinsic features that the egocentric
vision offers. Furthermore, due to the importance of recog-
nising the active object of the scene, we propose to extend the
experiments to include the active object recognition task.

The remainder of the chapter is organised as follows.
Section2 reviews the related literature, and Sect. 3 presents
the experimental setup in which the datasets and the object
detector are described. For the experiments, Sect. 4 shows the
first set of them using the SpatialNet baseline, Sect. 5 includes
experiments using object features, and Sect. 6 covers the set of
experiments that exploit hand location for attention. Finally,
Sect. 7 summarises the conclusions.

2 RelatedWorks

The EAR field has steadily grown since the introduction of
the first wearable camera [38], having nowadays more main-
stream cameras such as Google Glass or GoPro. During its
twodecades of history, severalmilestones have been achieved,
increasing the eagerness of researchers to further explore this
area of knowledge. Solutions from third-person vision have
been used for first-person problems, but solutions tailored
to egocentric characteristics have been the ones that have
obtained state-of-the-art results.

In fact, an analysis of the literature reveals that there are
various special cues or characteristics intrinsic to egocentric
videos. These can be used to steer the learning of models

towards the recognition of actions or active objects, i.e., those
that are being manipulated and, thus, are relevant for actions.
For example, [29] stated and used (i) the hand pose and its
movement, (ii) the head motion, and (iii) the gaze direction as
egocentric cues in their work. In addition, they also stressed
the importance of objects in the egocentric setting.

In fact, the literature is highly dominated by works that
focus on objects and, specially, on active objects. These are
deemed as relevant for an action and, thus, their recognition
is crucial. Fathi et al. [14] stressed that the egocentric setting
is specially suitable for the analysis of actions that involve
objects due to thembeing visiblemost of the time (occlusion is
minimised), having consistent viewing directionswith respect
to the camera, and the focus that egocentric cameras have on
objects, being usually centred and/or close to them.

How to recognise active objects is still a challenge,
specially due to the background clutter (many objects may
appear in a scene). To diminish the effect of the latter, [14,16]
proposed to detect a Region of Interest (RoI) before actually
localising objects. There are other authors that aimed at
detecting active objects in an unsupervised way (without
assigning a label). Sun et al. [54] exploited the fact that the
eyes always look directly at the objects being manipulated
[22,28] to track the position of hands and active objects.
Kang et al. [24] generated a pool of segmentations, in which
each object was individually searched (enforcing constraints
such as geometric consistency). Mishra et al. [41] created
a probabilistic boundary map of the scene and retrieved the
contour that included the fixation point. Damen et al. [12]
used a gaze tracker to detect relevant objects and analysed the
interactions with them. In fact, all of these approaches could
be integrated in an action recognition system that aims to use
active objects’ information.

The importance of objects is such that many proposals
focused around the presence or absence of objects. These
were called Bag-of-objects approaches. Works such as those
of [39,46] made use of bags of active and passive objects to
infer actions. The objects were first detected by means of an
object detector and, then, classified into active and passive.
Another possibility is the one explored by [55], in which a set
of observable objects and another one of manipulable objects
were created. McCandless et al. [40] extended the bag-of-
objects to the spatio-temporal binning, capturing space-time
relations. To create spatio-temporal partitions that were the
most discriminative they used a boosting approach. Then,
they created object-centric partitions (regions of videoswhere
active objects are supposed to appear), generating a histogram
of active objects. For the classification phase, features from
each of the best spatio-temporal proposals were computed
and used to train the classifier.

Another extension of the usual bag-of-objects approach is
the introduction of object fluents: the possible variations or
states across time of objects or groups of objects [17,33,42].
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For instance, a mug can take the empty and full fluents or
states. Fathi and Rehg [13] used sequences of visual patches
of objects (representing the change across time) instead of
a static bag-of-objects. Liu et al. [33] proposed representing
actions as concurrent and sequential objects fluents. Beam
search was used to recognise the fluents per frame. In the
workof [1], aConvolutionalNeuralNetwork (CNN) extracted
visual features from a pool of frames from K segments (uni-
formly sampled across videos). Then, two branches arose
from a point-wise convolution: one for nouns and another
one for states or fluents. A global average pooling was used
to get feature vectors from the branches. For the noun branch,
a point-wise convolution led to a single feature vector. For
the state branch, the same convolution left two channels, rep-
resenting the change from the pre-state to the post-state. A
Fully-Connected (FC) layer was used for the action classi-
fication. Kapidis et al. [26] explored the use of the object
detections fromYOLO [48] to recognise indoor actions. They
observed that the object presence is highly correlated with the
action. Therefore, errors in the detections could be potentially
harmful. To alleviate this, they used detections from vari-
ous frames. This is done using a bag-of-objects approach per
frame (for the physical place) and a Long-Short-Term Mem-
ory (LSTM) network to infer the location. Another LSTM
predicted actions using the location and shape of the bounding
boxes (BBs) of the detected objects and the bag-of-objects.

Novel approaches to represent bag-of-objects are also
appearing, such as that of [43]. In their preliminary work on
object-based action recognition, they detected objects using a
pre-trainedCNN.Noothermodelwas trained for the detection
of actions. Specifically, to estimate the latter, they exploited
web data to compute the semantic similarity between the
detected object names and the names action classes.

Another key feature of egocentric videos is the presence,
pose, and shape of hands. Moreover, their interaction with
objects (movement pattern) is of the utmost importance.
Behera et al. [6] presented their bag of relations that included,
not only the objects, but also the body part that interacted with
them and the object-object relations. Later, [5] proposed a
Histogram of Oriented Pairwise Relations, including the dis-
tances, orientations, and alignments between visual-words.
Cartas et al. [9], in order to capture hands and manipulated
objects, employed the R*CNN of [20] for primary regions
(hands) and secondary regions (objects). An LSTM was in
charge of the temporal evolution. Tekin et al. [56] presented
a model that could estimate 3D hand and object poses given
a single RGB image. Features were extracted using a Fully
Convolutional Network (FCN), in which each cell predicted
3D hand poses and objects BBs. The cells were linked with
vectors that contained the target values (for hand and object
pose, object and action classes, and the confidence values).
There also exists research that does not include interactions,
only information about hands. For example, [4] masked out

regions without hands to infer actions, using a CNN as the
feature extractor. They showed that there is a high correla-
tion between hands and actions in their experiments. Focus-
ing more on the interaction between objects, [37] proposed
to model the relation between arbitrary subgroups of objects
using attention mechanisms.

Compared with the literature, our proposed solutions for
EAR exploit some of the aforementioned egocentric cues:
objects and hands.

3 Experimental Setup

This section introduces the fundamental aspects for the fol-
lowing experiments. First, the action recognition datasets, the
GTEA dataset family, in Sect. 3.1 and the object detection
model, the Faster R-CNN, for later sections, in Sect. 3.2.

3.1 GTEA Action Recognition Datasets

The Georgia Tech Egocentric Activity (GTEA) datasets are a
family of egocentric datasets developed by the Georgia Insti-
tute of Technology, having four versions when this work was
developed: theGTEAdataset [15,29], theGTEAGaze dataset
[16], the GTEA Gaze+ dataset [16,29], and the newest ver-
sion at that moment, the Extended GTEA (EGTEA) Gaze+
dataset [30]. The last two were employed for the experiments
carried out in the next sections. Therefore, this section aims at
providing a presentation to these datasets and any necessary
detail concerning them.

These datasetswere collected at theGeorgia Tech’sAware-
Home, a living lab within the Aware Home Research Ini-
tiative (AHRI). The latter is an interdisciplinary research
facility since 1998, mainly used for health and well-being
related research. The AwareHome is a 5040 square foot facil-
ity that provides a realistic home scenario. Specifically, these
datasetswere recordedwithin the kitchen of this living lab and
they consist in several videos, in which some subjects were
recorded preparing meals following pre-defined recipes.

TheGTEAGaze+ dataset has 6 persons preparing seven
different meals: an american breakfast, a pizza, a snack, a
greek salad, a pasta salad, a turkey sandwich, and a cheese
burger. It is important to note that the preparation of eachmeal
is considered an activity while all the steps or sub-objectives
required to prepare it are the actions: “taking a vegetable”,
“turning on the heat”, and so on. Concerning the recording,
they employed SMI eye-tracking glasses to record HD videos
with 24 FPS and used the ELAN software for the annotations.

Each video contains several action annotations. These are
composed of start and end frames, as well as verb and object
annotations. The combination of a verb and an object can
express an action when combined. A verb is simply a name
to tag the type of motion of the action (e.g., “cut”, “take”,
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Fig. 1 GTEA Gaze+ action examples sampled from the dataset: a “open freezer” action, b “put knife” action, and c “cut tomato” action

“put”, and so forth). The object, ormore specifically, the active
object, is the element that is interacted with, being the motion
the type of interaction that is given with the object. In fact,
in these datasets, there are not actions without objects (such
as “walk” or “jump”), so it is assumed that there will always
be a verb and an object. In addition, verbs and objects are
presented in a stemmed way rather than in a legible or natural
way. For instance, the label comes in the form “take knife”
and not “take that big knife”. Concerning the visual part, the
clips used to learn actions are trimmed from their respective
videos using the given beginning and ending annotations. A
few samples of these trimmed videos from the GTEA Gaze+
dataset can be seen in Fig. 1.

The evaluation strategy defined for the GTEA Gaze+
dataset by its authors is the leave-one-subject-out validation.
Taking into account that 6 subjects (Ahmad, Alireza, Carlos,
Rahul, Shaghayegh, and Yin) are performing the actions and
activities, each subject’s clips (in which the subject performs
actions) compose a fold. However, as specified by the authors,
Shaghayegh’s and Yin’s videos (two of the subjects perform-
ing activities) are always part of the training set and, thus, are
not used for evaluation. The reason for this is that they do not
perform every activity and action in the dataset. Taking all
this into account, four iterations or train/test splits are used
within this leave-one-subject-out cross-validation.

Table1 summarises the distribution and amount of data per
fold. Without loss of generality, when mentioning Ahmad’s
fold we are referring to his data; in contrast, Ahmad’s split
is the one in which Ahmad’s data is used for evaluation and
the remaining subjects’ data for training. This distinction is
important, as we may be referring to both terms throughout
the chapter. In the table, it can be seen that Shaghayegh’s
and Yin’s folds have less actions than the rest, as mentioned
earlier in the evaluation, and that their number of sequences
(action instances) is quite low compared to the rest, although
Alireza has remarkably fewer number of samples despite hav-
ing all the 44 actions. Concerning the average of sequences, it
can be seen that both Shaghayegh’s and Yin’s folds have less
instances of each action. In contrast, Ahmad’s and Rahul’s
folds are significantly larger than the rest and it is possible
that, whenever their folds are used for testing and not for
training, the performance drops due to the lower number of
training samples.

The EGTEA Gaze+ dataset is an updated version of the
GTEA family that was launched in 2017. This new dataset
subsumes GTEA Gaze+, i.e., its data is contained within
EGTEA Gaze+. It comes with HD videos (1280 × 960),
audios, gaze tracking data, frame-level action annotations,
and pixel-level handmasks at sampled frames, having 15, 176
hand masks from 13, 847 frames. In total, it has 28 hours of
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Table 1 GTEA Gaze+ distribution per fold (subject). A subject’s fold contains all their data, i.e., all the videos in which the subject was recorded
performing actions

Subjects

Ahmad Alireza Carlos Rahul Shaghayegh Yin

Actions 44 44 44 44 35 40

Sequences 504 298 475 361 146 240

Seq./class 11.45 (±11.88) 6.77 (±8.25) 10.79 (±10.85) 8.20 (±11.18) 4.17 (±4.02) 6.00 (±5.52)

Table 2 EGTEA Gaze+ distribution per split

Split Training videos Test videos

Split 1 8299 2022

Split 2 8299 2022

Split 3 8300 2021

video with 32 subjects and 10, 325 instances of fine-grained
actions. As with the GTEA Gaze+, EGTEA Gaze+ comes
with several action annotations per video in the form of
start frame, end frame, verb, object, and action label. More-
over, rather than having separate subject data for the cross-
validation strategy, this dataset has three official train and test
splits. In each split, the test set follows a distribution similar
to that of the training set. The number of clips per split is sum-
marised in Table2. Furthermore, a few samples of the dataset
can be seen in Fig. 2.

For the evaluation of both datasets, and for both active
object and action classification, the accuracy and the macro-
F1 metrics are used. The accuracy, as seen in Eq.1, takes into
account the TPs, TNs, FPs, and FNs. These values are deter-
mined by the evaluation protocol established for an algorithm
and, hence, they will be defined in each section. In general
terms, each sample’s ground truth and its prediction are used
to compute whether the actual prediction is a TP, TN, FP, or
FN. So, the accuracy refers to the ability of a smart system
to correctly predict both positive and negative samples (TPs
and TNs).

The F1 is a metric used to summarise two commonly used
metrics: the precision and the recall. The precision (see Eq.2)
of a class measures the percentage of correct predictions done
out of the total predictions and, hence, it is desirable to have
fewer FPs to increase its value. Intuitively, the recall (see
Eq.3) represents the ability of a system to predict the possible
positive samples, penalised by the FNs, i.e., when the system
is not able to correctly classify a positive sample. To combine
both metrics, instead of the arithmetic mean, the harmonic
mean is employed for the F1, illustrated in Eq.4. Therefore,
the F1 will always be between the values of precision and
recall. When the F1 per class is averaged using the arithmetic
mean, the macro-F1 is obtained.

Accuracy = T P + T N

T P + T N + FP + FN
(1)

Precision = T P

T P + FP
(2)

Recall = T P

T P + FN
(3)

F1 = 2 ∗ precision ∗ recall

precision + recall
(4)

The macro-F1 metric will be an interesting alternative to
the accuracy due to the accuracy paradox. That is, when com-
paring two different models, it may happen that it is better to
select the model with the lowest accuracy due to its higher
predictive power. This is often the case with imbalanced class
distributions such as those of the datasets of theGTEA family,
in which the class distribution is far from following a uniform
distribution. In these cases, the accuracy of dominating classes
(those with the highest amount of samples) can be very high
in comparison with other classes, in which the accuracy can
be poor. Due to how the accuracy is computed, taking into
account the total number of samples without doing an eval-
uation per class, the accuracy can show a high value due to
the high result of the dominating classes. The minor classes
do not contribute as much and, thus, their poor performance
does not penalise the accuracy that much. This phenomenon
does not occur with the macro-F1, in which this imbalanced
performance will be reflected.

3.2 Object Detection with the Faster R-CNN

For later sections, object detections are required, i.e., locations
and boundaries of objects within single images. Thus, we
first present how these are going to be obtained. Specifically,
our interest is detecting objects by means of bounding Boxes



136 A.Núñez-Marcos et al.

Fig. 2 EGTEA Gaze+ action examples sampled from the dataset: a “cut bell pepper” action, b “wash pan” action, and c “cut tomato” action

(BBs), rectangular areaswithin images that have an associated
probability distribution for a set of objects (see Fig. 3 for an
example).

Fig. 3 Sample image from the GTEA Gaze+ dataset with a bounding
box inscribing a milk container object. An example of a probability
distribution (in percentages) for that bounding box is provided

Object DetectionModels
With the increased popularity of DLmethods, various authors
have proposed methods to apply DL techniques for the object
recognition task. A highly addressed method was the R-CNN
[19] in 2015. It first leverages the selective search algorithm
[58] to create proposals of connected regions (or better said,
per-pixel predictions). Each region proposal is resized to an
standard shape to match the input size of a CNN and, then,
(i) a classifier such as an SVM is used on top to predict the
probability distribution of the region and (ii) a linear regres-
sor is used to tighten the BB to the putative object’s shape.
The second step allows for fine-grained predictions in which
rectangular boxes envelop objects with theminimum possible
noise (visual information not related to the object of interest
in each case). The architecture of the R-CNN is represented
in Fig. 4.

A new version of this network was later presented, called
Fast R-CNN [18], that aimed at alleviating the computational
burden of the first approach. This network takes the whole
image as input to the CNN (instead of iterating the forward
pass for each proposal). Regions are extracted from the output
feature map and the same branched objectives (object classi-
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Fig. 4 Region-based
Convolutional Network
(R-CNN). From the work of [19]

Fig. 5 Fast Region-based
Convolutional Neural Network
(Fast R-CNN). From the work of
[18]

fication and BB adjustment) can be applied again. The archi-
tecture is presented in Fig. 5. However, this version was still
dependent on the Selective Search method, which was a com-
putationally expensivemethod. That iswhy the FasterR-CNN
was finally proposed [49]. In this last update, the RPNmodule
was added. The RPN creates BB proposals at the beginning
(not needing anymore the selective search) and these are pro-
cessed by the Fast R-CNN. However, the system cannot be
seen as separated modules, as both modules (the RPN and
the Fast R-CNN) are jointly trained in an end-to-end fashion.
To summarise, the Faster R-CNN is a network that takes an
image and is capable of outputting BBs that inscribe objects
(and have associated probability distributions). This network
will be employed through this section.

Experiments
In order to have a functional object detector, for a given
dataset, the detector must be trained for the specific set of
objects and their shape. However, pre-trained models can
be reused to improve the convergence time and the overall
results of fine-tuned detectors, given that the pre-training was
done using large datasets such as COCO (CommonObjects in
Context) [32]. This is a standard procedure with the R-CNN
family of networks. Nevertheless, image annotations are still
required for the fine-tuning and the evaluation, i.e., for each
image, a set of BBs (including the position of the rectan-
gle and the ground truth class). Some datasets already pro-
vide these annotations, but the GTEA Gaze+ did not. That is
why the authorsmanually annotated several samples (images)
across different classes and subjects [45] to be able to train and

Fig. 6 Object classes annotated for the GTEA Gaze+ dataset. The
classes that intersect with the COCO dataset are highlighted in red

evaluate an object detector. A total of 30 objects were anno-
tated, including hands as another object too. Figure6 shows
an example of the distribution of object annotations across
several images in Ahmad’s fold. It can be observed that the
presence of hands dominates the rest of the classes, as they
appear in almost all the action classes.

The Faster R-CNN, with a ResNet101 as the backbone
feature extractor, was trained for each subject individually.
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Fig. 7 Object detections from
the Faster R-CNN network on
GTEA Gaze+ dataset’s images.
The black boxes are ground truth
annotations

The training data of each subject’s split was used to fine-
tune the network, which was already pre-trained in the COCO
dataset. Hence, the convolutional layers were frozen for the
fine-tuning. For the RPN’s anchors, the stride was set to 8 and
five scales (0.1, 0.25, 0.5, 1, and 2) and three aspect ratios (0.5,
1, and 2)were used.At the first stage, theNon-MaximumSup-
pression (NMS) (used to remove some proposals and predic-
tions) score and the Intersection over Union (IoU) threshold
(explained later) were set to 0 and 0.7, while for the second
stage these were changed to 0.3 and 0.6, respectively. In addi-
tion, the first stage considered up to 100 proposals while this
was reduced to 10 in the second one (the total number of
output predictions). Regarding the hyperparameters used for
training, the learning rate was set fixed to 3e−4, the input size
was 224 × 224 (any image larger or smaller than that was

resized), and a batch size of 1 was used. For data augmen-
tation, the standard random horizontal flipping and random
cropping were applied.

After the training, the object detector was able to, given an
image, output 10predictedobjects containing theBBposition,
its class (and the confidence), and a feature vector. The results
obtained for each subject’s model are summarised in Table3
and some visualisations of the predicted BBs are provided in
Fig. 7. Themetrics employed in Table3 are the COCO evalua-
tion metrics that are based on the Average Precision (AP) and
theAverageRecall (AR).ToexplainwhatAPandARare, first,
the values of TP, FP, FN, and TN for the object detection task
must be defined. But, even before these, the concept of the IoU
is pivotal to define them. It is a numeric value that determines
the amount of overlap between two BBs, i.e., the area where
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Table 3 Object detection results on the GTEA Gaze+ dataset’s folds using the COCO dataset’s evaluation metrics

Subject Samples AP@[.5:.95] AP@.5 AP@.75 AR@1 AR@10 AR@100small AR@100medium AR@100large

Ahmad 766 33.0 50.0 37.9 35.9 39.1 5.8 33.8 61.9

Alireza 185 36.2 54.9 39.8 38.3 41.3 13.4 39.6 67.3

Carlos 251 38.1 57.8 41.5 40.7 43.0 9.1 41.3 60.8

Rahul 231 29.3 47.0 31.2 30.3 33.7 8.8 29.3 52.1

Intersection

Union

= Intersection over Union

Fig.8 The Intersection over Union (IoU) between two bounding boxes

both BBs intersect divided by the total area (the union) of both
BBs.Figure8showsagraphical representationof the idea.The
value is representedwith afloat number in the range [0.0, 1.0]:
when both BBs are completely overlapped the IoU is 1.0, but
if there is no overlapping it is 0.0. With this concept, the TP,
FP, FN, and TN can be formulated as follows:

– TP: A BB has an I oU > tiou with the ground truth BB
and both are tagged with the same object class, being tiou
a threshold value.

– FP: A BB has an I oU <= tiou with the ground truth BB
and both are tagged with the same object class, being tiou
a threshold value.

– FN: If an object is present in an image and the object detec-
tor failed at detecting it.

– TN:Any part of the image not predicted as an object. How-
ever, for the object detection task, this value is not useful
and is not employed for computing evaluation metrics.

Using these values, the precision (Eq.2) and recall (Eq. 3)
can be computed. Notice that having BB predictions larger
or smaller than the ground truth will harm the precision, as
the IoU with the ground truth box can be smaller than the
threshold. For the recall, the inability to detect all the ground
truth boxes will be penalised.

The evaluation metrics used in COCO can now be defined
with all the aforementioned terms. Their main purpose is

to provide meaningful metrics for the object detection task,
adapting the usual classification scheme to the detection
scheme. This includes the previous definition of TP, FP, and
FN. Specifically, the metrics used in COCO and included
for these experiments are variations of the precision and the
recall. The AP is a term that averages the precision across
several tiou values. It also averages the results across classes,
whichwould be known asmeanAPormAP, butCOCOmakes
no distinction between them. Specifically, the AP@[.5 : .95],
AP@.5, and AP@.75 metrics are used. The AP@[.5 : .95]
averages tiou values ranging from 0.5 to 0.95 with a step of
0.05, with a total of 10 values. It is usually considered the pri-
mary challengemetric for the evaluation in theCOCOdataset.
The AP@.5 and AP@.75 evaluate the performance using a
single tiou value, 0.5 and 0.75, respectively. Then, there is
also the AR, which is presented with the AR@1, AR@10,
AR@100small , AR@100medium , and AR@100large varia-
tions and is averaged across all classes and IoU thresholds.
The AR@1 and the AR@10 metrics compute the AR using
the top-1 and top-10 predictions (the ones with the highest
confidence score). It is common to present the AR@100 too,
but, in this case, the maximum number of predictions is 10
and, thus, AR@10 = AR@100 no matter what. Finally, the
AR@100small , AR@100medium , and AR@100large compute
the AR@100 for small, medium, and large objects, respec-
tively. COCO defines small objects as those whose area is
smaller than 322, then medium ones as those whose area is
between 322 and 962, and the large ones as thosewhose area is
larger than 962. Notice that AR@100 is employed instead of
AR@10 to followCOCO’s conventions, although both values
are the same.

In addition to the BB information, feature vectors from the
step previous to the classification of proposals are extracted.
To get them, the Faster R-CNN gets the feature cube of a
region proposal, with shape N × M × C , being N and M
the width and height of the region and C is the number of
channels of the last feature cube of the backbone network,
being 2048 for the ResNet101. A pooling operation (global
average pooling) is applied to it to get a vector of size C ,
then fed through FC layers. This is the feature vector used
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Fig. 9 Feature vectors extracted from the Faster R-CNN represented after a Principal Component Analysis, leaving 3 components. Each class is
assigned a colour for a better visualisation

for classification and the one our object detector outputs. It
should encode, at least, the position of the BB and its class.
We will be using this feature vectors in the following Sect. 5.
We visualised a set of feature vectors using PCA, leaving 3
components, in Fig. 9. A colour was assigned to each class
alongside its name for a better visualisation. As it can be
observed, each class is fairly well clustered.

4 Object Classification Network:The
SpatialNet

The SpatialNet, a CNN used to learn the appearance of clips
of videos, was employed and popularised by the work of [51]
in their two-stream approach. Later, it was named Appear-
anceNet [36], although both works referred to the same type
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of network with the same objective: learning the appearance,
the visual content of the videos, i.e., the objects and the scene.
Because, apart from the physical place where actions occur,
objects are also contained within the visual features of what it
is called “the scene”. Depending on the task, features focused
on objects, the scene, or other cues can be obtained, but in it
essence, the visual features are the ones that are exploited.

Our first approach also used a single-stream CNN struc-
ture but with a different objective. This time, we aimed at
predicting actions and active objects using visual features of
videos. That is, the implicit learning of objects and the scene
was the main driver of the learning and the classification of
actions and active objects.

4.1 Architecture

For the backbone network used to extract RGB features, we
followed the work done by [36] and used a CNN-M-2048 net-
work [10]. In contrast to the motion detector, for the visual
features, RGB images are not stacked and fed as input to
the network. Instead, following the approach of [36], if the
appearance stream takes as input single frames of videos,
then each of the frames can vote for a label. That is, the archi-
tecture takes a sequence of inputs, each one being a frame
X ∈ R

H×W×3, where W and H are the width and height of
the image and 3 the number of channels; instead of having
a single probability distribution as output, each frame of the
sequence has its own output distribution. We may see this
as if each of the inputs of the sequence would have its own
vote. By averaging these votes, a new probability distribution
is obtained, representing the vote for the sequence. Figure10
illustrates this process.

4.2 Experiments

Two sets of experiments are proposed: in the first one, the
objective is to classify actions, while, in the second one, active

objects. For both sets, the same architecture and hyperpa-
rameters are employed. 10 timesteps are used as input, being
each frame normalised by subtracting the Imagenet mean.
The networks are trained for 200 epochs with early stopping
with a patience of 20 epochs. A learning rate of 0.0001 is
used, alongside a mini-batch size of 32. The first three convo-
lutional layers’ weights are frozen. Class weights generated
from the training set distribution were not employed for the
learning phase.

TheGTEAGaze+dataset is used for the evaluation, apply-
ing the leave-one-subject-out evaluation. For this problem,we
defined the following TP, FP, TN, and TN for the accuracy and
F1 metrics:

– TP: for the class i , if a sequence of images is labelled with
class i and the class i is the one with the highest confidence
after the average voting.

– FP: for the class i , if a sequence of images is labelled with
class j and the class i is the onewith the highest confidence
after the average voting, being j any class different to i .

– TN: for the class i , if a sequence of images is labelled with
class j and the class k is the onewith the highest confidence
after the average voting, being j and k any classes different
to i and being possible that j = k.

– FN: for the class i , if a sequence of images is labelled with
class i and the class j is the onewith the highest confidence
after the average voting, being j any class different to i .

The results are shown in Tables4 (for action classification)
and 5 (for active object classification). These are presented per
fold (subject) and as the average of all the folds. Each fold is
run three times and the average of those three experiments is
provided alongside the standard deviation.

These results can be seen as baselines. Other authors such
as [36] also followed this type of strategy, i.e., having a CNN
extracting visual features from single frames and then averag-
ing the votes. However, they also included motion features as
an extra branch. The vote emitted in a single timestep would
take into account both the visual appearance of the frame and

Fig. 10 A CNN-M-2048
network [10] is repeated N times,
each of them having the same
architecture and weights. Each
copy extracts visual features from
each frame and outputs a
probability distribution (a vote).
All the votes are averaged to
obtain the final probability
distribution. For the training, only
a set of weights is trained, as if
there would be only a single
CNN-M-2048
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Table 4 Results of the experiments with our SpatialNet and the GTEA Gaze+ dataset for action classification. The results are given per subject
and as the average of all of them. Each of the subject’s experiments is run three times and averaged. This mean is provided in the top row, while the
standard deviation is shown at the bottom

Action classification

Average Ahmad Alireza Carlos Rahul

Accuracy F1 Accuracy F1 Accuracy F1 Accuracy F1 Accuracy F1

46.55%
(±7.84)

36.11
(±4.44)

38.89%
(±1.27)

32.67
(±2.07)

52.19%
(±0.55)

38.88%
(±0.55)

41.9
(±0.43)

31.84
(±0.38)

52.63%
(±0.60)

38.03
(±2.55)

Table 5 Results of the experiments with our SpatialNet and the GTEA Gaze+ dataset for active object classification. The results are given per
subject and as the average of all of them. Each of the subject’s experiments is run three times and averaged. This mean is provided in the top row,
while the standard deviation is shown at the bottom

Active object classification

Average Ahmad Alireza Carlos Rahul

Accuracy F1 Accuracy F1 Accuracy F1 Accuracy F1 Accuracy F1

58.92%
(±6.05)

47.95
(±4.14)

53.90%
(±0.75)

47.00
(±0.18)

63.97%
(±0.82)

54.35
(±0.97)

52.07%
(±0.26)

43.16
(±1.02)

65.74%
(±0.91)

47.29
(±1.14)

the localmotion (taking the previous and next frames to create
an OF stack). In fact, we could add multiple streams of infor-
mation to improve the vote per timestep. For the moment, we
will keep using only the visual stream.

Observing the results per subject, it is noticeable that there
is a significant difference among splits. The class distribution
in each split and the variance introduced by each subject can
be crucial on this. For example, if a subject follows a simi-
lar pattern cutting vegetables, both in the training set and test
set, then it may be easier to recognise the action of cutting
vegetables. In contrast, having different poses, patterns, or
even tools to cut (e.g., knives of different shapes or colours)
increases the difficulty to learn actions. Therefore, the results
of the test set are expected to be lower if not all the variance
can be explained in the training set or there is not enough
data to generalise correctly. For objects, first, the variance of
objects can pose a problem. For instance, a whole vegetable
compared to a sliced vegetable will look different, even more
compared with a minced vegetable, divided into small pieces.
In fact, understanding which among all the objects present in
a scene is the active one can be difficult without understanding
the dominant motion pattern, i.e., how subjects interact with
objects, that is also related to the appearance of the object.
The second problem is the occlusion with hands and the clut-
tered background. In the first case, while grabbing an object,
hands may be occluding the object, difficulting the recog-
nition. In the second case, having multiple elements in the
background, identifying the most relevant one or the one that
is being manipulated (the active object) can be challenging.
As in the action case, if all this variance is not explained in the
training set or if the system is not able to correctly generalise,
there can be huge differences between data and subject splits.

Table6 compares the obtained results with some
approaches of the literature in the GTEA Gaze+ dataset.
For the active object classification, our results are not that
far from approaches such as that of [36]. However, the
results reported by them are given by a Spatial CNN using
single inputs instead of a sequence of frames using our
time-distributed Spatial CNN. In fact, they are superior
to us even with this handicap. This may be due to the
fact that their Spatial CNN exploits hand information to
localise objects within images instead of using the whole
frame. Moreover, after jointly training their full system for
actions (the spatial and motion CNNs are jointly trained), the
object classification result improves to 74.34% of accuracy.
Focusing the attention of the learning in specific regions of
images may alleviate background clutter issues, as well as
removing not desirable information in the learning phase.
However, there is a dependence on a hand detection system
or a similar method to localise objects.

For the action classification, as expected,weobtained some
of the lowest results compared to other approaches. Our base-
line, however, obtains such a low result given that (i) we have
not adopted any attention mechanism, (ii) the temporal mod-
elling of actions was very naive, (iii) we have not included any
extra information (streams of information), and (iv) that using
the best possible CNN was out of the scope of these experi-
ments. Meanwhile, [60,61] proposed the Dense Trajectories
(DT) and the IDT to model actions. Their method is based on
trajectory recognition, i.e., feature points are densely sampled
from frames and, then, the tracking is performed within the
spam of L frames using a median filtering in a dense OF field.
The trajectory is represented by relative point coordinates and
various descriptors (HOG, HOF, and MBH) are computed in
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Table 6 Comparative table with the state-of-the-art approaches for active object classification and action classification using the GTEA Gaze+
dataset. The best result is highlighted in bold. The results are given as the mean of a leave-one-subject-out cross-validation approach. Furthermore,
for our experiments we repeated each fold three times and we provide the mean and the standard deviation

Action classification

Approach Accuracy F1

Dense Trajectories (DT) [60] 42.40% −
Improved Dense Trajectories (IDT) [61] 49.60% −
O+E+H [29] 57.40% −
O+M+E+H [29] 60.50% −
O+M+E+G [29] 60.30% −
Motion stream [36] 62.62% −
Two-stream [36] 65.05% −
Two-stream [66] 59.02% −
TSN [52] 55.25% −
Two-stream [52] 60.13% −
Appearance stream [34]* 57.63% −
Motion stream [34]* 57.42% −
Two-stream [34]* 64.74% −
Time-Distributed Spatial CNN (Ours) 46.55% (±7.84) 36.11 (±4.44)

Active object classification

Approach Accuracy F1

Spatial stream [36] 61.87% −
Spatial stream (after joint training) [36] 74.34% −
Time-Distributed Spatial CNN (Ours) 58.92% (±6.05) 47.95 (±4.14)

*They took six subjects into account instead of four (see Sect. 3.1 for the evaluation strategy)

N × N neighbourhoods within each trajectory. See Fig. 11
for an example of dense trajectories for the action “kiss”.
Wang and Schmid [61] improved DT by matching feature
points between frames using SURF descriptors. These points
allowed to estimate an homography using RANSAC. This
improvement cancels out the motion generated by the cam-
era and removes inconsistent matches. Our baseline improved
the result obtained by DT features, probably due to the short-
term spam of DT features and the robust features computed
by CNNs. Nonetheless, DT methods are very appropriate for
action recognition due to the modelling of the dynamics of
actions instead of the simple observation of the appearance (as
in our baseline approach). However, the approaches followed
by [60,61] are quite general, i.e., they were not designed to
be EAR methods, but rather a more general way to repre-
sent the motion. In contrast, [29] exploited egocentric fea-
tures (see Sect. 2) as well as DT features, motion features
(OF), and object features, augmenting those of the DT by
computing histograms of LAB colour and Local Binary Pat-
terns (LBP) along the trajectories. The use of several of these
features obtained an accuracy of 60.50%, creating a gap of
13.95 points with our baseline. This hint towards the efficacy
of egocentric features is quite significant. In fact, the approach
of [36] for active object detection was also based on one of
the egocentric cues: the position of hands.

Previously, the result of object classification of [36] was
discussed. However, the most significant contribution of their
work is that their result for action recognition remains thehigh-
est oneof the literature for theGTEAGaze+dataset.As afore-
mentioned, they exploited hand positions (egocentric cue) to
extract anobject-centred region.This allowed to removeback-
ground information and focus on the learning of objects. This
appearance stream and their motion stream are fused by con-
catenation and a FC layer on top is in charge of the classifica-
tion of actions.Moreover, they added twomore objectives: the
learning of objects and motion in each stream. With this set-
ting, their approach obtained state-of-the-art results.

The two-stream network was also used in the work of [66]
and in thework of [34]. The latter added variousmodifications
such as attention mechanisms. Each stream is composed of an
spatial attention network and a temporal network. The spatial
attention networks at the beginning aim to output an atten-
tion distribution map using the gaze information (a gaussian
bump generated from the gaze) as supervision to train this
part. Those attention maps are then multiplied with the origi-
nal inputs to get gaze-aware inputs. The next part is the tem-
poral network, modelled by a bi-directional LSTM network.
Both streams are fused at the end. This method highlights the
importance of using attention and a more sophisticated tem-
poral modelling. In contrast, our baseline employed a naive
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Fig. 11 Visualisation of dense trajectories for the action “kiss”. From the work of [60]

approach such as the average of votes and does not include
any type of attention.

Many conclusions can be extracted from this baseline and
the comparison with other approaches. For active object clas-
sification, there is a need to localise objects better. In fact,
various objects can appear in each frame, making the task
difficult. If the aim is to explicitly recognise the active object,
trying to predict it based on several separate frame predic-
tions from CNNs may not be the best idea. There is a need
of attention mechanisms to do so. Nevertheless, the visual
information from frames can also be exploitedwithout explic-
itly learning objects, as several methods do, even though the
best result was obtained by explicitly predicting object labels
alongside actions [36].

5 The Bag-of-Objects Matrix
Representation

Section3.2 explained how objects could be automatically
inferred from images without further help (for the inference
phase only).With the aim of creating an active object recogni-
tion system, the set of detected objects can be leveraged to cre-
ate a system that is able to process it and, then, predict active
objects and actions. That will be the goal of this section. But
first, the output obtained from the previous section’s Faster
R-CNN will be formalised.

A video contains a set of N frames. For each frame fed to
the Faster R-CNN, P predictions (set to 10 in our work) are

obtained. Therefore, for each frame, the following informa-
tion is extracted:

– BB coordinates (P × 4 matrix): an element pi (0 ≤ i ≤
P) within this matrix is a vector of four values (y1, x1,
y2, and x2) corresponding to the i th BB. The pair (y1, x1)
defines the top-left point of the BB, while the pair (y2, x2)
defines the bottom-right one.

– Score or confidence (P-sized vector): an element pi (0 ≤
i ≤ P and 0 ≤ pi ≤ 1) within this vector corresponds to
the confidence in the predicted class of the i th BB.

– Classes (P-sized vector): an element pi (0 ≤ i ≤ P and
0 ≤ pi < |O|) within this vector corresponds to the class
identifier of the i th BB, taking |O| possible object class
values, where O is a set of objects.

– Number of detections (integer): the number of not null
predictions M (0 ≤ M ≤ P). That is, out of P entries,
only the first M BBs are valid predictions.

– Feature vector (P × C matrix): an element pi (0 ≤ i ≤ P)
within this matrix encodes features related to the i th BB.
C is fixed to 2048 due to the choice of the ResNet101 as
the backbone of the Faster R-CNN (number of channels in
the last feature cube).

So far, outputs of single images have been analysed; there-
fore, the first objective of this section is to produce repre-
sentations of videos given all these features. That is, a single
representation that encodes all the object information from
a video. As videos have different lengths, there is a need to
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collapse or pool the information to a standardised size. For-
mally, videos have a varying length of Lv (number of frames)
and we aim to obtain a representation of size L . This work
proposes to pool the information following these rules: (i) if
the size matches, no pool is applied; (ii) if Lv > L , uniform
subsampling is applied; and, (iii) if Lv < L , we augment the
original video by copying elements. For the latter, if the orig-
inal video has a set of frames { f0, f1, f2,… fLv}, we dupli-
cate the frames to get an arrangement like { f0, f0, f1, f1,
f2, f2,… fLv , fLv}. If the new length is greater than Lv , the
method applied to subsample in (ii) is used. Now each video
should have a common length of L . The question now is, how
should the information from the Faster R-CNN be arranged?
We propose the following two approaches.

5.1 Input Representations

The raw representation. This first encoding of the video,
as it can be seen in Fig. 12, has a cube shape of P × C × L ,
where the depth dimension represents the time dimension (the
evolution of the video frame to frame) and, thus, the depth is
set to L (number of frames). A depth slice of shape P × C
encodes the information about a frame, where P andC are the
maximum number of predictions and the size of the feature
vectors, respectively, as described at the beginning of Sect. 5.
That is, the feature vectors from the objects detected in the i th
frame are stacked so that they form a matrix of shape P × C
and this matrix is located in the i th depth slice of the final
representation of the video.

The segments approach. The second approach aims at
collapsing more information. Given a video of size L , we
define K segments from where to extract T frames with a
stride or separation of S frames. K and T are fixated for all the

Fig. 12 The raw representation proposed to encode the Faster R-CNN
output of all the frames of a video

videos. Figure13 represents a video as a rectangular block,
in which the time dimension is the width (with a size of L
slices) and the content of each temporal slice is defined later.
It can be seen how K blocks are built, each one constructed
with T frames. Depending on the stride S, the blocks can be
overlapped, as in the example, in which block 1 and 2 have
a little overlap. For instance, in the case of setting K to 5
and T to 10, sampling segments from a video with an L of
50, we would cover the whole video (and use all the frames)
with a stride S of 10, creating non-overlapping segments. For
these experiments, we uniformly sample blocks by setting S
to L−T

K−1 .
When the blocks are defined, we aim at collapsing each

block so that the object information is compressed. For that,
we start by defining a matrix of shape |O| × C , where O is
the set of objects and C the dimension of their feature vec-
tors, initialised to zero. We call this type of structure, yet
to be filled, the Bag-of-Objects Matrix (BOM) of the block.
In fact, a BOM is just a matrix collecting objects in a row-
wise arrangement, each of the raw representation’s slices can
also be considered BOMs. Regarding how the BOM in this
approach is filled, assume that the first dimension is a dictio-
nary with |O| elements (one per object), with entries of size
C that represent the feature of the i th object (0 ≤ i < |O|).
We want to pool the information about every type of object
into a feature vector within the time span of T frames of a
block.

For that, for each of the T frames within a block, the pre-
dictions of the i th object (for all i such that 0 ≤ i < |O|) are
added by vector addition, specially for those cases in which
the object is repeated within the frame. The null predictions
are ignored, so any object not appearing in a frame would
have a feature vector of zeros after the addition. With this, the
new structure has a shape |O| × T × C and there are K of
these, one per block. Figure14 illustrates this process.

In a second step, the frame-wise BOMs are going to end
up collapsed in a single BOM (representing the information
from a block). For that, we applied a mean pooling operation
across the depth dimension (of size T ). That is, for the i th
object, all the feature vectors of the same object class of the
block are mean pooled. From this step, a set of K BOMs
of shape |O| × C are obtained. The final input is obtained by
arranging the obtained structure to have a shape |O| × C × K
(Fig. 15).

5.2 Architecture

In Sect. 5.1, the raw and the segments representations were
explained. These allowed for a encoding of the object infor-
mation of a video. Nonetheless, apart from the representation
of the data, a feature extractor (CNN in this case) and a classi-



146 A.Núñez-Marcos et al.

Fig. 13 The segments
representation proposed to
encode the Faster R-CNN output
of all the frames of a video

Fig. 14 The feature vectors of
each object class are added
frame-wise (objects can be
repeated within a frame, so their
feature vectors are added)

Fig. 15 Within each block, a
mean pooling operation across
the depth dimension is done. This
way, the BOMs of a single block
are pooled

fier capable of inferring active objects and actions from those
structures are needed.

Due to the structure of the input, not being a space inwhich
the adjacency of pixels is meaningful as in images, the use
of pre-trained networks and the standard image processing
networks is discarded from the beginning. We draw inspira-
tion from the Natural Language Processing (NLP) field, and,
more specifically, from the work of [27], who proposed a
CNN architecture for NLP. The connection between the lat-
ter task and ours might not be obvious at first. However, the
extended use of word embeddings (feature vectors encoding
words) used in that work resembles our object feature vectors.

He arranges word embeddings in a matrix row-wise, where
the i th row contains the i th word of the phrase. In our case, the
i th row of a depth slice contains the i th object’s information.

The network, called Multi-Scale Convolutional Neural
Network (MSCNN), is shown in Fig. 16 adapted to our task.
It is a branched architecture with four paths at the beginning.
Each of them applies first a convolutional layer with a variable
filter size: the width is fixed to the maximum (2048) in every
filter, while the height goes from2 in the first branch to 5 in the
last branch. The purpose of the filter is to convolve together a
set of objects, sets of different sizes depending on the height
of the filter. The result is amatrix that ismax pooled in the sec-
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Fig. 16 The CNN architecture used by [27] adapted to the task of active object and action recognition with encoded object detection information
as input

ond step. The shape of the max pooling filter is also adapted
to the new height of the feature cube (varying from branch
to branch); thus, resulting in a feature vector per branch as
output. All of them are concatenated to create a single feature
vector and this is fed to an MLP classifier to be trained on
active objects and action labels.

Nevertheless, we believe the first convolution of each
branch collapses too much information at once, in contrast
to what happens in the work of [27], i.e., words embeddings
often have a lower dimensionality compared with object fea-
ture vectors. That is why another variation of the network
is proposed by adding another convolution step first, slowly

reducing the dimensionality. The new architecture can be seen
in Fig. 17.

5.3 Experiments

The GTEA Gaze+ dataset is used for the training and evalu-
ation of the MSCNN model. Hence, a leave-one-subject-out
cross-validation is applied. For each fold, a Faster R-CNN
model is trained using the BB annotations of the rest of the
subjects as explained in Sect. 3.2. For this problem,we defined
the following TP, FP, TN, and FN for the accuracy and F1
metrics:
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Fig.17 A variation of the CNN architecture used by [27] adapted to the task of active object and action recognition with encoded object detection
information as input. Another convolution has been added at the beginning to reduce the dimensionality of the object feature vectors

– TP: for the class i , if an input stack of BOMs is labelled
with class i and the class i is the one with the highest
confidence.

– FP: for the class i , if an input stack of BOMs is labelled
with class j and the class i is the one with the highest
confidence, being j any class different to i .

– TN: for the class i , if an input stack of BOMs is labelled
with class j and the class k is the one with the highest
confidence, being j and k any classes different to i and
being possible that j = k.

– FN: for the class i , if an input stack of BOMs is labelled
with class i and the class j is the one with the highest
confidence, being j any class different to i .

Several experiments to tune the hyperparameters are done
using the cross-validation approach. Initially, 500 epochs are
set, but the training is stoppedusing themacro-F1metric in the
validation set, with a patience of 10 epochs. The validation set
was created taking a stratified set with the 15% of the training
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Table 7 Results of the experiments with the Multi-Scale Convolutional Neural Network and the inputs built using the raw approach for the
action classification task. For each row and column, the average result is presented on top and the standard deviation is shown below. The highest
column-wise mean is highlighted in bold

L FC units Dropout Learning
rate

Batch
size

Accuracy Macro-
F1

Accuracy Macro-
F1

Accuracy Macro-
F1

Accuracy Macro-
F1

Accuracy Macro-
F1

Hyperparameters Average Ahmad Alireza Carlos Rahul

50 1024 0.5 0.001 256 38.36%
(±5.35)

24.03
(±2.74)

32.47%
(±1.62)

19.97
(±0.49)

43.32%
(±1.51)

25.72
(±2.69)

33.96%
(±0.69)

25.47
(±0.21)

43.67%
(±1.51)

24.95
(±0.45)

50 1024 0.5 0.0001 256 41.25%
(±4.42)

27.20
(±2.27)

37.37%
(±0.73)

25.16
(±1.53)

43.21%
(±1.24)

27.35
(±1.01)

37.05%
(±1.36)

29.76
(±2.46)

47.37%
(±0.60)

26.54
(±0.23)

30 1024 0.5 0.001 256 37.80%
(±6.12)

24.17
(±2.51)

30.36%
(±0.28)

20.36
(±0.91)

42.31%
(±0.97)

25.02
(±2.12)

33.47%
(±1.03)

25.66
(±0.56)

45.06%
(±0.79)

25.62
(±0.24)

30 1024 0.5 0.0001 256 39.65%
(±4.58)

27.11
(±2.87)

34.66%
(±0.37)

23.59
(±0.23)

43.66%
(±0.16)

26.58
(±0.40)

35.58%
(±0.62)

31.39
(±1.03)

44.69%
(±0.47)

26.88
(±0.81)

Table 8 Results of the experiments with the Multi-Scale Convolutional Neural Network and the inputs built using the segments approach for the
action classification task. For each row and column, the average result is presented on top and the standard deviation is shown below. The highest
column-wise mean is highlighted in bold

L K T FC units Dropout Learning
rate

Batch
size

Accuracy Macro-F1 Accuracy Macro-F1 Accuracy Macro-F1 Accuracy Macro-F1 Accuracy Macro-F1

Hyperparameters Average Ahmad Alireza Carlos Rahul

50 5 5 1024 0.5 0.001 256 44.57%
(±5.91)

34.71
(±3.02)

40.28%
(±0.58)

29.99
(±0.34)

46.91%
(±0.57)

36.22
(±0.72)

38.11%
(±0.30)

34.96
(±0.49)

53.00%
(±1.45)

37.66
(±1.56)

50 5 10 1024 0.5 0.001 256 44.00%
(±5.87)

33.73
(±1.87)

41.93%
(±0.25)

31.60
(±0.68)

43.66%
(±1.66)

32.77
(±0.37)

37.40%
(±0.20)

36.05
(±0.43)

53.00%
(±2.42)

34.49
(±1.32)

50 5 2 1024 0.5 0.001 256 42.77%
(±4.05)

32.58
(±3.16)

38.69%
(±0.16)

27.72
(±1.19)

44.89%
(±0.88)

32.63
(±0.88)

39.30%
(±1.11)

35.39
(±0.99)

48.20%
(±0.90)

34.60
(±1.08)

50 10 5 1024 0.5 0.001 256 43.62%
(±5.99)

32.15
(±3.88)

38.43%
(±1.60)

26.53
(±0.78)

45.12%
(±0.73)

32.15
(±0.25)

38.32%
(±1.05)

34.91
(±1.80)
(±1.80)

52.63%
(±0.82)

35.00−
(±3.00)

50 10 10 1024 0.5 0.001 256 42.84%
(±5.58)

32.14
(±2.87)

41.93%
(±0.89)

30.18
(±0.68)

40.40%
(±0.99)

29.69
(±2.15)

37.12%
(±0.43)

35.32
(±1.84)

51.89%
(±1.02)

33.38
(±1.75)

50 10 2 1024 0.5 0.001 256 44.00%
(±6.45)

34.08
(±5.89)

39.35%
(±2.11)

28.14
(±2.68)

42.09%
(±2.62)

29.72
(±0.97)

40.00%
(±0.17)

36.11
(±0.91)

54.57%
(±1.38)

42.37
(±1.58)

50 5 5 1024 0.5 0.0001 256 45.47%
(±5.02)

35.25
(±3.47)

41.40%
(±0.52)

30.33
(±0.70)

46.91%
(±0.16)

34.04
(±0.74)

40.56%
(±0.53)

37.62
(±0.51)

53.00%
(±0.68)

39.01
(±0.19)

50 5 10 1024 0.5 0.0001 256 44.93%
(±5.19)

33.99
(±4.59)

39.75%
(±0.34)

26.84
(±0.40)

46.58%
(±1.36)

33.90
(±0.94)

40.84%
(±0.75)

38.05
(±0.68)

52.54%
(±1.02)

37.19
(±2.23)

30 5 5 1024 0.5 0.001 256 41.96%
(±5.07)

33.77
(±3.78)

36.71%
(±0.32)

27.98
(±1.49)

44.78%
(±0.99)

35.57
(±0.90)

37.61%
(±1.05)

34.67
(±2.44)

48.75%
(±0.45)

36.87
(±1.05)

30 5 10 1024 0.5 0.001 256 42.20%
(±5.29)

32.58
(±3.57)

37.50%
(±0.43)

27.13
(±1.12)

45.45%
(±0.48)

35.02
(±1.61)

36.91%
(±2.24)

33.33
(±1.84)

48.94%
(±0.69)

34.83
(±1.54)

30 5 2 1024 0.5 0.001 256 42.17%
(±5.01)

32.45
(±3.44)

38.23%
(±0.09)

27.57
(±0.95)

45.01%
(±2.34)

33.34
(±1.49)

36.98%
(±0.95)

33.61
(±0.99)

48.48%
(±1.93)

35.29
(±3.05)

30 10 5 1024 0.5 0.001 256 41.68%
(±5.75)

32.69
(±5.92)

36.18%
(±0.73)

22.90
(±1.96)

45.45%
(±2.23)

35.77
(±2.23)

36.07%
(±0.87)

36.17
(±1.57)

49.03%
(±0.60)

35.91
(±1.17)

30 10 10 1024 0.5 0.001 256 41.00%
(±5.78)

31.32
(±4.44)

36.57%
(±1.04)

26.30
(±2.13)

44.67%
(±2.77)

35.45
(±3.22)

34.74%
(±1.66)

32.07
(±4.24)

48.01%
(±0.73)

31.46
(±1.76)

30 10 2 1024 0.5 0.001 256 43.66%
(±5.85)

35.01
(±5.50)

37.37%
(±0.73)

25.69
(±0.50)

46.24%
(±1.11)

37.88
(±0.90)

39.23%
(±1.60)

37.27
(±1.42)

51.80%
(±0.68)

39.19
(±0.19)

samples. Two validation sets were created: one stratifying the
object label (for the active object classification task) and the
other one stratifying the action label (for the action classifica-
tion task). For the results, the accuracy and macro-F1 metrics
are provided, both as the average of all the subjects and per
subject. For each subject, three runs are executed and aver-
aged. The best accuracy and macro-F1 results are considered
those with the highest average result, not taking into account
the standard deviation due to the higher variability it supposes.
That is, two results with the same value may have different
standard deviations: the one with the highest deviation may

obtain higher results sometimes, but it may also obtain much
lower results in other occasions. Thus, we believe the average
is a better tool to compare two results.

For the action classification task, the results can be found
in Tables7 (using the raw representation) and 8 (using the seg-
ments representation). For the active object classification task,
the results are shown in Tables10 (using the raw representa-
tion) and 11 (using the segments representation) (Table9).

The segments representation seems to get slightly better
results than the raw one. We can observe in both cases that
sampling fewer frames (30 in comparison with 50) leads to
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Table 9 Comparative table with the state-of-the-art approaches for action classification and active object using the GTEA Gaze+ dataset. The
best results are highlighted in bold. The results are given as the mean of a leave-one-subject-out cross-validation approach. Furthermore, for our
experiments we repeated each fold three times and we provide the mean and the standard deviation

Action classification

Approach Accuracy F1

Dense Trajectories (DT) [60] 42.40% −
Improved Dense Trajectories (IDT) [61] 49.60% −
O+E+H [29] 57.40% −
O+M+E+H [29] 60.50% −
O+M+E+G [29] 60.30% −
Motion stream [36] 62.62% −
Two-stream [36] 65.05% −
Two-stream [66] 59.02% −
TSN [52] 55.25% −
Two-stream [52] 60.13% −
Appearance stream [34]* 57.63% −
Motion stream [34]* 57.42% −
Two-stream [34]* 64.74% −
Time-Distributed Spatial CNN (Ours) 46.55% (±7.84) 36.11 (±4.44)

MSCNN Raw (Ours) 41.25% (±4.42) 27.70 (±2.27)

MSCNN Segments (Ours) 45.57% (±5.02) 33.99 (±4.59)

Active object classification

Approach Accuracy F1

Spatial stream [36] 61.87% −
Spatial stream (after joint training) [36] 74.34% −
Time-Distributed Spatial CNN 58.92% (±6.05) 47.95 (±4.14)

MSCNN Raw (Ours) 52.47% (±4.08) 35.39 (±4.65)

MSCNN Segments (Ours) 57.40% (±6.05) 43.70 (±6.58)

*They took six subjects into account instead of four (see Sect. 3.1 for the evaluation strategy)

Table 10 Results of the experiments with the Multi-Scale Convolutional Neural Network and the inputs built using the raw approach for the active
object classification task. For each row and column, the average result is presented on top and the standard deviation is shown below. The highest
column-wise mean is highlighted in bold

L FC units Dropout Learning
rate

Batch
size

Accuracy Macro-
F1

Accuracy Macro-
F1

Accuracy Macro-
F1

Accuracy Macro-
F1

Accuracy Macro-
F1

Hyperparameters Average Ahmad Alireza Carlos Rahul

50 1024 0.5 0.001 256 50.08%
(±2.86)

31.25
(±2.73)

47.02%
(±0.28)

27.75
(±1.77)

50.62%
(±1.14)

30.85
(±0.73)

48.56%
(±1.04)

32.46
(±4.27)

54.11%
(±1.47)

33.96
(±2.21)

50 1024 0.5 0.0001 256 52.47%
(±4.08)

35.39
(±4.65)

46.36%
(±0.25)

27.90
(±0.76)

54.88%
(±0.73)

36.06
(±1.51)

51.65%
(±0.88)

39.26
(±1.49)

56.97%
(±1.12)

38.36
(±1.03)

30 1024 0.5 0.001 256 50.94%
(±3.84)

32.38
(±4.47)

47.02%
(±1.27)

28.67
(±2.22)

55.11%
(±0.42)

36.19
(±4.38)

47.72%
(±1.14)

34.94
(±2.74)

53.92%
(±1.95)

29.71
(±2.50)

30 1024 0.5 0.0001 256 51.83%
(±3.75)

35.40
(±5.41)

47.16%
(±0.41)

31.32
(±2.99)

53.87%
(±1.20)

34.46
(±4.26)

49.61%
(±0.10)

42.46
(±4.27)

56.69%
(±0.35)

33.34
(±0.20)

lower results. The median of frames for the GTEA Gaze+
dataset is 31, so one could have expected a good result for a
value close to that. However, in this case, it is better to bias that
towards longer videos, i.e., prioritise a value of L larger than
the median of the length that half of the dataset’s videos have.
In fact, there are very long videos in the dataset, specially
those related to cutting vegetables. It would make sense that,
after undersampling them, the performance of the system on

those classes would not be hurt due to the low variance long
videos have across frames, as the objects should not vary
much. Regarding the other parameters to build the segments
approach, K and T , it is difficult to extract conclusions from
these experiments. This may be due to the low effect they
have in the performance. The best results with the raw and
the segments representations are compared with the state-of-
the-art approaches andwith our baselineSpatialNet inTable9.
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Table 11 Results of the experiments with the Multi-Scale Convolutional Neural Network and the inputs built using the segments approach for the
active object classification task. For each row and column, the average result is presented on top and the standard deviation is shown below. The
highest column-wise mean is highlighted in bold

L K T FC units Dropout Learning
rate

Batch
size

Accuracy Macro-F1 Accuracy Macro-F1 Accuracy Macro-F1 Accuracy Macro-F1 Accuracy Macro-F1

Hyperparameters Average Ahmad Alireza Carlos Rahul

50 5 5 1024 0.5 0.001 256 54.84%
(±4.07)

43.15
(±4.21)

51.32%
(±0.94)

37.40
(±2.54)

57.35%
(±0.57)

48.20
(±0.24)

50.67%
(±1.21)

43.65
(±2.32)

60.02%
(±0.86)

43.34
(±0.21)

50 5 10 1024 0.5 0.001 256 53.34%
(±4.02)

42.11
(±5.11)

50.40%
(±0.43)

34.53
(±0.76)

55.78%
(±0.69)

45.02
(±1.97)

49.47%
(±1.47)

45.51
(±2.36)

57.71%
(±3.62)
(±3.62)

43.36
(±3.91)

50 5 2 1024 0.5 0.001 256 53.53%
(±2.68)

43.01
(±4.32)

51.52%
(±1.17)

38.63
(±3.60)

55.78%
(±1.04)

47.49
(±1.39)

50.67%
(±0.78)

45.22
(±1.70)

56.14%
(±1.29)

40.71
(±2.74)

30 5 5 1024 0.5 0.001 256 53.83%
(±6.05)

41.55
(±7.15)

47.62%
(±1.13)

32.29
(±1.57)

57.69%
(±1.14)

47.58
(±3.30)

48.42%
(±0.45)

37.59
(±0.38)

61.59%
(±0.91)

48.75
(±1.09)

50 10 5 1024 0.5 0.001 256 55.29%
(±3.84)

43.83
(±3.26)

52.31%
(±0.52)

39.04
(±1.11)

56.34%
(±0.69)

45.43
(±0.23)

51.58%
(±1.03)

45.72
(±2.57)

60.94%
(±1.26)

45.15
(±1.99)

50 10 10 1024 0.5 0.001 256 55.09%
(±3.96)

43.57
(±3.69)

51.26%
(±0.89)

39.40
(±2.59)

56.90%
(±1.67)

45.84
(±3.94)

51.72%
(±0.26)

43.85
(±1.92)

60.48%
(±0.73)

45.18
(±1.84)

50 10 2 1024 0.5 0.001 256 54.81%
(±3.57)

43.31
(±4.30)

51.98%
(±0.33)

37.33
(±2.75)

57.58%
(±0.00)

48.09
(±1.01)

50.88%
(±0.65)

43.06
(±1.17)

58.82%
(±1.33)

44.75
(±1.78)

50 5 5 1024 0.5 0.0001 256 57.40%
(±6.05)

43.70
(±6.58)

50.20%
(±1.33)

36.27
(±1.46)

60.94%
(±0.27)

53.82
(±0.74)

53.19%
(±0.53)

40.98
(±0.58)

65.28%
(±0.35)

43.75
(±2.24)

50 5 10 1024 0.5 0.0001 256 56.72%
(±5.46)

43.06
(±5.71)

52.12%
(±0.19)

34.92
(±0.53)

57.80%
(±0.69)

48.32
(±1.11)

51.79%
(±0.17)

40.73
(±0.88)

65.19%
(±0.65)

48.26
(±1.34)

30 5 5 1024 0.5 0.001 256 53.83%
(±6.05)

41.55
(±7.15)

47.62%
(±1.13)

32.29
(±1.57)

57.69%
(±1.14)

47.58
(±3.30)

48.42%
(±0.45)

37.59
(±0.38)

61.59%
(±0.91)

48.75
(±1.09)

30 5 10 1024 0.5 0.001 256 55.80%
(±5.54)

44.70
(±7.59)

50.73%
(±1.17)

34.39
(±1.13)

59.26%
(±1.26)

49.42
(±1.60)

50.53%
(±2.48)

43.53
(±6.08)

62.70%
(±0.79)

51.45
(±3.73)

30 5 2 1024 0.5 0.001 256 53.69%
(±4.11)

41.48
(±5.30)

50.26%
(±0.77)

33.40
(±1.56)

56.34%
(±0.84)

44.61
(±1.16)

49.26%
(±0.52)

40.78
(±0.46)

58.91%
(±0.65)

47.12
(±1.08)

30 10 5 1024 0.5 0.001 256 54.91%
(±4.72)

44.60
(±7.24)

50.13%
(±0.52)

33.95
(±0.40)

59.37%
(±1.38)

52.12
(±0.52)

50.60%
(±1.01)

42.87
(±3.02)

59.56%
(±1.71)

49.46
(±1.78)

30 10 10 1024 0.5 0.001 256 54.88%
(±5.42)

43.25
(±5.86)

49.14%
(±0.92)

33.63
(±1.22)

57.58%
(±0.99)

47.10
(±1.01)

50.67%
(±1.74)

45.11
(±1.33)

62.14%
(±1.38)

47.18
(±2.62)

30 10 2 1024 0.5 0.001 256 55.25%
(±3.90)

45.42
(±5.25)

51.46%
(±1.56)

37.93
(±3.93)

58.02%
(±0.42)

49.39
(±0.75)

51.86%
(±0.60)

49.25
(±1.08)

59.65%
(±2.23)

45.12
(±2.55)

Despite the promising approach used to represent videos,
the results are not as high as expected, being even lower than
the baseline proposed in Sect. 4. There may be various rea-
sons for this. For example, the part of the Faster R-CNN from
which the features are extracted may be one of the keys. For
instance, [37] exploited object features from an object detec-
tor and explained that they did not extract these features from
the R-CNN part (as we did), but rather from the object pro-
posal network (RPN) itself. Taking the feature vectors from
the R-CNN leads to a cross-domain problem, which may be
one of the reasons for having low results. In their setting, they
also mention that by taking pruned results from the R-CNN
(only considering annotated objects) there is a possibility of
missing objects that are not recognised as objects. This means
objects are taken without labelling, just exploiting the infor-
mation of the feature vectors. This is a reasonable approach to
represent the objects of the scene. In fact, [37] also leveraged
attention mechanisms to represent the interactions between
objects, leading to competitive results comparable to those of
I3D [8] and TSN [62] in the Kinetics dataset [8]. This work
may provide a hint on the importance of using feature vectors
from the RPN and the contribution of attention mechanisms
towards compressing all the features. In a similar fashion, [50]

extracted features of specific regions using the RPN’s detec-
tions instead of those of the R-CNN. We believe this was one
of themain shortcomings of our experiments. However, it was
not the unique one. The way the feature vectors are used in
the previous works or in recent ones such as the one carried
out by [64] lead to the conclusion that the features must be
pooled or attended so that all the information they contain
is better represented for the following task (such as action
classification or active object, as in this case).

6 Hand-Based AttentionMasks

The Faster R-CNN’s feature vectors contain many details
about objects, although that information is encoded, requir-
ing a system to extract patterns from them. Nevertheless,
object detectors also provide human-understandable informa-
tion such as BBs, which can be easily visualised. In fact, these
boxes can be seen as a type of hard attention, in which spe-
cific regions of images are surrounded by “attention masks”.
Given the importance that hands have in egocentric settings,
a BB around a hand or both hands can be seen as a way of
attending the manipulation of objects or the interaction with
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them, as objects are supposed to be close to hands when they
become active objects [70]. In fact, this idea has already been
explored in the literature in other forms. Ma et al. [36] trained
a network to segment hands, then a gaussian bump was cre-
ated around hands, where objects should have lain. A gaussian
bump can be interpreted as a soft BB around the location of
hands. This part was cropped for object classification, remov-
ing any other spatial information. Lu et al. [34] aimed at cre-
ating attention masks using gaussian bumps as supervision.
This may not be directly correlated to the previous approach,
but both have something in common. In this approach, instead
of the position of hands, they used the gaze position to cre-
ate the gaussian bump. The main idea behind both works is
that there are points in the space that are being attended by
a human and so each one applied their own methodology to
focus the attention on those regions.

In this part, an attentionmechanism to exploit the attention
point created by the position of hands is developed. For that,
we leveraged the Faster R-CNN’s predictions of Sect. 3.2 that
included the prediction of hands. Looking back at Fig. 6, the
“hand” class predominated among others, which led to a high-
recall hand detector.

6.1 AttentionMasks

An attention mask A ∈ R
H×W , with Ai j ∈ [0, 1], is a matrix

with the spatial shape of the input of a neural network X ∈
R

H×W×C , being H , W , and C the height, width, and the
number of channels, respectively. Positions (i, j) with high
values in this attention matrix A (close to 1) are positions that
should be attended in the equivalent (i, j) positions of the
original image X . When creating A, the BB coordinates of
hands detected in X are taken into account. These coordinates
(y1, x1) and (y2, x2) are two points in the space of X that can
be used to draw a BB that includes a single hand (from the
wrist to the fingers, not including the arm), being (y1, x1)
the top-left corner point and (y2, x2) the bottom-right corner.
In the case of the detection of two hands in a single frame,
the BB that needs to be created would include the BBs of
both hands. That is, a new BB with coordinates (y1, x1) and
(y2, x2) must be created, using the coordinates (y′

1, x
′
1) and

(y′
2, x

′
2), and (y

′′
1 , x

′′
1 ) and (y

′′
2 , x

′′
2 ) of the first and second hand

BBs, respectively. To compute the coordinates of the newBB,
the following formulas are used:

x1 = min(x ′
1, x

′′
1 ) (5)

y1 = min(y′
1, y

′′
1 ) (6)

x2 = max(x ′
2, x

′′
2 ) (7)

y2 = max(y′
2, y

′′
2 ) (8)

With this idea, a naive approach to create A would be to
create a binary mask, in which all the pixel values of Awithin
the BB would be set to 1 and any value outside of it to 0.
However, we propose a softened version of the binary mask.
It implies creating a 2D anisotropic gaussian bump centred
in the BB with a sigma equal to the height and width of the
BB. Those height and width are multiplied by a scaling factor
of 0.5 in our experiments. In contrast to a binary mask, the
attention mask is expanded through the whole image instead
of just having null values out of the hand area. However, posi-
tions outside of the BB will have very small values, smaller
as the distance to the centre of the BB (or the gaussian bump)
increases. Sample masks can be seen applied to images of the
EGTEA Gaze+ dataset in Fig. 18. To obtain these represen-
tations, an element-wise product between A and X is done,
for visualisation purposes.

If a single input contains several frames (as in the case of
a stack of OF), then the mask that needs to be created for that
input would be based on a BB that includes all the BBs of
the frames of the stack. This can be seen as an extension of
Eqs. 5, 6, 7, and 8 to more than two terms, as many as frames
are stacked. If the mask is applied to an input that consists of
a single frame, then the mask is directly computed with the
BB of that frame.

6.2 Architecture

So far, the CNN-M-2048 has been employed as an off-the-
shelf DL architecture for the feature extraction part, apart
from the specialised architectures of Sect. 5.2 (due to the type
of data they used). However, the former only extracts short-
term patterns and can only provide predictions for individ-
ual timesteps of clips, leaving another function (such as the
majority voting) the task of deciding the prediction for the
whole clip. To go one step further and inspired by the work of
[52], the architecture used for the experiments of this section
will include a long-termmodelling of clips. The type of struc-
ture suggested for that in the literature is a CNN-RNN sim-
ilar to that of [52]. Figure19 illustrates the general scheme
followed by CNN-RNN architectures. Given a sequence of
frames {F1, F2, . . . FN } (being N the number of frames), a
feature extractor g (implemented with a CNN) extracts fea-
tures for each frame Fi (0 ≤ i ≤ N ), obtaining a sequence of
features {g(F1), g(F2), . . . g(FN )}. These are passed to the
RNN to get a sequence of temporal or spatio-temporal fea-
tures {h1, h2, . . . hN }, in which hi represents the information
of the clip until the i th step. Usually, the last one, hN , is sent
to the classifier, which outputs a probability distribution.

Going into details, the chosen CNN architecture is a
ResNet50 network [23], a standard architecture in the lit-
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Fig. 18 Gaussian masks applied to images of the EGTEA Gaze+ dataset

Fig. 19 The Convolutional Neural Network (CNN)—Recurrent Neural Network (RNN) paradigm has two main parts: the feature extractor g,
implemented as a CNN, and the long-term modelling RNN. The system is fed with a sequence of frames {F1, F2, . . . FN } sampled from a video,
being N the amount of frames. Each frame is transformed by g, extracting the features g(Fi ) for each frame Fi . A RNN learns long-term temporal
patterns, predicting the {h1, h2, . . . hN } hidden states. The last hidden state, hN , is sent to the FC layer (the classifier) and a prediction is given, a
probability distribution p over a set of classes

erature. The feature cube g(Fi ) obtained from the network
has a high dimensionality in the depth dimension due to
the network applying many kernels. To alleviate the task for
the RNN module, a 1 × 1 convolution with 256 kernels is
applied so that the depth dimension reduces to 256. The RNN
that takes this sequence is a ConvLSTM [67], whose hid-
den states hi are 3D structures containing spatio-temporal

patterns. The FC layer has a number of units that match the
number of classes of the problemand applies a softmax activa-
tion to obtain a normalised distribution. Formally, the output
is p = {p1, p2, . . . , pM }, where pi ∈ [0, 1] is the probability
of the class i ,

∑M
i=1 pi = 1, and M is the number of classes.

The predicted class is computed as maxi {pi }, where i is the
index of a class.
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To apply the masking operation, we set the mask at each
timestep as another input to the system. Each mask will be
multiplied element-wise with its corresponding feature cube,
applying the same spatial mask to each channel. For that,
the mask is resized to match the spatial dimensionality of
the feature cube. Moreover, to disturb as little as possible
the pre-training of the feature extractor, the ResNet50, the
multiplication is performed with the last feature cube of the
network, g(Fi ), in the final convolution (prior to the 1 × 1
convolution). More formally, given a feature cube g(Fi ) of
shape H ′ × W ′ × C ′ from the last convolution and a mask M
of shape H × W , a resizing r and a depth-wise broadcasting
b is applied to the mask to match the dimensionality of g(Fi ),
i.e., r(M) ∈ R

H ′×W ′
and b(r(M)) ∈ R

H ′×W ′×C ′
. Then, the

Hadamard product is applied between g(Fi ) and b(r(M)) to
get g(Fi )′, a masked feature cube of shape H ′ × W ′ × C ′.
This will be fed to the 1 × 1 convolution as the next step in
the architecture, and so on.

6.3 Experiments

So far the GTEA Gaze+ dataset has been used for the exper-
iments. However, with the launch of the EGTEA Gaze+
dataset, a larger version of the previous dataset, this was
adopted for the last set of experiments. As EGTEA Gaze+
containsGTEAGaze+, the statements done so far hold, as the
former just extends the latter with more classes and samples.
In fact, as both datasets are similar, the hand object detector
trained for GTEA Gaze+ can be reused. Otherwise, training
a Faster R-CNN for the EGTEA Gaze+ dataset would imply
manually annotating object BBs again.

The following sets of experiments are carried out in this
part: one set of experiments aiming at classifying actions and
the other one active objects. For this problem, we defined the
following TP, FP, TN, and FN for the accuracy and F1metrics:

– TP: for the class i , if a sequence of images is labelled with
class i and the class i is the onewith the highest confidence.

– FP: for the class i , if a sequence of images is labelled with
class j and the class i is the onewith the highest confidence,
being j any class different to i .

– TN: for the class i , if a sequence of images is labelled
with class j and the class k is the one with the highest
confidence, being j and k any classes different to i and
being possible that j = k.

– FN: for the class i , if a sequence of images is labelled
with class i and the class j is the one with the highest
confidence, being j any class different to i .

For the training, 500 epochs are setwith early stoppingwith
a patience of 10 epochs using the Macro-F1 metric in the val-
idation set. The latter is built using a stratified set containing
10% of the training samples. For the object classification task,
the validation set is built stratifying according to the object
label and, for the action classification task, using the action
tag. The Adam optimiser is used with a learning rate of 10−5,
a batch size of 16 and 25 timesteps per sample. The results
are given per split and as the average of the three splits. For
each split, three consecutive experiments are averaged. For the
action classification, the results are summarised in Table12,
and, for the active object classification, in Table13.

So far, our results using gaussian masks have shown a
consistent slight improvement of the results in every single
experiment, both for active object and action classification.

Table 12 Results of the experiments for action classification with gaussian masks. For each row and column, the average result is presented on
top and the standard deviation is shown below

Average Split 1 Split 2 Split 3

Experiment Accuracy F1 Accuracy F1 Accuracy F1 Accuracy F1

Baseline 55.32%
(±2.60)

44.78
(±2.52)

58.21%
(±0.69)

47.99
(±0.16)

55.56%
(±1.26)

44.12
(±0.81)

52.20%
(±0.35)

42.24
(±1.06)

Gaussian
mask

55.98%
(±2.26)

45.12
(±2.20)

58.37%
(±0.56)

47.49
(±0.62)

56.46%
(±0.31)

44.96
(±0.16)

53.11%
(±0.87)

42.91
(±1.90)

Table 13 Results of the experiments for object classification with gaussian masks. For each row and column, the average result is presented on
top and the standard deviation is shown below

Average Split 1 Split 2 Split 3

Experiment Accuracy F1 Accuracy F1 Accuracy F1 Accuracy F1

Baseline 66.66%
(±2.25)

59.57
(±3.32)

69.39%
(±0.84)

63.99
(±1.30)

66.11%
(±0.87)

57.18
(±0.64)

64.49%
(±1.16)

57.53
(±1.28)

Gaussian
mask

67.49%
(±2.52)

60.74
(±3.82)

70.85%
(±0.77)

65.75
(±1.43)

66.50%
(±0.69)

57.34
(±1.31)

65.10%
(±0.23)

59.14
(±0.84)
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Table 14 Comparative table with the state-of-the-art approaches for action classification using the EGTEA Gaze+ dataset. The best results are
highlighted in bold. For our experiments we repeated each fold three times and we provide the mean and the standard deviation

Action classification

Approach Accuracy F1

Single-stream, RGB and flow inputs [30] 53.30% −
Two-stream [59] 66.00% −
Original two-stream [52] 41.84% −
I3D [52] 51.68% −
TSN [52] 55.93% −
Two-stream [52] 60.76% −
LSTA [53] 61.86% −
Multi-tasking network [25]* 68.99% −
Two-stream with STAM [35] 68.60% −
Multi-stream with SAP [65] 62.70% −
CNN-ConvLSTM with hands-aware
attention (Ours)

55.98% (±2.26) 45.12 (±2.20)

*Reports results only for the split 1

Specially for the former, the accuracy increased by 1%, sim-
ilar to new state-of-the-art results in other Computer Vision
tasks [31,57,69]. The use of gaussian bumps as an attention
mechanism has already been explored in the literature [30,71]
as a supervision signal to generate a mask that is later applied
to the features, as in our case. Ma et al. [36] generated gaus-
sian bumps to cropRoIs of images instead.Nonetheless, to the
best of our knowledge, we were the first ones implementing it
using an object detector to recognise hands and applying the
attention mask generated from the position of the hands.

Nevertheless, the results are not as high as expected.
The possible reasons for not obtaining higher results can be
attributed to (i) the performance of the hand detector, (ii) the
quality of some videos of the dataset (due to the lighting,
hands are not correctly detected), or (iii) the implementation
of the mask in the network, although the reason is not clear.
Regarding the latter issue, the specific hyperparameters to
build the mask and apply it may not be the most appropriate
ones (although there has been an exploration of some config-
urations) or it may be that not using masks when no hands are
detected or changing the features mid-way could destabilise
the training. Other authors applied a mask generated by the
network itself, probably avoiding this issue. Another possible
reason for the latter approach to perform better is that guiding
the training of the feature extractor for the objective of recog-
nising active objects or actions alongside predicting attention
masks may be the key to improve this type of attention mech-
anism.

For the sake of comparison, Table14 compares the best
result obtained on actions using gaussian masks with other
state-of-the-art approaches on the EGTEA Gaze+ dataset.
To the best of our knowledge, there were no reported results
of active object classification for the EGTEA Gaze+ dataset

and, thus, we only show the comparison for action classifica-
tion. We did improve or equal the result of some off-the-shelf
state-of-the-art networks such as I3D and TSN, while other
approaches employing more information obtained up to 5-
6 points of accuracy more than us. One of the best results,
obtained by [25], just employing RGB images like us, went
up to 68.99% of accuracy (although just in the first split of the
dataset). They argue that a multi-tasking approach forces the
network to generalise better, learning verbs, objects, coordi-
nates for hand locations, and the gaze-based visual saliency
at the same time. Similarly, for the Gaze+ dataset, [36] learnt
verbs, objects, and actions and obtained the best result so
far for that dataset. This could point towards the use of multi-
tasking approaches as a promising approach for the EAR and,
possibly, for the active object detection. Other approaches
made use of two-stream architectures including flow infor-
mation or even object detection features [65] and/or archi-
tectures that include attention, such as the LSTA [53] or the
two-stream network of [35].

7 Conclusions

In this chapter several proposals for action classification and
active object recognition have been proposed. Starting from
the baseline SpatialNet to infer actions and active objects, then
the BOM representation and the proposed MSCNN archi-
tecture to exploit it, and, finally, the use of spatial gaussian
masks to focus the attention in regions where hands’ pres-
ence is detected. After all the experiments, we concluded that
the recognition of active objects is not trivial and that more
research is required on this topic. However, some valuable
observations can be extracted from this chapter.
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– The temporalmodelling of videosmust be done carefully.
In Sect. 4, our first approach included a mean pooling of
the predictions of single inputs to provide an average pre-
diction for the video. However, the latter highly depended
on the local patterns extracted, with no correlation between
the subsequent timesteps apart from the mean pooling. We
believe the addition of the ConvLSTM to the network pro-
posed in Sect. 6 was a step in the correct direction.

– The object feature vectors from RPN networks seem to
be a promising complementary information that can be
used alongside RGB and OF features in the usual multi-
stream approach. Furthermore, going one step further and
combining object feature vectors with features extracted
from other streams may lead to competitive results [64].

– Attention mechanisms have increasingly become more
popular as a way to improve results without scaling net-
works to become bigger and adding little computation
and memory overhead in general. The type of attention
included in Sect. 6 was our first attempt in introducing a
type of attention that does not require specific annotations
in the dataset such as gaze points. Although a hand detec-
tor is still required for this, it could be obtained from other
bigger datasets without requiring any fine-tuning.

– Multi-tasking approaches may lead to improved gen-
eralisation, as demonstrated by the state-of-the-art results
obtained by [25,36] in the GTEA Gaze+ and EGTEA
Gaze+ datasets, respectively. In fact, aiming at learning
egocentric features, verbs, objects, and actions labels at
the same time, following the literature of the EAR field,
may be the key to improve active object recognition and
EAR even further.
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Pulmonary Fibrosis Progression Prediction
Using Image Processing and Machine
Learning
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Abstract

The onset of COVID-19 has focused the attention of the
research community on lung diseases and conditions.
Idiopathic pulmonary fibrosis (IPF), in which internal
scarring of the lung takes place, has gone undetected
among the various populace. This condition has no
known cure. So far, computer vision researchers, along
with radiologists, have been successfully able to identify
the IPF through lung CT-scans but have had difficulty in
identifying the severity of IPF. In this research, we will
investigate the use of image processing and machine
learning techniques to identify the progression of the
disease. For that, we will build two machine learning
models and compare them. The first model uses patients’
biological indications and some histogram features of the
CT scans. The second model uses the ensemble method of
a convolution neural network (CNN) of patients CT scans
and quantile regression of the patient’s biological data for
predicting the Forced Vital Capacity (FVC, an indicator
of IPF severity). The results showed that by using the
second model, we got a higher r2 value of 0.93 versus
0.89 using the first model and that the biological data had
more importance than the CT scans for predicting the
lung declination.

1 Introduction

1.1 Pulmonary Fibrosis

The lungs is made up of millions of tiny air sacs called
Alveolus, these sacs are responsible for absorbing oxygen
into the blood stream through its outer membrane (alveolus
walls). These walls are very thin which allows oxygen to get
in and carbon dioxide out of the blood stream. In medicine,
the alevous walls dieases is under the family of interstitial
lung diseases [1]. This family includes alevous walls dieases
of proliferation, inflammation and fibrosis. Among these
dieases is pulmonary fibrosis, which happen as a result of
alveolar wall scare and inflammation. Idiopathic pulmonary
fibrosis is considered one type of Pulmonary Fibrosis dis-
eases. Idiopathic pulmonary fibrosis is considered to be the
most severe among the pulmonary fibrosis family. In general
pulmonary fibrosis causes some inflammation to the alevous
wall, which creates a build up over that wall that makes it
difficult for air to enter the blood stream (difficulty in the
inhaling process). Thus the patients suffer from short breath.
According to [2, 3], the mean and median life expectancy for
IPF patients is 3.5 and 2.5 years respectively which is very
short period of time.

Pulmonary Fibrosis can happen from multiple reasons
such as: The prior or current exposure to dusts, welding
fume, vapors or fibers (e.g. coal, silica and others) [4].
Another reason of PF is Hypersensitivity pneumonitis which
is the high sensitivity of lungs to airborne particles due to
some exposure to animals and mold. Moreover, The use and
exposure of drugs that affects the lungs such as amiodarone
and chemotherapy can also cause PF. Furthermore, The
repetitive chest scans radiations can also damage the alve-
olus walls causing Pulmonary Fibrosis. PF can also happen
without any known reason such conditions can be called
idiopathic, Non-specific, Interstitial and pneumonia PF
[5, 6].
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In the past years, the treatment of interstitial lung diseases
in general has changed as the research started to focus more
on the lung dieases. FDA approved medicine such as pir-
fenidone [7] and nintedanib [8], were proven to slow down
the declination of the FVC [3] but with huge side effects.
Some research works in [9] believe that a lung implant
would be one of the best options to treat pulmonary fibrosis
patients specially the idiopathic pulmonary fibrosis patients.

The identification of pulmonary fibrosis is done by either
of the two ways imaging or biopsy. The first way is by using
imaging devices such as X-ray, CT-scanners which is a
combination of multiple X-ray slices taken from multiple
directions and Echocardiogram which unlike previous
methods, uses sound waves to take an image of the heart and
visualize the pressure occurring in the right side of the heart.
These methods will detect the existence of UIP pattern in the
lung. However, sometimes, the UIP pattern is not revealed
so an invasive biopsy will be done to patients, where the
medical doctors takes some small tissues from the lung for
analysis [10, 11]. Moreover, some doctors would also
require the patients to do other tests as Forced vital capacity
(FVC) test, where the patient has to exhale rapidly through a
tube that is connected to a measurement machine The output
of this device will be the amount of air the lung can hold and
how quick is the exhaling process [12]. Many studies has
been done to test the reliability of the FVC measurement and
it was proven to be reliable measurement in [13]. An over-
view of the methods used in PF identification is presented in
Fig. 1. Figure 2 shows the effect of PE on alevous wall.

1.2 Machine Learning and Lung Diseases

Yann LeCun’s work in 1998 showed the possibility of
several neurons stacked as different layers, as a multi-layer
perceptron (MLP), can help recognize the alphabets or
numbers from an image. But later the field went into a silent
decade as the availability of data was scarce and computa-
tion power by machines was expensive. The advent of
powerful graphical processing units (GPU) which were
primarily manufactured for gaming purposes in the 2000s
decade, enabled various scientists to renew interest in this
possibility. Even the problem of scarcity of data was
resolved with the advent and efficiency of the internet.
Thereby, making large scale research in the computationally
expensive and data-intensive field of deep learning possible.
Deep learning is a short word to describe deep neural net-
works. Each layer is a set of mathematical functions with
in-built values known as weights. When a network is trained,
i.e., the weights are adjusted so that the output is as much
correct as possible with the maximum accuracy. Image
recognition was still a difficult task computationally, slowly
progressing towards handwritten digits recognition, using
other classical image processing techniques.

According to LeCun [14, 15], by early 2000s, many
banks were using the same technique to check the authen-
ticity of signatures on cheques.

In 2012 ImageNet Large-Scale Visual Recognition
Challenge (ILSVRC) [16], a grand competition for image
recognition challenges, large deep convolutional neural

Fig. 1 Diffrent methods used to
in the identification of pulmonary
fibrosis

160 A. E. Aboeleneen et al.



networks architecture emerged as an unexpected winner.
Since then, the focus of image recognition tasks has been
convolutional network networks, where convolution is a
mathematical image processing operation. Since then, vari-
ous large CNNs trained on bigger datasets have been
released which have been correctly able to identify almost
every object on the internet, culminating with GoogLeNet
[17] CNN released in 2015 by Google trained on every
image that they have in their database.

Later enhancements in object detection and segmentation
techniques, such as R-CNN [18], enabled the successful
multi-class multilabel detection and classification. The
researchers then came up with a technique known as transfer
learning, where a pretrained model, for example, GoogLe-
Net can be directly downloaded, and with little modification
to the massive downloaded CNN, the trained model can be
applied to any task and good results can be obtained. This
technique eliminated the need for many researchers to create
a model from scratch, train the model, which is computa-
tionally expensive and long duration task. Any trained
model can then be downloaded and then used on any image
classification task by anyone, even with little complexity.

Radiologists such as Levin et al., utilized the power of
transfer learning, taking the pre-trained ResNet-v2 [19]
model and applying it to lung CT-scans to effectively clas-
sify the patients who suffer from idiopathic pulmonary
fibrosis. This was mere classification with good accuracy
and results but could not tell the severity of the disease and
how long the patient can live more. This is where the scope
of our research lies, predicting the severity of pulmonary
fibrosis and giving the FVC value and how long the patient
can live more. Table 1 gives a timeline of major Convolu-
tional Neural Networks advancements and specific remarks
about them in relation to our research.

Quantile regression is an advanced version of the most
commonly used standard linear regression. It is used when

we also need to have confidence on our regression output.
Unlike normal linear regression models, which calculates the
conditional mean using the method of least squares, in
quantile regression, we are looking for the conditional mean.

We are not limited to finding the median for quantile
regression, but we quantify every quantile—(percentage) in
the function variables for a given value. For example, if we
were to find the 25th quantile for a particular home’s price, it
would mean that there is a 25% risk that the real house price
is below the projection, and there is a 75% probability that
the price is higher.

It is a highly scalable statistical modeling technique
because it uses a linear model to match conditional quantities
of the response without assuming a parametric distribution.
It estimates the whole conditional distribution of the
response and allows predictors to rely on the form of the
distribution. The plots show the effects of predictors on
various parts of the distribution of response. When correct-
ing for the effects of covariates, it may estimate the quantile
levels of observations.

Since the identification process of pulmonary fibrosis
involves the usage of CT images and/or FVC measurement,
researchers has taken this opportunity to explore the usage of
machine and deep learning techniques such as Convolution
neural network (CNN) to identify the existence of pul-
monary fibrosis using the CT scan images. However, none of
the past researches has discussed the usage of machine and
deep learning techniques in predicting the severity of the
lung declination (in terms of amount of FVC or lung vol-
ume) in pulmonary fibrosis.

In this work, we will create two machine learning models
to predict the declination of lung performance through pre-
dicting the lung FVC value for patients that were diagnosed
with pulmonary fibrosis. The first model will utilize some
biological data about patients such as their sex and age in
addition to some CT image processed features such as the

Fig. 2 Alevous wall with and without Pulmonary fibrosis
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hounsfield histogram of the pixels. The other model will use
an ensemble method of CNN of CT scans and quantile
regression of the biological data (Table 2).

2 Dataset

In 2020, Open Source Image Consortium (OSIC) [20],
released the dataset containing 176 cases of idiopathic pul-
monary fibrosis (IPF). This dataset contains two types of
data, the first is the CT scans of the patient’s lungs. The
second data type is the patient’s biological indicators such as
age, sex, smoking data and forced vital capacity (FVC) and is
in a CSV format. The tabular data description is as follows:

(1) Patient: a unique Id for each patient (also the name of
the patient’s DICOM folder)

(2) Weeks: the relative number of weeks pre/post the
baseline CT (may be negative)

(3) FVC: the recorded lung capacity in ml
(4) Percent: a computed field which approximates the

patient’s FVC as a percent of the typical FVC for a
person of similar characteristics

(5) Age: The age of the patient (mostly older than 60 years old)
(6) Sex
(7) Smoking Status: Smoker, ex-smoker or non-smoker

3 Literature Review

The difficulty of lung disease diagnosis for usual interstitial
pneumonia (UIP) or Pulmonary fibrosis, has motivated some
researchers in finding solutions that are faster, cost-efficient,

Table 1 Timeline of CNN and
their milestones

Year Method Applications/Remarks References

1998 Small CNN Lenet-5, first prototype of CNN Lederer and Martinez
[1]

2012 CNN AlexNet, first proper CNN King et al. [7]

2014 CNN VGG, very large CNN Richeldi et al. [8]

2015 CNN GoogLeNet, CNN trained on largest dataset Cosgrove [4]

2015 R-CNN Faster R-CNN, image object detection King et al. [5]

2017 Transfer
learning

First demonstration of transfer learning Yu et al. [9]

2018 Transfer
learning

Inception-ResNet-v2, transfer learning on
pulmonary fibrosis
CT-scan, just classification

Vasarmidi et al. [6]

2019 Efficient CNN EfficientNet, Enhanced CNN architecture Cottin et al. [10]

Table 2 Glossary of all medical
terms used

Term Description

CT A computerized tomography (CT) scan created by specialized devices for pulmonary
diagnosis

IPF Idiopathic pulmonary fibrosis is a type of lung disease that results in scarring (fibrosis)
of the lungs for an unknown reason

UIP Usual interstitial pneumonia (UIP) is a form of lung disease characterized by
progressive scarring of both lungs.

COPD Chronic obstructive pulmonary disease (COPD) is a type of obstructive lung disease
characterized by long-term breathing problems and poor airflow

ARD Acute respiratory disease events (i.e. Severe shortness of breath or breathlessness.
Rapid and labored breathing.)

RNA-seq RNA-seq (RNA-sequencing) is a technique that can examine the quantity and
sequences of RNA in a sample using next-generation sequencing (NGS).

concordance
statistic

Measure of goodness of fit for binary outcomes in a logistic regression model

Biposy Sample of tissue taken from the body in order to examine it more closely.

AUC Area under curve

CADe Computer-aided detection (CADe) and diagnosis
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and accurate instead of the manual radiologist’s diagnosis
[21]. Overall, the approaches explored can be categorized
into three main categories: firstly, the usage of Deep learning
along with CT scans, secondly the usage of deep learning
with genomes, and finally, the use of computer-aided soft-
ware that utilizes machine learning intelligence.

3.1 IPF and CT Scans Using Deep Learning

Authors in [22] have created a deep convolution neural
network (CNN) algorithm that uses high resolution CT scans
to categorize the patient’s CT images into three categories:
positive PF, possible to have PF, and negative PF. The
authors have divided these categories twice. Firstly, based on
the 2011 ATS/ERS/JRS/ALAT criteria [11] and secondly
based on Fleischner Society criteria [21]. The authors’
retrieved the data from two specialized health centers for
lung diseases. The data consisted of 1157 high-resolution
CT scans that were divided into three categories training,
testing, and validation; after that, the lung area was seg-
mented, then data was augmented to increase the size before
being trained using the CNN. When testing with unseen data
of 150 High-resolution CT scans. The algorithm has shown
great testing results that outperformed 91 sub radiologists by
a mean accuracy of 73.3% versus 70.7% respectively, in less
than 3s. Although the paper showed that deep learning could
have the same performance as the radiologists. The amount
of data used for training was only 929 CT scans, which is
usually lower than what is provided for deep learning tasks.
That problem was partially addressed using data augmen-
tation. Moreover, the writers did neither mention the struc-
ture of CNN nor how they have chosen the optimal
parameters. Furthermore, only one expert has done the
labeling for the main training set, which might have caused
some incorrect or biased algorithm decision.

Since IPF is considered as a single disease in a family of
chronic obstructive pulmonary diseases (COPD) Authors in
[23] have shown CNN usage in staging, predicting both the
mortality and acute respiratory disease events (ARD) of
COPD in smokers dataset. The training CT scan dataset was
acquired from COPDGene and had 7983 participants. The
testing dataset was composed of around 2672 CTs, 1000 of
them were acquired from COPDGene patients, and 1672 was
from ECLIPSE patients. Logistic regression was used for
both COPD diagnosis and ARD prediction. Cox regression
has been used to estimate mortality. In COPDGene, the
concordance-index for COPD detection was 0.856. Partici-
pants were accurately staged(i.e., the patient was known to
be in which phase of the COPD) with a probability > 50%,
meaning that nearly half of the participants were phased
correctly. Around 75% were within one or an adjacent
COPD stage. On the other hand, the algorithm predicted

much lower results in identifying the correct phase of
ECLIPSE patients with a percentage of 29% and 75% for
being in one stage or an adjacent COPD stage respectively.
Another CNN model built by the same authors predicting
ARD fatality of patients had concordance-index of 0.64 and
0.55 for COPDGene and ECLIPSE patients respectively.
Moreover, CNN predicted patients mortality with moderate
distinction (c-indices 0.72 and 0.60, respectively). Overall,
the authors provided multiple experiments and good results;
however, the number of CT scans used was not enough; a
data augmentation would have been needed. Moreover,
accuracy results for predicting the patients’ COPD phases
were low (51.1%). Furthermore, the authors have not dis-
cussed ECLIPSE patient data having a lower accuracy per-
centage in nearly all tests.

3.2 IPF and Genomes Using Deep Learning

Researchers in [24] have explored the usage of genes to
identify IPF. The researchers used samples of genes of
individuals suffering from IPF extracting the effective part of
the genome in a process called RNA-sequencing. The
RNA-sequencing helped to identify which genomes are
active and which are not. In particular, this information has
been used along with a machine learning algorithm to dis-
criminate between individuals with IPF and non-IPF based
on the genome activity’s heterogeneity. The data used was
collected from 113 patients with multiple samples per patient
as an RNA sequence of 26 K genomes taken using the
patient’s lung biopsy. The authors stratified the dataset to
avoid overfitting before doing cross-validation during the
training and testing phases. Moreover, researchers tested
multiple classifiers such as random forest, support vector
machine, neural network, and the penalized logistic regres-
sion had the best results of Area under curve (AUC),speci-
ficity, and sensitivity with 0.90, 0.92, and 0.73 respectively.
Overall, the paper showed exciting results and a unique way
of classifying patients. However, acquiring RNA from a
patient using a lung biopsy is not preferable to medical
doctors since many patients might be medically fragile to
withstand a surgical biopsy.

3.3 IPF and Computer-Aided Software

Other contributions in IPF identification were examined in
[25] to find the best CT scans parameters that identify the
progression of IPF. The authors evaluated CALIPER’s use
(Computer-Aided Lung Informatics for Pathology Evalua-
tion and Rating) for analyzing the severity and progression
of some pulmonary abnormalities. The CALIPER was able
to detect and extract features that were not visually
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identifiable in CT scans. Researchers have assessed the
CALIPER performance with high-resolution CTs for over
two years. They have found that predicting pulmonary vessel
volume (PVV) from CALIPER was an accurate feature to
diagnose the progression of the IPF. Although the testing
duration of the CADe is long, the number of patients sam-
ples(283 patients) tested was low.

Most of the reviewed papers have concentrated on iden-
tifying idiopathic pulmonary fibrosis or COPD cases, among
other lung conditions, using some approaches as genomes,
CT scans, and CADe. However, none of the papers have
discussed machine learning usage to predict the progression
of the IPF specifically. This is needed nowadays because of
the effect of COVID19 and its side effects even after
recovery that may lead to pulmonary fibrosis as mentioned
in [6, 26]. We will investigate the usage of two different
machine learning models based on high-resolution CT scans
and some biological patient features to predict PF
progression.

4 Methodology

We have created two different approaches to tackle the
problem of predicting lung capacity declination. The two
Approaches we proposed can be seen in Table 3. Both
Approaches uses the two data types described earlier in the
dataset section (i.e., tabular + CT scans). However, The two
models differ in the processing of the biological data and the
extraction of the CT scans’ features. The first model uses
state of the art regression model of the biological data and
uses CT slices Hounsfield histogram values such as the
mean, skewness, and kurtosis. Extracting Hounsfield his-
togram values of CT scans has been used in previous work
[27], and it has been proven that the Hounsfield histogram
changes according to the condition of the lungs, Fig. 3
represents the changes in Hounsfield unit (HU) for healthy
and non-healthy lung [27]. On the other hand, The second
approach uses a Quantile regression neural network based on
patients biological dataset to predict their FVC along with
extracting the patterns in the CT scan images using the
EfficientNet convolution neural network (CNN).

4.1 Analysis

Since this is real medical data, each patient has their number of
CT scans as presented in Fig. 6. The data includes about 1549

rowof biological data, 33026CT scans, 880 of them is used for
testing, some sample CT slices are shown in Fig. 4, it is
important to note that some of the CT slices were having dif-
ferent resolutions as depicted in Fig. 5c and some CT images

needed color correction. Moreover, the dataset provides
unbalanced categories of data where the number of males
exceeds the number of females, and the number of
ex-smokers exceeds the smokers and non-smokers as seen in
Fig. 5a. Most of the used data is for older adults. The age
distribution is shown in Fig. 7. The lung FVC declination of
three random samples per week is shown in Fig. 8.

4.2 Pre Processing

Starting out with the data analysis, we did not find any
missing data. Some data had outliers, but we have decided
not to remove these outliers since the number of records in
the tabular data is small and corresponds to large amount of
CT scan. Moreover, we had many observations about the
current data, as seen in the previous section. In the
pre-processing phase, we solved the problems we had ear-
lier, such as different image sizes, which were solved by
cropping or scaling up the images. Black images were solved
by exposure correction, as it gave us the best experimental
results. Moreover, to be able to understand the components
of the CT scans, a windowing operation has been applied to
linearly transform the ct slices pixel values to Hounsfield
unit (HU); once this is done, the components scanned by CT
scanners can be identified as presented in Table 4. Further-
more, the CT scans included the lung, the bones and blood
vessels around the lung, so we had to segment out the lungs
only. For lung segmentation, we have used k-mean cluster-
ing to cluster hu values and multiple erosion and morpho-
logical dilation operations to remove vessels and holes in the
lung to make it one piece. This method has been used
because it was easier to implement. Other methods for lung
segmentation which could have been chosen, can be found
in [28]. After that, the extraction of the CT scans Hounsfield
histogram properties was quickly done. The successive steps
included the creation of a machine learning model for both
approaches that we used. In the first approach, we have
selected the extra tree regressor after many experiments. On
the other hand, The second approach included quantile
regression, which has proven its advantages over other
regression methods, and CNN, which is one of the most
famous techniques used for CT scan analysis. A full over-
view of the taken steps is presented in Fig. 9.

164 A. E. Aboeleneen et al.



Table 3 Different approaches
used to solve the problem

Approach 1st approach (Tabular + hu histogram) 2nd approach (Ensemble,
Tabular + CT)

Input (after feature
engineering)

– Base FVC
– Age
– Sex
– Smoking Status
– Baseline week
– Lung Percent
– CT Hounsfield histogram features (Mean,
Skewness, Kurthosis)

– Lung volume

– Base FVC
– Age
– Sex
– Smoking Status
– Baseline week
– Lung Percent

Output FVC

Framework NA PyTorch

Model techniques Extra Tree regressor
Decision Tree other
State of art

75% quantile regression+
25% CNN

Fig. 3 Hounsfield histogram for
Healthy and IPF individuals
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Fig. 4 Sample CT slices
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(a) Unbalanced dataset, for gender and Smoking (b) Unbalanced dataset, different number of followup weeks per patient

(c) Different resolution of CT scans

Fig. 5 UnBalanced dataset problems
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5 Experiments

This section will discuss the steps and experiments in the
whole pipeline presented in the methodology section.
Starting with the pre-processing, Dark and un-equal sized
images can be seen in Fig. 10. After we have processed
those images by resizing and correcting the images, a sample
of the new images can be seen in Fig. 11.

5.1 Model Creation

We have run our experiments on cloud service [29], namely
Google Colab [30] GPU, which is available for free and is
known for its good performance [31]. A graphical process-
ing unit (GPU) has been used to train deep learning models.
GPUs are good for parallel computation, which is done by
various deep learning libraries [32, 33]. We have trained our
deep learning model (second approach) using PyTorch [34]
deep learning framework.

Fig. 6 Different number of CT scans per patient

Fig. 7 Age distribution of
patients
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(1) First model: For the first model, we have used PyCaret
library [35], which is a library that helps with experi-
menting with different machine learning state of art
algorithms with k-fold validation method. We have
used the hold-out method to split our data into 80%
training and 20% to be used for validation. The results
of the training set for most of the regression algorithms
after parameter tuning with error measures such as
mean absolute error (MEA), mean square error (MSE),
root mean squared error (RMSE), R2 error, root mean
squared logarithmic error (RMSLE), mean absolute
percentage error (MAPE) given by various models can
be seen in Table 5, the prediction plot is also available
in Fig. 14. Testing the models on the testing set is
presented in Table 6.

(2) Second Model: For the second model, we have trained
the deep learning networks in batches, using batch
normalization [36]. Adam optimizer [37] has been used
as optimization function. The most used activation
function in our neural networks was the Swish [38]
activation function, which have proven its advantage
over ReLU activation function in complex datasets. We
created a simple ensemble blend of 2 models, with best
folds from EfficientNet and Quantile Regression Dense
Neural Network (QRDNN), quantile regression

prediction can be seen in 15. Figure 12 shows us the
best epoch marked by green during the training of
QRDNN along with the uncertainty in prediction, also
known as a confidence value.

6 Results and Discussion

The first model approach that has used the patients’ bio-
logical data and the hounsifield histogram features has
resulted in a r2 value of 0.98 and 0.89 in the training and
testing set respectively. On the other hand, the second
approach has improved this results with small amount by
getting Laplace Log Likelihood error of approximately –6.8
and an r2 value of 0.93. Figure 13 shows the log likelihood
error over optimized predicted FVC and confidence values.
Astonishingly, from the first model features Fig. 16 we saw
that biological data have more importance than CT scans
features. This might be because of the individuals’ genomes
structure or their cell structure, which needs to be further
investigated. In the second model, we had the same obser-
vation where the quantile regression model based on the
biological data had more accurate results than CT scans
alone. CT scan analysis only provided partial improvement

Fig. 8 Lung FVC declination for
samples of different groups

Table 4 Hounsfield values
corresponding to different
substances

Substance Hounsfield Unit value (HU)

Bone From +700 to +3000

Soft tissue From +100 to +300

Blood From +30 to +80

Muscle From +10 to +40

Water 0

Fat From –100 to –50

Lung –500

Air –1000
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over the quantile regression model. Also, most preprocessing
techniques such as data augmentation and normalization did
not help make better predictions. In some cases, it has been

found that biological data alone gives good enough results,
as compared to combined CT-scan based predictions
(Figs. 14 and 15).

7 Conclusion

In conclusion, our goal was to predict the lung declination of
patients who suffer from pulmonary fibrosis by predicting
the lung’s forced vital capacity (FVC). We have built two
machine learning models one that uses image features and
biological data and the other model uses an ensemble of
EfficientNet and quantile neural network. Our results
showed that ensemble learning works better for these med-
ical condition progression detection with r2 value of 0.93
versus r2 of 0.89 from the first model. We have also found
out CT-scans give only partial information about the pro-
gression of PF and that the most useful information was the
patient’s biological indicators which may need to be further
explored. Moreover, most pre-processing techniques such as
data augmentation and normalization did not help make
better predictions. In some cases, it has been found that
biological data alone gives good enough results, as com-
pared to combined CT-scan based predictions.

8 Impact

The following are potential beneficiaries of the research:

• Radiologists who would be able to cut down diagnosis
time and prevent exhaustion

• Hospitals that can rapidly process patient data and reduce
costs or maximize profits

• Patients and their families would be able to better
understand their prognosis, and this will also enable them
so psychologically prepare themselves with this incurable
lung disease

• Drug manufacturers can enhance their research and
development of drug design and its trial, with accelerated

Fig. 9 Methodology overview

170 A. E. Aboeleneen et al.



Fig. 10 CT scans problems

Fig. 11 Lung segmentation and color correction after processing
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Table 5 Training results for first
approach model

Model MAE MSE RMSE R2 RMSLE MAPE TT
(Sec)

Extra trees
regressor

57.6229 9722.5702 93.5579 0.9843 0.0382 0.0236 0.2750

CatBoost
regressor

66.6890 10306.6491 97.6805 0.9835 0.0394 0.0270 1.1310

Extreme
gradient
boosting

75.5414 15322.8708 120.6576 0.9746 0.0489 0.0308 0.3380

Light gradient
boosting
machine

77.1412 16247.9517 122.6801 0.9745 0.0463 0.0307 0.0460

Random forest
regressor

82.6138 16556.5800 123.6587 0.9732 0.0520 0.0342 0.3310

Gradient
boosting
regressor

99.8086 20264.5928 139.3933 0.9672 0.0555 0.0402 0.0660

Decision tree
regressor

101.1458 26437.5815 158.7819 0.9570 0.0674 0.0414 0.0110

Lasso regression 134.2200 32225.0555 178.0294 0.9497 0.0738 0.0547 0.0100

Least angle
regression

134.9532 32311.3717 178.2815 0.9496 0.0741 0.0551 0.0110

Ridge
regression

134.7114 32309.4939 178.2653 0.9496 0.0740 0.0549 0.0090

Linear
regression

134.9532 32311.3867 178.2815 0.9496 0.0741 0.0551 0.0100

Lasso least
angle regression

141.8080 36683.7819 189.8829 0.9425 0.0780 0.0572 0.0100

Elastic net 144.1506 37889.7180 192.9290 0.9404 0.0797 0.0586 0.0100

Bayesian ridge 147.0046 39342.2331 196.6467 0.9381 0.0817 0.0600 0.0090

AdaBoost
regressor

157.8523 40539.7317 199.8037 0.9360 0.0839 0.0639 0.0690

Huber regressor 141.9048 42074.3836 203.2188 0.9337 0.0836 0.0583 0.0230

K Neighbors
regressor

143.2599 48199.6139 215.1032 0.9266 0.0850 0.0582 0.0360

Orthogonal
matching
pursuit

162.4504 51541.6821 225.3735 0.9190 0.0928 0.0661 0.0090

Passive
aggressive
regressor

237.6534 99813.5897 305.9086 0.8454 0.1288 0.0936 0.0110
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Table 6 TOP 5 testing results
for first approach model

Model MAE MSE RMSE R2 RMSLE MAPE TT (s)

Extra trees
regressor

162.4504 67030.6821 270 0.8943 0.1288 0.0661 0.2240

CatBoost
regressor

178.4593 87002.2423 312 0.8635 0.0394 0.0270 1.1310

Extreme gradient
boosting

216.2342 99813.5897 343 0.8446 0.0489 0.0308 0.3380

Random forest
regressor

223.7832 100233.4355 367 0.8232 0.0520 0.0342 0.3310

Passive
aggressive
regressor

237.6534 100423.4523 402 0.8135 0.1288 0.0936 0.0110

(a) Training and validation loss in QRDNN training
(b) Confidence Interval

Fig. 12 Quantile regression loss and confidence interval
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(a) log likelihood error over optimized predicted FVC (b) confidence values

Fig. 13 Error measure over predicted Forced Vital Capacity (FVC) and Confidence value

Fig. 14 Prediction error of Extra tree regression after tuning

174 A. E. Aboeleneen et al.



development since they will have access to more accurate
patient data

• Potential to diagnose and develop novel treatments for
other incurable lung diseases
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A Simulation-BasedMethod to Study
the LQT1 Syndrome Remotely Using
the EMI Model
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Abstract

The COVID-19 pandemic has spurred the development
and application of new technologies in telemedicine to
overcome limitations on in-person interactions between
patients and doctors. In particular, increased use of com-
puter simulations can help us identify underlying mecha-
nisms for pathologies and which treatments may be best
suited for them when in-person appointments are not fea-
sible. For example, long QT syndrome (LQTS) is a car-
diac condition that can lead to potentially fatal arrhyth-
mias. One of the most common long QT syndromes,
LQT1, causes structural abnormalities of potassium ion
channels that in turn reduce certain potassium currents
at the cellular level in the heart. In this paper, we use
the extracellular-membrane-intracellular (EMI) model to
simulate the effects of LQTS. The EMI model resolves
the detailed characteristics of individual cell membranes,
which is where the affected ion channels are localized, thus
making it uniquely suitable for studying such effects. We
compare simulations from data from healthy cells, cells
that exhibit LQT1 syndrome, and cells that have been
treated with a drug to restore healthy heart function. These
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simulations demonstrate that advances in biomedical engi-
neering combined with computer simulation can enhance
the power and applicability of telemedicine well beyond
the current state.

1 Introduction

The use of telemedicine has risen steadily over the past
decade [4,10]. The benefits it offers to health care are undeni-
able: shorter wait times for appointments, elimination of in-
clinic wait times and travel time, greater access for patients
in rural or otherwise remote areas, and lower costs [10,37].
Until recently, these benefits were still at odds with the status
quo of in-person medical treatment, restricting telemedicine
to an exception rather than a rule. Since the emergence of
COVID-19, however, a healthcare model that is reliant on in-
personmedical treatment has proven to be inadequate because
this model places undue risk on both patients and health-
care providers. In response, there has been a sharp increase in
interest from both patients and healthcare providers in using
telemedicine services [5]. Fields such as medicine, engineer-
ing, computer science, and information technology are con-
tinuing to rise to the challenge of developing the technology
that is needed to meet this demand.

Computer simulations used to model various systems in
the body have a significant role to play in the movement
toward telemedicine. Cardiac simulations are one such tech-
nology that will add to ways in which physicians can prac-
tise medicine in a remote manner. In order for patients to
optimally benefit from such technologies, there is a need for
cardiac models to be both customizable and accurate. These
characteristics will allow themodel to take in input that is spe-
cific to a patient—disease parameters, medication, implanted
devices, etc.—and produce output that is accurate enough to
reduce or even eliminate the need for a patient to come in to
the clinic for testing. And, as personalized cardiac medicine
becomes more prevalent over time [21,23,27], cardiac mod-
els based on a patient’s unique genetic information will have
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the dual benefit of allowing high specificity in diagnosis and
treatment of heart conditions along with it being robust to
limitations on physical proximity.

In this study, we explore the potential for one particular
type ofmodel to contribute to thefield of cardiac telemedicine.
The extracellular-membrane-intracellular (EMI) model [35]
(see also [2,32]) is a recently developed mathematical model
that allows for resolution of simulated heart tissue at the cel-
lular level. In order to test the usefulness of the EMI model
in cardiac telemedicine, we look at its customizability and
fidelity in the context of Long QT Syndrome (LQTS).

LQTS is a heart condition characterized by a prolonged
interval between the Q and T waves on an electrocardiogram
(ECG) that indicates a delay in ventricular repolarization [7],
a necessary step for the next action potential in a heart cell to
occur and thus for cardiac contractions to be smooth and coor-
dinated. Individuals with LQTS are prone to cardiac arrhyth-
mias, arrhythmia-induced syncope, and sudden cardiac arrest
[1]. LQTS is classified as a channelopathy [27] because it is
caused by structural abnormalities in the ion channels that are
responsible for conducting cardiac action potentials.

LQTS may be congenital or acquired [28]. If it is con-
genital, it is caused by an inherited mutation in the genes
that encode the various components of different ion chan-
nels. The most common type of LQTS is LQT1, caused by a
mutation in the KCNQ1 gene [28]. This gene is responsible
for the alpha subunit of the KCNQ1/KCNE1 voltage-gated
channel, a potassium channel that conducts the slowly acti-
vating potassium current, IKs [7]. IKs is one of two essential
currents implicated in ventricular repolarization [7], and in
LQT1, the IKs current is attenuated [3].

LQT1 syndrome was chosen as the focus in this study
because its pathophysiology originates on the membrane, a
domain that is omitted in themore homogenizedbidomain and
monodomain cardiac models [35]. LQT1 was also selected
because of its basis in genetics, making it suitable for future
applications to personalized cardiac medicine. Although this
study focuses on LQT1, it is but one example of possible
conditions that may be represented with the EMI model and
explored within a telemedicine context.

To demonstrate potential impact on telemedicine, we
report the results of three different simulations. First, we
simulate a healthy heart using parameters from the cardiac
action potential mathematical model of Ten Tusscher and
Panfilov [33]. Then, we model LQT1 by adjusting the IKs
conductance (GKs) to match experimentally determined
disease parameters from [20]. Because β-adrenergic stim-
ulation through exercise is known to be arrhythmogenic in
individuals with LQT1 syndrome [17], we subsequently
add sympathetic activation to our LQT1 simulation to
demonstrate the pronounced arrhythmia. And finally, we
show the effects of treating this variant of LQT1 with

β-blockers because they are typically the first line of action
for prophylactic management of LQT Syndrome [24].

The remainder of this paper is organized as follows. In
Sect. 2, we describe the mathematical details behind the sim-
ulations, including the simulation domain, the EMI model,
and the numerical methods used to solve it. In Sect. 3, we
describe the results from the simulations performed. InSect. 4,
we discuss the implications of the results in the context of
telemedicine. Finally, in Sect. 5, we offer some conclusions
based on this study and potential future directions.

2 Methods

In this section, we present the details behind the simulations,
including the simulation domain, the EMI model, and the
numericalmethods used to solve the systemof equations asso-
ciated with the simulations.

2.1 Simulation Domain

The EMI model is a mathematical description for represent-
ing the behavior of excitable cells in living tissue. This model
considers three physical domains: the extracellular space,
the cell membrane, and the intracellular space. The tissue is
described as the collection of cells interacting with each other
through their membranes and distributed across the extra-
cellular space. The EMI model represents a more detailed
description of the structure of excitable tissue at the cellu-
lar level than that of homogenized models such as the bido-
main or monodomain models; see, e.g., [36]. In the particular
case of cardiac tissue, the use of the EMI model can help us
to study cardiac conditions originating at the cellular level,
especially in the case of diseases or conditions that homoge-
nized models are not able to simulate [35]. LQT1 syndrome
is another example of such a condition because its pathophys-
iology starts on the membrane of cardiac cells. Accordingly,
we use the EMI model to study LQT1 syndrome to explicitly
describe action potentials and currents on the cell membrane.

Full simulations of the heart or its subsystems have high
computational requirements; see, e.g., [26] and references
therein. For example, the number of cardiac cells in a full
human heart is approximately two or three billion; see,
e.g., [34]. In particular, this means that the computational
cost of implementing the EMI model is high. Arguably,
the computational requirements needed to simulate such a
system may be beyond today’s readily available computing
power. In the meantime, the main goal of this study is to
suggest a computational framework that can help profes-
sionals in telemedicine provide diagnoses or treatments in a
timely manner without the need for specialized computing
equipment. In particular for this study, we are interested in
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Fig. 1 Depiction of the
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comparing the behavior of myocardial cells of patients with
LQT1 syndrome to healthy myocardial cells. In doing this,
we demonstrate that it is possible to capture the main effects
of a condition like LQT1 in a telemedicine setting using
simulations on simplistic geometries representing the basic
structure of cardiac tissue and potentially explore treatment
options. To achieve this, we set our simulation domain � to
be a rectangle that contains two cardiac cells represented by
two smaller rectangles of the same size that are completely
inside �. These cells are connected to each other along one
of their sides to allow them to interact during the simulations
in the same way that gap junctions electrically couple
neighboring cardiac cells in vivo.

We take� to havedimension400µm(in the x direction) by
100µm (in the y direction), representing a two-dimensional
slice of cardiac tissue. Within this rectangle, we place two
smaller rectangles �

(1)
i and �

(2)
i ; these domains represent

two cells connected along one of their sides. Both domains
are of dimensions 140µm (in the x direction) by 20µm (in
the y direction), in accordance with experimental data from
[14]. The space outside the cells �

(k)
i , k = 1, 2, and inside �

represents the extracellular tissue and is denoted by �e.
The interface between these two heart cells is denoted

by � (1,2), and the interfaces between the cells �
(k)
i and �e

are denoted by �
(k)
i , k = 1, 2. The outer boundary of �e is

denoted by �e. On the outer boundary �e, the unit normal
vector is denoted by n̂e. On the boundaries of the cells �

(k)
i ,

k = 1, 2, the unit normal vectors n̂(k)
i are chosen to point out-

wards from each cell. In particular, we see that n̂(1)
i = −n̂(2)

i
on the interface � (1,2). See Fig. 1 for a depiction of the sim-
ulation domain.

2.2 The EMI Model

We now introduce the EMI model used to simulate the inter-
action of cells represented by the domains described in the
previous section.

With the notation as described before, we seek an extra-
cellular potential ue over the extracellular sub-domain �e,
intracellular potentials u(k)

i over the intracellular sub-domains

�
(k)
i , k = 1, 2, and current densities I (k)

m and I (1,2) over the

interfaces �
(k)
i , k = 1, 2, and � (1,2), respectively, that satisfy

the following equations:

−∇ · (σe∇ue) = Se, in �e, (1a)

−∇ · (σ
(k)
i ∇u(k)

i ) = S(k)
i , in �

(k)
i , k = 1, 2, (1b)

∂v(k)

∂t
= 1

C (k)
m

(I (k)
m − I (k)

ion ), on �
(k)
i , k = 1, 2, (1c)

∂w

∂t
= 1

C (1,2)
(I (1,2) − Igap), on � (1,2). (1d)

Theparametersσe andσ
(k)
i , k = 1, 2, are conductivities given

in mS/cm, and the constants C (k)
m , k = 1, 2, and C (1,2) rep-

resent capacitances given in µF/cm2. The quantities Se and
S(k)

i , k = 1, 2, are known source terms defined on �e and

�
(k)
i , respectively, and I (k)

ion and Igap are current densities that
may depend on the transmembrane potentials v(k), k = 1, 2,
and w. These potentials are defined by

v(k) = u(k)
i − ue, on �

(k)
i , k = 1, 2, (2a)

w = u(1)
i − u(2)

i , on � (1,2), (2b)
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respectively. The equations in (1) are subject to the following
boundary and flux conditions:

ue = 0, on �e, (3a)

(σe∇ue) · n̂e = −(σ
(k)
i ∇u(k)

i ) · n̂(k)
i , on �

(k)
i , k = 1, 2, (3b)

(σ
(2)
i ∇u(2)

i ) · n̂(2)
i = −(σ

(1)
i ∇u(1)

i ) · n̂(1)
i , on � (1,2). (3c)

We also have

I (k)
m = −(σ

(k)
i ∇u(k)

i ) · n̂(k)
i , on �

(k)
i , k = 1, 2, (4a)

I (1,2) = −(σ
(1)
i ∇u(1)

i ) · n̂(1)
i , on � (1,2). (4b)

The current density I (k)
ion on �

(k)
i , k = 1, 2, is represented

by the action potential model introduced in [33], and for
brevitywe refer to it as the ten Tusscher–Panfilov (tTP) model.
In the tTPmodel, the ion current density I (k)

ion not only depends
on the potential v(k), k = 1, 2, but it also depends on a set of
state variables, denoted by s(k), k = 1, 2, satisfying an ODE
system

∂s(k)

∂t
= F(v(k), s(k)), on �

(k)
i . (5)

More details can be found in [33].
The ion current density I (k)

ion is only defined on the mem-

brane of the cells �
(k)
i , k = 1, 2, and not on the intracellular

interface � (1,2). On this part of the interface, we use a linear
(passive) membrane representation of Igap, defined as

Igap(w) = 1

R(1,2)
w, on � (1,2), (6)

where the constant R(1,2) is the resistivity of the membrane
represented by � (1,2).

2.3 Spatial Discretization

We follow a similar approach to that in [35] to discretize
the spatial variables of the EMI model in Eq. (1). For the
sake of completeness, we discuss the details of such a dis-
crete formulation. Consider a regular triangulation Th of �

such that it conforms to the interfaces � = �
(1)
i ∪ �

(2)
i and

� (1,2). Denote by h the mesh size of the triangulation, defined
as the maximum diameter among all the elements in Th .
To discretize the space variables, we first define the flux

q ∈ H(∇·;�), the potential u ∈ L2(�), and the transmem-
brane potential v ∈ H1/2(�) by

q =
{

σ
(k)
i ∇u(k)

i , in �
(k)
i , k = 1, 2,

σe∇ue, in �e,
(7)

u =
{

u(k)
i , in �

(k)
i , k = 1, 2,

ue, in �e,
(8)

and

v|
�

(k)
i

= v(k), k = 1, 2. (9)

Let p ∈ H(∇· ;�) be a test function, and let n̂ be the nor-
mal vector on � ∪ � (1,2), chosen to point out from the intra-
cellular domains �

(k)
i , k = 1, 2, to the extracellular domain

�e, and from �
(1)
i to �

(2)
i . Also, denote by σ a non-zero

parameter defined by σ |
�

(k)
i

= σ
(k)
i , k = 1, 2, and σ |�e = σe.

By (3a), (9), (2b), and (7) and integrating by parts, we obtain

∫
�

1

σ
q · p =

∫
�

(1)
i

∇u(1)
i · p +

∫
�

(2)
i

∇u(2)
i · p +

∫
�e

∇ue · p

= −
∫
�

(1)
i

u(1)
i ∇ · p −

∫
�

(2)
i

u(2)
i ∇ · p −

∫
�e

ue∇ · p

+
∫
∂�

(1)
i

u(1)
i p · n̂(1)

i +
∫
∂�

(2)
i

u(2)
i p · n̂(2)

i +
∫
∂�e

uep · n̂e

= −
∫
�

u∇ · p +
∫
�

(1)
i

(u(1)
i − ue)p · n̂(1)

i

+
∫
�

(2)
i

(u(2)
i − ue)p · n̂(2)

i +
∫
� (1,2)

(u(1)
i − u(2)

i )p · n̂(1)
i ,

= −
∫
�

u∇ · p +
∫
�

v p · n̂ +
∫
� (1,2)

w p · n̂.

Moreover, let the source term S ∈ L2(�) be defined as
S|

�
(k)
i

= S(k)
i , k = 1, 2, and S|�e = Se. For r ∈ L2(�), we

obtain
∫

�

r∇ · q =
∫

�
(1)
i

r∇ · (σ
(1)
i ∇u(1)

i ) +
∫

�
(2)
i

r∇ · (σ
(2)
i ∇u(2)

i ) +
∫

�e

r∇ · (σe∇ue)

= −
∫

�
(1)
i

S(1)
i r −

∫
�

(2)
i

S(2)
i r −

∫
�e

Se r

= −
∫

�

S r.

Denote s|
�

(k)
i

= s(k), I |
�

(k)
i

= I (k)
ion and C |

�
(k)
i

= C (k)
m , k =

1, 2. By (3b), (3c), (4a), (4b), (7), and (9), we write (1c), (5)
and (1d) in the following form:
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dv

dt
= 1

C
(−q · n̂ − I (v, s)), on �,

ds
dt

= F(v, s), on �,

dw

dt
= 1

C (1,2)
(−q · n̂ − Igap(w)), on � (1,2).

Thus, the EMI model described by (1), (2), and (3) is reduced
to a differential-algebraic equation (DAE) problem as fol-
lows: given a source term S ∈ L2(�), we are to find the flux
q ∈ H(∇· ;�), the potential u ∈ L2(�) and transmembrane
potentials v ∈ H1/2(�) and w ∈ H1/2(� (1,2)), and the state
variables s ∈ H1/2(�) satisfying

∫
�

1

σ
q · p +

∫
�

u∇ · p −
∫

�

v p · n̂ −
∫

� (1,2)
w p · n̂ = 0, (11a)

∫
�

r∇ · q = −
∫

�

S r, (11b)

dv

dt
= 1

C
(−q · n̂ − I (v, s)), on �, (11c)

ds
dt

= F(v, s), on �, (11d)

dw

dt
= 1

C (1,2)
(−q · n̂ − Igap(w)), on � (1,2), (11e)

for all p ∈ H(∇· ;�) and r ∈ L2(�).

2.4 Time Evolution via Operator Splitting

The time evolution of the DAE system Eq. (11) is per-
formed using operator splitting; e.g., see [6,36] and refer-
ences therein. Operator splitting is a common divide-and-
conquer approach to solving DAEs. The idea is that a given
problem can be divided into sub-problems that are easier to
handle than the entire problem. For example, specialized solu-
tion techniques may exist for some or all of the sub-problems.
The desired end result is an algorithm that is either more
tractable or efficient than one applied to the problem as a
whole.

To this end, we first gather all of the unknowns into the
vector y = (q, u, v, s, w)T and rewrite Eq. (11) as a single
DAE system

d

dt
Ay = f{I}(y) + f{E}(y), y(0) = y0, (12)

where y0 is given, thematrixA is defined such that thematrix-
vector multiplication Ay results in the following vector:

Ay =

⎛
⎜⎜⎜⎜⎝

0
0
v
s
w

⎞
⎟⎟⎟⎟⎠ , (13)

and the functions f{I} and f{E} define the splitting. We take

f{I}(y) =

⎛
⎜⎜⎜⎜⎝

∫
�

1
σ
q · p + ∫

�
u∇ · p − ∫

�
v p · n̂ − ∫

� (1,2) w p · n̂∫
�

r∇ · q + ∫
�

S r
1
C (−q · n̂)

0
1

C(1,2) (−q · n̂ − Igap(w))

⎞
⎟⎟⎟⎟⎠ (14)

and

f{E}(y) =

⎛
⎜⎜⎜⎜⎝

0
0

− 1
C I (v, s)
F(v, s)

0

⎞
⎟⎟⎟⎟⎠ . (15)

Splitting in this way isolates the (nonlinear) cell membrane
model, evaluated on the cellular membrane, from the rest of
the problem, which is linear. This allows us to apply explicit
methods to update the cell variables on � and requires only
linear solves for applying implicit methods to the rest of the
problem.

We apply the first-order Godunov operator splitting to
advance the state of the system from tn to tn+1 = tn + �t :

1. Solve d
dt Aỹ = f{E}(ỹ) with ỹ(tn) = yn to find ỹ(tn+1).

2. Solve d
dt Aŷ = f{I}(ŷ)with ŷ(tn) = ỹ(tn+1) to find ŷ(tn+1).

3. Assign yn+1 = ŷ(tn+1).

For steps 1 and 2, any time-integration method can be applied
in principle, but because the Godunov method introduces a
first-order splitting error, there is no advantage in using meth-
ods of order higher than one from this perspective. Further-
more, because the cell model equations are nonlinear and not
too stiff, there may be advantages to using an explicit method.

For step1,weuse the forwardEulermethod for N substeps,

Aỹn, j+1 = Aỹn, j + �t

N
f{E}(ỹn, j ), j = 0, 1, . . . , N − 1, ỹn,0 = yn ,

(16)
to obtain ỹn+1 = ỹn,N as an approximation for ỹ(tn+1). Then,
we employ the backward Euler method for step 2. That is, we
solve the system
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Aŷn+1 − �tf{I}(ŷn+1) = Aỹn+1, (17)

for ŷn+1 as an approximation for ŷ(tn+1). With these two
methods, we think of the discrete time solution to Eq. (11)
having fixed timesteps of size �t , where we must update the
cell model using smaller timesteps of size �t/N with N > 1
to maintain stability of the cell model ODE solutions.

Overall Algorithm

Inputs: v and w at t0 = 0, time step size �t , and final time tf
n = 0
while (tn < tf)

Compute ỹn+1 by (16)
Solve (17) for ŷn+1

yn+1 = ŷn+1

tn+1 = tn + �t
n ← n + 1

end while

The finite element method was used to solve the linear sys-
tem in (17). We employ an RT1-P1d-P1c-P1c scheme, where
RT1 denotes the Raviart–Thomas finite element of order one,
P1d is the piecewise linear finite element, and P1c is the con-
tinuous linear finite element on both interfaces � and � (1,2).
The flux q is discretized with RT1 elements, the potential u is
discretized with P1d elements, and the transmembrane poten-
tials v and w are discretized with P1c elements defined on the
interfaces.

Algorithm 2.4 outlines the general procedure of the
operator splitting method applied to perform the simulations
reported. This algorithm was fully implemented in the
FreeFem++ library [15]. The tTP model was obtained from
the CellML repository [9] and converted to the correct
format with the OpenCOR environment [12] to be able to
incorporate the cell model in the FreeFem++ library.

3 Results

We now present simulations of the EMImodel with the use of
the methods discussed in the previous section. In the first sim-
ulation, we consider the parameters and measurements cor-
responding to healthy heart cells. In the second simulation,
we modify certain parameters to simulate cells that exhibit
LQT1 syndrome. We compare the action potential duration
up to 90% repolarization (APD90) and IKs activity of both
under baseline conditions as well as in the presence of sym-
pathetic activation throughβ-adrenergic receptors of the heart
to mimic the effects of exercise on individuals with LQT1, a
common trigger for arrhythmia.We then conduct a final simu-

Table 1 Parameters for the EMI model common to all simulations

Parameter Value

C (1)
m 1µF/cm2

C (2)
m 1µF/cm2

C (1,2) 1µF/cm2

σ
(1)
i 5mS/cm

σ
(2)
i 5mS/cm

σe 20mS/cm

R(1,2) 0.0015kVcm2/A

Table 2 Parameters used in simulations as percentages of values from
ten Tusscher and Panfilov [33]

Simulation GKs (%) GCaL (%)

Control baseline 100 100

Control +
Sympathetic
activation

100 300

LQT1 baseline 13 100

LQT1 + Sympathetic
activation

13 300

LQT1 + β-blocker 13 50

lation inwhichwe observe the theoretical effects of β-blocker
therapy on an individual presenting with LQT1.

The EMI model and the tTP model require parameter val-
ues such as conductances and resistivities. The parameters
for the EMI model that are common to all the simulations are
presented in Table1. The parameters needed in the tTP model
can be found in [33]. Changes made to the tTP parameter
values for the various simulations are found in Table2. The
parameters GKs and GCaL are expressed as percentages used
to modify the conductance parameters in the IKs and L-type
ICa currents.

A stimulus current with a magnitude of 52µA/µF is
applied in 1ms pulses to the tTP model on the left side of
cell 1. All measurements are taken from the center of the right
side of cell 2 so that an action potential is only observed when
the applied stimulus initiates one that propagates through the
cells.

3.1 Baseline LQT1 Activity

Parameters for LQT1 syndrome were generated by adjusting
IKs conductance (GKs) at a point in the membrane domain
to match experimentally determined APD90 and IKs current
density curves from [20]. Experimental data were acquired
from human-induced pluripotent stem cell cardiomyocytes
from an LQT1 patient with a mutation (heterozygous dele-
tion of exon 7) in the pore region of the KCNQ1 channel. A
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Fig. 2 Current density IKs of
healthy tissue (solid line) and
tissue with LQT1 (dashed line)

current density plot of IKs acquired from our simulations can
be seen in Fig. 2. It shows an approximately 75.6% reduction
in IKs current density in a cell with LQT1 compared with the
control; this reduction is well within the range of reported
experimental data [3,7,20,22].

3.2 LQT1 Activity with Activation
of Sympathetic Nervous System

It is known that β-adrenergic stimulation, often coupled with
exercise, is arrhythmogenic in individuals with LQT1 syn-
drome [29,31]. In order to observe these effects, sympathetic
activity was simulated by adjusting the conductance (GCaL)
of the L-type calcium current (ICa) until ICa-voltage curves
in the range of pharmacologically induced sympathetic activ-
ity was achieved [13]. Calcium current peaks approximately
doubled upon a threefold increase of GCaL relative to base-
line values. Pacing frequencies of 1.0Hz, 2.0Hz, and 2.5Hz
were applied to observe effects of sympathetic activity cou-
pled with both resting and active heart rates.

An action potential of healthy and LQT1 cells is shown in
Fig. 3, both in the presence and absence of sympathetic acti-
vation. There was an approximately 23% increase in APD90
between the baseline control and the control with sympathetic
activation; such an increase is in the range of experimentally
determined data [11,19]. APD90 of LQT1 cells was increased
by approximately 37% compared with control, also in accor-
dance with the same experimental data cited in the previous
section [20]. APD90 of LQT1 cells with sympathetic activa-
tion was prolonged further by approximately 47%, slightly

lower than but still within the range of the 52% reported in
[19].

Our results demonstrate that a noticeable difference in
APD can be both simulated and observed in a healthy indi-
vidual compared to an individual with LQT1 syndrome. Our
simulation also shows that LQT1 symptoms are more pro-
nounced when coupled with sympathetic tone, in agreement
with experimentally determined data [17,19,30]. Traces can
be found in Fig. 4, showing the shape of the action potentials
of healthy cells with sympathetic tone (top) versus the action
potentials of LQT1 cells with sympathetic tone (middle), both
paced at a slightly active heart rate 2Hz.Early afterdepolariza-
tions (EADs) are seen in the LQT1 traces, a hallmark feature
of LQT syndromes [19]. These indicate that the cell did not
have enough time to repolarize before the next stimulus, thus
increasing the risk for an arrhythmia to occur. Similar results
not shown herewere observed at a pacing frequency of 2.5Hz.

The first line of action for prophylactic management of
LQT Syndrome is the use of β-blockers [24]. However, β-
blockers have proven to be more effective for LQT1 com-
pared with other LQT syndromes [25]. It has also been shown
that β-blockers are more effective for certain genetic vari-
ants of LQT1 compared with others [18]. We show here that
the action of β-blockers, i.e., attenuated sympathetic activity,
can be represented using a cardiac model. In order to do this,
we partially restrict L-type ICa activity by reducing GCaL by
50%. After doing that, the APD90 was reduced to close to
the control value: from an approximately 37% prolongation
to only approximately 1% (Fig. 5). We observe these rectify-
ing effects also in the presence of a higher pacing frequency,
simulating a slightly elevated heart rate (see bottom trace of
Fig. 4).
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Fig. 3 Action potential of a
healthy cell (solid line), a healthy
cell in the presence of
sympathetic activation
(dashed-dotted line), a cell with
LQT1 (dashed line), and a cell
with LQT1 in the presence of
sympathetic activation (dotted
line)

Fig. 4 Action potential traces of
healthy cells with sympathetic
activation (top, solid line), LQT1
cells with sympathetic activation
(middle, dashed line), and LQT1
cells in the presence of simulated
β-blockers (bottom, dotted line)

Fig.5 Action potential of control
(solid line), LQT1 (dashed line),
and LQT1 in the presence of
β-blockers (dotted line)
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4 Discussion

Through the use of the EMI model, cardiac simulations can
assist in the observation, diagnosis, and treatment of LQT1
syndrome in both clinical and telemedicine settings. Cardiac
simulation models have recently drawn attention for their
potential in advancing precision medicine [8]. The quality of
diagnosis and treatment delivery in the field of cardiovascular
medicine can be greatly improved by the use of personalized
cardiac models. In a context where personalized models are
becoming an integral part of the vision of health care, cardiac
models have a directly beneficial role to play in telemedicine.
In the case of a patient suspected to have LQT Syndrome,
they could submit a genetic sample by mail, and a cardiac
model resolved at the cellular level could be constructed for
them on the basis of their unique genetic code. A physician
could then conduct a remote analysis using the simulation to
observe whether there is a prolongation of the action potential
duration. Furthermore, if the physician found no differences
initially, they could simulate exercise using the model, thus
inducing sympathetic tone, and this may reveal arrhythmo-
genic mechanisms that were missed previously, potentially
leading to a diagnosis. A benefit of this even in an in-person
setting is that it would allow for diagnoses to be made without
needing to induce arrhythmia in real time—something that is
both difficult to do remotely and risky whether in-person or
not.

We have also shown that this technology can aid in a more
accurate determination of treatment for LQT1 syndrome.
Although LQT1 syndrome always affects the IKs current, it is
caused by different mutations that alter the KCNQ1/KCNE1
channel in various ways [18,25]. This may cause patients to
react to treatments differently. The ability to identify exactly
which parameter is affected by a specific mutation allows for
greater specificity when determining a treatment. Currently,
the standardmethod of treatment for LQTS isβ-blockers [24].
Using the cardiac model such as the one we have presented,
the effects of β-blockers could be realistically emulated, and
a physician would be able to see whether the effects it would
have on their patient’s heart would be beneficial or not.

In addition, although we did not explore other LQT syn-
dromes in this paper, the unique parameters of each one may
be programmed into the model to allow a physician to distin-
guish between LQT syndromes. There are different arrhyth-
mogenic triggers for each one [16], and the effects of these
triggers could also be simulated in the same way that exercise
was simulated for LQT1 in this study. A promising treatment
could then be selected for the patient based on their particular
form of LQTS. Such a procedure could of course be extended
to many other cardiac conditions.

5 Conclusions

Whether it is due to transportation challenges, longwait times,
or a public health risk such as COVID-19, it is not always pos-
sible for a patient to receive prompt in-person medical atten-
tion. In the case of LQT syndrome, these challenges may
result in serious consequences for patient health, including
arrhythmia and cardiac arrest. In this study, we obtained the
parameters needed for both healthy cardiac tissue and car-
diac tissue known to have LQT1 syndrome and demonstrated
that this disease can be accurately represented at the cellular
level using the EMI model. We also showed that triggers and
therapies can be explored for this syndrome remotely, with-
out ever putting the patient at risk. Using the EMI model, we
have outlined how heart simulations can offer a solution to
the challenges of cardiac telemedicine by being both accu-
rate and customizable. Along those lines, we described how
heart simulations may contribute to the field of personalized
medicine, whether in-person or remotely.
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