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Abstract. We consider an algorithmic model of diffusion networks, in
which n nodes are distributed in a 2D Euclidean space and communi-
cate by diffusing and sensing molecules. Such a model is interesting on
its own right, although from the distributed computing point of view it
may be seen as a generalization or even a framework for other wireless
communication models, such as the SINR model, radio networks or the
beeping model. Additionally, the diffusion networks model formalizes and
generalizes recent case studies of simple processes in environment where
nodes, often understood as biological cells, communicate by diffusing and
sensing simple chemical molecules.

To demonstrate the algorithmic nature of our model, we consider a
fundamental problem of reaching consensus by nodes: in the beginning
each node has some initial value, e.g., the reading from its sensor, and
the goal is that each node outputs the same value.

Our deterministic distributed algorithm runs at every node and out-
puts the consensus value equal to the sum of inputs divided by the
sum of the channel coefficients of each cells. For a node v consensus is

reached in O
(
logρ

(
1
2

√
dmin
dmax

· dv
b

∑
i di

))
communication rounds, where

dv is the sum of molecule reachability ratios to node v in the medium,
dmin = mini di, dmax = maxi di, and b is the sum of the initial val-
ues. ρ represents the second largest eigenvalue of a matrix of normalised
molecule reachability ratios, that we analyze together with an associated
Markov Chain.
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1 Introduction

The consensus problem in distributed systems, where multiple processes want
to agree on a certain value, is considered to be fundamental for many fault-
tolerant and sensors’ systems [17]. We consider the consensus problem in an
ad-hoc network of cells with a diffusion-based molecular communication model.
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1.1 Previous Work

The consensus problem has been widely considered in distributed systems in
several papers; here we only sample some relevant work. The authors in [1]
focused on solving the classic consensus problem in a network of n mobile nodes,
where the communication in the environment is considered unpredictable, their
main goal was to reach convergence on a common consensus value by all the
n nodes. The authors assumed that each node has its own identifier, the com-
munication is synchronous, and when a message is delivered the destination is
not certain. The proposed protocols solved the consensus problem with crashes
and Byzantine failures. The model in [18] studied systems of autonomous agents
with biologically motivated interactions and the evolving of self-ordered motion
in these systems. According to a local rule, the agents are updated from time to
time. The authors in [18] show that despite the changing neighborhood of each
agent and absence of centralized coordination, as the system gradually evolves,
all agents eventually move in the same direction.

In [16] a profound study of the present consensus algorithms and conver-
gence was presented accompanied by the performance analysis of these algo-
rithms. It reveals collaboration between various fields of engineering and sci-
ence like complex networks, distributed computing, graph theory, and Markov
chains. The idea of cooperation among dynamic systems is explained through
elaborated investigation of formation control for multi-vehicle systems. The con-
nection between spectral and structural properties of complex networks and
the speed of information propagation of consensus algorithms is demonstrated.
The authors in [15] presented a method for solving the consensus problem in
distributed systems. The consensus problem in this method is considered on
two levels. The first level represent general methods that can help in solving
multi-valued and multi-attributed conflicts. The second level relates to different
applications of consensus methods in solving various conflicts that may occur in
distributed systems.

1.2 Related Work in Molecular Communication

Few research scopes [7–9] focused on studying the consensus problem in the
molecular communication model. In the most relevant work [7], the authors
explored consensus-type processes under simplified diffusion based molecular
communication. They focused on studying the convergence of a random process
of exchanging information about an event (measurement) through a diffusion
based network. Through communication, all nodes try to obtain the best esti-
mate. Additionally, they consider two simplified cases of diffusion environments,
including distance unification and random deployment of cells.

1.3 Our Results

In this paper, we consider an ad-hoc network where nodes are deployed in a two-
dimensional medium and communicate with each other by diffusing and sensing
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molecule concentrations. This model has been designed as a complete graph
with weighted edges. We assume that the edge weight (that we called a channel
coefficient up to this point) between two nodes depends on the distance between
them, as signal strength in diffusion is inversely proportional to the cube of the
distance [14], as well as other diffusion parameters. It is however important to
highlight that the weights of the graph are not known a priori.

The most notable novelty of this paper is that the model is very basic and
there are few assumptions that the system has to fulfill in order to execute
the algorithm. This allows to think that our setup is actually a generalization
or a framework for models such as the SINR [11,12]. Precisely, in the SINR
model signals transmitted by processors weaken polynomially with respect to
distance. Nevertheless the strongest signal contains a legible information and
stations are distinguishable by having their unique identifiers. It is worth noticing
that in the diffusion-based molecular model signals weaken in a similar manner.
On the contrary, however, we do not distinguish nodes with identifiers and the
information is actually just the amount of molecules - these similarities remind
of the beeping model [5,6].

We assume that each node has its initial value, and these values are supposed
to be an estimation of a parameter in the environment. The eventual goal is that
nodes share their values between each other until they reach an agreement (con-
sensus) about the average of these values. Nevertheless in biologically-motivated
systems many processes are controlled by some overriding processes. Justifica-
tion is to be found later in this paper. This leads to the notion of an eventual
consensus that we introduce - even though the algorithm converges to a con-
sensus, it is controlled by an overriding mechanism. Hence, each node does not
know how long it should exchange information, yet will be notified when it is
done.

In [7], the authors analyzed the processes of convergence of information-
exchange between randomly distributed nodes in a diffusion medium. We gen-
eralize that work by proposing a model where nodes are placed arbitrarily. We
propose a deterministic distributed algorithm which runs at every node and
eventually computes the consensus value equal to the sum of inputs divided
by the sum of channel coefficients. For a node v consensus is reached in
O

(
logρ

(
1
2

√
dmin

dmax
· dv

b
∑

i di

))
rounds, where dv is the sum of the molecule reach-

ability ratios i.e.
∑

i civ, where a molecule reachability ratio civ between nodes i
and v is the percentage of molecules sent by i that reaches v in a communication
round, dmin = mini di, dmax = maxi di, and b is the sum of the initial val-
ues. ρ represents the second largest eigenvalue of a special matrix of normalised
reachability ratios that we used for our analysis (c.f. Sect. 3).

Finally, we also elaborate on how the length of a round influences the total
time of consensus (defined as the number of rounds multiplied by the round
duration) and propose study on local consensus for such systems.
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1.4 Structure of the Paper

This paper is organized as follows. In Sect. 2 we give a detailed description of our
model. Then we introduce the proposed consensus algorithm and its analysis in
Sect. 3. Section 4 discusses time adjustments for optimizing round duration and
how the local consensus in a molecular environment is implied by the eventual
consensus. Finally, Sect. 5 combines conclusions and prospective future work.

2 Model

2.1 Network Environment

We consider an ad doc diffusion network consisting of n nodes, also called cells,
deployed arbitrarily in a two dimensional Euclidean space. Nodes are identical
and anonymous, in particular, they do not have distinguishing identifiers and
have limited computational power. They also form an ad-hoc network structure,
in the sense that they do not posses any a priori knowledge about network
topology. In the remainder of the paper we use letters i, j, k to distinguish nodes
for the purpose of notation and analysis only.

2.2 Communication Model

Communication between nodes is by diffusion (also called transmission) and
sensing of molecules. More precisely, each node i could decide to diffuse an
amount Q of molecules at time τ , and any other node j of distance d from node
i can sense altogether

c(Q, d, T ) =
∫ τ+T

τ

Q · 1
(4πDt)

2
3

· exp(
−d2

4Dt
) δt (1)

of these molecules within time interval [τ, τ + T ], where D is the diffusion coef-
ficient, resulting from the communication medium. In case when more than one
node diffuses molecules, a receiver node j accumulates the sensed molecules
through the summation of the values c(Q, d, T ) over diffusing nodes i, i.e., in the
interval [τ, τ + T ] node j senses

∑
i

c(Qi,dist(i, j), Ti) − c(Qi,dist(i, j), [Ti − T ]+)

molecules in total, where dist(i, j) is the Euclidean distance between i and j, Ti

is the time that passed from diffusion of node i up to time τ + T (i.e., node i
diffused at time τ + T − Ti), Qi is the amount of molecules diffused by i at that
time, and [Ti −T ]+ equals to max{Ti −T, 0}. In other words, the receiver senses
the total amount of molecules that have been in its nearest proximity in the time
interval [τ, τ + T ] without being able to distinguish which molecules come from
which transmitter. In this sense, molecules are indistinguishable.
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2.3 Control Variables

In the bloodstream there is a mechanism, called chemotaxis which gives cells
the ability to migrate in a specific direction. During chemotaxis, cells move
in response to an external signal, most frequently a small molecule, known as
a chemoattractant. When cells sense the concentration of the chemical, they
move in the direction where the concentration of that chemical is higher. Such
a mechanism of directional movement may be observed while wound healing [3].
Consequently, cells’ migration stops when they no longer sense the external signal
of the chemoattractant chemical.

Another example of cell movement are the lymphocyte responses to [Ca2+]
signals, ranging from short-term cytoskeletal modifications to long-term changes
in gene expression [10]. These are only few examples of how biological activities
end.

Such biological processes motivated us to introduce control variables that
allow some oracle to provide additional information to the algorithm during the
execution. In this work we use it in a very basic form to recognize (e.g., based on
some external system behavior) whether the task of consensus has been actually
done in the system or not.

2.4 Rounds and Synchronization

We assume that nodes are synchronized and can work in rounds of some prede-
fined length T . We assume that T is a system parameter and discuss its length
in Sect. 4. However this parameter strongly implies the topology of the network.

Nodes which want to diffuse molecules do it in the beginning of a round,
and all nodes sense the aggregated level of molecules in their close proximities
during the whole round. At the end of the round, we assume that the amount
of molecules drops to zero; in practice, in biological systems this could be guar-
anteed by the ability of cells to absorb the molecules remaining at the end of
the round in negligible time, or releasing other type of molecules that chemi-
cally transform the remaining communication molecules into some other type of
molecules without any implications for communication.

Consequently, inspired by a model from [13] we assume that nodes can utilize
molecules that were used for communication through the use of a mechanism
known as Destroyer molecules, which help controlling the communication channel
by eliminating remaining molecules from the environment. The authors in [13]
assume that destroyer molecules are immobile in the environment and their
size is bigger compared to information molecules. Besides, when an information
molecule gets close to a destroyer molecule, it binds to it and is removed from
the environment, due to the chemical attraction between them.

The conclusion is that treating the system as synchronous is possible because
cells perform a repeating sequence of: diffusing molecules, sensing the concen-
tration of molecules and cleaning the environment. Parameter T is therefore
strongly connected with sensing concentrations because the longer the round
the further broadcasts may be heard. The propagation of molecules across the
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medium in diffusion based communication is due to spontaneous diffusion, which
is a stochastic process and occurs at a much lower speed, i.e. the order of a
few millimeters per second. Finally, after the sensing phase, the environment is
cleaned and a new round begins.

2.5 (Eventual) Consensus Problem

In the consensus problem, in the beginning each node has its initial value. The
goal is that all nodes output the same value. We assume that initial values bi,
for a node i, are in [0, 1], which covers a wide spectrum of potential input types
(i.e., many other input ranges could be easily transformed 1–1 into values in
[0, 1]). Let I = (b1, b2, . . . , bn) denote the vector of initial values.

The definition of consensus is actually meaningless because it has been
already shown in classical distributed systems that if the nodes do not have
knowledge about the network topology, then it may be impossible to compute
any non-constant function even on a ring, see e.g., [2] for details. Consequently,
in such a weak model as the diffusion-based networks some computations may
not be exact and are of a different nature. This brings us to the concept of even-
tual consensus, considered before in weak distributed systems: there is a round
starting from which candidate values stored at nodes are the same. Note that
in some executions nodes may not know this stabilization round, even though it
exists.

2.6 Performance Measure

We consider time as the performance measure, defined in two ways. First, as the
number of rounds in which all nodes reach consensus, regardless of the initial
setting. Second, also called the total time, as the number of rounds multiplied
by the round duration; we will show that the total time of an algorithm may
depend on the actual duration of a round.

3 CONCELLSUS - The Consensus Algorithm in Diffusion
Networks

In this section we introduce a deterministic algorithm Concellsus that allows
cells to arrive at a consensus in a diffusion-based ad hoc network.

3.1 Technical Preliminaries

The nature of a diffusion-based model allows us to think that nodes/cells
deployed in a medium form a distributed system, which can be represented as
a complete graph with weighted edges and self loops added to each node. More
formally, we denote by N = (V,E) the graph representing a given ad-hoc net-
work, where V = {1, 2, . . . , n} and E = V ×V . Notice that we allow self-loops in
the network graph, as when a cell diffuses a certain amount of molecules, it may
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also sense it from the medium. For an edge (i, j) ∈ E, we associate a weight cij

equal to c(1,dist(i, j), T ), where T is the length of a round. We call this weight
the molecule reachability ratio between cell i and cell j. Furthermore, it is worth
noticing that for any i, j we have that cij = cji.

Let C = {cij} be the matrix of edges’ weights in network N . We denote the
sum of weights of edges connected to node i by di =

∑
j∈V cji, and call it the

impact of cell i. We associate the stochastic matrix P = {pij}, where pij = cij
di

,
with network N . We call it the matrix of normalised molecule reachability ratios.

3.2 The Algorithm

Algorithm 1. Concellsus, code for node i and input bi; control variable
process

Input: bi, process
Output: wi

1 diffuse a unit of molecules to all neighbors of i;
2 receive value di;

3 initialize valuei to bi
di

;

4 while process do
5 diffuse valuei (to all neighbors of i);
6 receive receivedi (accumulated from all neighbors j of i or i itself);

7 update valuei := receivedi
di

;

8 end

9 wi := [ valuei
di

]

Nodes start with some initial local measurements resulting from the envi-
ronment, which could be arbitrary. Recall that we denote the initial sequence of
values as I = (b1, . . . , bn).

Having those initial measurements, nodes start exchanging values, stored as
a local variable valuei at some node i, in order to arrive at a consensus. They
proceed in rounds, starting from round 0, which is slightly different from the
other rounds. In round 0, each node diffuses a unit of molecules, and during
the round, senses/receives some accumulated value (of molecules) from all its
neighbors. The node stores it as di. We may think that cell i receives a form of a
weighted average, which in case of a diffusion of units of molecules corresponds
to value di. We will call this the impact of node i.

In the main part of the algorithm each node diffuses its initial measurement
divided by its impact to all the neighbors. During the round, each node i senses
the medium to receive some accumulated value (of molecules) from all its neigh-
bors and then updates valuei with receivedi

di
. Intuitively, cells that exist farther

from cell i have a smaller impact on the actual valuei (in a single round) than
cells living closer. Thus, if some cell j with a huge measurement is very far from
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cell i then this value will more likely “reach” i via multiple other cells (which will
be sensing and accumulating a large portion of this value) rather than directly.

Let us take a closer look at the main loop of Concellsus, c.f., Algorithm 1.
Motivated by biological processes and the way how they finish, we assume having
a control variable process that indicates whether cells should continue exchang-
ing information or not. For algorithmic reasons, we treat process as a boolean
variable, however we may think that this is an overriding mechanism that con-
trols the protocol, as it was motivated in Sect. 2.3.

The main loop in Concellsus represents the molecule exchange between
cells in consecutive rounds. Each iteration consists of three steps. (1) Initially
a cell i diffuses its own actual value to the medium and then (2) receives the
values, modified by the formula of the communication medium, from all the
neighbors. The value represents the sum

∑{valuej

dj
cij : j is a neighbor of i or

j = i}, where value cij is the weight factor between the cells (the farther the
cells, the smaller the value received). Finally, (3) cell i updates and rescales its
own value accordingly with its sum of weights di that it learned in the initial
round.

Cells, or devices of nanometer order size are considered as very simple and
of weak computational capabilities. Consequently, the computations may not
necessarily need to be of a significant precision. One may imagine that a group
of cells needs to decide which direction they should move. It is somehow more
natural that the cells will decide on a general direction and repeat the procedure
after some movement - especially if the topology of the medium is not known. As
a result, we round the consensus value to a natural number when the estimation
of each cell is sufficiently close to that number.

Eventually, in the described process, each cell will compute a sort of an
average from all the initial measurements, hence make a consensus. The main
loop terminates when valuei is sufficiently close to bπi, where b =

∑
i∈V bi and

πi is the ith component of the stationary distribution vector. Thus, the value
that the algorithm finally computes is b di∑

j dj

1
di

that actually is valuei

di
. The most

important question, from our perspective is, however, what is the convergence
rate of such a process; we will analyze it in the following subsection.

3.3 Analysis of CONCELLSUS

Each cell has an initial measurement as an input, but does not know the mea-
surements of other cells. Cells exchange their measurements, which are implic-
itly weighted by the medium. This process begins with vector I = (b1, . . . , bn)
denoting cells’ initial measurements. It changes with time as cells exchange and
update their values round by round. Hence the vector of current values Ix in step
x corresponds to Ix = IP x, where P is a stochastic matrix defined in Sect. 3.1.

We show first that the Markov chain defined by matrix P converges to a
stationary distribution π = (π1, . . . , πn), where πi = di∑

j dj
for every node i.
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Lemma 1. Consider a Markov chain with transition matrix P defined in
Sect. 3.1. Then its stationary distribution is π = (π1, . . . , πn) where πi = di∑

j dj

for every node i.

Proof. Firstly, we show that π = (π1, π2, . . . , πn) is a stationary distribution for
the process described by P , where πi = di∑

i di
for every node i:

As πi = di∑
j dj

, then
∑

i πi =
∑

i
di∑
j dj

= 1, and π is a proper stationary distri-
bution.

Let N(i) be the neighborhood of i. The condition π = πP together with the
fact that pij = cij

di
means that

πi =
∑

k∈N(i)

⎛
⎝ di(∑

j dj

) cik

di

⎞
⎠ =

di∑
j dj

,

what ends the proof. ��
Now we need to show that the process of exchanging and updating values

converges and that eventually all the nodes end with the same value. Besides we
would like to know what is the rate of convergence. Let us assume that control
variable process, driven by an external system oracle, does not switch off, or
switches off at the same round after (eventual) consensus has been reached in
the system.

Theorem 1. Algorithm Concellsus performs an eventual consensus in
O

(
logρ

(
1
2

√
dmin

dmax
· dv

b
∑

i di

))
iterations.

Proof. We are interested in bounding the number of iterations r after which IP r

will be sufficiently close to the vector of the consensus value. To do this, we will
analyze some property of the Markov chain described by P .

Recall that matrix P = {pij} is a stochastic matrix of a primitive, reversible
Markov chain, that describes a random walk on N . According to Lemma 1 its
stationary distribution is (π1, π2, . . . , πN ). We know that the eigenvalues of P
are in the following relation: 1 = λ1 > λ2 ≥ · · · ≥ λk. Let ρ denote the second
largest eigenvalue of P .
From Lemma 2 in [4] we know that

p
(r)
ij = πj + O

(√
πj

πi
· ρr

)
,

where pij corresponds to the appropriate entry of the rth power of matrix P .
Taking MP = maxi,j{

√
πj/πi}, the matrix form of the equation above is

P r = P∞ + O(MP · ρr · E),

where E is the matrix with all the entries equal 1. The limit P∞ = limr→∞ P r of
the chain is an N ×N matrix where all the entries in the ith column are equal πi.
In our case we have that Mp =

√
dmax/dmin. In what follows
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P r = P∞ + O
(√

dmax

dmin
· ρr · E

)
.

For any vector of the initial measurements of the cells I, we have that L =
IP∞ is the eigenvector of P . The ith entry of L equals bπi, where b is the sum
of the input vector I (the initial measurements vector). Consequently

IP r = L + O
(√

dmax

dmin
· ρr · b · e

)
,

where e is the row vector with all its entries equal 1.
In order to be sure that all cells compute the correct value we need to be sure

that for every cell v, c
√

dmax

dmin
· ρr · b < 1

2πv, for some c > 0 resulting from the
O notation. The reason being is that the final step of the algorithm computes a
value rounded to the closest integer. Hence, as πv = dv∑

i di
we have that

ρr <
1
2

√
dmin

dmax
· dv

cb
∑

i di
,

and finally

r < logρ

(
1
2

√
dmin

dmax
· dv

cb
∑

i di

)
.

We conclude that the whole network of cells will reach a consensus in r iterations
that is bounded from above by logρ

(
1
2

√
dmin

dmax
· dv

cb
∑

i di

)
. ��

A final remark is that the result of the theorem concentrates on some val-
ues specific for each node. However, one may think that the overall number of
iterations (for the whole system to terminate) is bounded by extreme values. Fur-
thermore the number of rounds is defined by the base of the logarithm - value ρ,
the second largest eigenvalue of the transition matrix. This leads to an obvious
conclusion that the number of iterations of Concellsus differs according to the
topology of the network.

4 Extensions of Results

Biologically motivated systems have many subtleties, yet to be discovered. Con-
sequently there are numerous problems that one may encounter, even when
establishing the model. In this section we present notions and ideas resulting
from our investigations. On one hand they justify, to some extent, our model,
but on the other they may be inspirational in the sense of follow-up work.



190 D. R. Kowalski and J. Mirek

4.1 Optimizing Round Duration

We stated the notion of rounds in the section regarding the model, but up to
this point we treated it as a priori given. One may ask what is the optimal time
duration of a round.

It is worth emphasizing that the duration of round a influences the weights in
the graph of the network. Clearly, if the round is longer then each transmission
of a certain cell reaches further distances, and consequently higher amount of
molecules is sensed by nodes during rounds; hence the corresponding weights are
also greater. However, the absolute time of the algorithm execution, defined as
the number of rounds multiplied by the duration of a round, may be very long.
On the other hand, too short rounds may cause that the graph becomes prac-
tically “disconnected” in the sense that weights will be too small to guarantee
propagation across the network in a reasonable time. Therefore, our goal is to
find round duration that provides a trade-off between the above mentioned two
extremes.

From the point of view of the analysis from the previous section, we know
that Concellsus requires r = O

(
logρ

(
1
2

√
dmin

dmax
· dv

cb
∑

i di

))
rounds to reach

consensus. Hence, the absolute time needed for the algorithm to terminate is
bounded by rT there T is the duration of a single round (round a together with
round b). The question is what is the optimal value of T, in order to minimize
expression rT .

Considering T as a factor that influences the topology of the graph leads us
to a conclusion that values dmin, dmax, dv and

∑
i di from the bound for r, are

functions of T .
Thus in order to minimize the function u(T ) = rT , we solve δu

δT = 0 to
find the argument T ∗ for which u(T ∗) is minimal. However, we need to take
into consideration, that the found value T ∗ has to satisfy T ∗ ≥ T0, where T0 is
the minimal duration of a round required to assure connectivity of the network
graph. Otherwise reaching consensus would be impossible.

4.2 Local Consensus

The classical consensus problem considered in computer science concerns the
matter of achieving a consistent opinion among all nodes in a network. In the
world of cells and diffusion-based communication many processes are flexible.
This means that even if there are numerous cells in the medium, only a subset of
them may be employed for a specified task. If one considers the circulatory sys-
tem then certainly not every platelet takes part in covering a particular wound.
This brought us to a notion of a local consensus.

When considering the consensus problem, cells communicate with each other
in order to reach an eventual consensus, where every cell finishes with the same
value. What is more, we showed the rate of convergence of such a process for
the protocol proposed in the previous section. Nevertheless to the best of our
knowledge processes taking place in the human body are often controlled by some
overriding mechanisms or organs. This leads to the notion of a local consensus.
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If a certain task is considered as performed, by an overriding mechanism,
then it is likely to happen that a process will be stopped and some cells may end
without reaching the eventual value. Yet such an occurrence could suffice for the
considered task, when the consensus has been achieved by a subset of cells. We
say that there has been a local consensus.

The local consensus is implied by the eventual consensus. Precisely, if a value
is becoming closer to be agreed among the whole network of cells with divergence
α, then the divergence between a subset of cells is equal α′ and α′ ≤ α.

5 Conclusions and Open Problems

In this work we demonstrated that the presented bio-inspired model of diffusion
networks is algorithmically challenging - even on the level of establishing a simple
and coherent model - by the design and analysis of a consensus algorithm.

In the consensus problem, it is interesting to see to what extent the external
adversary could distract such a simple ad-hoc system from convergence.

Further study includes classical distributed computing and communication
problems, mobility, fault tolerance, security, or even robotics.

Acknowledgements. We would like to thank Athraa Juhi Jani for fruitful talks and
insight into the literature on the subject.
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