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Welcome to the 16th International Conference on Information
Technology, New Generations, ITNG 2019. It is a pleasure
to report that we have another successful year for the ITNG
2019. Gaining popularity and recognition in the IT community
around the globe, the conference was able to attract many
papers from authors worldwide. The papers were reviewed
for their technical soundness, originality, clarity, and relevance
to the conference. The conference enjoyed expert opinion of
over 100 author and non-author scientists who participated in
the review process. Each paper was reviewed by at least two
independent reviewers. A total of 80 articles were accepted as regular papers, and 10 were
accepted as short papers (posters).

The articles in this book of chapters address the most recent advances in such areas as
Wireless Communications and Networking, Software Engineering, Information Security, Data
Mining and Machine Learning, Informatics, High-Performance Computing Architectures, the
Internet, and Image and Video Processing.

As customary, the conference features two keynote speakers on Monday and Tuesday. There
will be a short tutorial session Wednesday morning on Deep Learning. The presentations
for Monday, Tuesday, and Wednesday are organized in 2 meeting rooms simultaneously,
covering a total of 20 technical sessions. Poster presentations are scheduled for the morning and
afternoon of these days. The award ceremony, conference reception, and dinner are scheduled
for Tuesday evening.

Many people contributed to the success of this year’s conference by organizing symposia
or technical tracks for the ITNG. Dr. Doina Bein served in the capacity of conference vice
chair. We benefited from the professional and timely services of Dr. Ping Wang who not
only organized the Security Track but helped in shaping the students’ book of abstracts to
be published online at the ITNG website. Dr. Yenumula Reddy deserves much credit for
spearheading the review process and running a symposium on Wireless Communications
and Networking. My sincere thanks go to other major track organizers and associate editors,
namely, Glauco Carneiro, Luiz Alberto Vieira Dias, Fred Harris, Ray Hashemi, Thomas Jell,
Atsushi Kawaguchi, Teruya Minamoto, and Fangyan Shen.

Others who were responsible for solicitation, review, and handling the papers submitted to
their respective tracks/sessions include Drs. Azita Bahrami, Wolfgang Bein, and Mei Yang.

The help and support of the Springer team in preparing the ITNG proceedings are specially
appreciated. Many thanks are due to Michael Luby, the Senior Editor, and Nicole Lowary,
the Assistant Editor of the Springer Supervisor of Publications, for the timely handling of our
publication order. We also appreciate the hard work by Menas Kiran, the Springer Project
Coordinator, who looked very closely at every single article to make sure they are formatted
correctly according to the publisher guidelines. Finally, the great efforts of the Conference
Secretary, Ms. Mary Roberts, who dealt with the day-to-day conference affairs, including
timely handling volumes of emails, are acknowledged.

N
(N
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Xiv Chair Message

The conference venue is Tuscany Suites Hotel. The hotel, conveniently located within half a
mile of Las Vegas Strip, provides an easy access to other major resorts and recreational centers.
I hope and trust that you have an academically and socially fulfilling stay in Las Vegas.

Shahram Latifi
The ITNG General Chair



Reviewers List

Abbas, Haider

Figueiredo, Eduardo

Nwaigwe, Adaeze

Abreu, Fernando Fong, Andy Paiva, Ana
Aguiar, Ademar Ford, George Pang, Les

Ahmed, Adel Franga, Joyce Peiper, Les
Amancio, José Fujinoki, Kensuke Peiper, Cad

Andro-Vasko, James

Garcia, Vinicius

Pirouz, Matin

Anikeev, Maxim

Girma, Antench

Popa, Vlad

Aratjo, Marco

Gofman, Mikhail

Resende, Antonio Maria

Avelino, Guilherme

Gueron, Shay

Roccosalvo, Janine

Baguda, Yaqoub

Guo, Kendra

Rossi, Gustavo

Bahrami, Azita

Hashemi, Ray

Santos, Katyusco

Barford, Lee

Jell, Thomas

Sbeit, Raed

Bein, Doina

Kannan, Sudesh

Sharma, Sharad

Bein, Wolfgang

Kayano, Mitsunori

Shen, Fangyang

Cagnin, Maria

Kelley, Richard

Silva, Bruno

Canedo, Edna

Khan, Zahoor

Silva, Paulo Caetano

Carneiro, Glauco

Kinyua, Johson

Stuart, Jeff

Chapman, Matthew

Koch, Fernando

Takano, Shigeru

Christos, Kalloniatis

Laskar, John

Tayeb, Shahab

Colago Jr., Methanias

Lee, Byoeng Kil

Terra, Ricardo

Daniels, Jeff

Maciel, Rita

Tsetse, Anthony

Darwish, Marwan Mahto, Rakesh Ueki, Masao
Dascalu, Sergiu Maia, Paulo Wang, Jau-Hwang
David, José Mascarenhas, Ana Wang, Yi
Dawson, Maurice Mateos, Cristian Wang, Ping

De La Santa, Kimberly Matsui, Kota Williams, Kenneth
Ventura, Michele Mendonga, Manoel Wu, Rui

Durelli, Rafael Mernik, Marjan Xu, Frank

Eler, Marcelo

Monteiro, Miguel

Yamamoto, Michio

El-Ziq, Yacoub

Morimoto, Akira

Yi, Beifang

Faria, Jodo

Novais, Renato

Zhang, Zhong

XV



Partl

Cybersecurity



®

Check for
updates

Nir Drucker and Shay Gueron

1.1 Introduction

The Multiply and Accumulate (MAC) operation consumes
three inputs a, b, c, and computes a = a + b - c. It
is a fundamental step in many floating-point and integer
computations. Examples are dot product calculations, matrix
multiplications, and modular arithmetic. Modern processors
offer instructions for performing MAC over floating-point
inputs, e.g., AMD Bulldozer’s Fused Multiply-Add (FMA),
and Intel’s Single Instruction Multiple Data (SIMD)-FMA
(starting with the microarchitecture Codename Haswell).
Here, we focus on Intel’s AVX512IFMA instructions [1] that
compute MAC on unsigned integers.

The AVXS512IFMA instructions are defined, but are not
yet widely available. However, a demonstration of their
capabilities is already given in [11], showing a 2x potential
speedup for 1024-bit integer multiplication (and more for
larger operands). Another example is [6], where we showed a
6x potential speedup over OpenSSL’s Montgomery Multipli-
cation (MM). Additional code examples [5, 10] contributed
to OpenSSL, include optimized 1024/1536,/2048-bit MM.
These demonstrations did not optimize modular squaring
specifically; rather, they used a multiplication routine for
squaring as well. Here, we show how to use the AVXS512-
IFMA instructions for optimizing modular squaring. Our
developments build on top of the AMS optimization of [7]
(other squaring methods can be found in [4,9, 13]).
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The paper is organized as follows. Section 1.2 discusses
some preliminaries. Section 1.3 deals with implementing
the AMS algorithm with the AVX512IFMA instructions. In
Sect. 1.4, we propose a potential improvement to the defini-
tion of AVX512IFMA. Finally, we show our experimental
results in Sect. 1.5, and provide our conclusions in Sect. 1.6.

1.2  Preliminaries and Notation

Hereafter, we use lower case letters to represent scalars (64-
bit integers), and upper case letters to represent 512-bit wide
register. We denote zero extension of a 64 bits variable x by
ZE(x).

1.2.1 The AVX512IFMA Instructions

Intel’s Software Developer Manual [1] introduces two
instructions called AVXS512IFMA: VPMADD52LUQ and
VPMADD52HUQ. Their functionality is illustrated in
Algorithm 1.1. These instructions multiply eight 52-bit
unsigned integers residing in wide 512-bit registers, produce
the low (VPMADD52LUQ) and high (VPMADDS2HUQ)
halves of the 104-bit products, and add the results to 64-
bit accumulators (i.e., SIMD elements), placing them in
the destination register. They are designed for supporting
big number multiplications, when the inputs are stored in
a “redundant representation” using radix 2°2 (as explained
in [8]).

The AVXS512IFMA instructions build on the existence of
other instructions called SIMD-FMA, which are designed to
support IEEE standard Floating-Point Arithmetic [12]. The
SIMD-FMA instructions handle double-precision floating-
point numbers (x[63 : 0]), where the bits are viewed as: (a)
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Algorithm 1.1 DST = VPMADDS52(A,B,C) [1]

Inputs: A,B,C (512-bit wide registers)
Outputs: DST (a 512-bit wide register)
1: procedure VPMADDS2LUQ(A, B, C)
2 for j:=0to 7 do
3 i=jx64
4 TMP[127 : 0] := ZE(B[i+51:i]) x ZE(C[i+51:i])
5 DST[i+63:i] := A[i+63:1] + ZE(TMP[51 : 0])
6: procedure VPMADDS52HUQ(A, B, C)
7 for j:=0to 7 do
8 i=jx 64
9 TMP[127 : 0] := ZE(B[i+51:i]) x ZE(C[i+51:i])
0 DSTI[i+63:i] := A[i+63:i] + ZE(TMP[103 : 52])

—_

fraction x[51 : 0] (53 bits where only 52 bits are explicitly
stored); (b) exponent x[62 : 52]; (c) sign bit x[63].

1.2.2 Almost Montgomery Multiplication

MM is an efficient technique for computing modular multi-
plications [14]. Let ¢ be a positive integer, k an odd modulus
and 0 < a,b < k integers. We denote the MM by
MM(a,b) =a-b-27" (mod k), where 2! is the Montgomery
parameter. A variant of MM, called Almost Montgomery
Multiplication (AMM) [7], is defined as follows. Let k£ and
t be defined as above, and 0 < a,b < B integers, then
AM M (a, b) is an integer U that satisfies: (1) U (mod m) =
a-b-27" (mod k); 2) U < B.

The advantage of AMM over MM is that the former
does not require a (conditional) “final reduction” step. This
allows using the output of one invocation as the input to a
subsequent invocation. The relation between AMM and MM
is the following. If 0 < a, b < B, RR = 2% (mod k) ,a’ =
AMM(a, RR), b’ = AMMD,RR) ,u' = AMM(d',b’)
andu = AMM @', 1), thenu =a - b (mod k).

1.3  Implementing AMS with AVX512IFMA

One of the common squaring algorithms [4] is the following.
Let A = Z?:() Big; be ann digits integer in base B, a; > 0.
Then,

n

A% = ZiBH_jaiaj

i=0 j=0
(1.1)
n n n
- B2 Y Ban)
i=0 i=0 j=i+1

where the last multiplication by 2 can be carried out by
a series of left shift operations [9]. This reduces about
half of the single-precision multiplications (compared to
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regular multiplication). Additional improvement is achieved
by using vectorization. For example, [8] shows squaring
implementations that use Intel’s Advanced Vector Extensions
(AVX) and AVX2 instructions. In these implementations,
integers are stored in a “redundant representation” with
radix B = 228 (each of the n digits is placed in a 32-bit
container, padded from above with 4 zero bits). Each of the
AVX?2 256-bit wide registers (ymm) can hold up to eight 32-
bit containers. This allows for (left) shifting of 8 digits in
parallel, without losing their carry bit.

Algorithm 1.2 describes an implementation of AMS=
AMM(a,a) that uses the AVX512IFMA instructions. Let the
input (a), the modulus (m) and the result (x) be n-digit
integers in radix B = 232, where each digit is placed in a
64-bit container (padded with 12 zero bits from above). Let
z = [n/8] be the total number of wide registers needed
for holding an n-digit number, and denote kg = —m™!
(mod 2°2). The final step of Algorithm 1.2 returns the result
to the radix B = 2°2 format, by rearranging the carry bits.
An illustration of a simple AMS flow is given in Fig. 1.1
that shows how ~20% of the VPMADD52 calls (left as blank
spaces in the figure) are saved, compared to an AMM. The
algorithm applies the left shift optimization of [9] to the
AVXS512IFMA AMM implementation of [11]. This can be
done through either Eq. 1.1 (perform all MAC calculations
and then shift the result by one), or according to:

Algorithm 1.2 x = AMS52(a, m, ko)
Inputs: a,m (n-digit unsigned integers), ko (52-bit unsigned inte-

ger)
Outputs: x (n-digit unsigned integers)

1: procedure MULA[L/H]PART(i)

2: X; := VPMADDS2[L/HIUQ(X;, Acurr, Ai)
3: for j:=i+1tozdo

4. T := VPMADDS2[L/HIJUQ(ZERO, Acyrr, Aj)
5: X;j=X;+(T <1

1: procedure AMS52(a, m, ko)

2: load ainto Ag ... A; and minto My ... M,
3: zero(Xo...X;, ZERO)

4: fori:=0tozdo

5: for j :=0tomin{8,n — (8-i)} do

6: Acyrr = broadcast(a[8 - i + j])

7 MulALPart(i)

8: y[127 : 0] := ko - Xo[63 : 0]

9: Y :=broadcast(y[52 : 0])
10: for [ :==0to z do
11: X; := VPMADDS2LUQ(X;, M;, Y)
12: x0 := Xo[63 : 0] > 52
13: X =X>064
14: Xo[63 :0]=Xp[63: 0]+ xo
15: MulAHPart(i)
16: for [ :==0to zdo
17: X; := VPMADDS2HUQ(X;, M;, Y)
18: FixRedundantRepresentation(X)
19: return X
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Fig. 1.1 Flow illustration of
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5 n - non » Performing left shifting of an n-digit number requires
/ ) . . .
A= Z B”a; + Z Z B a;a j (1.2)  some extra wide registers. These are not necessarily available
i=0 i=0 j=i+1

where ¢’ = a <« 1. An efficient implementation of
the first approach requires to accommodate a, m, and x in
wide registers (not in memory), while an implementation
of the second approach requires accommodating @’ in wide
registers as well. Consequently, the AVX512, which has only
32 wide registers, can hold n-digit integers up to n < 85 with
the first approach, or up to n < 64 with the second approach.
For example, 4096-bit modular squaring (part of a 4096-bit
exponentiation, e.g., for Paillier encryption) has n = 80-
digits operands (written in radix B = 2°2). It requires 40
wide registers with the second approach (but there are not
enough). With the first approach, only 30 wide registers are
needed (there are 32). This situation seems better, but in
practice, it is not good enough.

for use with the above two approaches. Thus, we propose
Algorithm 1.2, that is based on the following identity:

A% = XH:BZiaiZ + Xn: Xn: 2(B'* a;a;)

i=0 i=0 j=i+1

(1.3)

Here, the left shifts are performed on-the-fly, and free some
wide registers for supporting other operations.

Identifying an additional bottleneck On-the-fly left shift-
ing can be implemented in three ways, but unfortunately, all
three do not go along well with the AVX512IFMA archi-
tecture. The first alternative is to multiply, accumulate and
shift the result. This may double shift some of the previously
accumulated data. The second alternative is to shift one of the



VPMADDS52’s input operands. This may lead to a set carry bit
in position 53, which would be (erroneously) ignored during
the multiplication (see Algorithm 1.1). The third alternative
splits the MAC operation, to inject the shift between. This is
not feasible with the atomic operation of VPMADD52, but can
be resolved by performing the Multiply-Shift-Accumulate
operation in two steps, with an extra temporary (zeroed) wide
register. Indeed, Algorithm 1.2, MulA[L/H]Part (steps 4, 5)
executes this flow.

1.4  IsUsing Radix 25! Better?

In this section, we discuss the selection of the radix. The
AVXS512IFMA instructions leverage hardware that is needed
anyhow, for the FMA unit (floating-point operations need 53-
bit multiplication for a 106-bit mantissa). Obviously, given
AVX512IFMA, it is natural to work with radix B = 232
Using a larger radix (e.g., B = 2%) could be better in
theory, but will incur too many costly conversions to allow
for using VPMADD52. We also note that no native SIMD
instructions for a larger radix are available. A smaller radix
(e.g., 25‘) is, however, possible to choose. This allows to
cut about half of the serialized instructions in steps 3-5 of
MulA[L/H]Part, by left shifting one of the operands be-
fore the
multiplication.

Algorithm 1.3 is a modification of Algorithm 1.2, op-
erating in radix 2°'. While it avoids the shift operations
before the VPMADDS52LUQ, it still needs to perform the
shifting before the VPMADD52HUQ instruction. For exam-
ple, Let a, b, c1,cy be 51-bit integers. After performing
c1 = VPMADD52LUQ(0,a,b) = (a x b)[51 0] and
¢y = VPMADD52HUQ(0,a,b) = (a x b)[102 52],
c1 and ¢, are no longer in (pure) radix 23'. Propagating
the carry bit in ¢; can be delayed to step 22 of Algo-
rithm 1.3. In contrary, ¢, must be shifted prior to the ac-
cumulation step. As we show in Sect. 1.5, Algorithm 1.3
does not lead to faster squaring, with the current architecture.
This suggests a possible improvement to the architectural
definition.

1.4.1 APossible Improvement

for AVX512IFMA

Algorithm 1.3 offers better parallelization compared to Al-
gorithm 1.2, but still includes serialized steps (e.g., the
function MulHighPart). A completely parallelized algorithm
requires hardware support. To this end, we suggest a new
instruction that we call Fused Multiply-Shift-Add (FMSA),
and describe in Algorithm 1.4. It shifts the multiplication

N. Drucker and S. Gueron

Algorithm 1.3 x = AMSS51(a, m, ko)
Inputs: a,m (n-digit unsigned integers), ko (52-bit unsigned inte-

ger)
Outputs: x (n-digit unsigned integers)

: procedure MULHIGHPART(SRCI1, SRC2, DEST)
TMP := VPMADD52HUQ(ZERO, SRC1, SRC2)
DEST := DEST + (TMP « 1)

1

2

3

1: procedure AMS51(a, m, ko)
2 load ainto Ag ... A; and minto My ... M,
3: zero(Xo ... X;, ZERO)
4 fori :=0tozdo

5 for j :=0tomin{8,n — (8-i)} do

6 Acyrr = broadcast(a[8 - i + j])

7 Ashifted = Acurr K 1

8: X; := VPMADDS2LUQ(X;, Acurrs Ai)
9: for j:=i+ 1tozdo

10: X; = VPMADDS2LUQ(X;, Ashifreds Ai)
11: y[127 : 0] := ko - Xo[63 : 0]

12: Y :=broadcast(y[51 : 0])

13: for [ :==0to z do

14: X, := VPMADD52LUQ(X;, M}, Y)
15: x0 = Xo[63:0] > 51

16: X =X>64

17: Xo[63 :0]=Xo[63: 0]+ xo

18: MulAHighPart(X;, Acyrr, Ai)

19: for/:=i+1tozdo

20: MulAHighPart(Xl, Ashifted, Al)
21: for [ :==0to z do

22: MulAHighPart(X;, M;, Y)

23: FixRedundantRepresentation(X)

24: return X

Algorithm 1.4 DST=FMSA(A,B,C,immS8)
1: forj:=0to7do
2 i=j*64
3: TMP[127 : 0] := ZE(B[i+51:i]) x ZE(C[i+51:i])
4. DST[i+63:1] := A[i+63:1] +
ZE(TMP[103 : 52] « imm38)

result by an immediate value (imm8) before accumulating
it. This instruction can be based on the same hardware
that supports FMA (just as AVX512IFMA). Note that when
imm8 = 0 then this instruction is exactly VPMADD52HUQ.

1.5 Results

1.5.1 Results for the Current Architecture
This section provides our performance results. For this study,
we wrote new optimized code for all the algorithms discussed
above, and measured them with the following methodology.
Currently, there are only a limited series of processors
with VPMADDS52, which we currently don’t have. Therefore,
to predict the potential improvement on future Intel
architectures we used the Intel Software Developer Emulator
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(SDE) [3]. This tool allows us to count the number of
instructions executed during each of the tested functions.
We marked the start/end boundaries of each function with
“SSC marks” 1 and 2, respectively. This is done by executing
“movl ssc_mark, %ebx; .byte 0x64, 0x67,
0x90” and invoking the SDE with the flags “-start_ssc_mark
1 -stop_ssc_mark 2 -mix -cnl”. The rationale is that a
reduced number of instructions typically indicates improved
performance that will be observed on a real processor
(although the exact relation between the instructions count
and the eventual cycles count is not known in advanced).

Our measurements show that the overall number of in-
structions in our AMM and AMS implementations (in radix
252) is almost identical. However, the number of occur-
rences per instruction varies between the two algorithms. The
most noticeable change was for the VPADDQ, VPMADDS2,
VPSLLQ, and VPXORQ instructions. Let 1 4 prs/u oy be the
number of occurrences of the instruction # in AMS/AMM
code, and let t4)7p be the total number of instructions in
the AMM code. We write r, = (Uams — UamM)/TAMM-
Table 1.1 compares the r,, values for different u and operands
sizes. It shows that reducing the number of VPMADDS2
instructions is achieved through increasing the number of
other instruction (e.g., VPADDQ, VPSLLQ, and VPXORQ).

To assess the impact of the above trade-off, we note
that the latency of VPADDQ, VPSLLQ, and VPXORQ is 1
cycle, the throughput of VPADDQ and VPXORQ is 0.33
cycles, and the throughput of VPSLLQ is 1 cycle [2]. By
comparison, we can expect that the latency/throughput of
a future VPMADD52 would be similar to VPMADDWD (i.e.,
5/1), or to VFMAx (i.e., 4/0.5). It appears that trading one
VPMADDS52 for 4 other instructions (which is worse than the
trade-off we have to our AMS implementation) could still be
faster than the AMM implementation.

To study the effects at the higher scale of the modular
exponentiation code, we define the following notation. Let
UMod ExpAMS/UMod Exp be the number of occurrences of the
instruction u in the modular exponentiation code, with and
without AMS, respectively, and let tp7,0£xp be the overall
number of instructions in this code (w/o AMS). We write
Su = (UModExpAMS — UModExp)/tModExp- Table 1.2 shows
the values s,.

Table 1.1 Values of r, for different u instructions and different

operands sizes

Size VPADDQ VPMADDS52 VPSLLQ VPXORQ
1024 0.06 —0.05 0.06 0.06
1536 0.13 —0.07 0.07 0.07
2048 0.05 —0.09 0.08 0.08
3072 0.05 —0.13 0.15 0.15
4096 0.12 —0.12 0.12 0.12

Table 1.2 Values of s, for different instructions (u) and different
operands sizes

Size VPADDQ VPMADD52 VPSLLQ VPXORQ
1024 0.01 —0.01 0.02 0.01
1536 0.02 —0.01 0.02 0.02
2048 0.02 —0.03 0.02 0.02
3072 0.04 —0.04 0.04 0.04

Table 1.3 Values of w,’;‘MM, w,fMS, and wf,wodEXp for different in-
structions («#) and different operands sizes

Function name |VPADDQ |VPMADD52 |VPSLLQ | VPXORQ
AMM3072 0.32 0.01 0.32 0.32
AMM4080 0.28 0.01 0.28 0.28
AMM4096 0.28 0.01 0.28 0.27
AMS3072 0.07 0.00 0.09 0.07
AMS4080 0.07 0.00 0.10 0.07
AMS4096 0.08 0.01 0.10 0.06
ModExp3072 0.05 0.00 0.06 0.05

We use the following notation for evaluating the radix
231 technique. Let uapss1/uammsi/upmod Expamss1 be the
number of occurrences of the instruction  in radix 23! code.
We write

AMM
w;, = (UAMM — UAMMS1)/TAMM
AMS
w0 = (uams —uamss1)/tams
ModExp
wy = (UModExpAMS — UMod ExpAMS51)/tModExp

ModE
AMM wAMS, and wy, o xP.

Table 1.3 shows the values w; """, w;
Here, we see that the number of VPMADDS52 instructions is
almost unchanged, but the number of VPADDQ, VPXORQ,
and VPSLLQ was increased. Therefore, we predict that
implementations with operands in radix 23! will be slower

than those in radix 252.

1.5.2 A “whatif” Question: The Potential
of FMSA

Table 1.4 is similar to Table 1.3, where we replace the in-
structions in the MulHighPart with only one VPMADD52HUQ
instruction, emulating our new FMSA instruction. Here, the
added number of VPADDQ, VPSLLQ, and VPXORQ instruc-
tions is no longer needed, and the full power of our AMS can
be seen.



Table 1.4 Values of w{fMM, w;‘MS, and wﬁ“’d“”, when using the
FMSA instruction, for different instructions (1) and different operands
sizes

Function name | VPADDQ | VPMADD52 |VPSLLQ | VPXORQ
AMM3072 0.00 0.01 0.00 0.00
AMM4080 0.00 0.01 0.00 0.00
AMM4096 0.00 0.01 0.00 —0.01
AMS3072 —0.03 0.00 —0.09 —0.10
AMS4080 —0.10 0.00 —0.08 —0.10
AMS4096 —0.10 0.01 —0.08 —0.11
ModExp3072  |—0.04 0.00 —0.03 —0.04
1.6  Conclusion

This paper showed a method to use Intel’s new AVX512-
IFMA instructions, for optimizing software that computes
AMS on modern processor architectures. Section 1.5 moti-
vates our prediction that the proposed implementation would
further improve the implementations of modular exponentia-
tion described in [7]. As a future research we are aiming on
measuring our code on a real processor once it will be widely
available.

In addition, we analyzed the hypothetical benefit of using
a different radix: 2°! instead of 22. This can significantly
improve the AMS algorithm (only) if a new instruction,
which we call FMSA, is also added to the architecture. We
note that FMSA requires only a small tweak over the current
AVX512IFMA, and no new hardware.
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2.1  Introduction

With the world gradually becoming a global village, cyber
security is no longer an alternative; it is a necessity. In
Saudi Arabia for instance, the Shamoon virus attack in
2012 that targeted Saudi Aramco, a state-owned oil corpo-
ration, and which resurfaced again in late 2016 disrupting
operations in several state corporations, forced Riyadh to
invest substantially in updating its information technology
(IT) infrastructure [1]. Moreover, according to the security
organization Symantec, it exceeded the global averages of
email incidents of spam and phishing, according to the March
26 Internet security report [2]. In response, the country es-
tablished the National Authority for Cyber Security as a first
step towards fulfilling the aims of Vision 2030 a body meant
to enhance data, network, and I'T/operating system protection
in light of the country threat-laden cyber landscape [3]. In
essence, the prioritization of a nationwide cyber security
strategy undoubtedly points to passwords as one of the
strategies basic elements. Saudi Arabia’s Vision 2030 targets
diversification of the economy [3]; technology is intended
to be a significant contributor regarding enabling the vision.
As such, digitization of nearly all of the government’s data
is certain to increase the country’s exposure to hackers.
With such important data stored digitally, the importance
of passwords as one mode of protecting government data
warehouses only increases.
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With the expansion of government digital services to
lower bureaucracy, confidentiality and reliability of informa-
tion systems are critical to the success of government Saudi
Arabia as the case in point. Along these lines, passwords
are considered as the most feasible method of authenticating
the access of individuals. Unfortunately, with the increased
sophistication of cyber attacks, such as the spear phishing
campaigns like Shamoon in Saudi Arabia that were intended
to steal sensitive data, password use as a predominant method
of user authentication has been shown to be ineffective
thanks to hacker intrusions [4]. This is to say that the choice
of password characters, a source of password strength, is
a troubling issue. A lot has been said regarding password
vulnerabilities, but passwords are and in the near future will
be ubiquitous in user authentication. Inherent in passwords
is a trade-off between security and usability; where a strong
password is difficult for a hacker to guess, it is conversely
generally hard for its user to memorize [4]. This presents a
dilemma for user-created passwords. Typically, a password
ought to be hard to guess and easy to memorize [4]. For
passwords guessing to be difficult, its selection should be
from a broad domain. Strong passwords are typically random
character strings, but users generally cannot memorize them,
even though guessing of arbitrary, long, random-character
passwords is hard for hackers. The majority of users de-
liberately opt for weak passwords or those with (very) few
characters, due in part to the perception that adhering to
best practices in security impedes their workflow. Therefore,
identification of the reasons for this insecure behavior among
password users and examination of the factors that trigger
the behaviors are imperative. These endeavors help inform
organizations on effective password policies. Organizational
policies on passwords should ideally find a middle ground
between safety and usability.

In light of the fact that passwords are extensively used in
modern authentication processes, users are expected to select
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passwords that are hard to guess but easy to remember [4].
However, most users circumvent the rule and use meaningful
particulars in their choice of characters, such as their dates
of birth and nicknames [4]. As such, this study attempts
to evaluate the status quo among password users via a
comprehensive questionnaire made up of assorted questions
targeting user attitudes and practices as regards password
choices.

2.2  Related Work

As Saudi Arabia example shows, a large number of orga-
nizations across the globe have been and are continuously
relying on IT systems for internal operations. At the same
time, the systems interconnectivity has increased so much
that the possibility of defacement, theft, intrusion, and other
forms of loss has increased. Despite the fact that a number
of studies demonstrate that a significant number of security
incidents emerge from the internal aspects, organizations
tend to be more concerned with vulnerability to external
threats. Yan, Blackwell, Anderson, and Grant [5] observe that
a lot of the weaknesses of password authentication systems
are owed to limitations of human memory. To justify this, the
researchers glean from cognitive psychology studies on the
minds password remembrance to determine that authentica-
tion of passwords involves a trade-off. Specifically, certain
passwords are easily remembered but can be easily guessed
via searching the dictionary. Other passwords may be guess-
proof but hard to remember. Here, human limitation jeopar-
dizes the security of used passwords since a user may write
a password somewhere insecure or opt for unsafe procedures
for backup authentication in case the password is forgotten.
In an empirical investigation of the balance between security
and memorability in practice, the researchers compare the ef-
fects of offering three different forms of advice on password
selection to separate user groups [3]. Contrary to the advice
that many sizable organizations give new users on good
password selection (being reasonably long with a reasonably
large set of characters and being easy to memorize), special
characters were not used by anybody in two of the groups.
The only group in which they were used was the pass phrase
group [3]; it is assumed this group used special characters
based on the guidance provided, as they were given examples
of punctuation-containing passwords.

Zviran and Haga [4] note that most of the user-selected
passwords are made up of meaningful personal information
are moderately short, hardly change, have alpha-numeric
characteristics and are typically written down. The study’s
findings further affirm that password selection methods in-
fluence password memorizability; recurrent password alter-
ation hinders password recall. In response to such behavior,
organizations need to enhance the effectiveness of their in-
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structive endeavors to raise system users security awareness
and put in place guidelines on choice and use of strong
passwords. Adams and Sasse [6] further argue that it is
very important for security departments to implement a user-
centered design method and communicate more with the
users to obtain information on their behavior (s) and percep-
tions with regards to password mechanisms. The researchers
note that it is not the user who is the enemy of security; rather,
the user is a collaborator in need of applicable information to
help preserve system security.

The Martinson study [7] investigates if users adhere to
guidelines pertaining to password use. To substantiate his
argument, he provides survey questions targeting exploration
of password memorization methods often used by (system)
users. Findings indicate that most users are irritated by or-
ganizational guidelines and prefer to write down passwords.
Interestingly, the study finds that users can, on average,
memorize five passwords Still, several users use the same
passwords for multiple applications. Likewise, Florencio and
Herley [8] underscore the significance of passwords for IT
system users. Most web users, according to their findings,
use poor-quality passwords for account protection, such as
in the case of email and social networks. Also highlighted
was this critical concern: most web users disremember their
passwords, making their accounts susceptible to hacker at-
tacks. Furthermore, knowledge of the users has insufficient
knowledge regarding what institutes a secure password. It
was also found that the majority of the users are unlikely to
change their passwords.

Unlike the above-discussed studies, the study by Gaw and
Felten [9] focuses on determining how technology use can
improve password use. The researchers adopted a unique
approach to data collection by measuring the results of actual
login tries. Its findings confirm that users do not rely on
technology but their memory when it comes to password
remembrance. The findings reveal that password reuse rates
increase because of the build-up of more accounts and
avoidance of creating new passwords. Even so, users defend
the behavior by maintaining that reuse of the same pass-
words makes password management easy. The contribution
of human factors, as Hoonakker, Bornoe, and Carayon [10]
note, ought to be considered since end-user behavior can
escalate information systems vulnerability. Users either use
the same passwords all the time or use passwords that are
comparatively uncomplicated.

By deduction, the choice of the right passwords by the
users is essential for ensuring the security of systems. Never-
theless, issues such as social engineering, brute force attacks
and dictionary attacks [7] are some potential ways to break
the passwords. The intruders typically attack the passwords
that are simple and consist of words that can be commonly
found in the dictionary. In addition, the intruders can also
introduce a program in the system that can easily guess the
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passwords. These programs consist of a large number of
words in different languages that belong to distinctive cul-
tures [3,5]. These threats have compelled the organizations
to devise complex passwords.

Several criteria are used for ensuring different levels of
password security, including password ownership, password
lifetime and password composition [7]. As per the Na-
tional Infrastructure Protection Center [7], it is comparatively
difficult to memorize long passwords, but there are few
techniques that can be integrated to ease the difficulty. For
instance, the individuals can link the passwords to something
that is familiar to them. Selection of passwords is a crucial
step in computer security; however, human fallibility makes
it almost impossible to follow stipulated policies. Normally,
the passwords selected by the individuals are based on
meaningful information including pets, places, and people.
On the other hand, past research notes that users do not
adhere to the policy recommendations as regards passwords.
As Adams and Sasse [6] point out, the restrictions imposed
by the companies to devise strong and secure passwords may
lead to a generation of passwords that are less memorable
because most of the users perceive the security mechanism
is complex and needless. Therefore, it is imperative for
organizations to identify the undesirable behaviors of users
with respect to passwords that compromise the security of
information systems. It is essential to conduct an analysis of
passwords that takes into account both human factors and se-
curity aspects. This particular study analyzes the undesirable
behaviors of the users with respect to the passwords.

2.3  Methodology

The survey questions are designed to identify the attitudes
and behavior of the user regarding the password strength.
The survey consists of an assortment of questions that are
categorized according to the themes pertaining to undesirable
behaviors. Survey questions are categorized into one of
six pertinent areas: the respondent’s information; password
features; password use and re-use; how often new passwords
are created and changed; password sharing; and responsive-
ness to organizations security policies. The questions were
reviewed to ensure correct understanding by the respondents
by fielding questions to three of the reviewers and adjusting
according to the instructions given.

2.3.1 Data Collection

In this particular study, the data is collected through a
survey with questions intended for self-completion, which is
published via Google Forms. It consists of 36 close-ended
questions intended to obtain information regarding unde-

sirable behavior of the users regarding passwords. Initially,
we identify the potential undesirable behavior of the users
and devise questions according to the themes. Additionally,
before the questionnaire is issued, an introduction explains
the purpose of the study and emphasizes that all information,
including the demographic data and responses, is to be kept
confidential. Additionally, the respondents are informed that
none of their responses are manipulated in any way.

2.3.2 Research Sample

For this research, the survey is distributed on the random
sample through email and social media. 233 participants
complete the questionnaires and give their viewpoints re-
garding undesirable user behavior with passwords.

2.3.3 Data Analysis

In this study, quantitative data were analyzed using frequency
distribution and statistical techniques. Microsoft Excel was
used to analyze the data gathered from survey questionnaires.
In addition, Microsoft Excel was used to process the view-
points into the statistical format and then represent it in a
graphical form, for instance, bar charts or frequency tables
(Tables 2.1 and 2.2).

2.4 Results

Table 2.1 Password use practices

1 | 37% of the participants have 5 accounts or less. 47% of the
participants have 610 accounts

2 | 93% of the total population have a set of passwords and reuse
them

3 | 90% of the participants have not used any password
management software and may not even be aware of such
programs and their relevance

4 | 64% of respondents prefer using biometrics (i.e., fingerprint
or face recognition) instead of a password

5 | 67% of participants used the same password in their personal,
study, or work accounts

6 | 72% of the total populations use personal information in the
composition of the password

7 | More than 70% of the participants change their passwords
willingly so that they can easily recall it

8 | 48% of the participants write down their passwords 1-3 times
in a day

9 | 74% of the surveyed populace deny sharing passwords with
the workgroup

10 | 49% of the participants have shared their password with
friends, family, co-workers or others
11 | Majority of participants indicate that they never change their

password
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Table 2.2 Password security measures
1 | Majority of the participants find it comparatively hard to create
a password that adheres to the password rules

2 | 89% of the participants find creating new passwords
continuously is annoying

3 | 63% of the participants agreed that changing passwords make
them more secure

4 | 53% of the total population find password policies of
organizations burdensome

5 | 51% of the participants find password procedures and
instructions to be a nuisance

6 | 57% of the surveyed follow the password procedures based on
the organization’s guidelines

2.5 Discussion

Among the different security measures, passwords are
deemed to be the most effective way of authenticating the
users. Along these lines, the security and effectiveness of the
passwords typically rely on the selection of the passwords
made by the users, as well as their use and reuse habits. A
number of investigations in the past, for example, Duggan,
Johnson, and Grawemeyer [11] have noted that employees
are the weakest link in the security of the passwords. Even
though organizations incorporate the latest and cutting-
edge technologies for securing their employee’s sensitive
information, the actions and behaviors of the users can lead
to numerous security failures. This study intends to analyze
the behaviors of the end-users towards passwords through an
action research. Several interesting findings have emerged
during this research. For instance, one of the findings of this
study revealed that most of the users have 1-3 passwords for
different accounts. Along these lines, the outcomes of the
survey highlight that a significant number of the participants
write down their passwords nearly 1-3 times per day. Length
of passwords plays a crucial role in ensuring their safety.
Nevertheless, the responses of the survey indicated that
majority of the users create passwords that use a maximum
of eight characters with a minimum of four characters,
and most of the passwords include letters, numbers,
and special symbols. The preceding finding supports the
research conducted by Rhodes-Ousley [12], which found
that users develop passwords that are shorter in length and
comprise characters and words that are readily available in
dictionaries. In contrast, passwords that are longer in length
and have more characters can be characterized as strong
passwords. In the same vein, Herley and Van Oorschot [13]
note that strong passwords ought not to be derived from
personal information including security numbers and name.
If users use information that is not personal, they cannot
memorize long or complex passwords, instead choosing to
write them down.
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One of the findings of the research notes that people have
an explicit set of passwords which they reuse for different
accounts. These passwords are utilized for 2-5 different
accounts. Another finding affirms this as nearly 67% of
participants emphasize that they use the same password in
their personal, study, or work accounts.

The findings of the survey further noted that most of the
participants devise passwords in their native language, and
they do not use special symbols while creating passwords
for distinctive accounts. This finding of the research is in
line with the study by Gulenko [14], which shows that,
when users have the choice of selecting their passwords,
they typically devise passwords that can be memorized easily
and comprise of predictable patterns. The author concludes
that this approach makes the passwords vulnerable to several
attacks, especially dictionary attacks.

The outcomes of the survey also reveal some astonishing
findings. For instance, 44% of the participants have an
account with a unique password that is not used in another
account. However, these unique passwords are used only in
important calculations from the point of view of participants.
In this, we find a clear indication of participants’ awareness
of the importance and sensitivity of passwords.

Another observation is that most of the users find it
relatively difficult to create passwords that are in accordance
with rules and policies. They also find the password develop-
ment procedure annoying. In fact, as per the majority of the
participants in the survey, the procedures and instructions for
creating the passwords are troublesome.

The outcomes of the study reveal that participants change
their passwords so that they can easily recall them; however,
the participants are not mindful of the negative consequences
of not changing their passwords regularly. One of the crucial
findings of the research is that most of the users had the
propensity to share passwords with their co-workers, rela-
tives, and friends. This finding is in line with the research
by Charoen, Raman, and Olfman [15]; the study points out
that the practice of sharing passwords may be attributed
to a situation where individuals are compelled to share
passwords with co-workers. However, this practice makes the
passwords vulnerable to external threats. Thus, a password
policy requiring frequent modification(s) of passwords could
significantly facilitate safeguarding of user’s passwords.

2.6 Conclusion

Over the years, most of the attention to enhancing computer
and information system security has been placed on software
and hardware solutions with a very little emphasis on the
people aspect. According to various studies in the past,
individuals and the way in which they interact with computer
systems can be considered the weakest link in computer
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information security. The chief goal of this research is to
assess the attitudes of end users towards passwords. To
achieve this aim, a quantitative research design is adopted
based on a survey. The survey questionnaire comprises an
array of questions that are categorized according to different
user behaviors. In light of the findings of the survey, we
conclude that most of the users create weak, relatively simple
passwords with short lengths and in native languages for
use with work computers. We also found that a significant
population of users are likely to use identical passwords
for numerous accounts since they want to lessen the burden
of recalling different passwords. We also found that the
participants are not aware of the threats associated with their
attitudes and behaviors toward passwords. By deduction, it is
essential for organizations to implement policies and meth-
ods to enhance password security, urge users to avoid reusing
the same passwords for multiple accounts and prevent the
sharing of passwords with others. Policies such as an imple-
mentation of two-factor authentication provide an additional
layer of security in effect safeguarding authenticated user
logins and preventing hackers from backdoor login using
stolen credentials.
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3.1 Introduction
With the continued development and improvement of new
communication and computing technologies, we are now in
a situation where most people and companies have most
of their digital data in the Cloud. It is not only the data
but now also the application software which is stored and
run in the Cloud. This is a game changer and new secu-
rity challenges have arisen, it is relatively easier now for
hackers to compromise large interconnected databases and
systems [1,2,8,9,20]. Malicious users could gain access to
files in the Cloud and alter the contents of them to influence
the system on their behalf; there are plenty of examples of
this kind of attacks, the Democratic party database system
was hacked and altered [5], many bank systems have been
hacked [3], as well as companies as Facebook, Amazon,
Yahoo, among others have had their systems compromised.
The management of the data in the databases, the appli-
cation software and the verification of their integrity cannot
be delegated to only one entity, that is too risky. Here we
propose a public protocol to verify and ensure the integrity
of the application software and the data in the Cloud. Cloud
computing has plenty of advantages, it is not only about
creating and/or storing data in remote servers, it also saves
a lot of resources at the client side not only in memory
but also in processing power or CPU cycles. The Cloud
technology provides a lot of services via the Internet, some
with a fee and others totally free. This is appealing not only
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for personal use, all these advantages attract companies and
organizations of any size around the world, since it saves
time and huge amounts of managing and maintenance costs,
and overall Cloud services tend to be more efficient every
time. This new model and all these advantages, on the other
hand, constitutes a big challenge in data security and privacy.
Security breaches are usually a lot harder to be spotted and
cause more damage, due to the fact that it represents the
access to more data and users; moreover there is the risk
of an inside attack from the service provider company. All
this and more represent new research challenges in security,
privacy, reliability and interoperability [4, 12, 17]. Plenty
of vulnerabilities have been detected in the diverse Cloud
services, as an example Mulazzani et al. [15] expose the
weaknesses of the Dropbox Cloud service. The security
breaches of the Apache Hadoop technology used to handle
vast amounts of computation and data are also exposed,
analyzed and discussed by Hamlen et al. [11] and Moreno
et al. [14]. Many research lines are under development to
deal with different problems related to the Cloud computing.
Here we present a novel algorithm developed to ensure the
integrity of the data and applications.

3.2  Previous Related Work

Several algorithms have been developed and implemented
to ensure that the access to the data and applications in the
Cloud is granted only to the authorized users of that data or
applications [19-22]. Some data could be under the shared
mode or it could be users private data. Only the authorized
accesses must be possible at all times, this one is considered
the core or most important aspect of the Cloud computing
and services. For that reason research related to this topic has
been always under development. Eranna et al. [8] developed
an algorithm for integrity verification, their work is based
in the Merkle Hash Tree (MHT) construction for block tag
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authentication. They need for that multiple auditing tasks
but the reliability is not ensured. Qian Wang et al. [20] in
their model consider a third party auditor (TPA) to verify the
integrity of the data, and they also use the MHT for authen-
tication. The use of a TPA means extra costs and overhead,
and there is the risk of attacks from inside, the use of the
MHT on top means extra overhead. Other works rely only in
encryption but that approach is insufficient in live systems,
all the data is decoded on the fly and in a compromised
system the hacker would have access to all the data in live
mode. Encryption is a very important ingredient here but not
enough by itself. Other works base their algorithms in the
Trusted Platform Module (TPM) which uses the Kerberos
systems to authenticate the users [18].

3.3  OurAlgorithm to Avoid the Hash

Value Manipulation Attack

In order to detect when a file have been illegally altered, we
use here a collaborative pool of nodes in which every node
build a reputation through the interactions with its peers.
The nodes gain reputation through the honest reporting of
the hash values, which proves to be a Nash Equilibrium for
correct reporting [6, 10].

We developed an algorithm to address the problem of
ensuring the data integrity in Cloud systems. First we need
to keep a table with the hash values of all those files that
we want to protect, they will be under monitoring. The hash
generator could be the SHA-256 or the SHA-512 algorithms;
there is always the risk of a coincidental value collisions but
the probabilities for this to happen are so minor, insignificant.
The verification of the hash values is in a collaborative
manner using a distributed authority system. We keep track
of the authorized updates of the files, and subsequently the
corresponding hash values are recalculated and updated on
the tables.

Before the update is authorized it is verified first the
consistency of the previous file hash value collaboratively,
not every peer has to participate in every verification, the
minimum number of peers needed depends on a constant
value set as a part of the algorithm.

ky <V, <N, 3.1)

Where k, is an integer constant value set as the minimum
number of peers required for the collaborative verification;
V) is the number of peer nodes participating in the collab-
orative verification; whereas N, represent the total number
of peers in the system. This approach prevents the HVMA
(Hash Value Manipulation Attack) which is one variation of
the Man-in-the-middle attack to replace hash values.

Since there is a lack of a certifying authority, which in this
case is an advantage, the policies and rules used are enforced
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by the nodes through the interaction with their peers. Honest
nodes, as a way of protection, need a mechanism to detect
malicious users (Sybil nodes) and protect the system against
a possible attack.

3.3.1 Our Algorithm for the Verification
of Hash Values and for the Reputation

System

Our algorithm never restricts a node in any way in partic-
ipating in the collaborative system for the verification of
the hash values and for the analysis of the behavior of the
other nodes, which is another of the advantages. We consider
every new node trustable enough to participate in the system;
although, without enough reputation earned the damage that
it may cause is so restricted because that node is not trustable
enough. In other algorithms a node first has to be certified
as trustable to be admitted into the network, and that may
cause a big problem later since the certifier authority may be
compromised already. Randomly a pair of nodes are picked
to perform the verification of a file hash value, randomly
picked as well. Two arrays are used here, one with the hashes
of all the files, and the other with the reputation points of
all the nodes participating. When the interaction between
peers for the verification of certain hash value is over, each
node reports the results of that participation to the authority
node; Then the authority node or certification node broadcast
a report that contains not only the result of the verification
of the corresponding file hash value, but also the reputation
points earned through that interaction which is based in the
game theory algorithm. The report is broadcast to all the
other peer nodes which keep track of all the results. Even
though the earned reputation points could be different, i.e.
asymmetric, the hash value is one, either a new one if the
file has been updated by an authorized writer, or the same
previous hash if the file has not been altered. Every peer
updates the data in their reputation array. There is a set of
nodes, from those with the higher reputation, that also play
the role of authority nodes. Any anomaly detected is handled
by them as explained in the Sect. 3.3.4.

3.3.2 The Arrays Used

We need to build two arrays for our system. First we take the
hash values of all the files that need to be secured or protected
and we create an array of size M where M corresponds to
the total number of files under custody. The values in there
are updated only after a verified value of the previous hash
value, and the corresponding verification that the related file
has been modified by an authorized user. In order to keep
track of the reputation of all the nodes we need a second
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array, in this case of size N where N represents the total
number of nodes participating in the system. When a new
node is added it gets a copy of these arrays, when a new file
is added or discarded, the information is broadcast so every
node can update the array.

3.3.3 The Selection Process for the
Verification

The authority nodes are a set of nodes selected from those
with the higher reputation points. They do the same as all
the other nodes but they are also in charge of some extra
responsibilities. They randomly have to select one of the files
under custody and a pair of nodes that will verify the integrity
of that file through the corresponding hash value stored in
the array described in Sect.3.3.2. Then after verifying that
the file remains unaltered, they broadcast their results inde-
pendently to all the other peers in the system as explained in
Sect.3.3.1. Every node keeps copy of the arrays described
in Sect.3.3.2 and they update those correspondingly with
the new hash values and the reputation points are updated
for the corresponding nodes. The nodes with the higher
reputation belong to the group of certification nodes, these
perform the same work as the regular nodes plus some extra
responsibilities; these are in charge of some administrative
duties. They randomly are selecting the files to be checked
and the nodes that will verify the hash value of it. Both nodes
give the result to the corresponding certification node which
will assign the earned reputation points by those nodes.
Truthful reporting is proven to be Nash equilibrium [13]. In
case of a mismatch in the value reported, the certification
node would select another pair of nodes to run the hash
value checking, once there is a match, reputation points
will be assigned to the previous pair of nodes based on the
outcome. Through the broadcast reports the peers obtain the
information necessary for the updating of the corresponding
values in the arrays.

3.3.4 Detecting and Reporting
Inconsistencies in the Files Under
Custody

Files are under validation periodically by the authority nodes;
they are in charge of randomly selecting the files for verifica-
tion, as well as the pair of nodes that will run the verification.
The average time from validation to validation can be ad-
justed accordingly to the requirements in the system. Once
an inconsistency is detected, i.e. unauthorized alteration or
modification of a file, that authority node will report that
to all the group of authority or certification nodes, then
another of the authority nodes randomly selected will run
the verification algorithm all over again. The result will be

broadcast to all the authority group; if the inconsistency is
real, then the anomaly would be reported to the users of the
system as a form of intrusion detection.

3.3.5 Authorized File Updates

When a file has been updated the system check first that it
has been done by an authorized user, and at an authorized
time; then the authority nodes update the corresponding hash
value and broadcast the new value so that all the peers in the
system can update their arrays with the new authorized value.

3.3.6 Advantages of Our Algorithm Over
Other Solutions

A blockchain model would also work in protecting the
integrity of the files but there are some inconveniences with
it. First of all it requires a lot of computational power, it has
to solve complex algorithms that are of the order O (n?); also
the computations take long time, it could even take several
hours to finalize. The scalability is another problem in the
blockchain algorithm, the block size limits the number of
operations allowed per unit of time, also adding more nodes
increases the complexity of the system [7, 16]. Using just
a plain checksum comparison is so fragile, it would not be
enough, and it is susceptible to the Hash Value Manipulation
Attack that is one kind of Man-in-the-middle attack used to
replace hash values. Our algorithm is light, it requires O (n)
hashing computations in total, and every node will perform
just a fraction of that O (n). The scalability is not a problem,
more nodes and/or files to be resguarded can be added at any
time; it is only about increasing the size of the arrays held by
the nodes and giving copies of them to all the new nodes.

3.4 Conclusions

Our algorithm works well as a tool to ensure the integrity
of the data, i.e. it detects the unauthorized alteration or
modification of the data. The random selection of the file that
will be checked as well as the pair of nodes that will perform
the verification is performed in O (1) time. Every update in
the information in the arrays can also be performed in a O (1)
time. The asymptotic time complexity of the hash algorithms,
as it is the case of the SHA-256, is known to be O (n) with a
space of O (1), so we can say that our algorithm is light and
supports good scalability.

The limitations here is that still other parties may gain
reading access to the data and remain undetected as long as
they do not perform any modification to any of the files under
custody; This is still an open problem in this case.
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4.1 Introduction

It has not been more than four decades since the early 1990s
when the Internet was privatized and opened to commercial
traffic. Nowadays, the Internet has become an essential part
of people’s daily lives. The Internet became ‘“quietly and
unobtrusively an integral component of our home life and
our jobs” [24]. Statistics show that on average more than
51% of the world population had access to the Internet in
2017. With this huge development, one can expect to see
different sources of crimes in this virtual environment. The
authors of a new report published by Cisco [7] claimed
that one in five organizations lost customers lost 30% of
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their revenue and their customers because of an attack. To
protect organizational assets and information from these
malicious hackers, IT experts have developed sophisticated
methods to improve the security of networks and cyberspace.
In this paper, we discuss in detail three new technologies:
BlackRidge Transport Access Control (TAC), brain wave
authentication technology (BAT), and Secure Sockets Layer
Visibility Appliance (SSL-VA).

4.2 BlackRidge Transport Access Control
Computer Layer and Internet

Communication

Before analyzing TAC, we need to review the five computer
layers for Internet communication. The physical layer moves
“the actual bits between the nodes of networks, on a best
effort basis” ([14], p. 224). The ability to transmit bits
between a pair of network nodes is an abstraction of this
level to the next highest level. The link layer transfers data
“between a pair of network nodes or between nodes in a
local area network™ ([14], p. 224). The network layer, also
known as the Internet layer, provides the best effort basis for
passing packets between any two hosts. The main protocol
provided by this layer is the Internet protocol (IP). The main
task of the transport layer protocol (TCP) layer is to “support
communication and connection between applications based
on IP addresses and ports” ([14], p. 224). A virtual con-
nection established by TCP delivers “all packets guaranteed
between a client and server” in an ordered fashion ([14], p.
225). There is no guarantee of delivering data as quickly as
possible; for this purpose, another layer is necessary. The
fifth layer is the application layer. Based on the services
provided by TCP, the task of this layer is to support useful
functions; “HTTP is an example that uses TCP and support
web browser” ([14], p. 225).
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4.2.1 Concept and Development

TAC was introduced in 2010 by Black Ridge Technology
(BRT), a company located in the state of Nevada [21].
The BlackRidge Technology defense system defends against
cyber-attacks by blocking unauthorized access by isolating
and cloaking servers and clouds, segmenting networks, and
providing identity attribution. TAC stops attackers by identi-
fying authentication on the first packet of network sessions;
“First Packet Authentication provides low and deterministic
latency.” [3].

Using this technique, TAC uses a new, real-time protec-
tion system to block or redirect unidentified traffic, including
port scanning and reconnaissance [3]. TAC uses “end-to-end
across network boundaries with multiple policy enforcement
points” with high compatibility with existing network se-
curity technologies, such as “IPv4, IPV6 as well as client-
server, server-server, cloud and mesh networks” [4]. Here are
the main steps of TAC’s process (See Fig. 4.1):

e TAC sets up authentication on the first packet of the
network, defining a new real time;

* TAC inserts a cryptographically secure code into the first
packet of a TCP connection request;

» After receiving the TCP connection request on the server
side, TAC extracts, checks, and authenticates the packet;

¢ Packet is delivered, redirected, or discarded based on the
results of the previous step, and connection is permitted
or denied;

e TAC records logs for each policy action with information
about real-time, unauthorized access, and unidentified
requests. It also collects information for early detection
from insiders, outsiders, and third parties.

Fig. 4.1 First packet
authentication using TAC [4] \

\

.\ Transport Access Control

Server
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4.2.2 Main Features of the Technology

There are several privileges of having TAC as a defense
system for a network, including its ease of use, deployment,
and maintenance. TAC operates in a “set it and forget it”
mode [3]. It is also compatible with different types of
networks, virtual servers, and even cloud configurations as
well as physical appliances. The other privilege of TAC is
the flexibility of deploying it in front of the existing security
technologies to filter unwanted, unauthorized traffic. It can be
used inside the network to protect servers or isolate a specific
part of a network.

Improving Cybersecurity

TAC isolates and protects services and offers network seg-
mentation and remote office protection. As described, TAC
provides a new level of defense to protect and isolate critical
services across the enterprise and hybrid clouds. In addition,
using a software-based approach, TAC can define access or
block network connections by using identity-based access
controls. Finally, by using end-to-end security architecture
technology and by extending identity across virtual private
networks (VPN), TAC can reduce risks by applying policies,
permitting, rejecting, or redirecting from a remote office
(third parties) into an organization’s network. See Fig. 4.2
for a visual representation of the general privilege of TAC

[3].

Dynamic Identity Integration

TAC gateways can not only configure static identities but can
also perform as a dynamic learning system by integrating
with Microsoft Active Directory (MAD) to implement spe-
cific policies and directions.

First packet authentication stops scans and attacks at the earliest possible

time.
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Fig. 4.2 Using BATC Y —
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Hiding Networks by Blocking Network Scanning
and Identification

The general rule is “when you cannot see, you cannot attack.”
Using this technique, TAC blocks all servers and networks
from unauthorized/unidentified users.

End-to-End Protection and Identity Attribution

to Improve the Security of Networks

“BlackRidge works across LAN and router boundaries and
automatically adjusts to changing network topologies, ensur-
ing that systems are secure end-to-end” [5]. Moreover, while
using identity attribution as the earliest possible time, TAC
protects systems from spoofing TCP/IP [3]. Additionally,
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each TAC identity generates individually, expires after a
short period of time, and cannot be reused [4].

Using the segment implementation and isolating the pro-
tected resources, TAC can block WannaCry (the most harm-
ful ransomware ever). It can also protect a network from De-
nial of Service (DOS) attacks by hiding a network from unau-
thorized users. TAC also covers vulnerabilities of servers—
such as DOS—by adding one more security level [3]. A
paper by DeCusatis, Liengtiraphan, Sager and Pinelli [9]
showed that TAC “can provide enhanced security in enter-
prise computing and cloud environments as part of defense-
in-depth strategy” [9].
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4.2.3 Organization Use and Real-World
Example

As BlackRidge was founded in 2010, a report published by
BlackRidge shows that BRT and the Cloud Computing An-
alytics Center (CCAC) are working on the Marist cloud that
hosts 25 organizations. After proof-of-concept with support
from the New York State Regional Economic Development
Council, TAC is in a good position for more progress.
Additionally, TAC provides more value to organizations by
reducing network traffic, reducing system cost, and reducing
compliance costs [2].

4.2.4 GovernmentRole

One of the main responsibilities of the federal government
is supporting local products, and BlackRidge is an American
organization located in Nevada. With increasing tension, es-
pecially in cyberspace, between the United States and Russia
and possibilities of Russia using data gathered by Kaspersky,
supporting technologies such as TAC is so crucial. In view of
the economic impact and new job creation, the state of New
York raised more than $3.3 million in capital in 2017 [22]. By
spreading this technology nationwide and into international
markets, one can expect more economic impact from TAC on
the American job market.

Brain Wave Authentication
Technology Concept
and Development

4.3

Just recently, more than 143 million individual identities
were stolen in the United States [13], and more than 500-
million compromised in a major security attack on Yahoo.
These recently published attacks raised a lot of questions
about cybersecurity and authentication technologies. At the
same time, most of the stolen personal information is some-
place in cyberspace. It requires more sophisticated technol-
ogy to protect individual information. This is not only a
personal issue. These attacks encourage organizations and
people to use biometric authentication such as fingerprints,
retina scans, and iris identification, but the concern still exists
that this information can be stolen or replicated, and hence
require certain level of protection [7]. What is the solution?
The idea of using BAT is to “keep the system aware of
the person who is using it” [28]. Using these brain patterns,
a system can keep tracking a confidential metric about a user
and “immediately prompt for reentry of the password when-
ever the confidence metric falls below a certain threshold”
[28]. A National Science Foundation research grant was used

H. Zare et al.

to develop a model that uses electroencephalogram (EEG) as
a new authentication technology.

Brain wave technologies such as ones using EEG use
several unique techniques and privileges including but not
limited to the following:

* A brain wave tells more about a user in comparison with
a single password. For example, “it could reveal medical,
behavioral or emotional aspects of a person” [28].

* In comparison with a few years ago, the EEG devices are
“becoming much more affordable, accurate and portable”
[28], and by spending less than $100, a user can find an
EEG-equipped device that fits on his/her head.

* There are new apps such as brain-sensing apps to capture
brain signals, and there is no need to go to clinics to
capture EEG; anyone with a cellphone and an app can do
1t.

4.3.1 Main Features of the Technology

Although number of published reports have suggested that
there is enough depth in the EEG recording, this technology
is still not available on the market, still needs more research.
Palaniappan and Mandic [25] performed a personal identi-
fication experiment and reported 95-98% accuracy. Marcel
and Millan [18] and Milldn et al. [19] reported a 93.4%
accuracy rate for personal verification [16]. Claimed that the
accuracy of using EEG is still not high enough to allow for a
direct application [17].

In recent years, authors of a few published studies have
shown that this technique can be used accurately for indi-
vidual identification. In research performed by Min et al.
[20], EEG signals were produced “by a steady-state visually
evoked potential-inducing grid-shaped top-down paradigm”
and by using “top-down cognitive features analyzed by
individuals’ differently characterized neuro-dynamic causal
connectivity” [20]. They reached a maximum accuracy of
98.6% using 16 brain regions with 5-second intervals of
EEG signals. Min et al. believe that the system accurately
diagnosed the EEG signals (See Fig. 4.3).

4.3.2 Brain Waves and Cybersecurity
As described, the EEG could potentially provide maximum
authentication accuracy by using several variables, such as

the following:

e User templates
* Signal frequency ranges
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Fig. 4.3 Overview of the individual identification system using causal brain connectivity patterns [20]

» Different parts of the brain can generate different ranges
of waves

e This technique could be merged with fingerprint “ridges
and valleys on a finger” and work as a unique individual
identity [28].

In addition, the EEG technology “can be applied for
forensic and security devices” for everyday activities such as
opening a door lock [20]. It also can be connected to remote
control to turn on a TV or even a car. In advanced models, by
adding a number of rows and columns, the sensitivity of the
system can potentially be increased for organizations such as
the FBI, military, or people who work with highly classified
information.

This system requires further improvement with more
research and development, such as using different technology
to record brain waves, for example, functional near-infrared
spectroscopy, which has a higher signal-to-noise ratio than
EEG [28]. The most recently released technology—steady-
state visual evoked potential—was developed in the Korean
language; more research is needed to develop this technology
in English [20].

4.3.3 Organizational Use and Real-World
Example

Some researchers suggest using multimodal interaction using
brain waves. This model benefits from three components
of brain—computer interface using a combination of EEG,
MEG, NIRS, fMRI, ECOG, and MEA [15]. As presented in
Table 4.1, each of the brain activity measurements has some
advantages and disadvantages, and more research is needed
to find the most accurate, cost-effective model.

4.3.4 GovernmentRole

One of the main roles of the federal government is to
pay attention to the features of the mentioned techniques,
how these technological devices are performing, on which
computing environment should it be placed, and how they
are the most accurate and easy-to-use technologies.

In comparison with other technologies, such as finger-
prints, voice recognition, and facial recognition, which or-
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Table 4.1 Comparing brain activity measurement methods [15]
EEC MEG NIRS fMRI ECoG MEA
Deployment Noninvasive Noninvasive Noninvasive Noninvasive Invasive Invasive
Measured activity Electrical Magnetic Hemodynamic Hemodynamic Electrical Electrical
Temporal resolution Good Good Low Low High High
Spatial resolution Low Low Low Good Good High
Portability High Low High Low High High
Cost Low High Low High High High

Note: EEG electroencephalography, MEG magnetoencephalography, NIRS near infrared spectroscopy, fMRI functional magnetic resonance
imaging, ECoG electrocorticography, MEA microelectrode (or multielectrode) array

ganizations already use for forensic investigations or in the
computer industry (for example, a new version of ASUS
computers uses facial recognition as an authentication sys-
tem), brain wave technology needs more time and research
to be commercialized. Most of the activities in the real world
are presented as research studies in laboratory environments.
Here are a few examples: (a) using EEG to move a robot
between several rooms using brain wave technology [19], (b)
using technology (steady-state visually evoked potential) as
an authentication technology with 98.6% accuracy [20], and
(c) using EEG as a biometric signature [16].

4.4  Secure Sockets Layer Visibility

Appliance Concept and Development

As described in the introduction section of this paper, Trans-
port Layer Security (TLS) “support[s] communication and
connection between applications based on IP addresses and
ports” ([14], p. 224). TLS and Secure Sockets Layer (SSL)
are frequently called SSL. This standard security technology
establishes an encrypted link between a server and a client. A
client is a Web server and browser or a mail server and mail
client, such as Outlook.

Sensitive information such as personal information (e.g.,
social security number, credit card numbers, etc.) are trans-
mitted insecurely with a plain text format. This plain text
is vulnerable to several types of cyber-attacks and could be
compromised.

Basically, SSL works as a security protocol. “This proto-
col determines variables of the encryption for both the link
and the data being transmitted” [23]. SSL requires having
a secure connection browser and the server’s required SSL
certificate. In this section, we discuss SSL-VA in detail and
ways this application provides a secure environment for
transferring information.

Symantec Corporation developed SSL-VA models
SV3800, SV3800B, and SV3800B-20. According to a
Symantec [26] report, this product provides two main
functions after being deployed within a network. The first
function is called SSL inspection. This function enables

“other security appliances to see a non-encrypted version
of SSL/TLS traffic that is crossing the network” [8]. The
second function acts as a policy control point. This function
enables “explicit control over what SSL/TLS traffic is and is
not allowed across the network™ [8].

SSL-VA provides a non-encrypted version of SSL/TLS
but keeps the SSL/TLS end-to-end connection between a
client and the involved server. The SSL-VA appliances are
also compatible with existing security devices, such as the
following:

* Intrusion prevention systems,

* Intrusion detection systems,

* Data loss prevention systems, and

* The Network Forensic appliance [8].

SSL-VA is capable of working in three modes: passive-
inline, active-inline, and passive-tap.

4.4.1 Main Features of the Technology

SSL-VA is a newly offered technology by SSL, a leader
in enterprise security. This application was developed by
Brian Capital in March 2015 [11]. The Blue Coat SSL
(BC-SSL) Visibility Appliance “decrypts multiple streams
of SSL content across all network ports to provide intrusion
detection and prevention (IDS/IPS), logging, forensics, and
data loss prevention” [6]. The following are the main benefits
and features of this new technology.

Improving Line-Rate Network Performance

The BC-SSL sends non-SSL flows to the attached security
appliance and minimizes delay because of network traffic.
Additionally, SSL-VA could potentially be set up to analyze
up to 6,000,000 simultaneous TCP flows. Both functions
reduce network traffic and improve network performance.

Application Preservation
SSL-VA generates a TCP stream with the packet headers and
delivers intercepted plain text. This function helps intrusion
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Fig. 4.4 Multiple segment
support and port mirroring in
Blue Coat Secure Sockets Layer
(71

Network 1 In | ‘
Network 1 Out

A. Multiple Segment Support

detection systems and intrusion protect systems to provide
better services for SSL-encrypted traffic [6]. This function
not only cuts the complexity but also increases the SSL
visibility (see Fig. 4.4; compare application delivery con-
trollers and Blue Coat). As described in the previous section,
by using multiple segment support and port mirroring, Blue
Coat cuts the complexity [1, 6].

By using input aggregation technology, the SSL “allows
aggregation of traffic from multiple network taps onto a
single passive-tap segment for inspection” [26], and the
output mirroring functions allow SSL-VA to feed up to
two attached passive security appliances in addition to one
primary security appliance.

BC-SSL Visibility Appliance has a powerful Web-based
management user interface, with the capability of using SSL
policies and e-mail alerts. It is also flexible enough to work
with inline and tap models. Finally, the main capacity of
the BC-SSL Visibility Appliance is “recording session log
details of all SSL flows,” [27], the log record’s start time,
segment ID, send-receive IP port, destination port, domain
name, certification status, cipher status, action, and status. It
helps IT administrators trace suspicious activity trends and
patterns to recognize types of cyber-attacks [27].

4.4.2 Improves Cybersecurity

A combination of control and visibility of outbound en-
crypted traffic, using other state-of-the-art security devices
for encrypting data center traffic, and being “the world’s best
web traffic classification system” [6], placed the BC-SSL
Visibility Appliance as one of the most secure and easy-to-
use providers. A new article by Durumeric et al. [10] catego-
rizes Blue Coat as having the second largest fingerprint after
Avast Antivirus. At the same time, Blue Coat received the
highest grade for using mirror client ciphers with the highest
secure TLS interception middlebox performance [6, 10].

Forensics / APM

In-line IPS, XPS,  Compliance / IDS

Malware

*Network 2 Out
“—Network 2 In

Network Out

Network In

B. Port Mirroring (Decrypt once, feed many)

4.4.3 Organization Use and Real-World
Example

SSL-encrypted traffic is a widely spread encryption
technology with enough capacity to quickly grow in the
market in the United States and at the international level. In
spite of all the advantages of SSL, however, SSL “presents
a blind spot for current security tools and applications
as malware and advanced threats use SSL to hide from
detection” [12]. Addressing this dilemma effectively is
an essential key to reducing the risk of damage due to
cyber-attacks.

4.5 Comparison and Requirements

In accepting cybersecurity as a public good, governments
need to follow different policies and principles to fix market
failures and to enhance national security. The first and most
important part is law, regulations, and policies. Research
shows that most policies create more barriers than laws and
regulations and need more clarification. The second impor-
tant issue involves changing behaviors in private companies,
establishing minimum standards, giving tax credits to private
companies, requiring liability insurance, and establishing
cyber shelters for small and medium-size companies. Finally,
establishing rules and regulations nationwide is essential,
but an international agreement will be required to have
more secure networks. The United States government can
lead this effort to create a safe and more secure world to
live in.

The world needs a new agreement on how to use the
Internet. Any agreements might potentially reduce private or
business use of the World Wide Web, but these malicious
activities and even spying on citizens must be stopped. In
spite of international agreements and regulations, there is an
essential need for local regulations.
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4.6 Conclusion

Cyberspace allows for the possibility of attacks from any-
where around the world and from any nation. We used several
main indicators to compare BlackRidge TAC, brain waves
technology, and SSL-VA technologies. TAC uses the first
packet and defines a new real time to identify authorized
users. Several ongoing projects use brain waves with grand-
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averaged technology and EEG to develop an authentication
mechanism. SSL-VA uses advanced technology to decrypt
packets between servers; it also benefits from input aggrega-
tion and output-mirroring technology to decrypt packets (See
Tables 4.2 and 4.3 for more details).

We used CIA indicators to categorize these technologies
and found that SSL provides a much more secure environ-
ment than other technologies.

Table 4.2 Comparing BlackRidge TAC, Brain Waves Technology, and SSL-VA

Tools Developer

BlackRidge BlackRidge Technology, a company in
Transport Access Nevada [2]

Control

Brain Wave There are several products, such as
Authentication grand-averaged topographies developed by a
Technology Korean researcher in 2017.

Electroencephalogram (EEG), as a new
authentication technology, is still being
developed by a group of researchers at Texas
University.

Secure Sockets
Layer (SSL)
Visibility Appliance

Symantec Corporation developed Secure
Sockets Layer Visibility Appliance models
SV3800, SV3800B, and SV3800B-20.

Features

1. Sets up authentication on the first packet of the network and
defines a new real-time.

2. Inserts a cryptographically secure into the first packet of a TCP
connection request.

3. After receiving the TCP connection request on the server side,
BTAC extracts, checks, and authenticates the packet.

4. The packet is delivered, redirected, or discarded based on the
results of the previous step, and the connection is permitted or
denied.

1. EEG tells more about a user in comparison with a single
password; for example, “it could reveal medical, behavioral or
emotional aspects of a person” [28].

2. “This technology is becoming much more affordable, accurate
and portable” [28].

3. The grand-averaged topographies “can be applied for forensic
and security devices” and for every-day activities such as opening a
door lock [20].

“Decrypts multiple streams of SSL content across all network ports
to provide intrusion detection and prevention (IDS/IPS), logging,
forensics, and data loss prevention” [6].

Main features:

Improving line-rate network performance

Application preservation

Input aggregation and output mirroring

Improving data security center

Table 4.3 Comparing BlackRidge TAC, Brain Waves Technology, and SSL-VA, in viewpoint of cybersecurity

Cybersecurity
Confidentiality | Integrity | Availability | Use by organization Rank
BlackRidge ++(2) + (1) + (1) Still in development process. 3
Transport Access Approved by Cloud Computing Analytics Center by the state of
Control NY.
Brain wave +++ (3) + (1) + (1) Most activities in the real world presented as research studies in 2
Authentication laboratory environ-ments, e.g.:
Technology 1. Using EEG to move robot [19]
2. EEG as a password
3. EEG to open home door
Secure Sockets +++ (3) ++@2) | ++ (1) Blue Coat Systemic is one of the well-known technology 1

Layer (SSL)
Visibility Appliance

companies and is used at the local and international level.

LENTS

Note: To compare the impact of the selected technologies on cybersecurity, I scored them by “confidentiality,” “integrity,” and “availability” with
+++ for the highest score and + as the lowest impact. These scores are based on my understanding of the technology. Based on these scores, the
most secure technology is Secure Sockets Layer, then brain waves, and finally BlackRidge Transport Access Control.
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5.1 Introduction

“Computer forensics implies a connection between
computers, the scientific method, and crime detection” [16].
The main objective in the field of computer forensics is
to catch or recover any possible, seen information using
all available pieces of evidence. Specialized software and
skill’/knowledge of using computer forensics techniques
are two important factors behind successful analysis.
Professional investigators using appropriate and approved
software technologies can analyze a computer system, hard
drive, clouds or other storage to detect hidden or deleted
folders or files [18].

Today, investigators have varieties of devices and storage
media at their disposal. There are also other running wireless
devices such as cell phones, tablets and laptops up for
consideration. People able to use internal (e.g. 4 TB home
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cloud) or external professional clouds (e.g. Apple clouds,
Google drive, Dropbox or institutional clouds). Besides mag-
netic media, there are also optical drive such as DVD, CD,
Flash drive and SD cards are available for investigation.
There are hundreds of internet communication channels such
as “WhatsApp”, “Skype”, “WeChat”, etc., with streams of
available communication data to a network. Each of these
sources of evidence has their own challenges and required
unique techniques for investigation. If a wireless device is
connected to the internet, there is possibility of transferring
or deleting evidence. They should be inaccessible at the early
minutes of any investigation. For any desktop or laptop, the
router or modem must be disconnected to keep evidence
inaccessible for any potential criminal interventions [19].
For this paper, we focused on four sources of data which
could be used in a digital forensics investigation: Cellphone,
Global Positioning System (GPS), Email and Network.

5.2  Cellphone and Cellular Network

Evidence and data can be stored not only in “cellphone” or
“memory card” but also on a cellular provider’s network.
One needs to see the layout of a cellular network. Individual
cells are backbone of any cellular network, “each cell uses
a predetermined range of frequencies to provide service to
distinct geographical area” [19]. Cells have varieties of sizes
and shapes and can cover a city block or specific square miles
(See Fig. 5.1).

5.2.1 Cellular Network Component and Their

Types

With Global System of Mobile Communication (GSM) or
Code Division Multiple Access (CDMA) customers can
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Base station/tower

Fig. 5.1 The layout of a typical cellular network [19]

talk. Service (SMS) and Multimedia Messaging Service
(MMS), and they can send/receive text messages with limited
characters (e.g. 160 characters for SMS). As described,
cellular networks will use four different ways to transmit
data; CDMA, GSM, Integrated Digitally Enhanced Network
(iDEN), and Prepaid Cell Phones. Knowing this information,
an investigator can identify a usage area received and data
held by subscribers and providers [8, 20].

5.2.2 Cellphone Operating System

Forensics examination are significantly impacted by phone’s
operating system (OS). An OS shows that how data is stored
and created. Most popular operating systems include Apples
i0S, Blackberry OS, Google Android and Windows CE.
Each has its own way to perform storing and generating data
[9]. A forensic investigator needs to consider what specific
criteria of an OS can do best during forensic data collection
phase [19].

5.2.3 Cellphone Evidence

Cellphone information can be stored at multiple locations
within a handset and its related network. Table 5.1 presents
some of the potential items that may be considered as
evidence [19].

The most important indicators any forensic investigator
needs to be considered is encryption technology and cell
PIN’s (personal Identification Number). Using a wrong PIN
number can result in a phone being locked out. Unlocking a
cellphone requires a Personal Unlock Key (PUK) code that
is only known by the an owner or a SIM card’s provider [2].

H. Zare et al.

“Predictive text” is another interesting technology in use
by cellphones. This technology guesses words that most
likely will be used with previous-used words stored in
user’s data dictionary (mobile phone, dictionry.org, 2009,
[27]). A forensic expert can use this “learning capability
of mobile dictionary” for finding slangs, abbreviations and
words not limited to just abbreviations, email addresses,
URL addresses, GPS and locations that has been searched
by cellphone users. Predictive text is especially important for
investigating specific concern and sue only for that type of
concern (such as drug trafficking), where there are specific
abbreviations [11].

5.2.4 Call Detail Records (CRD)

The CRD is another important piece of evidence for a
forensic investigation. Providers use cell phone Call Detail
Records to check system performance and for troubleshoot-
ing. CRD data include;

e (Call duration, data and time of each call;

¢ Incoming and outgoing calls;

» Identity of connecting towers (originating tower and ter-
minating tower) and possible locations of call participants.

An investigator needs to consider the difference between
a CRD and a subscriber’s information. Individual infor-
mation (address, name, payment system, internet account,
email address, services, social security number and bank
account) are registered as subscriber information, available
only during specifics period depending upon a provider’s
policy. For instance, most providers keep SMS for just 7 days
but maintain a subscriber’s records (especially billing and
payment) longer [22]. This large stock of billing data can
become a valuable source of detailed information during
an investigation [9]. Using this technology in combination
of Human activity-travel behavior (ATB) an investigator is
able to predict a user’s habitual daily, weekly, monthly, and
seasonal routines [10].

5.2.5 Collecting and Handling Cellphone
Evidence

Cellphone evidence must be carefully preserved. This means
protecting the phone from both physical and electronic ac-
cess. Phones may be very vulnerable Many phones can be
accessed from the mobile network, some even when the
phone appears to be turned off.

“Faraday bags” or “Arson cans” can isolate the phone
from the network, preventing malicious remote-based hack-
ers or providers from “wiping” the phone. Investigators may
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Table 5.1 Sources of cellphone evidence

Call history Text message
Video Voice memo
Picture Text message including deleted text

Contact numbers
Cell calendar

message
GPS information

also want to turn off the phone, but this is not always the
case. This is especially so if the phone requires a PIN to
restart. For example, the IMEL can be used to find the phone
manufacturer.

Depending on the phone, an investigator may need foren-
sic tools to acquire the data and document details such as
text, voicemails, photos, contact numbers and internet-based
phone applications [9].

5.2.6 Subscription Identity Modules (SIMs)

Subscription Identity Modules are another type of evidence
that include valuable information such as International Mo-
bile Subscriber identity (IMSI) [7], type of provider, In-
tegrated Circuit Card Identifier (ICC-ID), user’s language
preferences, phone location, user’s contact numbers, user-
dialed phone numbers, and SMS (even deleted SMS from
provider).

5.2.7 Cell Phone Acquisition

Cell phone acquisition could be performed physically or
logically by the logical model of the phone’s own software.
Using forensic tools an investigator can capture and copy bit-
for-bit data that includes deleted files. However, in using the
logical model (without a forensic tool) only existing files and
folders can be copied. If time is critical (for example looking
for a missing child) each method can be prioritized by an
investigation team [19].

5.2.8 Cellphone Forensic Tools

In case of forensic investigation, cellphone forensic tools de-
pend on cell phones model and vendors (e.g. Apple, Android
Samsung, LG). Tools available to investigator export include

[9]:

BitPim, is a useful tool for CDMA phones such as LG and
Samsung [1];

Oxygen Forensic Suite, a powerful forensic program for cell
phones that can collect any type of phone data including
SIM card, phonebook, video, photo, contact list, Java
application, SMS, and deleted SMS [13];

Email Application

Any documents
Chat (text and history)
Browser history

‘Web-based phone applications
(WeChat, What’s App, etc.)

Social media application
(download/upload files and phots, etc.)
Connection time and GPS

Cellebrite Universal Forensic Extraction Device (UFED),
is a stand-alone self-contained; hardware device that sup-
ports more than 2500 phones, and available in most
cell phone stores, used for transferring data from an old
cellphone to a new one [15];

EnCase, is yet another tool that collects and reviews data
from a cell phone and a tablet.

5.3  Global Positioning Systems (GPSs)

The Global Positioning Systems (GPSs) can be a tremendous
source of information and possible evidence. GPS can be
used to show the location and device activities. GPS also
can be used to identify possible “suspect destination[s]”. De-
pending on the type, following information can be captured
by GPS [19]:

* Cell phone logs;

* SMS message (recently most GPS can connect to the cell
phone and read messages);

* Photos and image;

e Address book;

e Previous address used by driver;

* Home address;

* Parking address;

e Car dealership.

5.3.1 Types of GPS

From the 27 GPS satellites encircling around the US only 24
of them are in use at any one time, three are held in reserve.
GPS satellites using mathematical models called trilateration
[4]. There are four types of GPS and each of them store some
type of information.

Simple GPS

This type of GPS is designed to guide a driver/user from
one point to another point. Most of these kinds of GPS store
information such as [14]:

¢ TrackPoint;
* Waypoint;
* Track logs.
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Smart GPS

These units are categorized in two different storage device
styles; “automotive and USB mass storage device”. Tradi-
tionally GPS devices usually have either internal storage or
external storage on an SD card or USB drive. In addition,

many GPSs can “save” favorite places, view photos and play
MP3.

Hybrid GPS

These GPSs are a great source of evidence. In addition
of their GPS functionality, these devices can connect to
cellphones using Bluetooth technology. This GPS style can
also be considered as a secondary source of cellphone data,
including:

e (Call logs;

e Cellphone address books;

e Cellphone SMS records;

e “MAC address of up to 10 last phones that have been
connected to the unit [14].

Connected GPS

This is a more advanced system of GPS, providing all the
functionality of hybrid GPS, but can be connected to google
maps and traffic information centers. Using a traffic informa-
tion center requires a subscription. Car owners’ subscriptions
can be valuable sources of information. Some new connected
GPS systems have voice recognizer functions that can record
sounds, including speech, from inside the vehicle. Users can
control the general system parameters, but once those are
set, these systems collect information without any further
specific user authorization. Data, once collected, cannot be
modified by the user.

Track Log

A track log retraces a user path and stores comprehensive a
list of TrackPoints. This log is a great source of evidence for
forensic investigations.

Waypoint
Waypoints are user-generated data that specify intermediate
points along a route.

Fig. 5.2 Example of an email
header

" Date:
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5.3.2 ForensicInvestigation and GPSs

As discussed previously, GPSs resemble cellphone forensic
investigation. As with mobile phones, investigators should
take care to protect external memory devices such as
SD cards or USB drives. A real-world example of GPS
forensic investigation is the case of Las-Vegas dancer
Debbie Flores-Narvaez, where police found her body using
GPS evidence from the GPS in a rented U-Haul truck

[6].

5.4  Emails and Internet

Emails and the Internet are two of the most important sources
of information for evidence collection. By default, email
is only for an intended recipient. However, emails can be
retrieved from multiple Internet locations even, away from
a specific user’s computer.

Email systems employ several design paradigms. Two of
the most common are host-based systems such as Windows
Outlook and Apple’s AppleMail, web-based systems such
as Hotmail, Gmail and Yahoo. Host-based systems are often
easier to analyze, especially if investigators can get physical
access to the host’s storage devices. Email uses different pro-
tocols to send and receive messages. Three popular protocols
are: Simple Mail Transfer Protocol (SMTP), Post Office Pro-
tocol (POP), and Internet Message Access Protocol IMAP).
SMTP is used to send messages between computers; POP is
used for downloading messages to hosts from servers, and
IMAP is used to synchronize mailboxes on hosts and servers
[19].

Email messages have three main parts: a header, a body,
and (optional) attachments. Headers give the address of the
originator, the intended recipient, and the path the mes-
sage took between the two, among other things. These
details can make headers particularly valuable for forensic
investigation.

Figure 5.2 shows an example of an email header.

The message id 445-243-800-00AA is a unique number
assigned by mailerO1l.example.net [24].

Sat, 24 Nov 2035 11:45:15- 0500

" Received: from mailer0Ol.example.net (mailer(0l.example.net

[192.168.01])

by ixde-df8.example.com (Internet Inbound) with ESMTP id

| 4452438000024 |

for <recipient@example.com>; Sat, 24 Nov 2035

11:45:15 -0500 (EST)

= Resent-Date:

Sat, 24 Nov 2035 11:45:15 -500


http://mailer01.example.net
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Specifications for these protocols and formatting of email
messages themselves are given in documents called “Re-
quests for Comments” (RFC)s. These are available on the
Internet.

5.4.1 Email as a Source of Evidence

Any email is a potentially unique source of information.
Potential evidence that can be recovered by any email in-
cludes:

¢ Contents;

¢ Sender’s and receivers’ email addresses;

* Sender’s and receivers’ organizational and domain identi-
fication (*.gov”, “.edu”, etc)

» Time and date of origination and reception.

e The path taken between sender and receiver, including
time stamps along the way.

e Computer IP addresses;

* Attached files (photos, documents, video and audio files);

Emails can be found in multiple locations, example
include senders’ and receivers’ computers; Servers;
cellphones; logs, queues and backup media. Some systems
save ‘“deleted” messages until they are explicitly purged.
Comparing these different sources with modern forensic
tools can help investigators recover emails from a user’s
machine or account even after the user believes they have
been deleted.

Email can provide a trove of information but recovering
it may not be easy. There are several well-known challenges
including (Spoofing, Shared Accounts, Onetime Accounts):

Spoofing

Applications can generate realistic faux emails. These can
appear real enough to mislead untrained or inexperienced
investigators. Header information on real emails can be
forged. The correct information usually can be obtained from
machine logs, but this can be time-consuming.

Shared Accounts

Users can pass information by editing “draft” emails. These
are never sent, so they can’t be screened by host or server
filters.

One-Time Accounts

Correspondents can set up “one-time” accounts for limited
numbers of emails or even single emails. Account IDs can
be shared via key-generation algorithms or even one-time
pads. “Richard Clarke — former US counterterrorism czar —
recently says that one-time anonymous account is extremely
difficult to monitor” [3].

5.5 Network Evidence and Investigation
Network investigations are often harder than investigations
of a standalone computer. Evidence can spread across mul-
tiple devices, organizations, or geographical areas. This in-
creased complexity gives hackers more targets to attack.
Hackers will usually follow a specific path through a network
to attack a system. Retracing this path is a critical step in
tracking an attack to identify its source.

To track an attack, investigator must “hop backwards”
from device to device. Usually these devices are routers
(although there may be other types of devices, such as
firewalls). Routers thus become critical points in an inves-
tigation. Routers pose a challenge because of their volatile
memory Powering down a router may erase potentially
critical evidence.

5.5.1 LogFiles

Log files are primary sources of network forensic evidence.
There are several types of log files including “authentica-
tion, application, operating system and firewall logs” [19].
Each of them stores some specific types of evidence and
information.

Application Log
Application logs records some critical information such as:

e Date
e Time
* Application identifier

Using this log, a forensic investigator could identify the
date, time, and length of time of an application’s execution.

Operating System Logs

Operating Systems control the use of system devices, in-
cluding the execution of application software. In addition,
all local network abnormalities are stored in OS logs [12].
Evidence stored in OS logs include:

* Running devices;

* System starts, stops, crashes, and reboots;

e Abnormal system operation or resource usage— this is
especially important in discovering malwarecattacks;

e Command history;

* Recently accessed and reviewed files;

* Audit records.

Forensic evidence can be found in the most surprising
places. In “The Cookoo’s Egg”, Cliff Stoll explains how
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he discovered a system penetration by noticing a 25-cent
discrepancy in system cost-accounting logs.

Investigators must be careful when relying on OS because
some information is available only when a system is running
and is lost when it shuts down.

Firewall and Router Logs

A firewall is another part of a computer security system
for preventing unauthorized access [25]. Firewalls may be
incorporated into a system’s own software, or it may be
a separate device. Firewalls fit between a system (or its
operating system) and the networks to which it connects.
Systems may have firewalls on all of their network interfaces
or just on some of them.

Messages entering or leaving protected networks pass
through their firewalls, which enforce specific security poli-
cies [26]. Firewall and router logs are uniquely valuable
source of information for a system under any attack.

Routers direct the paths data transmissions take between
systems. Router logs can contain such valuable information
as:

¢ Source and destination IP Addresses and domain names;
* Transmission paths and time stamps;
* Source and destination processes and port numbers.

Caution When Working with Logs
Working with log files always requires professional skills.

* Investigators must take control of systems as soon as
possible. Dynamic system data can be over-written or
otherwise lost. Log files can be changed, modified, or
deleted when a system stops, starts, or reboots or they can
be truncated to control their size.

» Investigators often require system administrator access to
read system logs. They must take care not to cause any
side effects that might destroy or obfuscate evidence
[19].

5.5.2 Investigation Tools for Network

Capturing and analyzing network traffic are the sine qua
non of network investigation tools. The most famous sniff-
ing tools are Snort and Wireshark. Netwitness Investiga-
tor and Netlntersept are also popular tools. Investigators
must consider legal and organizational issues before us-
ing any sniffer. Casey states that “monitoring a network
traffic in certain instance can be considered wiretapping”

[5].
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Table 5.2 Risk assessment analysis of four types of evidence

Cellphone

and Global

Cellular Positioning

network Systems Emails Network
Motivation of
threat source 3 2 4 4
Vulnerabilities 1 1 4 5
Possibility of
using external
attack 2 1 5 5
Possibility of
insider attack 1 1 4 5
Possibility of
modifying
files/evidence 3 2 4 3
Total score 7 5 17 19
Risk ratio 0.35 0.25 0.85 0.95
Confidentiality
ratio 0.6 0.4 0.8 0.6

Note: Scores moves between more likely with score 5 and less likely
with score 1

Table 5.3 Easy to recovery data and evidence

Cellphone
and Global

cellular positioning

network systems Emails | Network
Auvailability of data 3 2 4 5
Easy to recovery 5 4 3 2
Located in more than one
location 3 2 4 5
Auvailability of Forensic
tools 3 2 3 5
Requires professional
skills 3 2 4 5
Total score 17 12 18 22
Availability ratio 0.68 0.48 0.72 0.88

5.6 Comparison and Prioritization

To compare integrity and availability of data we used risk
assessment analysis model [23]. We used five indicators, four
to measure integrity and one to measure confidentiality. We
also used five indicators to measure the availability and ease-
of-recovery of data using forensic lab.

As presented in Tables 5.2 and 5.3, network forensics re-
ceive the highest risk with 0.95 risk ratio and GPS the lowest
risk with 0.25 risk ratio. Ease-of-recovery ratio showed that
Network data with 0.88 is the most available source of data.

5.7  Conclusion

Evidence collection of digital devices is the most important
step of forensic investigation. Collection and analysis require
the use of appropriate tools and techniques to systematically
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search digital devices for pertinent evidence [17]. We dis-
cussed the sources of evidence on Cellphones, Global Po-
sitioning Systems (GPSs), email systems, and networks.
We also discussed aspects of operating systems, storage
devices, and logs as evidence sources. We considered how
these sources could help forensic investigators gather the
information they need.

Cellphone evidence sources include SD card content,
contact numbers, SMS, video, image, call logs, call loca-
tion and duration, Call Detail Records (CDRs), time/date
of originating and terminating towers. Collecting evidence
requires professional skills, with Cellphones isolated and dis-
connected from the network to protect any proof to evidence
from being wiped up and overwritten.

Global Positioning Systems (GPSs) evidence sources in-
clude TrackPoints, WayPoints and log files. Hybrid and con-
nected models are valuable source of cellphone information
including video, image and call logs. Voice-activated GPS
systems may provide a record of sounds from inside the
vehicle. GPSs can guide an investigator to identify “where
the unit has been and where a user intended to go”. The
main challenge of using GPSs evidence is isolating and
disconnecting them from network to protect evidence from
overwritten (Jansen and Ayers).

Email evidence sources include contents, dates, times,
senders, receivers, computer IPs, transmission paths, and
account holder information.

Network evidence sources include router logs, firewall
logs, and operating system logs including user, password,
data and time of using a system, application performance,
configuration settings and last visited files with using volatile
and non-volatile evidence.

Professional skills are needed to protect evidence from
overwritten in and modification. Network sniffers — Snort,
WireShark and NetIntercep — are technical tools for inves-
tigation of Network activities. Investigators must consider
the legal and organizational implications of network sniffing,
which may be considered wiretapping [21, 28].

Table 5.4 Evaluation of four evidence sources based on CIA
indicators
Loss of Loss of
integrity Loss of confidentiality | CIA
availability score
Cellphone and
cellular network 0.65 0.32 0.4 1.37
Global positioning
systems 0.75 0.52 0.6 1.87
Emails 0.15 0.28 0.2 0.63
Network 0.05 0.12 0.4 0.57

Source: The study calculation using CIA risk assessment analysis
Loss of integrity (1-Risk Ratio)

Loss of Availability (1-Availability Ratio)

Loss of Confidentiality (1-Confidentiality Ratio)

Finally using the CIA’s model, we prioritize these four
sources of evidence (See Table 5.4). As focuses; Email
and network received the lowest rank; Cellphone and GPSs
the highest. Additionally, Integrity and tracking evidence
from Email — especially with using anonymous and shared
account — cannot be guaranteed. Malware can protect some
external attackers but there are potential risks of insider
hackers.
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6.1 Introduction

AES is the most ubiquitous symmetric cipher, used in many
applications and scenarios. A prominent example is the expo-
nentially growing volume of encrypted online data. Evidence
for this growth, which is strongly supported by the industry
(e.g., Intel’s new AES-NI instructions [1-3], and Google’s
announcement [4] on favoring sites that use HTTPS) can be
observed, for example, in [5] showing that more than 70% of
online websites today use encryption.

This makes the performance of AES a major target for
optimization in software and hardware. Dedicated hardware
solutions were presented (e.g., [6,7]) and via the introduction
of the AES-NI instructions that were added to x86 general
purpose CPUs (and other architectures). These instructions,
together with the progress made in processors’ microarchi-
tectures, allow software to run the Authenticated Encryption
with Additional Authentication Data (AEAD) scheme AES-
GCM at 0.64 cycles per byte (C/B hereafter), approaching
the theoretical performance of encryption only, 0.625 C/B,
on such CPUs. Other software optimizations, written in
OpenCL or CUDA that aim for the Graphical Processor Unit
(GPU) [8, 9] achieve the performance of 0.56 C/B and 0.44
C/B, respectively. Last year, AMD introduced the new ‘“Zen”
processor that has two AES units [10], and this reduces the
theoretical throughput of AES encryption to 0.31 C/B.

Recently, Intel has announced [11] that its future
architecture, microarchitecture codename “Ice Lake”, will
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add vectorized capabilities to the existing AES-NI instruc-
tions, namely VAESENC, VAESENCLAST, VAESDEC, and
VAESDECLAST (VAES* for short). These instructions are
intended to push the performance of AES software further
down, to a new theoretical throughput of 0.16 C/B.

This can directly speed up AES modes such as AES-
CTR and AES-CBC, and also more elaborate schemes
such as AES-GCM and AES-GCM-SIV [12, 13] (a nonce
misuse resistant AEAD). These two schemes require fast
computations of the almost XOR-universal hash functions
GHASH and POLYVAL, which are significantly sped
up with dedicated “carry-less multiplication” instruction
PCLMULQDQ [2, 14]. Indeed, fast AES-GCM(-SIV)
implementations can be achieved by using the new
instruction that vectorizes the PCLMULQDQ instruction
(VPCLMULQDQ) (see [15]).

In this paper, we demonstrate how to write software that
efficiently uses the new VAES* and VPCLMULQDQ instruc-
tions. While the correctness of our algorithms (and code) can
be verified with existing public tools, the actual performance
measurements require a real CPU, which is currently unavail-
able. To address this difficulty, we give predictions based on
instructions’ count of current and new implementations.

The paper is organized as follows. Section 6.2 describes
the new VAES* and VPCLMULQDQ instructions. Section 6.3
describes our implementations of AES encryption modes
AES-CTR and AES-CBC. Section 6.4 focuses on the AEAD
schemes AES-GCM and AES-GCM-SIV. In Sect. 6.5, we
explain our results, and we conclude in Sect. 6.6.

6.2 Preliminaries

We use AES to refer to AES128. The xor operation is

denoted by @, and concatenation is denoted by || (e.g.,
00100111}{10101100 = 0010011110101100, which, in
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hexadecimal notation, is the same as 0x27 || Oxac =
0x27ac). The notation X[j : i], j > i refers to the values
of an array X between positions i and j (included). The case
i = j degenerates to X[i]. Here, X can be an array of bits or
of bytes, depending on the context. For an array of bytes X,
we denote by X the corresponding byte swapped array (e.g.,
X =0x1234, X =0x3412). The two new vectorized AES-
NI and PCLMULQDQ instructions are described next. The de-
scription of other assembly instructions can be found in [16].

6.2.1 Vectorized AES-NI

Intel’s AES-NI instructions (AES*) include AESKEYGENA
SSIST and AESIMC to support AES key expansion and
AESENC/DEC (LAST) to support the AES encryption/de-
cryption, respectively. Algorithm 6.1 illustrates the new
VAES* instructions. These are able to perform one round
of AES encryption/decryption on KL = 1/2/4 128-bit
operands (two gwords), having both register-memory and
register-register variant (we use only the latter here). The
inputs are two source operands, which are 128/256/512-
bit registers (named xmm, ymm, zmm, respectively),
that (presumably) represent the round key and the state
(plaintext/ciphertext). The special case KL = 1 using
xmm registers degenerates to the current version of AES*.

Algorithm 6.1 VAES*, and VPCLMULQDQ instructions [11]

Inputs: SRC1, SRC2 (wide registers)
Outputs: DST (a wide register)

1: procedure VAES*(SRCI1, SRC2)

2 fori:=0to KL —1do

3: j =128i

4: RoundKey[127 : 0] = SRC2[j + 127 : j]

S: T[127 : 0] = (Inv)ShiftRows(SRC1[j + 127 : j])
6 T[127 : 0] = (Inv)SubBytes(T[127 : 0])

7 T[127 : 0] = (Inv)MixColumns(T[127 : 0])

> Only on VAESENC/VAESDEC.
DST[j + 127 : j1=T[127 : 0] & RoundKey[127 : 0]
9: return DST

®

Inputs: SRC1, SRC2 (wide registers) Imm8 (8 bits)
Outputs: DST (a wide register)
1: procedure VPCLMULQDQ(SRC1, SRC2, ImmS8)
2 fori:=0to KL —1do
3 Jj1 =2i + Imm38[0]
4: Jjo =2i + Imm8[4]
S: T1[63:0]=SRCI[ 64(j1 +1) — 1: 641 ]
6: T2[63:0]=SRC2[64(jo+1)—1:64),]
7 DST[ 128 + 1) — 1 : 128i ] = PCLMULQDQ( T1, T2)
8 return DST

6.2.2 Vectorized VPCLMULQDQ

Algorithm 6.1 (bottom) illustrate the functionality of the
new vectorized VPCLMULQDQ instruction. It vectorizes

N. Drucker et al.

polynomial (carry-less) multiplication, and is able to
perform KL = 1/2/4 multiplications of two gqwords in
parallel. The 64-bit multiplicands are selected from two
source operands and are determined by the value of the
immediate byte. The case K L = 1 degenerates to the current
VPCLMULQDQ instruction.

6.3  Accelerating AES with VAES*

The use of the VAES* instructions for optimizing the various
uses of AES is straightforward for some cases (e.g., AES-
ECB, AES-CTR, AES-CBC decryption). For example, to op-
timize AES-CTR, which is a naturally parallelizable mode,
we only need to replace each xmm with zmm register and
handle the counter in a vectorized form. In some other case,
using the new instruction is more elaborate (e.g., optimizing
AES-CBC encryption, AES-GCM, or AES-GCM-SIV).

Figure 6.1 compares legacy (Panel a) and vectorized
(Panel b) codes of AES-CTR. In both cases, the counter is
loaded and incremented first (Steps 6-8 and 7-8, respec-
tively). In Panel b, Steps 9-11, the key schedule is duplicated
4 times in 11-zmm registers (zmm0-zmm10). The encryption
is executed in Steps 9-13, and 12-16, of Panels a and b,
respectively. Finally, the plaintext is xored and the results are
stored.

A mode like AES-CBC encryption is serial by nature, and
cannot be parallelized. However, we note that the VAES* in-
structions encrypt 2/4 independent plaintext streams in par-
allel. To do this, we need to rearrange (“transpose”) the
inputs/outputs in order to make them suitable for vectorized
code such as in Fig. 6.1.

Figure 6.2 illustrates how to handle four independent
4 x 128-bit plaintext streams (A, B, C, D). We first load the
four 512-bit values into four zmm registers (red upper left
vectors), then use the VPERMI2Q instruction to permute the
gwords of each two vectors A, B and C, D (orange vec-
tors). VPERMI2Q receives two source operands and a mask
operand, which is also the destination operand (all are wide
registers). Therefore, the mask must be re-set before each
VPERMI2Q execution. Finally, we use the VPERMI2Q in-
struction to calculate the final results (green right bottom
vectors). The flow requires 4 loads 8 permutations and 8
mask preparations, with total of 20 instructions per 256-
bytes of processed data (e.g., plaintexts). We find this method
to be very efficient. Other transposing methods can use the
VPGATHERQQ/VPSCATTERQQ or the VPUNPCK instruc-
tions, but suffer from high instructions’ latency, or need
to use more instructions for the same task. Note that the
VPUNPCK instruction is recommended for transposing a
matrix of size 4 x 4 with elements of size 4 x 64-bit, but
this is not the case here.
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(a)

I .set t, %xmml2

2 .set ctrReg, %xmmll

3 inc_mask:

4 .long 0,0,0,0x01000000
5

@)}

vmovdqu (ctr),
7 .irp j.,1,2.,3,4
8 vpadd inc_mask(%rip),ctrReg
9 vpxor (key),ctrReg,t

10 .irp i,1,2,3,4,5,6,7,8.,9

11 vaesenc \ix0x10(key) ., t,t

12 .endr

13 vaesenclast 10x0x10(key) ,t,t
14 vpxor (pt).,t,t

15 vmovdqu tmp, (ct)

16 lea 0x10(pt), pt

17 lea 0x10(ct), ct

18 .endr

ctrReg

(b)

I .set t, %zmml2

2 .set ctrReg, %zmmll

3 inc_mask:

4 .long 0,0,0,0x01000000 ,
5 .long 0,0,0,0x02000000
6 .long 0,0,0,0x03000000,
7 Jong 0,0,0,0x04000000
8

9 vbroadcasti64x2 (ctr),ctrReg

10 vpadd inc_mask(%rip),ctrReg

I .irp 1,0,1,2,3,4,5,6,7,8,9,10,11
12 vbroadcasti64x2 \ix0x10(key),%zmm)\ i
13 .endr

14 vpxorq %zmm0, ctrReg , t

15 .irp i1,1,2,3,4,5,6,7,8.,9

16 vaesenc %zmm\i,t,t

17 .endr

18 vaesenclast %zmml0,t ,t

19 vpxorq (pt).t,t

20 vmovdqué64 t ,(ct)

Fig. 6.1 AES-CTR sample (AT&T assembly syntax); ct[S11
0]=AES-CTR(pt[511 : 0], key). (a) Legacy AES-CTR. (b) Vectorized
AES-CTR

Leveraging the pipeline capabilities efficiently Fast AES
computations need to operate on multiple independent blocks
in parallel [3], in order to hide the latency of the instructions
and make the flow depend only on their throughput. The
optimal number of blocks is determined by the latency and
throughput of the VAES* instructions [17], and the number
of available registers. The latency of VAES* is 4 cycles on
architecture codename “Skylake” (was 7 cycles on earlier
processor generations), and their throughput is 1 cycle. In
addition, the AVXS512 architecture has 32 zmm registers,
which can be used together with the VAES* instructions.
For example, in AES-CTR we can allocate 11 registers for
the AES round keys, and split the rest among the counters
and their the plaintext/ciphertext states (~10 each). Conse-
quently, it is possible to process 10 packets of 4 blocks in

Fig. 6.2 Transposing a 4 x 4 128-bit (input in red; output in green) by
executing eight VPERMI2Q instructions. Every group of four instruc-
tions can run in parallel

parallel, instead of only 8 packets of 1 block, as with the
current instructions.

6.4 AES-GCM and AES-GCM-SIV

AES-GCM [18,19] and AES-GCM-SIV [12,13] are AEAD
schemes (AES-GCM-SIV is nonce-misuse resistant). Their
encryption flows are outlined in Algorithms 6.2 and 6.3. Both
modes include AES-CTR encryption (the code is already
shown in Fig. 6.1).

Algorithm 6.2 AES-GCM encryption [18,19]

Inputs: K (128 bits), 1V (96 bits), A (AAD), M (message)
Outputs: T (tag, 128 bits), C (ciphertext)

1: procedure AES-GCM(K, IV, A, M)

2:  H=AES(K, 0128)

3:  CTRy=1V|0*1

4 fori =0,1,...,v—1do

5: CTR; = CTR[127 : 32]||((CTR[31 : 0] + i) (mod 232)
6 C; =AES(K,CTR;) ® M;

7: T =GHASH(H, A, C) ® AES(K, CT Ro)

8 return C, T

We focus on optimizing the universal hashing parts of
these algorithms, which are not identical: AES-GCM uses
GHASH and AES-GCM-SIV uses POLYVAL. Both hash
functions operate in F = [F512s (but with different reduction
polynomials) and evaluate a polynomial with coefficients
X1, X2,..., Xy (for some s) in ' at some point H € F
(which is the hash key). As shown in [13]:

POLYVAL(H, X1, X2, ..., X;) =

(GHASH((H ® x), (X1), (X2), ..., (X))

so if suffices to demonstrate the implementation of POLY-
VAL.
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Algorithm 6.3 AES-GCM-SIV encryption [12, 13]
Inputs: K (128 bits), K> (128 or 256 bits), N (96 bits), A (AAD),
L 4 (A length in bytes), M (message), Ly (M length in bytes)
Outputs: T (tag, 128 bits), C (ciphertext)

1: procedure AES-GCM-SIV (K, K2, N, A, La, M, Ly)

2: Tmp=POLYVAL(K|, A||M||LA||L)

3: T =AES(K», 0||(Tmp & N)[126 : 0])

4: fori =0,1,...,v—1do

5 CTR; = 1||T[126 : 32]||((T[31 : 0] + i) (mod 23%))
6 C; = AES(K»>,CTR;) ® M;

7

return C = (Cy,...,Cy_1), T

The “Aggregated Reduction” method (see [14]) replaces
Hoeren’s method with a per-block reduction (7; = ((X; &
Ti—1) ® H) (mod Q(x))), with a deferred reduction based
on pre-computing ¢ > 0 powers of H stored in a table (Htbl).

T, =(Xi@H) & Xi-1 @ H) ®--- @
Xi—¢-n+Ti-) ® H') (mod Q(x))
(® is field multiplication; Q(x) is the reduction polynomial).
Figure 6.3 compares codes for initializing Htbl. Panel

(a) describes the legacy implementation with t = 8. Panel
(b) describes a vectorized implementation for calculating

(a) Legacy Htbl-init(8)

vmovdqu (H), %xmm(
vmovdqu %xmm0, %xmml

.irp 1,0,1,2,3,4,5,6
vmovdqu %xmm0,\ i x0x10 (Htbl)
call GFMUL

.endr

vmovdqu %xmm0, 7+x0x10(Htbl)
ret

(b) Vectorized Htbl-init(32)

(H) , %xmm0

%xmm0, %xmml

%oxmm0, (Htbl)

GEMUL

vmovdqu %xmm0, O0x10(Htbl)

call GFMUL

vbroadcasti64x2 0Ox10(Htbl),%ymml
vmovdqu64 (Htbl), %ymm0

call GFMUL2

vmovdqu64 %ymm0, 0x20(Htbl)
vbroadcasti64x2 0x30(Htbl),%zmml
vmovdqu64 (Htbl), %zmm0

vmovdqu
vmovdqu
vmovdqu
call

Jdrp i,1,2,3.,4.,5,6.,7

call GFMULA4

vmovdqu64 %zmm0, \ix0x40(Htbl)
.endr

ret

Fig. 6.3 Initializing the HTBL. (a) legacy t = 8, (b) vectorized t =
8 x4

I vpclmulqdq $0x00, %zmml, %zmm(0, %zmm2
2 vpclmulqdq $0x11, %zmml, %zmm0, %zmm5
3 vpcelmulqdq $0x10, %zmml, %zmm0, %zmm3
4 vpclmulqdq $0x01, %zmml, %zmm(, %zmm4
5 vpxorq Y%emmd, %zmm3, %zmm3
6
7 vpslldq $8, %mm3, %zmmd
8 vpsrldq $8, %mm3, %zmm3
9 vpxorq Jaammd, Yzmm2, Y%zmm2
10 vpxorq Jamm3, %zmmS, %zmm5
11
12 vpclmulqdq $0x10, poly(%rip), %zemm2, % zmm3
13 vpshufd $78, Y%amm?2, %zmmd
14 vpxorq Yammd, %zmm3, %zmm2
15
16 vpelmulqdq $0x10, poly(%rip), %zmm2, %zmm3
17 vpshufd $78, Yamm?2, %azmmd
18 vpxorq Y%emmd, %zmm3, %zmm2
19
20 vpxorq Jaamm5, J%zmm2, %zmm(
21 ret
Fig. 6.4 GFMUL4 function, performs vectorized A; ® Az
(mod Q(x))
vextracti64x4 $1, %emm0, %ymml
vpxor 9ymml, %ymm0, %ymm0
vextractil28 $1, %ymmo0, %xmml
vpxor Jymml, J%xmm0, %xmmo

Fig. 6.5 Vectorized aggregated reduction method — final aggregation

t = 4 % 8 powers of H. Both snippets use the
GFMUL function for the field multiplication. Figure 6.4
presents GFMUL4 that performs 4 multiplications in
parallel. The same code is used for GFMUL and GFMUL?2,
but over different registers (xmm/ymm). Steps 1-10 perform
“Schoolbook” multiplication, and Steps 12-20 perform
the reduction (see [14]). An implementation that uses
“Aggregated Reduction” should first perform H ® X; as in
Fig. 6.4, Steps 1-5. Then process H®X, j,i=1,...,t—1
in parallel and accumulate the results. Subsequently, perform
the reduction steps 7-20.

In the vectorized implementation we load 4 val-
ues from Htbl into each zmm register e.g., zmm(i)=
(H¥, g4+ g4+2 g4+31 - To multiply the matching
values (H', X,_;), we first need to reverse their order e.g.,
zmm(i)= {H¥13 H4+2 g4+l g4} We do this using
the VSHUFI64X2 instruction: "vshufié4x2 0x1b,
$zmm (i), %$zmm(i), %zmm(i)". Eventually, we end

with T} = Yizj modsy (H @ X,—i), j = 1,...,4.
i=1,..1
Figure 6.5 shows the final aggregation step.

6.5 Results

We implemented x86 assembly code for AES-CTR and
POLYVAL , using VAES* and VPCLMULQDQ instructions,
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Table 6.1 Instructions count comparison (lower is better)

PT SIZE Legacy Vectorized
Algorithm (bytes) impl. impl. Ratio
AES-CTR 512 608 178 3.42
AES-CTR 8,192 9,248 2,338 3.96
AES-CTRx8 512 493 150 3.29
AES-CTRx8 8,192 7,453 1,890 3.94
POLYVALxS 4,096 2,816 794 3.55
POLYVALx8 8,192 5,536 1,474 3.76
POLYVALx8 16,384 10,976 2,834 3.87

pipelining 1 or 8 streams in parallel (the suffix “x8” dis-
tinguishes the implementations). To predict the potential
improvement on future architectures before real samples are
available, we used the Intel SDE [20]. This tool allows us
to count the number of instructions executed during each of
the tested functions. We marked the start/end boundaries of
each function with “SSC marks” 1 and 2, respectively. This is
done by executing “movl ssc_mark, %ebx; .byte
0x64, 0x67, 0x90” and invoking the SDE with the
flags “-start_ssc_mark 1 -stop_ssc_mark 2 -mix -icl”. The
rationale is that a reduced number of instructions typically
indicates improved performance that will be observed on
a real processor (although the exact relation between the
instructions count and the eventual cycles count is not known
in advanced).

Table 6.1 compares the instructions count in our imple-
mentations. The results confirm our prediction that AES
algorithms can be sped up by a factor of 3—4x and that better
speedups are expected when operating on larger buffers.

6.6  Conclusion

This paper shows how to leverage Intel’s new instruction
VAES* and VPCLMULQDQ for accelerating encryption with
AES. Our results predict that optimized vectorized AES
code can approach the new theoretical bound of 0.16 C/B on
forthcoming CPUs, about 4 x faster than current implemen-
tations. We demonstrated optimized AES-CTR and AES-
GCM(-SIV) code snippets that can approach this limit. For
serial mode such as AES-CBC, we showed how to optimize
code by processing multiple message streams in parallel.
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Ricardo Resende de Mendonca, Ferrucio de Franco Rosa,
Antonio Carlos Theophilo Costa Jr,, Rodrigo Bonacin, and Mario Jino

7.1 Introduction
Information security generally uses cryptography to make
a message not understandable to unauthorized persons [I,
2]. People with low technological knowledge make use of
simple strategies, such as social cryptography, by using ex-
pressions ciphered in a restrict idiom. Criminals use different
types of speech such as group slang or marginal slang, used
for communication among them. They change the meaning
of words, turning slang into a “secret” language by using it
in conjunction with data encryption (out of the scope of this
paper) or not [3]. A study of 223 cases related to terrorism is
presented in [4]; it points out that 61% of events contained
evidence of their online activities. These cases included
activities such as: (a) virtual communities and recruitment
of new members; and (b) online communication among
group members. This emphasizes the necessity of studies for
supporting and automating the analysis of communication
between criminals.

The fast increase of criminality [5], in countries such
as Brazil, makes infeasible dealing with all criminal occur-
rences in a timely manner. Several criminal investigations are
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inefficient, including those executed with Internet support.
Research for development of tools and techniques is neces-
sary to support the investigative and prevention processes.
Automated services must be prioritized to increase their
efficiency and provide fast response [6].

Methods of criminal investigations, as well as criminals’
methods, are constantly changing. Nowadays, identifying
and categorizing crimes executed with the support of In-
ternet is a hard work; particularly, those with support of
social networks. This task requires a lot of effort, espe-
cially when we consider the velocity and volume, for in-
stance, for drug trafficking, terrorism, and other crimes
[7].

Criminal Slang Expression (CSE) refers to an obscure di-
alect used for criminal and cyber criminal purposes. Various
CSEs are already present in lexical dictionaries; however,
CSEs are evolving fast, confusing police officers and security
investigators. Thus, a precise and flexible representation of
the key CSEs is needed.

The Semantic Web provides a web environment where
data is understood by both humans and automated mech-
anisms [8]. Its technologies have shown to be very useful
for establishing semantic relations between domain concepts.
Requirements for understanding judicial aspects [6] can be
achieved through the specification of semantic relations. This
enables a better (semi)automatic interpretation of natural
texts. Techniques of artificial intelligence are employed by
security researchers, along with the adoption of ontologies.
Use of ontologies has been intensified in the areas of artificial
intelligence and security [9-11].

Although there are many methods of textual analysis in
the literature, identification of slang (of criminal entourages)
remains a major obstacle for (semi)automatic interpretation
[12]. We propose the OntoCexp (Ontology of Criminal Ex-
pressions) as a common and extensible model for identifying
the use of crime expressions in Internet. The initial version
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of OntoCexp including its core elements are presented in this
article; the complete ontology (OWL file) is available in
[13].

The remainder of the paper is organized as follows: Sec-
tion 7.2 presents a summary of a literature review and related
work; Section 7.3 describes how OntoCexp was developed;
Section 7.4 presents the core concepts of the ontology;
Section 7.5 presents the instantiation and validation; finally,
Section 7.6 draws conclusions.

7.2  Literature Review and Related Work

Our quasi-systematic review on ontologies and taxonomies
was based on [14]. We summarized the papers, focusing on
aspects we considered in the development of OntoCexp. Out
of 63 papers of interest from the literature review, 17 papers
were selected to be discussed here. Most of them aim to
describe (sub-)domains of crime and legal cases.

Figure 7.1 illustrates a mapping including the focus and
contributions of the 17 selected works. Development of
criminal ontologies is the most frequent focus (67.0%).
It is followed by work on methods for the definition of
ontologies (/4.0%) and on the development of criminal
terminologies (/0.0%). Other studies (9%) include: criminal
confinement calculation, relevance of terms, classification of
legal documents, data mining, and methods for knowledge
formulation. Ontology is the main contribution of 76.0% of
the papers; the alternative approaches of crime investigation
are addressed by /9%. Other contributions (5%) include:
crimes evidences, murders, legal terms, network security,

Fig. 7.1 Summary of mapping
of related work

R.R. de Mendonca et al.

ontology improvement, extraction of criminal texts, online
drug transactions, and knowledge extraction from police
reports.

Methods for constructing ontologies are discussed in [7,
15]. A object-oriented view on ontology engineering process
is presented in [10]. A conceptualization of the crime domain
by means of conceptual graphs, named-entity, recognition
and formal concept analysis is presented in [16].

A formalization of knowledge on crime is presented in [6,
9, 12, 17]. These provide a broad and general view of the
criminal area, whereas other articles deal with specific as-
pects. A specific ontology on the murders domain is proposed
in [18, 19] aimed at detailing knowledge of crime evidences.
Identification of agents involved in a crime is proposed in
[20]. Other studies focus on specific situations. Reference
[21] describes the construction of an ontology on the events
of the judicial case Popov v. Hayashi, 2002 in California.
An ontology for the automatic classification of legal cases
is presented in [22].

An analysis of legal cases through the relevance of terms
is discussed in [23]; this is necessary for formalizing terms
and documents hierarchy of the judicial area. An ontology
focused on management of crimes against life, and criminal
calculation, are presented in [19]. Reference [24] formalizes
Lebanese laws knowledge and a set of logical rules to be used
in applications. The studies presented in [17, 25] emphasize
the need of an ontology on crimes in Brazil. Reference [25]
presents further details on the use of UFO-B as a upper-
ontology, whereas in [26] the use of DOLCE upper-ontology.

Differently from the previous approaches, our proposal
focuses on the specification of a core model; where CSEs are

Main Focus

Development of ontologies
for criminal terminologies

10%
Others . .
o% Contributions
Others

5%

Methods of definition of
ontologies
14%
Development of criminal
aalogias Alternative
67% approaches 19%

Ontology 76%
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formalized to support the development of tools and methods
for the detection and interpretation of encoded expressions
by security researchers and police investigators.

7.3  The Engineering Process of OntoCexp
Our engineering process, inspired by reference [27], contains
the following iterative steps:

(i) Determination of the scope and reuse. We defined as
scope of our ontology the domain of crime, and per-
formed the correlation between expressions and terms
used by individuals in illicit activities. As proposed
in [19, 24, 26], we evaluated the top-level ontologies
SUMO, UFO-B and DOLCE. However, we chose not
use them, due to the particularities of our scope.

(i1) Enumerate terms, define classes, properties, and con-
straints. We defined the concepts obtained based on
[28]. This vocabulary is a result of 8 years of research
cataloging of criminals’ terms in Brazil. It contains 1009
frequently used expressions. Despite its importance, we
need a more formal model such as an ontology. The def-
inition of classes was performed hierarchically as a top-
down model. The expressions were analyzed by three
researchers, who made the modeling decisions. Table 7.1
has three columns, CSE Expression in Portuguese, CSE
Expression with the literal translation to English, and
CSE Meaning in English.

The expressions “Bater”, “Piar”, “Vomitar”, “X9”
and “Xisnovear” (Table 7.1) are very distant from their
direct denotative meanings. For example, CSE Expres-
sion Vomitar/vomit (Portuguese/English) means betray-
ing someone by reporting confidential information. We
also investigated a dataset of tweets from criminal areas
to analyze how the criminals use such expressions. We
filtered tweets using terms from [28]. For 2 days of
the first week of October 2018, we collected 5,896,549
tweets in the list of 1009 CSE expressions. Twitter stan-
dard API has an endpoint, which allows us to retrieve, for
each invocation, at most 100 tweets, posted in the last 7
days containing an expression. For each CSE expression,

Table 7.1 Criminal slang expressions (CSE)

CSE expression CSE expression CSE meaning
(Portuguese) (English) (English)

Bater Beat To tattle on, to betray.
Piar (Pid) Tweet Show up, to betray.
Vomitar Vomit To report, to betray.
X9 - Informer.

Xisnovear - To betray.

we iterated through the search API results to get all the
tweets we could get until reaching the 7-day limit. We
restricted our search to the Portuguese language to get
more trustful data as well as we filtered out retweets
to avoid repetitions. The code developed for this task is
publicly available [29].

(iii) Creation of instances and Validation. We created a set
of instances from the phrases extracted of our tweet
dataset to validate the model. These phrases make
references to the ontology’s terms and relationships.
We considered Positive (i.e., criminals communications
that use the modeled terms), False Positive (i.e., usual
communications that use the terms) and False Negative
(i.e., criminals communications that do not use the
terms) to review OntoCexp. Several iterations were
performed with the three researchers until the definition
of the current version of OntoCexp. The ontology must
be continually revised, given that criminal language is
very dynamic. OntoCexp is available in the GitHub
repository [13].

7.4 The Core Model of OntoCexp

We consider the core model containing the main concepts
of the specific domain, allowing thus to structure and under-
stand other related concepts.

7.4.1 OntoCexp Core Model Description

The core model description starts with the definition of
20 classes (Fig. 7.2). We structured the conceptualization
into five groups of concepts, described in the following
subsections.

Conceptualization: Human Beings

The People class allows the modeling of men and women,
as well as specificities with respect to their sexuality, charac-
teristics, professions, among other aspects. As shown in Fig.
7.3, the ontology can represent a person, a place and physical
aggressions. Very common among criminals, the distinction
with regard to sexual choice is present in various expressions.
The class Sexuality represents this. Another relevant factor is
the organization of groups of individuals for the execution
of a large proportion of criminal acts. The ontology also
represents the individual’s profession.

Conceptualization: Crime Activities

There are various types of criminal activities (e.g., ob-
tain weapons, drugs, and money), including the develop-
ment of cyber weapons and attacks. Crimes are categorized
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Fig. 7.2 Core classes of
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as physical and verbal. The physical ones include beat- public event, or even a massive cyber attack. Other criminal

ings, murders, and hangings. The act of committing crimes
can be still related with the type of weapon that was
used.

Weapons are distinguished as firearms, cold, explosive,
chemical, nuclear, and biological. This distinction is neces-
sary, for example, to infer the scale of the crime. These acts
can be, for instance, an armed robbery, a chemical attack in a

acts are associated with money, such as: purchasing drugs,
bribery, and kidnappings.

Conceptualization: Transport

and Communication

Police officers can intercept, understand, and make a better
prediction of criminal acts when identify the transportation
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and communications means. For example, identification of a
vehicle used by criminals to perform a crime is a key aspect
in the investigation; the vehicle may have been negotiated
using social networks.

Conceptualization: Entertainment

and Subsistence

In the realm of our research, criminals usually participate in
illegal gambling involving money; consumption of alcoholic
beverages and drugs is also usual. Classes to represent these
events are useful, since events they are frequently linked to
other criminal activities.

Conceptualization: Criminal Operations

Place represents the geographic space where something
related to a crime can be identified. Criminals have particular
ways of referring to the locals where they act. Often it is
necessary to identify what is happening in a particular place.
For example, the expression “Os coloniais vdo berimbolar
a gaiola” does not make sense in standard Portuguese, but
it is possible to extract three elements using the ontology:
“coloniais”, “berimbolar” and “gaiola”, which, respectively,
mean “Prisoners of the Candido Mendes Penitentiary”, “Re-
bellion” and “Prison”. Thus, we can identify the intention of
starting a rebellion of prisoners in a prison.

We also need to understand the execution of criminal (or
police) operations; for example, ambush, lookout, invasion
or escape operations. OntoCexp also models objects used by
criminals. For example, the term “Balancinho” (child swing)
is, in crime slang, a rope object that is used by detainees to
climb to see through the jail.

7.4.2 Discussion on OntoCexp

OntoCexp describes the domain of Internet criminal commu-
nications. Criminals expressions were individually analyzed
for conceptualize each term presented in [28]. With a well-
defined scope, OntoCexp does not cover all concepts of

Fig. 7.4 Representation of the
Tweet (example)

[ # Unhao1 J

\ @ Criminalo1 ‘

‘ # Criminalo2 |

the crime expressions. The current version (1.0) of Onto-
Cexp has 672 Axioms, 162 Logical Axioms, 133 Classes,
30 Object Properties, Object Property Domains, and Ax-
ioms. It attained ALCH(D) expressivity of the description
logic.

OntoCexp represents a complex and dynamic domain;
updating and evolution is a must. This implies continuous
maintenance effort. It is also necessary to perform
evaluation of its use in a tool supporting the task of
monitoring and investigating crimes by means of Internet
communication.

Instantiation and Validation
of OntoCexp

7.5

We first filtered a set of candidates from the entire dataset
(5,896,549 tweets) using criminal terms. Next, a subset of
the twitter (274 messages) was analyzed. Finally, 14 selected
“cases”, as the most representative ones, were instantiated
and used in the validation of OntoCexp. The following
hypothetical scenario illustrates the utilization, validation
and representativeness of the ontology.

This scenario starts with a criminal investigator searching
Twitter messages related to a “kill by burning alive” crime.
A search with “normal terms” may not return key messages
related to the crime. Using OntoCexp, a supporting tool can
highlight suspected messages. For instance, the following
message is from our twitter dataset: Soprar na unha, Fumo,
Colocar no buraco, Ahaaaaa! Queimada. Apontar, Espremer
(Blow in the nail, Smoke, Put it in the hole, Ahaaaaa!
Burned, To point, Squeeze). By using the ontology (Fig.
7.4), it is possible to identify key crime expressions: Soprar
(Blow) means informing, Unha (Nail) means drug dealer,
and Colocar no buraco (Put it in the hole) means to kill by
burning alive.

Rules can be used to rank messages about criminal acts.
This sentence gets a high-level of risk because three different
terms related to the criminals’ slang are identified in the same
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sentence. The risk indicator allows a more precise analysis,
taking into account only messages with a high probability of
being related to criminal acts. In these cases, OntoCexp act as
a representation model to be used with other computational
techniques such as search algorithms, data mining, as well as
to support human based activities.

7.6 Conclusions

The OntoCexp is a conceptual proposal; it aims to provide
a common and extensible model for identifying the use of
crime expressions in the Internet. Its foundations come from
an initial terminology and an analysis of written commu-
nication acts between criminals (from a Brazilian Twitter
dataset). 17 papers on ontologies, out of 63 articles of
interest, have been selected and used as input to our proposal.
The initial version of OntoCexp containing its core elements
is presented in this article. As future work, we intend to
expand the universe of concepts to cover a larger number
of terms, as well as, to incorporate automated systems to
identify the intention in natural language texts. We also plan
to extend the ontology to integrate criminal acts with the
language used for planning Internet attacks.
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8.1 Introduction

The number of applications using the Internet of Things con-
cept has grown in recent years, where machines and objects
use communication in a smart way. This growth allowed
IoT to evolve into a global platform capable of processing
and self-managing information [3]. The autonomy of the IoT
devices connected to various applications allows the design
of intelligent environments [2]. In this way the concern
with the privacy of the user is increased, because in these
intelligent environments the devices will be connected in
network [7].

IoT applications are constantly collecting personal data,
allowing data to be compared and new information to be
found, such as cell phone numbers, documents and ad-
dresses. On the other hand, the regulations needed to help
users protect their privacy did not develop at the same speed
as IoT [10]. Thus, aggressive access and data transmission
practices are used by applications, mobile operating systems,
and other objects that make these concerns even more daunt-
ing [18].

The understanding of privacy in the behavior of individ-
uals is dependent on the contextual nature where privacy
presents itself [5]. Users’ concerns about their privacy in the
context of various Internet of Things applications scenarios
may highlight the flexibility of permitting the collection,
storage and use of their private data [11]. However, there is a
lack of tools capable of measuring such information in an [oT
environment, as well as the relationship with privacy issues
[16].
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In this context, this paper describes an instrument capable
of measuring the users privacy concerns in [oT environments.
This instrument aims at cooperative research, allowing other
researchers to use and test in their own applications. This
paper also describes a proposed privacy inference model for
implementing a IOT trading privacy mechanism.

This paper is organized as follows. Section 8.2 presents
background knowledge on Internet of Things, an IoT ref-
erence model and existing scales. The Sect. 8.3 explains
how IoTPC was created and its features. Section 8.4 has
an explanation of the methodology used in this work and
describes the [oT data analysis step. Section 8.5 is dedicated
to the inference module. The results and assessment of
IoTPC and the inference models are shown in Sect. 8.6.
Finally, in Sect. 8.7 our conclusions are presented and the
limitations of this approach and future works.

8.2 Background Knowledge

8.2.1 Internet of Things
Defining the term Internet of Things can be considered a dif-
ficult task since its concept can change over time depending
on the approach it is used for.

Generally speaking, Internet of Things can be defined as
a new approach regarding the interconnection of technology
and objects through a network of computers, making it pos-
sible to define the concept of a global network of devices [8].
However, the Internet of Things depends on technological
process to keep evolving. That said, IoT cannot be treated as
a new disruptive technology, but as a paradigm of computing
that is in constant evolution [19].

A few authors agree that the term “things” does not refer
only to physical objects, but also to living entities or virtual
representations. This way, anything that is connected to the
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internet and is able to transmit information can be considered
an IoT device [12].

8.2.2 Reference Model

The great number of devices in IoT allows the creation of
different scenarios for smart environments. These scenarios
can be described both by entities and the information flow
that happens in these environments. The IoT reference model
that we take into consideration in this paper was proposed
by [19], who based their visions in the International Union
of Telecommunications and the IoT European Investigation
Council, which say that anything or any person is inter-
connected anywhere, anytime, by a network of any kind of
service.

An example of this model is shown in Fig. 8.1, indicat-
ing that “smart things” can be any day-to-day device that
is able to collect, process, and transmit data in a certain
environment. These devices collect data about users who
use the infrastructure of IoT, getting as a final product the
dissemination of information through IoT services [19]. The
usage of this module served as base for investigating the
privacy concerns in different IoT scenarios.

8.2.3 Existing Scales

As mentioned before, the rise of new technologies have
increased the concerns with privacy. Some authors proposed
instruments that are able to measure privacy empirically. In
[16], the authors proposed an instrument that was able to
measure the privacy of users and organizational practices
called “Concern for Information Privacy”, CFIP. The CFIP
was made by a scale of 15 items and the following privacy
concern dimensions: collection, unauthorized secondary us-
age, unauthorized access and mistakes. In [11], observing
the lack of trust from consumers regarding e-commerce
privacy, the authors conducted a study on how big was
the users’ concerns with privacy and created an instru-
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Fig. 8.1 10T reference model. (Adapted from [19])
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ment called “Internet Users’ information Privacy Concerns”,
IUIPC.

IUIPC was developed based on CFIP, from which they
extracted some scenarios that belonged to privacy concerns
in e-commerce. IUIPC had a scale of 10 items and distributed
them into three dimensions: collection, control and aware-
ness of privacy practices.

Inspired by [11] and [16], the authors in [18] developed
another instrument with a goal to represent users’ privacy
preferences in mobile devices called “Measuring Mobile
Users’ Concerns for Information Privacy”, MUIPC. It had
a scale of 9 items distributed across three dimensions: vigi-
lance, intrusion and unauthorized secondary usage. Though
it was able to measure the users’ concerns with privacy in
mobile devices, MUIPC did not reflect all relevant features
in the concept of privacy concerns that exist in the literature,
such as the dimensions of control and collection [5].

Observing the lack of these dimensions, in [5] the authors
developed something similar to MUIPC that not only com-
prehended mobile devices but all smart devices that use apps
as a technological interface. The instrument, called “App
Information Privacy Concern”, AIPC [5], was made with
17 items spreaded into 5 dimensions: collection, control,
consciousness, unauthorized secondary usage and general
concerns with privacy.

Though many instrument are able to measure privacy in
certain contexts, none of them explore the Internet of Things
scenario, being restricted only to mobile devices (MUIPC
and AIPC), e-commerce (IUIPC) and a more general context
(CFIP). For this reason, we proposed an instrument that is
able to measure the concerns with privacy in IoT environ-
ments called “Internet of Things Privacy Concerns”, [oTPC.

8.3 Internet of Things Privacy Concerns

(loTPC)

The developed instrument and presented in this paper is able
to measure the degree of concerns related to privacy in IoT
environments based on existing works in the literature such
as IUIPC [11], MUIPC [18] and AIPC [5].

In the conception of the proposed instrument, first was
needed to analyze and clearly define its dimensions so that
afterwards its items could be organized into them. In this
sense, the dimensions of TUIPC and MUIPC were selected
as a starting point.

The dimensions of these two instruments were analyzed
to check if they reflected some characteristics of concerns
of privacy in IoT environments, such as the secondary data
usage dimension that is present in MUIPC. This dimension
usually reveals that users feel their privacy violated when
third-parties use their data without their consent. This di-
mension can also comprehend privacy issues in IoT environ-
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ments, since devices collect data and can eventually make
them available for third-parties.

The other dimensions of IUIPC and MUIPC were ana-
lyzed and the dimensions used in IoTPC are described as:

1. ToT requests: in [11] the authors stated that the concept of
acquisition is related to the degree that a certain individual
is concerned about how much of their personal data is
in the hands of third-parties by analyzing its cost-benefit.
However, the heterogeneity of devices in the IoT scenario
and the fact that the vast majority of these devices collect
data from their users in an omnipresent way rise the con-
cept of vigilance, which is also important to be considered
for the definition of this dimension. In [13], the authors
defined vigilance as the act of observing and listening to
an individual’s recordings. In a futuristic environment of
IoT, the users’ devices can eventually use the acquired
data to track and spy on their own users.

2. Decision making: according to [11], the concept of con-
trol can be defined as an individual having interest in
controlling or at least significantly influencing the use of
their private data. Many times, in an IoT environment,
users do not have absolute control of their private informa-
tion, which creates certain discomfort and the sensation
of having their privacy preferences violated. According to
[13], intrusion can be defined as an invasive act that can
disturb tranquility or loneliness. The concept of intrusion
also applies to an IoT scenario, since devices can require
data from their users, eventually disturbing or even taking
them out of a calm state of mind.

3. Previous knowledge: this dimension is related to all
knowledge about privacy practices that an IoT user
has. We can use the concept of consciousness to define

Table 8.1 I0TPC items
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this dimension, which is the degree that an individual is
concerned with their knowledge about privacy practices
related to private organizational information [11].

4. Secondary usage of information: sometimes data provided
by users for a certain end is used in a different way,
as opposed to what it was meant to and without the
users’ consent (for instance, profiling users and sending
marketing messages to them) [16]. This practice reflects
privacy concerns in IoT environments and was also taken
into consideration to build the dimensions of IoTPC.

5. General privacy concerns: this dimension is responsible
for representing items such as “I am concerned with
threats to my privacy today” and “Compared to others,
I am more concerned about the way IoT devices handle
my personal data”. This dimension aims at capturing the
users’ general concerns in an [oT environment [5].

Concerned with these items, the area that our instrument
would act was limited in order to keep that it precise and ac-
curate. It was analyzed 64 micro scenarios in IoT considering
the research of [9]; for instance, “The fridge wants to have
access to your bank records so it can buy food as soon as it is
out of order” and 25 scenarios were collected to compose a
general futuristic IoT scenario. The scenario exemplifies the
routine of a university student interacting with the Internet of
Things from their home to the university.

As well as the dimensions of IoTPC, the items related
to each dimension were created based on the instruments
mentioned in the previous section. The items of each instru-
ment went through an assessment to check if they reflected
any privacy characteristic in IoT environments, based on the
scenario proposed in this research. The IoTPC items are
shown in the Table 8.1.

N.° |Items
1 | Privacy in IoT environments is a matter of users having the rightto control their decisions on how their data are collected, usedand shared
2 | 10T devices that require data must indicate how they are collected,processed and used
3 | Itis very important to me to be aware and know about how mypersonal data is used
4 | It usually bothers me when IoT devices ask for my personalinformation
5 | When IoT devices ask for personal data, sometimes I think twicebefore allowing them to get it
6 | It bothers me to provide personal data to so many IoT devices
7 | I believe that the localization of my mobile device is monitoredat least part of the time
8 | I am concerned that IoT devices are collecting too muchinformation about me
9 | Iam concerned that IoT devices can monitor my activities usingmy mobile device
10 | I feel that, as a result of using IoT devices, other people knowmore about me than I would like to, making me uncomfortable
11 | I believe that, as a result of using IoT devices, my private datais now more accessible to others than I would like to
12 | T am concerned that IoT devices can use my personalinformation to other ends without notifying me or askingfor my authorization
13 | When I provide personal information in IoT environments, I’'mconcerned that IoT devices can use my data to other ends
14 | T am concerned that IoT devices can share my personalinformation with third-parties without my authorization
15 | Compared to other people, I am more sensible to the way IoTdevices handle my personal data
16 | To me, the most important thing is to keep my privacy intactwhen using IoT devices
17 |Iam concerned about threats to my privacy nowadays
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The fact that many scenarios are possible in a context of
IoT makes it almost impossible to create an instrument that
is able to cover all possible situations. In [9], the authors
conducted a study on the factors that influence user privacy
in IoT. Many different scenarios were created to try to
exemplify and collect these factors. Among the scenarios,
five main items were brought to light:

e “Where”, the place where the data was collected;

¢ “What”, the kind of data that was collected;

e “Who”, the agent responsible for collecting such data;

e “Reason”, the goal of collecting such data;

* “Persistence”, the frequency with which such data is
collected.

8.4 Instrument Validation
To identify the concerns with privacy, it was conducted a
study focused on collecting privacy preferences of IoT users.

First, it was examined the nature of privacy during the
literature review process as well as the definitions, principles,
legal issues and their applications in different areas of study.
From there, it was able to list possible privacy violations in an
IoT environment. After this analysis, it was conducted a qual-
itative essay using an electronic questionnaire where IoTPC
Items were measured using a Likert scale of five points,
ranging from “Completely disagree” to “Completely agree”,
with the neutral point being “I have no opinion about it”.

The essay was conducted between the first week of
December 2017 and the last week of January 2018 and the
participants were undergraduate students with ages ranging
from 18 to 37 years of age. Around 60 participants (N=61)
contributed to our research, where 85.2% (N =52) were male
and 14.8% (N=9) were female. There is a great number of
statistical techniques in the literature that are able to assess
efficacy of a certain instrument in a certain scenario. In [6],
the authors stated that factor analysis is a technique used to
identify groups or clusters of variables that can have three
main uses: (a) to understand the structure of a set of variables;
(b) to create a questionnaire that is able to assess a subjacent
variable and (c) reduce a dataset to a more manageable size
keeping as much of the original data as possible.

According to [4], factor analysis is usually understood as
a set of models that are intimately related with exploring
or establishing the structure of correlation between observed
random variables. By trying to assess if our instrument was
able to reflect the privacy preferences of IoT users, we used
the exploratory factor analysis (EFA) to validate the 17 items
of IoTPC. The technique used to extract latent variables was
principal factor axis (PFA).

A Bartlett Sphericity Test was realized to check if the
correlation of variables was high enough for the EFA as well
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as the Kaiser-Meyer-Olkin (KMO) measure, which is used to
check if the sample size is big enough to conduct an analysis
on. The Cronbach alpha measure was used to validate the
trustability of our instrument; it was used the assessment
criteria from [17], where values under 0.700 are considered
insufficient and values above 0.800 are considered sufficient,
whereas values above 0.300 are considered good for total-
item correlation correction [6].

8.5 loTPC Learning Inference Module

To use IoTPC as an instrument for privacy negotiation in the
IoT environment, it was necessary to establish conversion
rules to transpose the IoTPC responses in order to make
inferences from IoT scenarios. The information and services
required by the scenarios used in the IoTPC construction
were classified as follows: (I) critical information — CI, (II)
simple information — SI, (III) critical service — CS and (IV)
simple service — SS.

Critical information regards scenarios that involve the
collection of sensitive data (documents, bank records and
others) such as in “The fridge wants access to your bank
records in order to buy food as soon as it is out of order”.

Simple information regards the collection of less sensitive
data, such as musical preferences and eating preferences, as
in “The air conditioner of your office wants to know your
temperature preferences to adjust it accordingly”.

In a similar way to information classification, some IoT
scenarios not only ask for a particular kind of data, but they
also state the purpose to which they will use the data. With
that in mind, critical service regards scenarios that entail a
cut in resources expenditure such as fuel, energy and others,
as in “The thermostat of your house wants to know your day-
by-day schedule to adjust the temperature accordingly and
save energy’.

Simple service is related to scenarios that use user data
that are less important, such as “The gym wants to know your
musical preferences to play songs that you like”.

The answers provided by users were associated with a yes
or no response, providing the required data or not, and thus
determining the inference results for the scenario associated
with that particular item.

In some cases, a single IoTPC item reflected the inference
answer for more than one IoT scenario, being possible to
get more than one service classification or more than one
information for the scenarios. We built an inference module
for IoT scenarios called IoTPC Learning. For this module,
we generated a database with the inference results taken from
the conversion rules, which led to the choice of a machine
learning algorithm able to infer answers for these scenarios
according to the privacy preferences given by the IoTPC. We
decided to use a decision tree due to the small size of our
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dataset (N = 61) and the fact that the majority of our features
were discrete, having only two possible outcomes (yes or no).

A decision tree is defined as a classification procedure
that repetitively partitions a dataset into smaller subdivisions
based on a set of defined tests for each branch of the tree
[15]. Some preprocessing was conducted before generating
the final decision trees. We applied a technique to avoid
overfitting [1] and used a resample filter to balance the
number of samples in each class. Finally, we used a 10-fold
cross-validation during the training phase [1]. For each one
of the 25 scenarios, a decision tree was created for it and
the inference was based only on the personal features of the
users, avoiding influence from the other 24 scenarios.

8.6 Results

8.6.1 Instrument Validation

The Cronbach alpha measure presented a result of
(p=0.911) and very high trustability [17]. The scores for
individual items of IoTPC, mean, standard deviation, total-
item correlation coefficient and Cronbach alpha measure
for the excluded items are shown in the Table 8.2. The
average score for individual items varied from 3.34 for item
15 (“Compared to other people, I am more sensible to the
way IoT devices handle my personal data”) to 4.74 for
item 3 (It is very important to me to be aware and know
about how my personal data is used). The total correlation
of the corrected item was above 0.3, ranging from 0.33 for

Table 8.2 Cronbach alpha analysis

Total correlation Cronbach alpha
of the corrected if the item is
Item M S.D. item deleted
1 4.44 0.958 0.498 0.909
2 441 1.131 0.330 0.913
3 474 0.705 0.502 0.909
4 3.82 1.232 0.620 0.905
5 4.11 1.212 0.562 0.907
6 3.87 1.245 0.634 0.905
7 4.28 1.280 0.332 0914
8 3.85 1.352 0.790 0.900
9 3.87 1.372 0.644 0.905
10 3.80 1.364 0.624 0.905
11 3.97 1,211 0.536 0.908
12 4.30 1.022 0.702 0.904
13 4.21 1.112 0.697 0.903
14 4.34 1.031 0.559 0.907
15 3.34 1,569 0.757 0.901
16 3.59 1.383 0.444 0.911
17 3,89 1,380 0.773 0.900
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item 2 (“IoT devices that require data must indicate how
they are collected, processed and used”) to 0.79 for item 8
(“T am concerned that IoT devices are collecting too much
information about me”).

The Sphericity Bartlett Test (p <0.001) confirmed that
there was no generation of an identity matrix, from which
we conclude that the variables were significantly correlated.

The KMO analysis was enough to get a value of
(p=0.774) based on [6], indicating that the correlation
matrix was adequate for the factor analysis. To maximize
the extraction of factors was used an orthogonal rotation
(Varimax) considering that the factors to be excluded did not
have any kind of correlation [6]. The three extracted factors
are shown in the Table 8.3.

In the Table 8.3 the Factor 1 is related to the dimension
of IoT requests, since the items of this factor belong to this
dimension. Factor 2 got variables from the IoT requests,
decision making and general concerns of privacy dimensions.
Finally, Factor 3 got items belonging to the dimensions of
previous knowledge, secondary usage of information and
decision making.

Factor 1 was composed by the items 14, 16, 8, 15 and 9.
This new dimension of IoTPC clearly reflects the concerns of
IoT users regarding the data collected by IoT devices. Given
the fact that all items in this factor belong to the IoT requests,
Factor 1 was named “IoT request”.

Factor 2 was composed by the items 11, 15, 17, 16, 10
and 7. This new dimension is strongly related to two main
aspects: the first one was the fact that IoT users are worried
about controlling their private data and the second fact is
related to questions about general privacy concerns, since all
items that concern this dimension were comprehended in this

Table 8.3 Result of principal axis analysis using varimax rotation

Item Factor 1 Factor 2 Factor 3
14 0.817 0.177 0.066
16 0.722 0.116 0.291
8 0.677 0.379 0.336
15 0.595 0.130 0.230
9 0.562 0.403 0.190
11 0.181 0.781 0.041
15 0.556 0.674 0.127
17 0.493 0.643 0.227
16 0.133 0.423 0.280
10 0.398 0.402 0.320
7 0.045 0.366 0.218
2 0.098 —0.001 0.601
14 0.167 0.325 0.586
12 0.386 0.347 0.585
1 0.117 0.283 0.569
13 0.478 0.244 0.568
3 0.324 0.099 0.491
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factor. Given that, the second factor extracted from IoTPC
was named “Decision making”.

Factor 3 was composed by the items 2, 14, 12, 1, 13 and
3. This new dimension reflected the IoT users’ concerns with
data collected by IoT devices and provided to third-parties
without their authorization. It also reflected the understand-
ing of good privacy practices. With that in mind, the third
factor extracted from IoTPC was named “Caution”.

8.6.2 10oTPC Learning Inference Module

The results of the 25 decision trees generated for IoT sce-
narios are presented in a grouped way. As can be seen in
Fig. 8.2, from the 61 training samples used for learning,
approximately 79% were correctly predicted, representing
48.32 answers. On the other hand, for wrong predictions,
we got a ratio of 20.45%, which is equal to 12.48 answers.
Generally speaking, the average accuracy level of 25 models
was 79.20%, which is a good result.

A few interesting points can be noted during the analysis
of each one of these models. In Fig. 8.3, we can clearly see
that the level of correct predictions is higher than the number
of incorrect predictions. Moreover, some scenarios got the
same number of correct and incorrect inferences as well as
the same level of accuracy, which was the case for scenarios
14 and 15. These similarities were due to the fact that among
the 25 scenarios, some of them dealt with similar situations.
In this example, scenario 14 (“Your car wants access to
your final destination to calculate the most efficient route”)
and scenario 15 (“Your car wants information about your
itinerary to determine if you have enough fuel for the route”)
try to save fuel while driving. In this sense, we expected
similarities between the models of these two scenarios.

The IoTPC Learning structure was divided into three pri-
vacy factors extracted from the exploratory factor analysis:

o Correctly Wrong Accuracy
Dataset Size Predicted Data Predicted Data Level
79.21%
61 7 4832 1248 = 79.20

20.45%

Fig. 8.2 Level of accuracy of the learning process

10 MM

1 2 3 4 5 6 T 8 8 10 11 12 13 14 15 16 17 18 19 20 29 22 23 24 25

Correctly Predicted Data  -+Wrong Predicted Data

Fig. 8.3 Individual relationship of the number of correctly predicted
data each scenario

B. Lopes et al.

IoT requests, Decision Making and Caution. This way, all
25 decision trees were distributed among these three factors,
making it possible to control which dimension belonged the
requests created in the inference module.

The results we got with IoTPC learning presented an
accuracy level that is lower when compared to other ex-
isting mechanisms for privacy negotiation, such as privacy
application [14]; nonetheless, there are a few points worth
mentioning.

In privacy application, and the other privacy negotiation
mechanisms, the learning process of their inference modules
are given by the continuous use of the mechanism, making
the user answer a series of questions until they are able to
provide correct inferences. By integrating IoTPC learning
to these instruments, the initial calibration would not be
necessary, since together they would be able to tell which
information is considered private or not in a particular
environment.

Another point to observe is that the validations used in
IoTPC Learning, such as pruning and resampling, ensure
a higher level of trustability for the module. Since IoTPC
Learning is in the area of privacy negotiation, its ability
to learn becomes continuous. The more IoTPC Learning is
used, the more it is able to gradually improve its predictions.

8.7 Limitations, Conclusions and Future

Works

This paper presented the process of building a instrument to
measure the concerns with privacy from users in a certain
IoT scenario. It was also presented the developed inference
module for IoT scenarios and the results were showed. The
main contribution of this work was this new instrument,
properly validated which is able to measure such concerns,
and an option to inference models in the IoT scenarios that
can to be useful in privacy negotiation mechanisms.

In this process, it was discovered three first order dimen-
sions during the analysis of the instrument IoTPC and also
checked the level of trustability of it. IoTPC can define the
degree of concern with privacy of each user regarding IoT
and how much each of the three dimensions is related to that
particular concern.

The IoTPC Learning analysis presented 25 learning mod-
els, where each model represented the result of the inference
corresponding to an IoT scenario. It also offered a starting
point for inference and privacy negotiation mechanisms,
being able to create a feedback about the most requested
privacy dimensions in IoT devices.

This paper faced a few limitations. The fact that the
privacy context in this paper was IoT made us develop an in-
strument for a very specific scenario, being unable to contem-
plate all privacy violation possibilities in an IoT environment.
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The small dataset and small number of features, containing
only age, sex and education level, also had an influence in
the construction and validation of the inference module.

Future works aim to apply the Confirmatory Factor Anal-
ysis (CFA) to confirm the results got using EFA. Moreover,
it is necessary to check if the inference module has a higher
level of accuracy when compared to other modules from
other privacy negotiation mechanisms.

References

1. Aggarwal, C.C.: Data Classification: Algorithms and Applications.
CRC Press, London (2014)

2. Alaba, F.A., Othman, M., Hashem, I.A.T., Alotaibi, F.: Internet
of Things security: a survey. J. Netw. Comput. Appl. 88, 10-28
(2017)

3. Balte, A., Kashid, A., Patil, B.: Security issues in Internet of Things
(I0T): a survey. Int. J. Advanced Res. Comput. Sci. Softw. Eng.
5(4), (2015)

4. Basilevsky, A.T.: Statistical Factor Analysis and Related Methods:
Theory and Applications, vol. 418. Wiley, New York (2009)

5. Buck, C., Burster, S.: App information privacy concerns. In:
AMCIS - The Americas Conference on Information Systems
(2017)

6. Field, A.: Discovering Statistics Using IBM SPSS Statistics: North
American Edition. SAGE, London (2017)

7. Guo, K., Tang, Y., Zhang, P.: Csf: crowdsourcing semantic fusion
for heterogeneous media big data in the Internet of Things. Inf.
Fusion 37, 77-85 (2017)

8. Koreshoff, T.L., Robertson, T., Leong, T.W.: Internet of Things:
a review of literature and products. In: Proceedings of the 25th

11.

13.

14.

15.

16.

17.

18.

19.

55

Australian Computer-Human Interaction Conference: Augmenta-
tion, Application, Innovation, Collaboration, pp. 335-344. ACM
(2013)

. Lee, H., Kobsa, A.: Understanding user privacy in Internet of

Things environments. In: 2016 IEEE 3rd World Forum on Internet
of Things (WF-IoT), pp. 407-412. IEEE (2016)

. Lu, C.: Overview of security and privacy issues in the Internet

of Things. In: Internet of Things (IoT): A vision, Architectural
Elements, and Future Directions (2014)

Malhotra, N.K., Kim, S.S., Agarwal, J.: Internet users’ information
privacy concerns (IUIPC): the construct, the scale, and a causal
model. Inf. Syst. Res. 15(4), 336-355 (2004)

. Oriwoh, E., Conrad, M.: “Things” in the Internet of Things:

towards a definition. Int. J. Internet Things 4(1), 1-5 (2015)
Peissl, W., Friedewald, M., Burgess, J.P., Bellanova, R., éas, J.:
Introduction: surveillance, privacy and security. In: Surveillance,
Privacy and Security, Routledge, pp. 1-12 (2017)

Pereira Couto, FR., Zorzo, S.: Privacy negotiation mechanism
in Internet of Things environments. In: AMCIS — The Americas
Conference on Information Systems (2018)

Rokach, L., Maimon, O.: Data Mining with Decision Trees: Theory
and Applications. World Scientific, New Jersey (2014)

Smith, H.J., Milberg, S.J., Burke, S.J.: Information privacy:
measuring individuals’ concerns about organizational practices.
MIS Q. 20, 167-196 (1996)

Streiner, D.L.: Being inconsistent about consistency: when coeffi-
cient alpha does and doesn’t matter. J. Pers. Assess. 80(3), 217-222
(2003)

Xu, H., Gupta, S., Rosson, M.B., Carroll, JM.: Measuring
mobile users’ concerns for information privacy. In: Thirty Third
International Conference on Information Systems (2012)
Ziegeldorf, J.H., Morchon, O.G., Wehrle, K.: Privacy in the
Internet of Things: threats and challenges. Secur. Commun. Netw.
7(12), 2728-2742 (2014)



®

Check for
updates

Saman Bashir, Haider Abbas, Narmeen Shafqat, Waseem Igbal,

and Kashif Saleem

9.1 Introduction

Digital forensics is defined as the implementation of scien-
tific methods to find potential artefacts in a digital device
that can be used as evidence in a forensic investigation
[1, 2]. Digital forensics can be subdivided into three major
domains; computer forensics, mobile forensics and network
forensics. This paper pertains to computer forensics domain,
and specifically, application forensics on Windows 10 Oper-
ating System (OS), since it is widely used today. Windows
10 was able to attract almost 14 million users on the initial
day of launch in 2015 [3]. With 700 million users today [4],
Windows 10 has eclipsed the usage of Windows 8 to become
the second most used OS after Win 7 (Fig. 9.1).

Windows 10 has brought some novel features, such as
Edge browser, Cortana Personal Assistant and Notification
Database etc. [6]. From a forensic investigator’s viewpoint,
it brought changes in Jump lists [7], System Resource Usage
Monitor (SRUM) [8] etc. Windows 10 is also available
for mobile phones and hence its usage has considerably
increased.

With the introduction of Windows AppStore and its ease
of use, users now prefer to have both social media networks
and work accounts on the same device. Subsequently, many
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users have downloaded desktop applications of WhatsApp,
Linkedin, Facebook, Skype etc. from Windows AppStore on
their PCs so that they can directly respond to notifications.
Since social media applications provide a great deal of
information, forensic investigators need to understand the
forensic analysis of Windows based apps in order to locate
maximum potential evidence.

LinkedIn, being one of the most widely used platforms,
as depicted in Fig. 9.2, has been chosen for experimentation
in this paper. LinkedIn, launched in 2003, now has around
562 million users around the globe [9]. It is a business-
oriented application commonly used to find jobs, connect
with people, share personal/ professional information and
private messaging etc. All these private details can be used
by criminals or hackers to their advantage [10], especially for
masquerading and blackmailing etc. [11]. On the other hand,
if any digital device of a criminal is found from the crime
scene, then its forensic analysis can help reveal important
details regarding the offender.

Criminal cases involving misuse of social media [13]
are registered daily. In one incident [14], a job seeker was
harassed by a recruiter through private messages and images
over LinkedIn. Interestingly, the forensic analysis of RAM
and hard disks of both parties revealed evidences of users’
activities.

The forensic analysis of applications on the Windows
Appstore is still in its infancy. The challenges include ever-
developing nature of OS and the growing size of user’s
data [15]. Thus, a forensics investigator should be able to
analyse the image files obtained from suspect’s system either
manually or using acquisition and analysis tools tabulated in
Table 9.1.

The rest of the paper is structured as follows: Section
9.2 deals with related work done in this field and highlights
shortcomings. Section 9.3 presents our proposed methodol-
ogy followed by its evaluation in Sect. 9.4. Section 9.5 finally
concludes the paper.
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Fig. 9.1 Statistics of Windows OS [5]

Win 7
47.01%

Number of LinkedIn users (million)

AMERICA 65
MIDDLE EAST 20
SOUTH ASIA 20
ASIA - 105
EUROPE, AFRICA 258
0 50

100 150 200 250 300

Fig. 9.2 Demographics of LinkedIn app [12]

Table 9.1 Acquisition and analysis tools

9.2  Related Work

The applications available on Windows AppStore mimic the
user-friendly mobile applications, while retaining traditional
inputs from keyboard and mouse. These applications with
APPX extension are found in %ProgramFiles\WindowsApps
folder.

In 2011, N. Muttawa et al. tried to recover artefacts of
Facebook from Win XP’s hard disk [26]. They performed
the test on Internet Explorer (IE), Chrome and Firefox and
concluded that more artefacts can be recovered from IE.

In 2011, extensive research [27] focused on the forensic
analysis of Windows registry from physical memory was
carried out on Windows 7, XP and Vista. An algorithm for
extracting the hives and pertinent files from memory was
proposed.

In 2013, Saidi [28] defined ways to investigate illicit
activities and unauthorized access by studying registry of
Windows 7 using FTK Imager.

In 2014, Kumar, Majeed and Pundir [29] searched for sen-
sitive information on physical memory of Windows server
2008 in various states like sleep, logoff, soft and hard reboot.

In 2015, Asma et al. [30] explored artefacts of Facebook,
Skype and Viber on Windows 10 using an entire disk image.

Name

Type

Issues

RAM image acquisition tools [16, 17]

Dumpit

Open source

Sometimes de-allocates data

FTK imager

Open source

Cannot perform multi-tasking, deallocates memory data

Madiant memoryze

Open source

Difficult to use

Blekasoft live RAM capture

Open source

Tool needs to be reinstalled after image capture

RAM analysis tools [18-20]

Hex editor

Free tool

Stability inconsistency

Blekasoft evidence center

Open source

Runs on a system that has python installed

Autopsy

Free tool

Little bit slow

Volatility

Open source

Crucial commands (cmd) can be missed

Storage image acquisition tools [21, 22]

FTK imager Open source No multitasking, deallocates data
HDD raw copy tool Freeware It cannot lock a drive and close any open programs
Linux “dd” Freeware Ownership issues with dd cmd

Storage image analysis tools [23]

FTK imager Open source No multitasking, search is laborious, deallocates data,
WinHex Freeware Manual search, time taking

Encase Freeware Often gives “job failed” error. Need to be reinstalled
X-ways Free, paid (full) Requires considerable experience to use

Autopsy Free Misses files sometimes

Registry analysis tools [24, 25]

Reg edit

IIn windows

Often hangs on find cmd

Registry viewer

Free, paid (full)

Restarts after giving an error when lots of keys are open
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Table 9.2 Summary of related work

Paper oS Memory Summary

Muttawa et al. [26] Win XP Non-volatile More Facebook artefacts recovered from IE than Chrome
Zhang [27] Win XP, 7, Vista Volatile Recovered artefacts from hives of Windows registry

Saidi [28] Win 7 Volatile, non volatile Registry analysis for detection of malicious behaviour

Kumar [29] Server 2008 Volatile, non- volatile Recovered artefacts based on different modes of device

Majeed [30] Win 10 Non-volatile Recovered artefacts of Facebook, Viber, Skype

Lee [31] Win 8 Non-volatile Recovered artefacts from Viber and Line

Dija [32] Win 7 Volatile Framework proposed to recover.exe file

Yang [33] Win 8.1 Volatile, non-volatile Recovered artefacts and network analysis of Facebook and Skype
Choudhary et al. [34] Win 10 Volatile Recovered artefacts of Facebook (Didn’t find deleted artefacts)
Ababneh [35] Win 8 Volatile Recovered artefacts from IMO

Meyers [36] Win 10 Volatile Propose automated tool for quick analysis of Windows 10 RAM

They were able to find various artefacts and their potential lo-
cations. Even deleted artefacts were recovered using Easeus
software.

In 2015, Lee and Chung [31] studied the third-party Viber
and Line apps on Windows 8 and identified that the package
identifications (IDs) could be found by analysing the app
caches. They also located records of account logins, contacts,
chats, and transferred files. However, it was limited to dead
analysis of hard disk.

In 2016, a research [32] focused on reconstruction of arte-
facts from physical memory of Windows 7 was carried out.
This was challenging, since the sections reside in different
pages and physical location.

In 2016, Yang et al. [33] conducted live and storage
analysis of Facebook and Skype on Windows 8.1 and found
contact lists, messages and conversations etc. The network
analysis of these applications was also presented.

In 2016, Pankaj et al. [34] performed forensic analysis of
Facebook on Windows 10 and found contact list, newsfeed,
messages etc. in SQLite files. However, deleted artefacts
were ignored.

In 2017, Ababneh et al. [35] carried out forensic study of
IMO on mobile and Windows 8. Volatility and Windbg were
used to capture volatile memory image of the OS and search
for artefacts respectively.

In 2017, researchers [36] proposed an automated tool
“Plugin for Autopsy” to extract image from volatile memory.
All literature review carried out in this section has been
summarized in Table 9.2.

The literature review done above is a blend of live and
storage forensic analysis of Windows OS, artefacts recovery
and their potential locations. The forensic analysis of Face-
book, Skype and Viber [30, 33, 34] carried out on Windows
10 is limited in approach. Thus, it is concluded that minimal
work has been done with regards to forensic analysis of
applications on Windows AppStore. Also, major researches
are conducted using tools for artefact’s extraction but very
few have been conducted manually.

Download
Apps from
Win AppStore

Load apps in
memory

Login from
the app

Take a dump
of memory
and store it

Perform
Activities

Logout from
the app

Take Bit by
Bit image of
storage

Analyze both
images to
find artefacts

Report the
results

Fig. 9.3 Steps for Application Analysis

9.3 Proposed Methodology

In this section, we provide a generic forensic analysis
methodology in order to analyse artefacts of APXX files
downloaded from Windows AppStore. The suggested
scenarios for this research are as follows.

* Tracking artefacts stored by live analysis of RAM,

* Analysing of artefacts stored in disk after logging in,

* Locating artefacts stored in the registry,

* Manually finding artefacts in the main folder where appli-
cations from the Windows AppStore and other folders are
stored as well.

As per the proposed methodology, depicted in Fig. 9.3,
the application is first downloaded from Windows Appstore
on a laptop running Windows 10 OS. In our case, LinkedIn
is downloaded and used for some time to generate sufficient
user activity. When a user is signed in, the activities per-
formed are stored in RAM. To analyse these activities, we
need to take dump of memory using Dumpit tool. The image
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can be analysed using WinHex in order to gather artefacts
and their timestamps.

Similarly, for storage analysis, the LinkedIn application
was signed out and then memory dump was taken again using
FTK imager and analysed carefully. The artefacts can also be
recovered from registry using captured dumps.

9.4  Evaluation and Validation

The proposed technique follows manual analysis using Hex
Editor and manual exploration of artefacts files in order
to provide in-depth analysis of the selected application on
Windows OS. Contrary to this, majority of the techniques
mentioned in Sect. 9.2 use forensic tools to gather required
artefacts, which may be incomplete or wrong. These tools

S. Bashir et al.

may not be compatible with all Operating systems and appli-
cations. Hence, the investigator needs to apply his intellect in
order to find all potential evidences [37].

For validation of our proposed technique, we have
tested our methodology on LinkedIn. Few dummy
accounts were created and activities such as job search,
messaging, invitation, comments and image exchange
etc. were performed. Initial results of RAM, stor-
age and registry artefacts obtained after analyzing
LinkedIn app show that artefacts were stored in main
folder i.e. DiskDrive/Users/System/AppData/Local/Pack-
ages/7EE7776C.LinkedInforWindows_w1wdnht996qgy.

After manual analysis of the images taken in WinHex and
FTK imager, it was observed that artefacts were also found in
various other folders outside main folder such as Microsoft
edge browser folder, Microsoft\Windows\AppRepository,

Table 9.3 Artefacts and their potential locations

Artefacts

RAM analysis
Credentials

Image sent

Private info

Notifications

Job search

Connections

Install time

DP of sender and receiver
App run count

Storage analysis
Credentials

Image sent

Message

App info

Sender and receiver’s DP
Job search

Connections

Member Id

Transferred/downloaded files

Deleted data
Uninstallation
Registry analysis
App model ID

App info

Msg sender’s DP
Contact photos
App install time

Location

In Main folder found using WinHex

Main folde\AC\INetCache\Y6HVKNWO

Main folder\LocalState\linkedIn.db
AppData\local\Microsoft\Windows\Notifications\Wpndatabase file
INetCache folder, Microsoft Edge folder

Main folder\AC\INetCache\language.html
Microsoft\Windows\Apprepository\Linkedinforwindows. XML
AppData\Local\Microsoft\Windows\Notifications\ActionCenterCache folder
Prefetch files

Only username found using WinHex
Mainfolder\AC\INetCache\Y6HVKNWO

Not found manually

Microsoft\install agent\checkpoints
AppData\Local\Microsoft\Windows\Notifications\wpnidm folder
Main Folder\INetCache folder

Main folder\AC\INetCache\language.html

Main folder\INetCache\li-evergreen-jobs-ad.html

Mainfolder\Ac\INetCache\cachelD, AppData\Local\Microsoft\Windows\Explorer (checking images ADS
ZonelD)

Unallocated folder
ProgramFiles\WindowsApps\Deleted

NTUSER\Software\Microsoft\Windows\Currentversion\authentication\LogonUI\Notifications\Background
capability\s-1-15-2-1533305960\AppuserModelld

Software\Microsoft\Windows\Currentversion\InstallAgent\Categorycache
NTUSER\software\Microsoft\Windows\currentversion\pushnotifications\wpnidm\7821a69d
Computer\HKEY_CIASSES_ROOT\Localsettings\software\Microsoft\mangedby App\Specified container

Computer\HKEY_CIASSES_ROOT\Localsettings\software\Microsoft\Windows\Current Version\AppModel
\Repository\Families\7EE7776C.LinkedinforWindows_w1wdnht996qgy\installtime
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Table 9.4 Comparison of techniques

Asma | Yang Chaudhry Our
Analysis covered [29] [32] et al. [33] technique
RAM No Yes Yes Yes
Storage Yes Partial No Yes
Registry No No No Yes
Manual No Partial No Yes
Deleted artefacts Yes Yes No Yes

AppData\local\Microsoft\Windows\Notifications, Microsoft\
install agent, ProgramFiles\WindowsApps and prefetch files,
as tabulated in Table 9.3.

The results clearly show that artefacts of LinkedIn app
were stored outside the Main folder as well. Hence if the
criminal deletes the data from the main folder, many useful
artefacts can still be gathered through analysis of RAM,
storage and registry to reveal any illicit activity.

Table 9.4 shows the comparison of our proposed tech-
nique with some of the existing techniques that were relevant
to our case. The comparison highlights that our proposed
methodology is more effective than other techniques. The
proposed technique can also be used to forensically analyze
any application downloaded from Windows AppStore as
well.

9.5 Conclusion

RAM, storage and registry analysis are equally important
from application forensic analysis point of view. The litera-
ture review conducted regarding forensic analysis of messag-
ing and VoIP apps on Windows 10 reveals that minimal work
has been done regarding manual forensic analysis of appli-
cations of Windows Store. Hence, a comprehensive study is
presented considering all scenarios to retrieve potential arte-
facts. Moreover, the paper has also validated the technique by
identifying artefacts of LinkedIn found at various locations
after user activity on Windows 10 OS. In future, other trendy
Windows store apps like Outlook, Grammarly etc. can also
be tested on Win 10 or a comprehensive tool be developed.
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10.1 Introduction

The primary task of digital forensics is to extract data from
storage media which may include documents, files, folders,
browsing history, etc. In digital devices, a complete file is
often not stored at a same place, rather it is divided into
fragments for easy placement in the memory. Most of the
Operating Systems (OS) these days avoid fragmentation
because it tends to make the process of writing and reading,
to and from, the memory slower. However, there are still
several situations in which the OS is bound to write the file
in fragments of two or more:

 If there is not enough space on the disk on which the file
can be written without being fragmented [1].

e If new data is added to a file that already exists on the
disk and the disk is missing unallocated sectors at the end
of this old file such that there are no sectors available for
appending new data [2].

o If the file system doesn’t support the writing of a specific
type of file in adjacent blocks of memory [3].

Generally, it is possible to recover all the data from
a storage device by using its metadata and the Applica-
tion Program Interface (API) of a file system. However,
in some cases, the API is damaged, and thus data needs
to be extracted using the technique of file carving [4]. In
digital forensics, file carving is referred to as the recovery
of file from a storage media without using the file system’s
metadata.
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Carving of a file from memory is comparatively easier if
the file is stored on adjacent blocks of memory; however,
in reality, a file is saved in multiple fragments that are
scattered across the memory [3]. Hence, the existing carving
tools miserably fail at recovering fragmented files from the
memory.

Another dimension of file carving is its usefulness for
data recovery in times of accidental loss. Amongst different
file formats available, recovering data of Microsoft Word
format is quite difficult, since it is a compound file for-
mat. As described by Microsoft, compound file formatis
a binary file format that contains several virtual streams.
These streams are just serial arrangements of the sectors
but consist of both control streams and user data streams
[5]. Since Microsoft Word format is the most used format
of Microsoft Office [1] and is least researched upon with
respect to file carving, we will therefore keep the focus of
our research on Microsoft Word Format. Word Format is re-
quired for almost all the electronic documentation done using
computers; from sending attachments via electronic emails
to keeping textual records in the form of documents etc.
Hence, this research will be highly beneficial for the forensic
investigators.

The rest of the paper is structured as follows: Sect.
10.2 discusses the Systematic Literature Review, Sect. 10.3
includes Related Work being carried out, Sect. 10.4 covers
the proposed technique and finally Sect. 10.5 contains the
Discussion and Analysis. The paper is finally concluded with
Sect. 10.6.

10.2 Systematic Literature Review
In order to review the current techniques available for data

carving of Word documents, a systemic literature review has
been carried out based on the guidelines available in [6].
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The research is performed in order to answer the questions
mentioned below:

* What type of file carvers are available for extraction of
word document?

* How many types of file carvers are able to cater for
fragmentation?

* What types of techniques are used for carving other than
the conventional header and footer extraction techniques?

* How many file carvers perform carving on volatile mem-
ory?

The search was performed on many digital libraries and
online databases including IEEEXplore, Science Direct, Dig-
ital Forensics Research Conference (DFRWS) and Springer
Link. Other than these Google and Explorer search engines
were also used. The focus was on the topics that were
related to digital forensics or digital investigations, and thus
other irrelevant topics were discarded. Table 10.1 shows the
keywords that were used to perform the searches on the
sources mentioned above.

Using the above keywords, the databases and digital
libraries were searched. The selection of the study was a
multi-phased process. Firstly, relevant studies were found
using the keywords and then screening was done based on
the title of the study. After that, the screening was done
by reading the abstract of each publication. As a result, a
large number of publications were excluded because of their
irrelevance to the research questions. The publications that
were left behind were completely studied and assessed based
on their relevance. The results of the search are listed below
in Table 10.2.

Table 10.1 Searched keywords

No Keywords

1. Fragmented data carving

2. ‘Word document carving techniques
3. Data carving tools

4. Carving on volatile memory

5. Compound file format

6. Data carving

Table 10.2 Summary of research papers consulted

Filter based | Filter based
Database/library | No. of papers | on title on abstract
IEEEXplore 232 27 8
Science direct 392 17 9
DFRWS 112 12 8
Springer link 237 39 14
Scopus 42 24 6

N.U.A. Alietal.

As a result, a set of carefully chosen publications are
reviewed whose relevance depends upon the research ques-
tions, clear objectives and approach.

10.3 Related Work

Initially, file carvers used the concept of “magic numbers,”
or more precisely, byte sequences at predefined offsets to
identify and retrieve files. This concept has been slightly
revised with time. Table 10.3 below shows the summary of
the extensive literature review carried out for this research.
The table also highlights the memory type and recovered
artefacts in each of the consult research.

The conducted literature review shows that many re-
searchers have developed various file carving tools, to help
them automate the process of file carving. Also that a lot of
techniques have been developed for carving file formats like
bmp, png, jpeg, videos and other multimedia files. However
the least worked on file format is the Microsoft Word File
Format which became our motivation behind working on the
Word File Format.

A summary of some of the open-source tools that can be
used for file carving by digital investigators after complete
validation, are tabulated below in “Table 10.4”.

The literature review carried out for this research is a
blend of carving techniques from both volatile and non-
volatile memory. An effort was made to cover all types of
artefact files i.e. image fragments (BPM, JPEG, PNG etc.),
multimedia files, text documents (Word, PDF etc.), and even
live responses.

It is pertinent to mention that one of the file types which
has been studied and researched very less is the Microsoft
file. This is primarily because like Zipped files, Microsoft
Word is also a compound file format. It contains directories
and hierarchal structure of streams in which the data is
stored. It also contains images and textual element, which
makes the extraction of word document impossible using the
existing carving tools and techniques [19].

10.4 Proposed Technique for Carving Word
Document from the Memory

As mentioned earlier, minimal research on carving
Microsoft’s word files on Windows OS has been carried
out in the past. Past researches have either considered
the extraction of images from word documents or the
extraction of text, but no comprehensive research has
been carried out in the extraction of both the components
simultaneously.
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Table 10.3 Summary of literature review

Paper
Cohen [2]

Luigi et al. [7]

Lin et al. [8]
Azzat et al. [9]

Pal et al. [4]

Zha et al. [10]
Vassil et al. [11]

Garfinkel [12]
Roux [13]

Rainer et al. [14]
Zaid et al. [15]

Simson et al. [16]

Wagner et al. [17]

Aaron et al. [18]

Memory type

Non-volatile

Non-volatile
memory

Non-volatile

Non-volatile
memory

Non-volatile

Non-volatile

Non-volatile
memory

Non-volatile

Non-volatile

Non-volatile

Volatile
memory

Non-volatile
Databases

Volatile
memory

Artefact

File and byte
images

BMP and JPEG
files

Text document

Image fragments
Image and text
Raw disk images
from memory

JPEG, PNG

All types of files
ASCII text files

Multimedia files
PDF files

Files
All types of data

Live responses

Table 10.4 Tools available for carving

Name

Foremost [4]

Algorithm

Performs sequential header

to footer carving

Scalpel [19]

Defines signatures for

Type of artefact

Non-fragmented files

beginning and end of the file
and extracting data between
these signatures

Volatools

A command line open source | Extraction of data from

tool that supports the a live resource

analysis of memory pages

Image files

Summary

Recovery of fragmented file is done by a generator that will map all possible functions.
Weakness: The technique is processing intensive

Classification was done based on the contents of blocks of data.
Weakness: Less support for pdf and document files

Employs use of control streams to extract text documents from memory

Worked specifically on the extraction of image fragments from memory.

Provides summary of mistakes in existing recovery techniques used for carving.
Suggestion: Points out need for customized software for formats like videos, exes and
audio

An improved algorithm for popular open source tool: Scalpel

Suggested that technique of just using header and footer for carving is flawed because it
cannot cater for complex and compound file structures like ZIP and DOC.

Covers carving of a file fragmented into two segments only.

Recovery is done using support vector machines (SVM) classifiers
Scalable for larger training sizes.

Proposes an open source file carver for multimedia files
Weakness: Doesn’t cover fragmented multimedia files

Highlights that extraction of pdf file from RAM has a greater chance of recovery when
there is a large RAM.

Proposed a technique that uses hashes of files for carving
Presented a tool for extraction of data specifically for databases.

Conducted research on importance of volatile memory. Then, proposed the need for
advanced tools for live memory forensics.

ers in the memory. One known marker in the compound
file identifier is DOCF11EOA1B11AE1 which indicates
the start of a file.

e After this, we will group together chunks of data having
same file types. This is done using any of the four
techniques mentioned below:

(a) Classification — Binary (yes or no)

(b) Clustering — Apply different clustering technique on
each segment

(c) Regression — Numeric value

(d) Ranking — Rank based on value

Moreover, whenever there is a presence of fragmented

word document then the extraction process becomes more ©

complex and recovery of image and text almost seems

impossible. This section proposes a novel technique that can

be used to carve Word documents from the memory easily.
When a word file is loaded into the memory, it is frag-

mented and saved as segments of data in memory. These

Next, all segments belonging to a particular file type
are grouped together. To help us identify the class
of each segment for each file type, we will design
classifiers for each type of document i.e. separate
classifiers for both image and text portions of a word
file.

segments are scattered randomly across the whole memory.
Hence, it is recommended to commence by:

 Firstly, classify the segments of data and assign each of
them a file-type. This is done by looking for known mark-

Based on these classifiers, it can be determined that which
segment belongs to which file [18]. After each segment is
identified and classified, it is put together and the original
word document will be formed.
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Load dump

on (1] for

Markers

All database
scanned for
known
markers

Fig. 10.1 Proposed methodology

Apply
Classification,
Clustering,
Regression or
Ranking

Create a
dump of a
system using
any memory
dump tool

10.5 Experimental Setup and Validation

This section briefly describes the manual testing of our pro-
posed technique. The experimental setup included VMware
workstation. The dump was created using the Dumplt tool,
while WinHex was used for analysis of the memory.

We started off by searching the compound file identifier.
After finding the identifier, we looked for the ending note.
After going through many Hex values, we saw another
marker showing the version number of the word format we
were trying to cover. Using its address, we divided it by
512. Incase we obtain an even number, it means it is a
starting of a sector. To recover the word document now, just
copy the bytes between the identifier and save it with a.docx
extension. Since we did the searching manually, we did not
use any machine learning technique in the validation phase.

After each segment is identified and classified, it is put
together and original word document will be formed. Our
proposed method for the extraction of word document from
memory is illustrated in “Fig. 10.1”.

A simple comparison has been drawn between existing
and our introduced technique in Table 10.5, in order to
highlight the effectiveness of our approach.

10.6 Conclusion and Future Work

In this paper, we have analyzed various methods and tech-
niques being deployed for carving of data from memory.
The research basically focuses on the study of extraction
of multiple formats from main memory using different tools

Grouping of

Group together
chunks of data
with similar file
type

Alignment

Align the file to
recover Original
file

Classification

Chunks Classifier to

classify chunks
off same file

Table 10.5 Comparison between proposed and existing techniques

Proposed Existing
Features technique techniques
Fixed size and known header NO YES
File recovered using missing header YES NO
Computationally intensive NO YES
Caters fragmentation YES NO
Machine learning classifiers YES NO

and methods and also lays emphasis on analyzing Microsoft
Word document file format from carving point of view. But
the proposed technique would not work in case the file is
destroyed or corrupted. All the work above has been done by
assuming that the file is not damaged or corrupted but is just
fragmented across the memory.

From the above discussion, we have concluded that as
future research, the recovery of fragmented Microsoft word
document from volatile memory seems like a promising field
to explore for forensic investigators and researchers.
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11.1 Introduction

There has been a large and fast growing workforce gap and
demand for qualified cybersecurity professionals. According
to the (ISC)? 2018 Cybersecurity Workforce Study, the short-
age of cybersecurity professionals is close to three million
globally and about half a million in North America and the
majority of the companies surveyed reported concerns of
moderate or extreme risk of cybersecurity attacks due to the
shortage of dedicated cybersecurity staff [1]. An information
security analyst is only one of the career titles in the cyberse-
curity profession. The latest career outlook published by the
United States Labor Department Bureau of Labor Statistics
shows that the employment of information security analysts,
an example of cybersecurity jobs, is projected to grow 28%
from 2016 to 2026, much faster and with better pay than the
average for all occupations [2].

Education, training, and professional certifications are
common solutions for alleviating shortage of professional
staff. However, a recent study shows that top universities
in the United States were failing at cybersecurity education
with a lack of cybersecurity requirements for graduates and
a slow change in curriculum and courses [3]. The national
Centers of Academic Excellence in Cyber Defense Educa-
tion (CAE-CDE) designation program jointly sponsored by
the US National Security Agency (NSA) and Department
of Homeland Security (DHS) has been a reputable standard
for certifying and maintaining high quality of cybersecurity
education with rigorous requirements for program evaluation
and assessment of cybersecurity knowledge units. However,
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only about 200 (or 3%) colleges and universities in the U.S.
have achieved the CAE-CDE designation status so far [4].

Recognizing the need to develop more and qualified cy-
bersecurity professionals to meet the workforce demand, the
National Initiative for Cybersecurity Education (NICE) re-
cently published the NICE Cybersecurity Workforce Frame-
work (NCWF SP800-181), which specifies cybersecurity
professional categories, tasks, job roles as well as knowledge,
skills, and abilities (KSAs) needed for cybersecurity jobs [5].
These KSAs are also mapped to the cybersecurity knowledge
units (KUs) for college and university programs with CAE-
CDE designations.

Professional certifications are an important supplemental
credential system to help select talents and guide the training
and development of cybersecurity workforce. In hiring infor-
mation security analysts, for example, many employers pre-
fer their candidates to have some relevant professional cer-
tification in the field, such as Certified Information Systems
Security Professional (CISSP) in addition to a minimum of
a bachelor’s degree in order to validate the knowledge and
best practices required for the job [2]. Ideally, the certifi-
cation process used for developing and selecting qualified
professionals in the cybersecurity field should incorporate
the KSAs specified in the NCWF as well.

There are many different types of certifications for the
cybersecurity field with various levels of requirements and
rigor. The CISSP (Certified Information Systems Security
Professional) certification stands out as a challenging but
popular vendor neutral certification choice coveted by cyber-
security professionals and employers. Recent studies show
CISSP as the top cybersecurity credential most valued by
employers [6, 7].

This paper will discuss the rigorous requirements of the
CISSP certification and explore the significant value and
benchmark role of the CISSP certification in developing
and maintaining cybersecurity workforce competencies. The
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study will also map the CISSP knowledge domains and
objectives to the model of competencies of the US cyberse-
curity industry and knowledge, skills, and abilities (KSAs) of
the NICE cybersecurity workforce framework (NCWF). The
goal of the study is to discover the value of the CISSP certi-
fication process to the cybersecurity workforce development
and implications to cybersecurity education and training.

11.2 Background

A professional certification should be a process of indepen-
dent verification of one’s expertise of a certain level in a
particular professional area and should require meaningful
steps to examine one’s knowledge, skills, and expertise be-
fore the certification designation is issued by the independent
organization [8]. There are many organizations that provide
certifications for professionals in the computing and informa-
tion technology areas. These certifying organizations include
industry vendors, such as Cisco Systems, Microsoft, Oracle,
IBM, Amazon, and vendor neutral or vendor independent or-
ganizations, such as CompTIA, (ISC)2, EC-Council, ISACA,
GIAC. There should be three critical components included in
a professional certification process: (1) An exam-based test
for candidates to demonstrate mastery of a common body
of knowledge in the area; (2) commitment and adherence to
a code of ethical conduct for the professional community;
and (3) Mandatory continuing education or professional
development [8]. In addition, more rigorous and reputable
professional certifications require certain minimum amount
of relevant and verifiable professional experience for certi-
fication whereas some other and less rigorous certifications
only recommend but not require such experience.

Professional certifications in computing and information
technology (IT) areas that include Cybersecurity not only
benefit employers in improving human resources, work pro-
ductivity and employee performance but also give a compet-
itive advantage to employees in financial compensation and
future career and professional development and training [8—
10]. Here are the important findings presented in the 2018
IT Skills and Salary Report published by Global Knowledge:
(1) About 90% of IT professionals globally hold at least one
certification, which is an increase of 3% over 2017; (2) The
average salary of certified IT staff in the U.S. and Canada
is $15, 913 or 22% more than non-certified peers, and in
the Asia-Pacific region, certified IT professionals make 45%
more than their non-certified peers; and (3) Professionals
with cybersecurity certifications have significantly higher
average salaries; In North America, for example, the average
salary of security-certified professionals is $101, 083, or
about 15% more than the average of all certified IT profes-
sionals [10].

P.Wang and H. D’Cruze

Professional certifications help to alleviate the persistent
shortage of supply of qualified cybersecurity professionals.
Research shows that the shortage of cybersecurity profes-
sionals continues to leave companies and organizations vul-
nerable and is now the number one job concern among those
working in the field [1]. 95% of IT industry leaders surveyed
believe certifications added value of increased productivity
and closing skillset gap, especially in Cybersecurity, which
often requires further education and training; accordingly,
cybersecurity certifications hold the top spots for IT salaries
in the last 3 years [10]. For organizations to reach the
maximum effectiveness of certifications in Cybersecurity,
the certification domains and objectives should have sub-
stantial match with the competencies and knowledge, skills,
and abilities (KSAs) for the cybersecurity industry, such as
the Industry-wide Technical Competencies and the Work-
place Competencies in the Cybersecurity Industry Model
published by the U.S. Department of Labor and the spe-
cific KSAs in the NICE cybersecurity workforce framework
(NCWF) [5, 11].

Professional certifications are usually intended to be a
supplemental validation of formal education and training and
a professional motivation or requirement for further pro-
fessional development, including continued education and
training. Therefore, the knowledge and skill domains and
objectives of professional certifications should have sub-
stantial reflection or coverage of the education and training
programs and learning outcomes in a particular field. Re-
search shows that professional certifications can be used as
a valuable guidance in designing and maintaining a vibrant
cybersecurity curriculum as both professional certifications
in Cybersecurity and cybersecurity curriculum and courses
need to incorporate the important factors of cyber threat
landscape, changing technology, workforce needs, industry
standards, and government regulations [12]. In addition,
the curriculum and course learning outcomes and activities
should support the educational and professional and career
goals of the students [13].

The next section of the paper will propose and explain
a model of professional certifications in Cybersecurity in
relation to the cybersecurity workforce demands and cyber-
security education and training curriculum design.

11.3 Proposed Model

Professional certifications are designed to meet the industry
and workforce demands of a particular field. The industry
needs for workforce development and validation are the main
reason for a certain certification to exist. The certification
domains and objectives should address the specific profes-
sional qualifications, technical and non-technical competen-
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cies, and specific knowledge, skills, and abilities (KSAs)
required for successful performance of a certain profession.
For a certification to be valuable and reputable, it should be
mapped to industry standards at a national or international
level. In addition, professional certifications should moti-
vate and incorporate continued education and training for
professionals to maintain their KSAs in the field. Based on
these assumptions, this paper proposes a theoretical model
of professional certifications as presented in Fig. 11.1 below.

Industry and workforce demands are the original driving
force for professional certifications. Certifications help em-
ployers fill open positions and close skills gap as education
and training are not sufficient [9, 10]. The industry and work-
force demands, such as those in IT and Cybersecurity areas,
are reflected in the specific professional competencies and
KSAs. For example, the Cybersecurity Competency Model
published by US Department of Labor includes not only the
basic personal effectiveness competencies and common aca-
demic and workplace competencies often acquired through
formal education and training but also more specialized

Industry & Workforce Demands

Professional Competencies & KSAs

Certification Domains & Objectives

Education & Training Curriculum &
Outcomes

Fig. 11.1 Proposed certification model

industry-wide technical competencies and industry-sector ar-
eas, such as cybersecurity technology, incident detection and
response, and protection and defense against cyber threats
[11]. In addition, the NICE Cybersecurity Workforce Frame-
work (NCWF) presents similar and more comprehensive and
detailed work roles and tasks as well as specific attributes of
KSAs for each task in the cybersecurity industry [5].

In addition work experience and education and training,
professional certifications are an important means of vali-
dating and updating employees’ competencies and KSAs for
needed for the industry. Accordingly, professional certifica-
tion domains and objectives should and often do reflect the
workforce skillset needs of the industry. Therefore, mapping
the certification objectives to the industry competencies and
KSAs is an important measure of the validity and value of
the professional certification.

The certification domains and objectives in the proposed
model also serve to inform and shape relevant education
and training programs in terms program curriculum and
course design. A recent case study shows that incorporating
important content areas and objectives from top professional
certifications is found to be valuable to the design and
maintenance of a regular college degree curriculum in Cy-
bersecurity [12].

11.4 CISSP Case Study

This paper uses the case study methodology to discover
and illustrate the value and benchmark role of professional
certifications in developing and validating workforce qualifi-
cations for the cybersecurity industry. The case study focuses
on exposing the features of the CISSP (Certified Information
Systems Security Professional) certification. Relationships
between cybersecurity industry competencies and workforce
KSAs will be discussed in relation to CISSP certification
requirements, domains and objectives.

CISSP is a cybersecurity professional certification cre-
dential issued by International Information Systems Security
Certification Consortium, better known as (ISC)2, which is
a global non-profit membership association for information
security and cybersecurity professionals and leaders. The
CISSP certification program has been in existence since
1994. To qualify for the certification, a candidate must pass
a comprehensive exam, have minimum relevant work experi-
ence, endorsement from a CISSP-certified professional, and
agree to the (ISC)2 Code of Ethics [14, 15].

The CISSP certification exam is a 6-hour traditional linear
exam currently offered in eight different languages with the
passing grade of 700 out of 100 points. The exam evaluates
and validates the candidate’s professional knowledge and
expertise across the following eight cybersecurity domains
in the CISSP Common Body of Knowledge (CBK):
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Domain 1. Security and Risk Management

Domain 2. Asset Security

Domain 3. Security Architecture and Engineering
Domain 4. Communication and Network Security
Domain 5. Identity and Access Management (IAM)
Domain 6. Security Assessment and Testing
Domain 7. Security Operations

Domain 8. Software Development Security [15, 16].

Passing the exam is not sufficient for the CISSP certifica-
tion. The candidate must have at least 5 years of verifiable
paid work experience in at least two of the eight domains
of the CISSP CBK. The candidate also needs a formal
and signed endorsement from a CISSP-certified professional
who can attest to the candidate’s professional experience. In
addition, the candidate must subscribe to and fully support
the following (ISC)?> Code of Ethics in order to qualify for
the CISSP certification:

* Protect society, the common good, necessary public trust
and confidence, and the infrastructure.

* Act honorably, honestly, justly, responsibly, and legally.

* Provide diligent and competent service to principles.

e Advance and protect the profession [15].

The CISSP certification program has been a positive re-
sponse to help alleviate the workforce shortage and improve
quality standard of professional skillsets for the cybersecu-
rity industry. So far, over 140,000 professionals around the
world have obtained the CISSP certification, and CISSP was
ranked as the security credential most valued by employers
by a margin of 3—1 in a recent cybersecurity trends report [6,
14].

The domains of expertise and objectives of the CISSP
certification closely match the functional areas and technical
competencies for the cybersecurity industry. The ideal
target audience for CISSP are high-level experienced
security practitioners, manager and executives, including
the following positions with knowledge and expertise in
a wide array of cybersecurity practices and principles
[15]:

* Secure Acquisition

e Chief Information Security Officer
* Chief Information Officer

e IT Director/Manager

e Security Systems Engineer

e Security Analyst

* Security Manager

* Security Auditor

* Security Architect

* Security Consultant
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These security positions are demanded for the industry-
sector functional areas listed in the Cybersecurity Industry
Model published by the US Department of Labor [11]. The
specific industry-sector functional areas in the model that
can be addressed by the CISSP target positions include the
following [11]:

e Secure Acquisition

e Secure Software Engineering

* Systems Security Architecture

* Systems Security Analysis

¢ Enterprise Network Defense Analysis

* Network Defense Infrastructure Support

» Strategic Planning & Policy Development
e Security Program Management

* Security Risk Management

In addition, the domain areas and objectives in the CISSP
exam include coverage of the following industry-wide tech-
nical competencies and corresponding critical work func-
tions and associated knowledge, skills, and abilities (KSAs)
listed in the US Labor Department Cybersecurity Industry
Model [11, 16]:

* Cybersecurity Technology

* Information Assurance

* Risk Management

¢ Incident Detection

* Incident Response and Remediation

The CISSP knowledge domains and objectives also have
substantial coverage of the specific cybersecurity knowledge,
skills, and abilities (KSAs) published in the NICE Cyberse-
curity Workforce Framework (NCWF). Appendix 1 below
shows the mapping between CISSP domains of expertise and
exam objectives and NCWF KSAs [5, 16]. The mapping is
a special contribution of this study that maps CISSP domain
objectives to the specific KSAs. The content of each of the
mapped KSAs is in the NCWF publication.

Maintenance of the CISSP certification requires continu-
ous education, learning, and professional development. Each
certification cycle is only valid for 3 years, during which
the annual minimum number of Continuing Professional
Education (CPE) credits must be earned, documented and
submitted. To actively maintain and renew the CISSP cer-
tification, the certification holder must earn at least 40 CPE
credits per year that are subject to auditing. The CPE credits
can be earned through cybersecurity related education and
training courses, research and publications, unique service
contributions to the cybersecurity community, and general
professional development activities [17].
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11.5 Findings and Discussions

This study finds that industry and workforce demands for
qualified and skilled talent are the driving force behind
professional certifications that are expected to serve as inde-
pendent validation of professional qualifications. The CISSP
case study in this paper reveals the outstanding features
of this certification in meeting the industry and workforce
demands for the cybersecurity. The unique mappings be-
tween CISSP domain objectives and the industry-sector and
technical competencies as well as specific knowledge, skills,
and abilities (KSAs) for the cybersecurity industry indicate
a strong correlation between CISSP domain objectives and
the cybersecurity professional competencies and KSAs. The
rigorous annual CPE requirement for maintaining the CISSP
certification also positively motivates cybersecurity profes-
sionals towards further education and training in the field.

The market value of the CISSP certification further rein-
forces its significant benchmark role in cybersecurity work-
force development. A recent independent study comparing
CISSP certification holders and non-holders of the certifi-
cation in Europe also finds that CISSP certification holders
add more accreditation value to employers and are more
attractive to industry recruiters [18]. In addition, the recent
research reports on global IT and cybersecurity workforce
skills and salaries have shown that CISSP certification is not
only found to be “the most valued security credential” by the
overwhelming majority of the employers but also holds the
top spot in average global salary [6, 10, 14]. The rigorous
exam, mandatory work experience and ethical compliance,
as well as strict professional development requirement are
all contributing factors to the strong value and credibility of
the CISSP certification.

The rigor of the CISSP certification and its benchmark
value to cybersecurity workforce development can be
effectively incorporated into cybersecurity education and
training programs and their curricula. There has been a
gap between university programs and the cybersecurity
workforce demands. “The increased demand for cyberse-
curity professionals is relatively new, and universities are
still unable to respond to this demand by incorporating
it in their curricula” [19]. Research shows that CISSP
certification domains and objectives can be effectively
integrated into a undergraduate cybersecurity curriculum

with 100% coverage of the entire CISSP CBK domains in
nine different cybersecurity courses [12].

The proposed model and study in this paper shows signif-
icant value and a benchmark role of the CISSP certification
in cybersecurity workforce development. The adoption of the
certification domain objectives can be useful to educational
programs and curricula. However, it should be emphasized
that even the most rigorous professional certifications such
as CISSP are a valuable supplement to but not a replacement
of formal long-term education in the field.

11.6 Conclusions

This study focuses on the important value and benchmark
role of cybersecurity certifications in addressing workforce
shortage and development of the cybersecurity industry. This
research proposes a certification model that describes the
close correlations between industry and workforce demands,
professional competencies and KSAs, certification domains
and objectives, and education and training curriculum and
outcomes. The case study of CISSP certification for the
cybersecurity industry is used to illustrate the model and
the correlations. The study finds that CISSP certification is
a rigorous, comprehensive and reputable credential highly
valued by the cybersecurity industry and workforce.

In addition to the proposed certification model, this study
has contributed valuable mappings between CISSP certifi-
cation domain objectives and industry-sector and technical
competencies and KSAs for specific work roles and tasks
defined in the NICE cybersecurity workforce framework
(NCWF). This study only presents the mapping between
CISSP Domain 1 objectives and KSAs in the NCWF, which
is a unique and pioneering contribution. Future studies may
complete and present specific KSA mappings to other CISSP
domains. Such detailed mappings will be very valuable to
detailed credential evaluation for targeted industry recruiting
and to the design of college and university cybersecurity
program curriculum and course learning outcomes.

Appendix 1: Mapping Between CISSP
Domain Objectives and NCWF KSAs
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CISSP domain

Domain 1: Security and risk
management

1.1 Understand and apply
concepts of confidentiality,
integrity and availability

1.2 Evaluate and apply security
governance principles

1.3 Determine compliance
requirements

1.4 Understand legal and
regulatory issues that pertain to
information security in a global
context

1.5 Understand, adhere to, and
promote professional ethics

1.6 Develop, document, and
implement security policy,
standards, procedures, and
guidelines

1.7 Identify, analyze, and
prioritize business continuity
(BC) requirements

1.8 Contribute to and enforce
personnel security policies and
procedures

1.9 Understand and apply risk
management concepts

1.10 Understand and apply threat
modeling concepts and
methodologies

1.11 Apply risk-based
management concepts to the
supply chain

1.12 Establish and maintain a
security awareness, education,
and training program

NCWF KSA IDs
Knowledge (K) ID

K0001, K0003, K004, K0005, K0019, K0037,
K0038, K0044, K0168, K0203, K0260, K0262,
K0295

K0002, K0003, K0005, K0026, K0044, K0048,
K0070, K0168, K0203, K0262, K0267

K0003, K0004, K0027, K0028, K0037, K0038,
K0040, K0048, K0049, K0054, K0168, K0169,
K0260, K0261, K0262, K0267, K0624

K0003, K0004, K0019, K0037, K0038, K0040,
K0048, K0049, K0054, K0059, K0126, K0146,
K0169, K0199, K0267, K0322

K0003, K0206

K0002, K0003, K0004, K0005, K0006, K0013,
K0019, K0027, K0048, K0059, K0070, K0146,
K0168, K0179, K0199, K0203, K0267, K0264

K0006, K0026, K0032, K0037, K0041, K0042

K0003, K0004, K0038, K0039, K0044, K0072,
K0146, K0151, K0204, K0208, K0217, K0220,
K0243, K0239, K0245, K0246, K0250, K0252,
K0287, K0615, K0628

K0005, K0006, K0013, K0019, K0027, K0028,
K0037, K0038, K0040, K0044, K0048, K0049,
K0054, K0059, K0070, K0084, K0089, K0101,
K0126, K0146, K0168, K0169, K0170, K0179,
K0199, K0203, K0260, K0261, K0262, K0267,
K0295, K0322, K0342, K0622, K0624

K0005, K0006, K0021, K0033, K0034, K0041,
K0042, K0046, K0058, K0062, K0070, K0106,
K0157, K0161, K0162, K0167, K0177, KO179,
K0180, K0198, K0199, K0203, K0221, K0230,
K0259, K0287, K0288, K0332, K0565, K0624

K0001, K0002, K0005, K0013, K0019, K0038,
K0048, K0049, K0054, K0057, K0065, K0103,
K0122, K0126, K0147, K0148, K0149, K0154,
K0165, K0169, K0179, K0195, K0214, K0263,
K0264, K0296, K0297, K0298, K0322, K0506,
K0527, K0530, K0621, K0623

K0040, K0054, K0059, K0124, K0204, K0208,
K0215, K0217, K0218, K0220, K0226, K0239,
K0245, K0246, K0250, K0252, K0287, K0313,
K0319, K0628

Skill (S) ID

S0006, S00367

S0034, S0367

50034, S0367

50034, S0367

S0367

50034, S0367

S0032

S0018, S0027, S0064,
S0066, S0070, S0086,
S0102, S0166, S0296,
S0354, S0367

S0001, S0006, S0027,
S0034, S0038, S0078,
S0097, S0100, SO111,
S0112, S0115, S0120,
S0124, S0128, S0134,
S0136, S0137, S0171,
50238, S0367

S0003, S0025, S0044,
S0047, S0052, S0077,
S0078, S0079, S0080,
S0081, S0120, S0136,
S0137, S0139, S0156,
S0167, S0173, S0236, S0365

S0022, S0170, S0171,
S0331, S0368, S0373

S0001, S0004, S0006,
S0018, S0027, S0051,
S0052, S0053, S0055,
S0056, S0057, S0060,
S0064, S0070, S0073,
S0075, S0076, S0081,
S0084, S0086, S0097,
S0098, S0100, S0101,
S0121, S0131, S0156,
S0184, S0270, S0271,
S0281, S0293, S0301,
50356, S0358
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Ability (A) ID

A0094, A0119, A0123

A0033, A0094, AO111,
A0119, A0123, A0170

A0033, A0094, AO111,
A0123, A0170

A0033, A0077, A0090,
A0094, AO111, AO117,
A0118, A0119, A0123, A0170

A0123

A0033, A0094, AO111,
A0117, A0O118, A0119, A0123

A0119

A0004, A0013, AOO1S,
A0018, A0019, A0022,
A0024, A0027, A0028,
A0032, A0033, A0054,
A0057, A0070, A0094,
A0110, AO111, AO171

A0028, A0033, A0077,
A0090, A0094, AO111,
A0117, AO118, AO119,
A0123, A0170

A0010, AO015, A0066,
A0121, A0123, A0128, A0159

A0009, A0077, A0090, AO111
A0120, A0132 A0133, A0134,
A0135

A0013, A0014, A0015,
A0016, A0017, AO018 A0019,
A0020 A0022, A0023 A0024,
A0032 A0055, A0057 A0058,
A0063 A0066, A0070 A0083,
A0089 A0105, A0106 A0112,
A0114 A0117, AO118 AO119,
A0171
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12.1 Introduction

Cybersecurity is the process of protecting and defending
critical or sensitive information systems and data assets.
Cybersecurity has become a fast-growing career field and
a significant workforce area with increasing demand and
opportunities for higher education. In July 2018, H.R.3393,
the New Collar Jobs Act, was introduced in congress [1].
The rationale behind the bill is to grow the cybersecurity
workforce by providing debt relief, scholarships, increase
training, and offer tax credits for companies advocating for
academic degrees or certifications [2].

The workforce demand for cybersecurity talent is not tem-
porary but long-term with continuous growth in the future.
The latest career outlook published by US Labor Department
Bureau of Labor Statistics shows that the employment of
information security analysts, an example position title of
cybersecurity jobs, is projected to grow 28% from 2016 to
2026, much faster and with better pay than the average for
all occupations [3]. A recent CompTIA report shows that
there are over 300,000 existing and unfilled cybersecurity
job vacancies with the most popular positions listed for
Cybersecurity Specialist, Cybersecurity Analyst, Penetration
Tester, and Cybersecurity Engineer [4].

Influenced by the anticipated shortage of skilled profes-
sionals and world-wide demand, Burning Glass Technolo-
gies partnered with CompTIA to create Cyberseek [S]. The
partnership’s objective is to improve national security by
assisting cyber defense in finding talent, and addressing the
short supply of cybersecurity workers with online job op-
portunities and career resource planning [5]. However, such
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efforts by the industry are limited and not sufficient to keep
up with the growth and demand for cybersecurity workforce,
and the cybersecurity industry continues to outgrow the
supply of talent.

To help mitigate the talent shortage, the US Department
of Homeland Security and National Security Agency cham-
pioned the Centers for Academic Excellence [7]. Centers for
Academic Excellence in Cyber Defense Education (CAE-
CDE) are 2 and 4 year colleges and universities that undergo
a demanding certification process [7]. Approved CAE-CDE
institutions teach a relevant and quality curriculum that
encourages students to learn by doing [7]. CAE-CDE is
considered the gold standard in providing quality assurance
for cybersecurity education, but there are only about 3% of
US colleges and universities have achieved the CAE-CDE
designation so far [16].

Leadership talent with experience, technical expertise,
and advanced or graduate education is the most valuable
workforce component in any industry. Nearly 61% of cyber-
security job positions require a bachelor’s degree, and 23%
require a master’s degree [3]. Over 83% of these job postings
seek a minimum of 3 years’ work experience, and depending
upon the position, specific technical expertise is required as
shown in Table 12.1 below [3]. In addition, Cybersecurity
is a multidisciplinary and sophisticated field that involves
information systems, computer science, information technol-
ogy, business management, leadership and teamwork skills,
communication skills, creativity, critical thinking, problem-
solving and analytical skills, and advanced training and
graduate education are important preparation for future cy-
bersecurity leaders to acquire and develop these challenging
and comprehensive skills to succeed [15].

Thus, desired qualifications for cybersecurity positions
often expand beyond technical skills as shown in Fig. 12.1
below. Advanced college education from a relevant grad-
uate program becomes valuable for future leaders in the
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Table 12.1 Cybersecurity occupational skillset [3]

Cybersecurity occupations and skillset

Information Security

Network Security, Cryptography, Information Assurance

Network Setup

Cisco Routers, Firewalls, Network Engineering, VPN

Database Coding

SQL, Oracle, Python, Java, Perl, C++

Auditing

Internal Audit, Risk Management, Risk Assessment, Legal Compliance

Network Protocols

Protocol (TCP/IP), SSL, DNS, LDAP, DHCP, Transmission Control Protocol

Systems Administration

System/Network Configuration, Disaster Recovery Planning, Windows Servers

Fig. 12.1 Ranking professional
competencies for information
security workforce [6]

Broad understanding of the security field

92%
Communication skills 91%
Technical knowledge 88%
Awareness and understanding 86%

of the latest security threats
Security policy formulaton and application

Business management skills

Project management skills

Leadership skills

Legal knowledge

Source: The 2013 (ISCF Global infarmation Security Workforce Study®

profession. Soft skills, written and oral communication, lead-
ership, teamwork, and management skills are often sought
after by employers. For example, unique challenges exist in
hiring for cybersecurity positions in healthcare, accounting,
and finance [3]. Employers need ‘“hybrid” cybersecurity
talent that understand the technical aspects as well as specific
and advanced knowledge, analysis and judgment in the
context of applicable information security regulations and
compliance requirements from HIPPA and Sarbanes-Oxley
Act [3]. A highly sought after cybersecurity professional
will possess a combination of technical knowledge, business
acumen, with advanced leadership and communication skills.

Among the large and increasing demand for cybersecu-
rity workforce, leadership talent is the most challenging to
discover and develop. Graduate education programs in the
United States face the challenges of finding the best talent for
student enrollment and producing qualified graduate students
employable in the field of cybersecurity. The goal of this
study is to propose and illustrate a new model for discovering
and developing interest and talent in graduate cybersecurity
education through effective career guidance and curriculum
and course design. The following sections of the paper will
review additional background for this study, present the
proposed theoretical model, describe the case study method
using the sample graduate admissions and curriculum data
from a private US university, and discuss the findings.

12.2 Background

The motivation to continue one’s education with post bac-
calaureate studies in a graduate program may vary by indi-
vidual. Graduate education requires substantial investment of
time, money and energy, and a common professional goal for
graduate students is to enter and succeed in a satisfactory and
rewarding full-time career with bright prospects for advance-
ment and leadership [15]. For example, potential graduate
students must commit minimum resources in the form of
time and tuition. The average graduate program in the US
will take 2 years to complete accompanied with an annual
average tuition expense of $16,435 [8]. However, a graduate
education may increase one’s earning power substantially.
The latest data from the US Department of Labor Bureau
of Labor Statistics show that a young adult with a master’s
degree earned on average $68,000 per year as compared
to a bachelor’s degree holder earning an annual income of
$56,000, which is a $12,000 or 21% annual increase in wage
[8].

Students pursuing graduate education may do so for a
variety of specific reasons, which include one or more of the
following:

* Enhance their subject knowledge
* Prepare for graduate studies at the doctoral level
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* Seeking career advancement
* Expanding their technical expertise in an evolving field of
study

But a common general goal for master’s and doctoral
students is to succeed and lead in tomorrow’s knowledge
workforce and make important contributions in industry,
government, non-profits, entrepreneurial venture, or in teach-
ing and research, and the program curriculum and course
design and activities should incorporate comprehensive tech-
nical and non-technical professional skills such as commu-
nication, teamwork, project management, and leadership to
support students’ professional development and career goals
[15, 17].

The motivation for professional and career advancement
may have contributed to increased completion rates in grad-
uate programs. The National Center for Education Statistics
reports that from 2000 through 2017, graduation rates, for
those earning a master’s degree or higher, increased from 5%
to 9% [9]. The increase in workers with a master’s degree in
the job market adds to the list of reasons to continue with
post baccalaureate education: to remain competitive in order
to stay and succeed in the workforce.

Over the past 50 years, the perception of a master’s degree
has evolved. In the 1970s, a master’s degree had the stigma
of earning the “second place” for those not able to pursue
doctoral studies in arts and humanities [10]. Today a graduate
degree is a key professional credential, sought by employers,
in areas of engineering, healthcare, computer science, and
business [10]. Graduate curricula offer or aim to offer an
environment of shared learning, problem solving, critical
thinking, and technical skills valued by employers and not
offered in undergraduate studies [10, 17].

For some professions in particular, a graduate degree
has become non-negotiable. For example, data from the
US Department of Labor Bureau of Labor Statistics show
that thirty-three occupations require a master’s degree in
order to obtain an entry level position in fields ranging from
anthropologist to psychology to urban planners [8]. Graduate
education is increasingly important for the cybersecurity
field as well. Research by Burning Glass Technologies re-
ports the following findings [3]:

e Cybersecurity employers demand a highly educated,
highly experience workforce.

* 84% of cybersecurity postings specify a minimum of a
bachelor’s degree

* Because of high education and experience requirements,
a skills gap exists.

e Skills gap cannot be resolved through short-term solu-
tions.

* Employers and training providers must work together to
cultivate a talent pipeline.

In addition, Cybersecurity is essentially a people issue
and people with better leadership talent are critical to the
success of Cybersecurity [18]. Quality graduate programs
will produce better leaders for the professional field. Ac-
cordingly, graduate programs offering advanced education
in Cybersecurity should effectively advance students’ knowl-
edge, skills, and abilities in both technical and non-technical
areas to prepare them for leadership in the cybersecurity
field.

Partnership with business enterprises in the relevant in-
dustry to improve professional development opportunities for
graduate students is one of the key recommendations in the
recent study report by the Council of Graduate Schools [17].
Several enterprises have stepped up to coordinate market
demands with education and training organizations and gov-
ernment agencies for a better educated workforce for the cy-
bersecurity industry. For example, Burning Glass Technolo-
gies, CompTIA, and National Initiative for Cybersecurity
Education (NICE) under the National Institute of Standards
and Technology (NIST) in the U.S. Department of Com-
merce jointly created Cyberseek to promote cybersecurity
education with useful tools and resources.

NICE also developed and published the NICE Cyberse-
curity Workforce Framework (NCWF) with specific work
categories, job roles and tasks for the cybersecurity industry
and corresponding expected knowledge, skills, and abilities
(KSAs). The goal of NCWF is to provide a national standard
for workers, academia, certification providers, and public
and private industry sectors to define cybersecurity work and
required skills [11]. NCWF begins by describing a broad
grouping of functions, which fall into seven categories of
cybersecurity work: analyze, collect and operate, investi-
gate, operate and maintain, oversee and govern, protect and
defend, and securely provision [11]. These categories drill
down to “specialty areas”, which can be described as con-
centrations specific to the role and job [11]. The framework
delves deeper into the knowledge, skills, and abilities (KSAs)
related to the respective position to nurture a competent
cybersecurity talent pipeline [11].

In addition, the US Department of Labor published a
Cybersecurity Competency Model that includes the basic
personal effectiveness competencies, common academic and
workplace competencies often acquired through formal ed-
ucation and training, and more specialized industry-wide
technical competencies and industry-sector areas, such as
cybersecurity technology, incident detection and response,
and protection and defense against cyber threats [19].

The large and increasing demand for qualified profession-
als and competitive leadership talent for the cybersecurity
industry brings abundant opportunities for colleges and uni-
versities to offer relevant graduate programs in Cybersecu-
rity. The expected knowledge, skills, and abilities (KSAs)
defined in the NCWF and the comprehensive competencies
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in the Cybersecurity Competency Model should be useful
guidelines for quality graduate programs in Cybersecurity.

12.3 Proposed Model

Based on the background review, this paper proposes a new
model for discovering student interest in pursuing graduate
education in Cybersecurity. This model proposes that student
interest in pursuing graduate education in Cybersecurity is
motivated by promising and rewarding careers in Cyberse-
curity and by quality curriculum and courses in the graduate
program. The model is illustrated in Fig. 12.2 below.

12.3.1 Careers in Cybersecurity

More and more graduate students from master’s and doc-
toral programs have been pursuing careers in non-academic
industry sectors [15, 17]. The cybersecurity industry offers
abundant and growing career opportunities, high levels of job
satisfaction, attractive and competitive rewards in compensa-
tion, as well as great potential for professional growth and
leadership [20, 21]. This is an important factor for graduate
students given their additional investment of time and money
in advanced education beyond the undergraduate degree.

12.3.2 Curriculum and Courses

The curriculum and courses for the graduate program should
match and support the program objectives as well as the ed-
ucational and professional goals for students [15]. Students

Promising and
Rewarding
Careers in

Cybersecurity

Student
Interest in
Cybersecurity
Education

Quality
Curriculum and
Courses in
Cybersecurity

Fig. 12.2 Model for discovering student interest

are expected to reach the course learning outcomes and work-
place competencies in the case of cybersecurity education.
The course learning outcomes are course specific and should
include knowledge and application skills on technical topics,
research skills, professional skills, and abilities to define,
describe, analyze problems, evaluate, and create solutions.
The expected knowledge, skills, and abilities (KSAs) for
relevant cybersecurity job roles defined in the NICE Cy-
bersecurity Workforce Framework and the comprehensive
technical and non-technical competencies in the Cybersecu-
rity Competency Model from the US Department of Labor
should be useful guidelines for designing quality curriculum
and courses in Cybersecurity. In addition, the cybersecurity
field is evolving with new technologies and developments. So
the cybersecurity curriculum should be frequently reviewed
and updated, and new courses addressing the industry needs
and workforce demands should be included [22].

12.3.3 Student Interest

Student interest means that the student is willing and mo-
tivated to pursue advanced study and training in a certain
field. This paper proposes that student interest in Cyberse-
curity is positively affected and motivated by promising and
rewarding careers in the cybersecurity industry and reputable
programs with good quality curriculum and courses for
cybersecurity education. Student interest is measured by
the student admissions to and enrollment in the graduate
program of study.

12.4 Case Study

This research uses the case study of the graduate cybersecu-
rity program at Robert Morris University (RMU), a national
university located in the northeast of the United States. RMU
is a private not-for-profit university comprised of five aca-
demic schools. Housed in the School of Communications and
Information Systems (SCIS) is the MS in Cybersecurity and
Information Assurance, a 30-credit graduate degree program.
Course work prepares students to recognize and combat
information systems threats and vulnerabilities [12]. As the
leading program in the Computer Information Systems (CIS)
department, it focuses on technology and management of
information security and assurance [12]. Through course
work, team projects, and extensive virtual hands-on practice
in simulation labs, students are trained on how to recognize
and defend against information threats, vulnerabilities, and
security risks.

Since the rewarding careers and growing opportunities
and prospects in the cybersecurity workforce have already
been well documented in multiple study reports [3, 6, 20, 21],
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this case study is to focus on the curriculum and outcome
of student interest factors in the proposed model. In terms
of curriculum and course design, the MS in Cybersecurity
and Information Assurance program at RMU is of high
quality and appealing to prospective student interest. The
curriculum of the program consists of seven core courses
and three elective courses. The core courses include the key
subject areas of hardware and operating systems, network
technology and management, database management systems,
computer network security, IT security and assurance, and
secure programming. Each of the courses has clear learn-
ing outcomes that support key cybersecurity job roles and
tasks and knowledge, skills, abilities defined in the NICE
Cybersecurity Workforce Framework. There are a variety
of learning activities in the courses, including lectures, dis-
cussions, labs, team project, research, and presentations, to
develop students’ technical and non-technical competencies
as described in the Cybersecurity Industry Model from the
US Department of Labor. The curriculum design and course
activities provide comprehensive learning and practice op-
portunities for students to develop their professional and
leadership skills, such as teamwork collaboration, critical
thinking and decision making in handling complex and
evolving cybersecurity cases and situations.

Two of the core courses, INFS 6231 and INFS 6490, also
help prepare students to sit for the CompTIA Network+
and Security+ certification exams. Additional certifications
can be earned by strategically selecting elective courses
that include certification as part of the course objective.
Certifications not only validate one’s technical background
but also improve their competitiveness in the job market.
Nearly 84% of government defense contractors require cer-
tifications to satisfy regulations, and 74% of private sector
employers “view certification as an indicator of competency”
[6]. For the elective courses, the student may incorporate
a programming language(s) or an internship. Programming
skills and internship experience add strong dimensions to the
student’s skillset, technical abilities, and marketability. Pro-
fessional certifications and technical skills also give students
a competitive edge for career advancement and leadership
opportunities.

A special curriculum feature of RMU’s graduate edu-
cation including the MS in Cybersecurity and Information
Assurance program is the Integrated 4 4 1 program available
to students performing academically well in their under-
graduate degree coursework. The integrated program offers
a multitude of benefits. Students in the 4 + 1 program
will earn both a bachelor’s and master’s degree in 5 years.
The integrated students receive a financial incentive. They
may continue to utilize their scholarship monies, which

| Five year Enroliment Five year Enrollment with Integrated

300
250
200
150
100
50 I
: il =B .
& @ & <© &
N <& & g &
¥ R i S\ &0
S KOV @é\ & @7,0
X
Q & & é\% o
Q o Q \?’6\
\}&\ «Q\ \’\ S *"’:
& N & Q
< & o°
& X QS
& © <
O

Fig. 12.3 Graduate CIS enrollments 2013-2018

will reduce the tuition expense for the graduate degree.
Since the integrated applicants are current RMU under-
graduate students, the application process is simplified, and
students have a smoother transition to graduate study as
they are already familiar with the academic environment at
RMU.

Accordingly, student interest in the graduate and inte-
grated program in Cybersecurity and Information Assurance
at RMU has been strong and the highest among all CIS
programs in the past 5 years as shown in Fig. 12.3 above.

In addition, post-graduation alumni surveys indicate
strong professional success rates among RMU graduates
[13]:

* 95% placement in a job or graduate school within a year
of graduation

* 84% of graduates are employed in their field

e 77% of graduates work in a professional or managerial
position

RMU graduate students have been employed by top cor-
porations in Pittsburgh and beyond in positions such as se-
curity systems engineers, cybersecurity specialists, penetra-
tion testers, security analysts, information security analysts,
forensic investigators, and consultants. The top employers of
RMU graduates include a variety of sectors from banking,
professional sports, healthcare, retail, and logistics [14].
They all need cybersecurity talent to protect their assets,
information, and systems.
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12.5 Conclusion

This paper proposes that student interest in the field of cyber-
security is positively driven by the promising and rewarding
career opportunities in the field and quality curriculum and
courses that prepare them for professional success. The de-
mand for skilled cybersecurity workers and leaders illustrates
the appeal of a rewarding career, in terms of financial com-
pensation, intellectual challenges, and professional growth.
The forecasted shortage of qualified workers and the never-
ending need for cyber defense strategies in private, public,
and military, lends itself to a long term positive prospect of
the field. Advanced or graduate education adds competitive
qualifications for future leaders in the fast growing cyberse-
curity field.

The case study in this research uses RMU’s master’s and
integrated (4 + 1) graduate program in Cybersecurity and
Information Assurance for illustration. The program has a
quite well designed curriculum including core and elective
courses and internships that develop student knowledge,
skills, and abilities needed for the cybersecurity profession.
The comprehensive course learning outcomes and activities
also support the goal of developing technical and non-
technical competencies as well as leadership skills expected
for the cybersecurity industry. The student interest in the cy-
bersecurity program, as evidenced in the program enrollment
in the past 5 years, has been positive and strong and stands
out among all graduate CIS programs.

However, the cybersecurity field is evolving and develops
rapidly with emerging challenges, solutions, and technolo-
gies. Accordingly, there should be regular reviews and up-
dates of the graduate curriculum and courses. Future studies
in this area may include exploration of including new and
relevant courses in the program, such as Python program-
ming, cloud security, and Internet of Things (IoT) security.
Regular program reviews and curriculum updates are impor-
tant for maintaining the appeal of the program as qualified
cybersecurity workers and leaders will need essential KSAs
to identify risks and vulnerabilities and develop and evaluate
solutions in the new technological frontiers. Future research
may also address how to align graduate level curriculum
and courses to the national standard, such as the CAE-
CDE (Center of Academic Excellence in Cyber Defense
Education) designation so as to maintain and strengthen the
quality and appeal of graduate cybersecurity programs.

S. Aufman and P. Wang
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Alexander G. Eustis

13.1 Introduction

IoT device security and the Mirai Botnet are directly related
due to the way Mirai operates. It is because of the prolif-
eration of insecure IoT devices that the Mirai Botnet is so
destructive. Unlike other typical pieces of malware, Mirai
does not target personal computers or servers. Its targets are
the various internet enabled appliances that have become so
common throughout our everyday lives. Everything from se-
curity cameras, to DVRs to lightbulbs have become internet
enabled [13]. With a projection of 25 Billion devices being
connected to the internet by 2020, Mirai and its variants will
have a plethora of potential targets [13].

Since it is these 10T devices that are the primary targets,
security measures will need to be emphasized on the devices
themselves. This is a known problem area in information
technology as IoT devices tend to emphasize ease of use and
simplicity over security. The average consumer, who may
not have a high degree of technical knowledge, would rather
have a Plug-and-Play device that requires little knowledge to
set-up than having to go through an involved configuration
process [11]. Many IoT products are just inherently insecure
due to their design. They may only have stripped down
operating systems installed and cannot support traditional
security measures [3]. After Mirai wreaked havoc using IoT
devices, the industry has become more aware of the need
for better security on these devices. While typical cyber-
security measures will still apply to IoT devices, there are
several issues inherent in the devices themselves that need to
be addressed. Industry professionals have proposed security
measures, both basic and complex, to improve the security on
IoT devices to prevent them from being ensnared in a botnet.
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13.2 Whatis the Mirai Botnet?

The Mirai Botnet is a piece of Malware that was co-created
by Paras Jha and Josiah White [15]. It is designed to target
IoT devices and use them to launch Distributed Denial of
Service Attacks (DDoS). It takes control of IoT devices
by scanning for devices that are still protected by default
administrator passwords. The source code for Mirai contains
a list of 68 different user ID and password combinations
for various manufacturers of IoT devices. The list includes
default passwords for devices as varied as routers, security
cameras, printers and DVRs [9]. Mirai ensnares these devices
by connecting to them at the operating system level using
Telnet and Secure Shell (SSH). This means that it can bypass
any web-based interface and go straight for the built-in op-
erating system. Changes on the web interfaces of the devices
may not be able to circumvent an infection of Mirai because
some passwords are hard-coded into the devices [9]. Once a
device is infected, Mirai will run from the device’s memory
until the device is shut off or power is lost. When a device is
disconnected or powered off, Mirai will be deleted from the
device’s memory, removing any trace of an infection. This
makes it extremely difficult to tell if a device has even been
compromised by Mirai. Rebooting a device will not get rid
of Mirai entirely though. After a vulnerable device has been
powered back on, it can be re-infected within minutes [8].

13.3 Mirai’'s Impact

At its peak, the Mirai Botnet had enslaved over 600,000 IoT
devices to be used for DDoS attacks. With these devices, the
developers would rent portions of their Botnet as a DDoS for
hire service. If someone had the money, they could rent a
portion of the network to launch a DDoS attack for them.
The true scope of Mirai’s potential was realized in 2016
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with three major DDoS attacks; the attack against security
researcher Brian Krebs’s website, the attack against internet
service provider OVH, and the attack against Dyn DNS a
month later [11].

13.3.1 Krebs on Security

Security researcher Brian Krebs was the victim of a DDoS
attack against his website, krebsonsecurity.com. A portion of
the Mirai botnet was used to launch the attack, which took his
site offline for 4 days. The attack against Brian’s website was
so incessant that his DDoS protection provider, Akamai, was
forced to drop protection for his site. Krebsonsecurity.com
became a financial liability for Akamai and was causing
problems for their other customers. Akamai estimated that it
would have cost them millions of dollars to devote resources
to protecting Krebs’s site [11]. Of the 600,000 devices
ensnared by Mirai, only 24,000 of that total amount were
used to attack Krebs’s website with devastating effect [11].
These devices launched data blasts of up to 665Gbps against
Krebs’s site [6]. This was record breaking at the time.

13.3.2 OVH

OVH is an internet service provider that found itself falling
victim to the Mirai Botnet. It was attacked the same day as
Brian Krebs’s website, September 21st, 2016 [5]. OVH held
the distinction of being the victim of the largest amount of
DDoS traffic being directed at it at the time. Up to 799Gbps
of traffic was generated to attack OVH [6].

13.3.3 Dyn DNS

To borrow a phrase from popular culture, the Mirai Botnet
quite literally “Broke the Internet” on October 21st, 2016. A
DDoS attack was launched against Dyn DNS which slowed
or outright blocked internet access for end users across the
East Coast of the United States. Popular websites such as
Twitter, Reddit, GitHub and Soundcloud were caught in this
attack. Dyn was eventually able to mitigate the attack, but it
shows how powerful DDoS botnets are becoming with attack
strengths nearly reaching 1-Tbps [5].

13.4 loT Device Vulnerabilities

It is the lack of security measures taken to protect [oT devices
that makes them targets for Mirai and other hacking attacks.
This is often by design as manufacturers often prioritize
simplicity and ease of use over security. Most consumer [oT
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devices are low cost, low power, and have a limited amount
of memory and processing power available [13]. Others
are sold “as is” meaning that they are static and were not
designed to be patched or upgraded [3]. Many consumer de-
vices are only secured using a default administrator password
which is easily searchable on the internet [11]. This same rule
applies to the OS level passwords on these devices. Even
if the vendors do not disclose them publicly to consumers,
they are still easily deciphered [9]. The simplicity of the
devices and the easily decipherable default passwords is what
allowed Mirai to infect thousands of devices so easily.

13.4.1 Case Study: XiongMai Technologies

For example, Researchers from FlashPoint Security discov-
ered that most of the compromised devices that were used
in the attack against Dyn DNS were DVRs and IP cameras
produced by the Chinese technology company, XiongMai
Technologies. This company manufactures components for
IoT devices which are then sold to venders who use them in
their own products [10]. Components produced by XiongMai
Technologies are incorporated into products from over 100
different manufacturers in a process known as “White Label-
ing” [7]. SEC Consult, a cybersecurity consulting company,
discovered several glaring security vulnerabilities in these
devices that allowed them to be easily compromised.

First, the XiongMai produced devices made use of a cloud
service called XMEye P2P that bypasses firewalls and allows
for remote connections to the devices. The Cloud IDs used by
the devices connecting to this service were not sufficiently
randomized which made it easier for attackers to determine
that a vulnerable service was running on the device. Up to
9 million devices were found to be running this insecure
service and no brute-force protection was enabled to detect
suspicious activity against them [7].

A second major vulnerability in these devices was the
use of weak default passwords. Mirai had such an impact
because its code contained a list of default passwords for
various devices. The devices produced by XiongMai were
configured with a default account named “Admin” with a
blank password. During setup, end users were not prompted
or encouraged to change the default username and password
for this account. These devices also contained an undocu-
mented account that could be accessed by the XMEye Cloud
service. This account was named “Default” with a password
of “tluafed” (default spelled backwards) [7].

Third, XiongMai did not digitally sign their firmware
updates for their devices. Using a digital signature protects
the integrity of a piece of code by ensuring that it isn’t
tampered with. Ideally, a firmware update would not be
installed on a device unless it had a digital signature that
matched the one used by the manufacturer. By not validating
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their firmware with digital signatures, XiongMai created
the potential for rogue, malicious firmware updates to be
installed on the devices. These could easily be distributed
using the company’s own XMEye Cloud service. Unlike
Mirai, which is deleted from memory after power is cut,
firmware updates cannot be removed. Malicious, counterfeit
firmware could be loaded on the devices and give an at-
tacker permanent control of the device [7]. This combination
of vulnerabilities led to the near entirety of XiongMai's
product line being weaponized for DDoS attacks by Mirai
[10].

13.4.2 Other Examples

Being ensnared by a Botnet isn’t the only danger that exists
from insecure IoT devices. It is possible to hack an IoT
device for cyber-espionage and for financial gain. Even the
most innocuous devices become a threat when they have
internet connectivity. For example, a smart lightbulb has been
used to discover the username and password for a Wi-Fi net-
work [13]. There is even a report of a casino that had 10GB
of data stolen through a hacked smart fish tank [14]. Aside
from this, there are potentially deadly consequences to IoT
device security flaws. For example, in 2015, Chrysler needed
to release a security update for their vehicles’ entertainment
systems after a live demonstration showed that the vehicle’s
steering, engine and brakes could be hacked through it. This
is a threat that could literally put people’s lives in danger, and
with the increasing presence of self-driving vehicles, a new
attack surface is emerging [13].

13.5 Proposed loT Security Solutions

With the exponential increase in potency of DDoS attacks
and the growing proliferation of IoT devices, the Information
Technology industry is becoming much more aware of the
threats surrounding the insecurity of IoT devices. As such,
industry professionals have developed best practices for
securing IoT devices and are proposing new solutions in
the forms of industry standard associations and innovative
security tools.

13.5.1 loT Security Best Practices

The same policies and methods that are used to secure
personal computers and corporate networks can also be
applied to securing IoT devices. The Online Trust Alliance
recommends the following as a baseline for securing IoT
devices within an enterprise network. These methods could
also be applied to consumer devices [14].
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¢ Place IoT Devices on a separate, firewalled network.

e Do NOT use devices with hard-coded passwords.

* Govern permissions to the devices.

¢ Disable unnecessary functionality.

¢ Cover/Block Cameras and Microphones.

e Verify that physical access to a device does not allow
for network intrusion.

* Disable automatic connections.

¢ Enable encryption where possible.

¢ Make sure that the controlling applications for IoT
devices are secure.

¢ Keep firmware up to date.

* Follow proper device lifecycle procedures.

13.5.2 Developing Industry Security
Standards

The growing prevalence of IoT and associated cyber-attacks
has prompted several organizations that control technology
standards to take notice. Due to the number of manufacturers
and different tiers of devices, there is a lack of standardized
security measures within the IoT market. Organizations like
Institute of Electrical and Electronics Engineers (IEEE)
and The National Institute of Standards and Technology
(NIST) control standards for various information technology
products from personal computers to telecommunications
systems. They, along with several other organizations, are
working to develop security standards for the growing IoT
device ecosystem. In February of 2018, the National Institute
of Standards and Technology (NIST) drafted a document
to introduce new standards in IoT device security. Titled
“Interagency Report on Status of International Cybersecurity
Standardization for the Internet of Things”, this document
aims to help policy makers and standards organizations de-
velop and standardize IoT components, systems and services
[12].

The full draft of the document can be found at: https://
csrc.nist.gov/CSRC/media/Publications/nistir/8200/draft/
documents/nistir§200-draft.pdf

13.5.3 Innovative Security Technologies

For decades, the username and password combination has
been the primary means of authentication to a device or a
network, but this authentication method has severe limita-
tions when it comes to security. The implementation of multi-
factor authentication has improved security for networks and
end users, but IoT devices still mainly rely on a humble user-
name and password combination for security. The inherent
insecurities with the username & password authentication
method have prompted the industry to develop other means
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to authenticate to and secure devices without having to use
a password. There are some innovative technologies being
developed that can be applied to IoT device security.

Context-Aware Authentication

Context-Aware Authentication is a means of security that
uses machine learning to constantly evaluate risks without
impacting a user’s experience [2]. Context-Aware authen-
tication works by constantly monitoring the resources that
a user is accessing to determine a level of confidence in
the user. If this authentication method detects potentially
malicious activity, more disruptive authentication methods
will be deployed to halt that activity. If the system detects
that a user’s behavior is within the norm, it will maintain the
existing user experience [4]. This method of authentication
will effectively halt any malicious activity and leave legiti-
mate users unaffected. This can be applied to both network
resources and IoT resources.

Physically Unclonable Functions

Physically Unclonable Functions (PUFs) are potentially
useful as a highly secure hardware-based authentication
method. A Physically Unclonable Function is defined as
“A challenge-response mechanism in which the mapping
between a challenge and the corresponding response is
dependent on the complex and variable nature of physical
material [1].” It works by taking advantage of the slight
differences in the internal hardware of a device. The concept
behind a PUF is that the slight variations in the construction
of a computer chip will generate a different response to
the same logical challenge, even if they are physically the
same type of part. For example, two different chips used
on a motherboard may have the same specifications and
form factor, but they will still generate a different response
due to how the variations in their physical construction
process the challenge. Each chip will generate a unique
response. This is accomplished by using variability-aware
circuits which detect these slight differences between
components [1]. Physically unclonable functions have
multiple applications for device security at the hardware
level. They can be used to generate cryptographic keys,
authenticate to devices and protect intellectual property.
PUFs are the machine equivalent to human biometrics

[1].

13.6 Conclusions

In my research, I have come to two main conclusions. The
first is that the threat surface posed by IoT devices is not
going to go away any time soon. These devices are becoming
more heavily integrated into consumer and enterprise prod-
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ucts and potential attackers will make consistent attempts
to take advantage of the vulnerabilities in these devices.
Secondly, the information technology industry is well aware
of the security threats inherent in these devices, but has
been very slow to implement security solutions on these
devices. If improved security measures on IoT devices are
not implemented, more threats such as Mirai are likely to
appear and launch increasingly larger DDoS attacks or more
devastating information leaks.

Allison Nixon from Flashpoint Security has proposed
that an Industry Security Association be created to publish
security standards that all members of that organization must
adhere to and are periodically audited against. Devices and
manufacturers that meet these standards would be promoted
with a seal of approval [10]. While no central body has
yet been created to handle this task, multiple standards
organizations are developing their own security policies to
test devices against. Over time, these disparate organizations
may work together to develop industry wide standards but
it is currently too soon to tell. These standards organizations
have only implemented these policies within the past 2 years.
They are notably late in addressing the issue, but they are at
least now getting to the point where they have a concrete plan
to address this threat.

Another barrier that is affecting the security of IoT devices
is the market for these devices. The majority of devices that
were ensnared by the Mirai Botnet are consumer devices.
Manufacturers of these consumer devices are much more in-
clined to make their devices easy to use and understand than
secure. As stated before, consumers generally prefer plug-
and-play devices over ones that would require significant
effort on their part to set up and use. The market for IoT de-
vices doesn’t create much of an incentive for manufacturers
to emphasize security on their devices. If a universal stan-
dards organization is created, they will be able to pressure
manufactures into emphasizing the security on their devices.
Until the nature of the IoT industry changes, following the
general best practices of information security can provide a
reasonable amount of protection against potential threats, but
the industry will need to go further to address the growing
threat of botnets and hacks against IoT devices. The creation
of industry wide standards and pressuring manufacturers to
emphasize security on their products is the most practical
way to counter this threat. Hardening the security capabilities
of consumer devices will make them less vulnerable to botnet
malware such as Mirai or hacking and eavesdropping attacks.
Manufacturers who produce IoT devices for Enterprise use
should work to develop new security technology such as
Adaptive Authentication and Physically Unclonable Func-
tions. This will address the threats that weak IoT security
poses to large enterprises while maintaining productivity and
a positive user experience.
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14.1 Introduction

Cyber-Security has become prevalent and important in to-
day’s society. According to Internet study, 1 in 3 Americans
become victims of a cyber-attack. According to USA Today,
last year, 15.4 million Americans were victims of Identity
fraud. In the last year, Equifax underwent a data breach
and 143 million Americans were victims. Information stolen
included credit card numbers and social security numbers.

Information Technology Project Management is the pro-
cess of developing an application by planning, designing,
executing and monitoring that application in order to meet
organizational needs. IT project managers use a process
or model called the System Development Life-Cycle or
Software Development Life-Cycle (SDLC).

There are a few different models of SDLC proposed and
used in IT industry. The two most popular ones are: Waterfall
and Agile.

The Waterfall model SDLC has a total of five to six phases
which are: Requirement gathering and analysis, design, de-
velopment/coding, testing, deployment, and maintenance.
On the contrary, the agile model uses an iterative spiral
SDLC and requires several iterations, called Sprints.

Regardless Waterfall or Agile, the SDLC is the process
IT project managers and teams use to develop a software.
However, conventionally security components are not incor-
porated into the SDLC process. It is when the software is
completed and at its operation then security is taken into
account. Hence, that leaves room for vulnerabilities and
room for hackers to attack the system. That is when the
Secure Software Development Life-Cycle comes in to fill the
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gap in recent development of Secure Software Development
Life Cycle (SSDLC).

SSDLC is usually the same process as SDLC and it also
has the same phases. But in this case, security is incorporated
in each phase of the SSDLC. The only problem is that
the SSDLC is not one size fits all. There are many new
approaches/models of SSDLC that have been proposed or
modified from existing SSDLC models and not all these
models can work for all types of IT projects because of the
different needs and specifications.

Most of the proposed SSDLC models are developed
with additional activities or components inserted in the its
corresponding SDLC. Some SSDLA were proposed primary
based on the Waterfall modes [2-5, 7, 10]. And others are
targeting on Agile model [1, 8] (Fig. 14.1).

It is best to find the most effective SSDLC that will
work for most or all IT projects. A basic waterfall-based
secure software Development Life-Cycle model is provided
below for reference of discussion. These are the necessary
components for an effective SSDLC.

14.2 Analysis of SSDLC Models

There are some comparisons of different SSDLC models
done by other researchers [6, 13, 14]. But these articles did
not perform actual comparison based any measurements or
used any criteria derived from the characteristics embedded
in the SSDLC models they compared. They simple listed the
SSDLC models and described the security related activities/-
components inserted into the original SDLC.

To perform the comparison of SSDLC models in more
technical depth, we need to look into the characteristics of
those popular models and select the common criteria from
the characteristics for comparison. To the end, we have to
firstly determine the SSDLC models we would to compare.
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Fig. 14.1 SSDLC reference model

The first model that was selected was Microsoft’s Trust-
worthy Computing Security Development Life-Cycle model.
The SDL (as Microsoft calls it) [8—10], was developed and
adapted by Microsoft Corporation in 2004 for its personal
use and as a way to prevent anymore vulnerabilities in their
developed applications. This model has a total of six phases:
Requirements, design, implementation, verification (which is
the testing phase), the release phase, and the support and
servicing phase. Most security components are the same
as the basic SSDLC, but Microsoft has a security Kick-
off meeting in the first phase, and the need to register with
Microsoft’s SWI (Secure Windows Initiative).

The second model was the Gary McGraw Touch-Point
Model [7]. This model was developed by Gary McGraw in
2004 and the highlights software security touch points which
is also known as best practices. It was later become “Building
Security In” and was adopted by some organizations, such as
the Software Engineering Institute (SEI). This model has 6
phases: Requirements and use case, Architecture and design,
Test plans, code, Tests and Test results, and Feedback from
the field. The security components are more or less the same
but the difference is that the Touch Point model is a waterfall
and an agile development model combined to make one
model.

The third model that was identified was the Software
Engineering Institute (SEI) Team Software Process (TSP)
for Secure Software Development [12]. This SSDLC was de-
veloped by SEI. The software engineering Institute, like any
other company or person, developed this model to decrease
the likelihood of appearances of vulnerabilities in developed

* Final security

professional and analysis

applications. This model has only four phases which is not
the same for the basic SSDLC model. It has a requirement,
design, implementation, and testing phase but no operation
and deployment phase. Organizational policies, management
oversight, resources and training, project planning, project
tracking, risk management, measurement and feedback are
incorporated into all of the phases.

The last model that was identified was the SSDLC model
developed by Abhinav Rastogi and Russell L. Jones [3].
This model has a total of five phases: Design, development,
Testing, Operation and Maintenance, and the disposal phase.
There are few differences in this model. This model has no
requirement phase, but the requirement gathering and work-
shops are done in the design phase. Training is not done until
the operation and maintenance phase but it is ongoing even
after the process. Certification is required and at the end there
is a disposal phases that focuses on if or when the program
is being disposed of, moved, remodeled, or archiving. This
last phase is a plus because there are security protocols and
components that need to be added when disposing of, the
redeveloping of or moving the software.

14.3 Analysis of Characteristics
and Assessment Criteria

To perform the comparison for the four models of SSDLC,
we started with studying each model and observing sig-
nificant characteristics from each individual one. Once all
information was collected after studied all the models, we
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were able to identify some characteristics that all models or
some of them have in common.

Based on those similar characteristics that concluded
from the study of the four models, we have developed four
sets of criteria: Focus area of Application, Implementation
of model, security Implementations and Enhancement, and
Security training and Staffing.

14.3.1 Focus Areas of Application

This group focuses on the area of the application or the
software so whether it is agile or waterfall or if it is more
specific to a sector, or if it contains all phases.

The first criterion is that the model has to be either
Waterfall or Agile. When a model is a Waterfall model that is
indication that the project is going to last 6 months to 2 years.
When a SSDLC model is an agile model that is an indication
that the project will take the most a month to complete. A
SSDLC or an SDLC model for that matter would not be
as effective if both Waterfall and Agile were combined. So
as of now, the SSDLC model is more effective when it is
either Waterfall or Agile. The measure of this criterion using
a binary measurement which was yes or no. In this criterion,
it determines if the SSDLC models would work well in a
Waterfall approach, Agile approach, or both.

The second criterion in this group is that the model has
to be universal for most organization. For this criterion an
1-5 scale measurement is applied: 1 being specific and 5
being general for public use. The purpose of this model is
to find a model that is most effective for the use of most or
all Information Technology projects.

The third criterion in this group is that the SSDLC has
to contain all the phases that are required in the SSDLC
model. The phases include: Analysis/requirement phase,
design phase, development phase, assurance (SQA, SSA)
phase, and deployment and operation phase. This criterion
had a scaling measurement that was either yes or no. All
phases must be included according to the reference model
that was provided earlier in this study.

14.3.2 Implementation of Model

These set of criteria focuses on the implementation of the
model and how the implementation will affect the application
when it is being developed.

The first criterion is that the SSDLC model has to be
compatible with the development of the software. It means
that the model has to incorporate certain components that
will enhance and benefit the development of the software.
To that end, a percentage measurement for this criterion is
chosen. 100% being that the model is completely compatible

with the development of the software. Which means that
regular as well as security components are added into the
model and the model is able to bring fourth the functionality
and the security components in an effective manner. If the
model is at 75% compatibility, that means that the model
only satisfies only part of the regular function and security
function requirements. This could happen if the model does
not include all phases of the SSDLC or if one or more phases
are lacking security components If the model is at 50%
compatibility that means that only the regular components
are added but not the security components. If the model is at
49% or below, that means that it does not [perform neither
the regular or security requirements.

The second criterion is optional but necessary. A phase
that focuses on new or continued development. This phase
focuses on disposing the software, or developing a new
software entirely or moving the software to a new location.
The data involved with the software need to be protected
to avoid data breaches or vulnerabilities while disposing of,
changing the location of, or developing a new software from
the existing software.

The third criterion for this group of criteria is that the
preliminary/initiation phases have to be effective for the
development of the software. In the preliminary phase which
is mostly the requirement phase in SSDLC, the requirements
analysis for the software is performed, project managers,
security project managers and stakeholders are selected.
Security training takes place for the team involved with the
project as well. In a requirement phase, there can also be user
stories which are usually in agile development. User stories
are tasks that can be manipulated at a later time, even though
it was already completed, that gives the team the opportunity
to go back and change the user story or fix a problem that
occurred. This is usually in agile development because agile
development last a maximum of 1 month. This allows the
team to go back and redo a sprint (task in agile), add to it, or
correct it.

The measurements provided were highly effective, mod-
ernly effective, and not effective. A model’s requirement
phase is highly effective if it has both a requirement analysis
and a user story in a waterfall model, if it has training
(Security training, or a certification or coding lessons) for
the project team or workshops, if there are only user stories
in an agile model. Security requirements cannot be in an
agile model. If a model’s requirement phase is moderately
effective, it has a requirement analysis and a user story but no
training or workshop for the team involved with the project.
If the model’s requirement phase is ineffective, that means it
has a security requirement phase in an agile model, and there
is no training.

The last criterion requires a SSDLC model to have a
deployment/operation phase. At the end of the development
of the software, there needs to be security components and
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protocols in order release the software to users and monitor
and maintain it. The measurement provided for this criterion
was yes or no, yes if it has a deployment/operation phase, or
no if it does not have a deployment/operation phase.

14.3.3 Security Implementation
and Enhancements

This group focuses on the security components of the SDLC
which is the ground for SSDLC.

The first criterion for this group is that security testing has
to be done in at least two or more phase of the SSDLC. In the
SSDLC there are security components in all of the SSDLC
phases. Testing is usually done in the testing phase and
during implementation/development phases. This makes the
model more effective with its security components so that the
software will be less vulnerable to attack. The measurements
provided were: Yes, it it has two or more phases that does
testing, or no if it does not.

The last criterion for this group is that all phases have to
have a security component. That is the whole idea for the Se-
cure Software Development Life-Cycle model. Security has
to be emphasized throughput all phases to ensure in every-
thing that is being done in SSDLC will ensure the safety of
the software. The model is 100% effective if all phases have
a security component. And it is 50% effective if it does not.

14.3.4 Security Training and Staffing

This group focuses on whether there is security staff and how
difficult training is.

Security training is very essential for developing a model
for the safest software. Security training involves teaching
the team about vulnerabilities, secure coding, how to create

Table 14.1 Comparison Results from criteria 1-5

Criterion 2: has
to be Universal:

Scale of 2

Criterion 1: Agile,
Waterfall Or both

Waterfall: Yes
Agile: No
Both: No
Waterfall: Yes
Agile: Yes
Both: No
Waterfall: Yes
Agile: Yes
Both No
Waterfall: Yes
Agile: No
Both: No

SSDLC models

Microsoft
Touch Point Scale of 1
SEI Process

Scale of 2

Jones & Rastogi Scale of 3

S.R. Duclervil and J.-C. Liou

a threat model, security protocols, etc. This criterion is being
measured by its difficulty in a 1-10 scale. 1-3 is easy,
4-6 is moderate, and 7-10 is difficult. Security training
has to be easy and understandable. If a type of security
training requires a team member to get security certified, they
wouldn’t know what area to get it in. Security training has to
be specific and attainable.

The last criterion is that there needs to be a security staff
that is on top of all security aspect of the SSDLC and make
sure all security components are carried out successfully.
Implementing a security staff is the same thing as imple-
menting a staff/team for a regular System development life
Cycle. In SSDLC, a security project manager, stakeholder
and team (such as a tester and software engineer who is aware
of the cyber security field) has to be present. A yes or no
measurement is provided for this criterion.

14.4 Comparison of SSDLC Models
14.4.1 Comparison from Criteria

Based on information collected, As shown in the Table 14.1,
for the Focus Area of Application group of criteria, no model
as of now works for both waterfall and agile development. In
the second criteria, the more universal model is the Rastogi
and Jones model and Microsoft’s. In the third criteria, the
only mode that does not have all the phases required in the
SSDLC is the SEI model. The more effective model was the
Rastogi and Jones model, the second effective model was
Microsoft’s model.

For implementation and model group, SEI is at 75% com-
patibility because it does not have a deployment/operations
phase that has security components and protocols to protect
the software when it is released and being monitored. The
Gary McGraw Touch Point model is at 0% compatibility

Criterion 3 Group Criterion 4 Criterion 5: New or
Must have all phases Compatibility continued development
Yes 100% No

Yes 0% Yes

No 75% Yes

Yes 100% No
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Table 14.2 Comparison Results from criteria 6—11

Criterion 8 Is

Criterion 7: Security testing

Criterion 6: Has operation | done in more
Initiation phase |& maintenance |than one phase
SSDLC models | effective phase of the SSDLC?
Microsoft Highly effective | Yes Yes
Touch Point Ineffective Yes Yes
SEI Process Highly effective |No Yes
Jones & Rastogi | Highly effective | Yes Yes

because as of now, agile and waterfall development cannot
be combined. In the third criteria two models are the leading:
The Rastogi and Jones model has a phase that has new or
continued development, and the Touch Point model because
of the fact that it can work with agile development which
allows for continued development. SEI is the least effective
in this criterion because it is the only one that does not have a
deployment/operations phase. The more effective models in
this group of criteria are the Jones and Rastogi model and the
Microsoft model.

For the Security enhancements and implementation
group, As depicted in the Table 14.2, the more effective
models are the Jones and Rastogi model and Microsoft’s
model. Security testing is done in at least two of the phases
for all models. All models have security components in
each phase except the SEI model because it does not have a
deployment/operations phase which has security components
and protocols releasing and monitoring the software.

For the Security training and staff group of criteria, all
models have a security staff except for the Touch Point
model, the models that implemented an easy training were
Microsoft’s model and the SEI model. The Touch Point
model has no security training. In the Rastogi and Jones
model, what is involved in the security training is not spec-
ified and it is only implemented in the operations phase and
continues on after that. The most effective model in this
group is the Microsoft model and the SEI model.

14.4.2 Summary of the Comparison

Microsoft’s model is an effective model to use, however, it
was adapted by Microsoft Corporation and is not meant to
be used by the general public. In other terms, this model is
less effective for most or all IT projects.

The Gary McGraw is a model that has the potential to be
a waterfall model but not both agile and waterfall combined.
As of now we have not found a model that could work for
both waterfall and agile development. If this model were to
be used, considering the model leans more towards agile,
there would not be enough time to complete all the phases
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Criterion 10 Security
training (Basic and
specific) The difficulty

Criteron 11 Has to
have a security

Criterion 9 Security
is emphasized

throughout phases of | of implementing project manager and
the SSDLC model training. staff

100% All phases Scale of 2 Yes

100% All phases Scale of 10 No

75% all Phases Scale of 5 Yes

100% all phases Scale of 8: Yes

that is crucial to the successful development of the software
because agile development only takes at most a month while
waterfall could take 6 months up to 3 years. As of now,
a model like this is not effective for SSDLC development
yet alone being used by most organizations for software
development.

The SEI team process for Secure Software Development
has a great training process for the team members in the
requirement phase. However, this model does not have the
deployment and operation phase that contains components
and protocols for releasing the software to the public and
monitoring it to prevent any attacks. As of now, this model is
not as effective.

The model that is most effective is the SSDLC model
developed by Rastogi and Jones. It contains all of the phases
and meets most of the important criteria. It has an operation
and maintenance phase, it is universal enough for public use,
and the process model is compatible with the development
of the software. Although a requirements phase is not added,
the requirement gathering and workshops are added into the
design phase. Security training is not added until the Main-
tenance phase but it is ongoing even after the development
of the software. There is a disposal phase which is not in the
universal model but it does prove useful if the software needs
to be moved, redeveloped, or disposed of.

14.5 Conclusion

There are many Secure Software Development Life-Cycle
models available to the IT industry. Some of them are very
similar to each other. However, since most IT projects are
different in terms of sizes, operation objectives, as well as
the sectors of industry, the SSDLC model has to be general
enough to meet at least some of the criteria for an IT
organization’s software development.

This paper is only meant to compare existing popular
models and to identify which one is most effective for being
used for most or many IT projects and the one that would be
most effective in protecting a software from various attacks
and vulnerabilities.
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Since cyber-attacks are becoming more common and
more dangerous and unavoidable, it is important that our
software is protected, yet alone the process used to develop
our software.

14.6 Future Work

Considering the various software development models pro-
posed in the IT industry, the four SSDLC models used
for comparison in our study is not representing the whole
spectrum of the research. Our plan is to research more
models (such as Behavior Driven Development model) and
rebuild our criteria to bring forth an effective model for future
general public use.
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15.1 Introduction

Money laundering (ML) usually refers to such activity or
processes that deals with criminal proceeds to disguise their
illicit origin and make them look legit [1]. ML is considered
as a major crime in criminology, and is identified as one of
the top group crimes in today’s society [2], besides being,
frequently, a transnational crime that occurs in close relation
to other crimes, like illegal drug trading, terrorism, or arms
trafficking [3].

Criminal elements in today’s technology-driven society
use every means available at their disposal to launder the pro-
ceeds from their illegal activities. In response, international
community has made anti-money laundering (AML) efforts
are being made [4]. Usually, financial institutions use semi-
automated processes to flag suspicious ML transactions,
based on medians and predetermined standard irregularities
[5]. AML systems are pivotal and fundamentals to aid gov-
ernments and institutions to fight against ML.

In this context, is necessary to identify the best practices
to combat ML, the best techniques and opportunities to be
explored. It is needed to disseminate a culture of repression
to this kind of delict, which accompany, encourages and
finances the apparatus and investment of many other daily
delicts, presenting a dangerous threat to the society.

This article presents a Systematic Mapping that had as
objective to identify and systematize the approaches, tech-
niques and algorithms used to detect ML. With this purpose,
articles from important databases of CS were mapped.

This work was conducted during a scholarship supported by FAPITEC/-
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After answering the research questions it was identified
that the main techniques explored were supervised classifi-
cation techniques [1, 5-18] with 15 (28.3%) and clustering
[2,5,7,10,15,17,19-25] with 14 techniques (26.42%).

As for the characterization of the publications, the amount
oscillated a lot over the years, mostly because of the low
amounts of publications. In relation to the countries, China
was, by a large margin, the country with the most publica-
tions in the field. The peak of publications about the theme
was in 2010, the IEEE International Conference on Machine
Learning and Applications (ICMLA), the International Con-
ference on Machine Learning and Cybernetics (ICMLC) and
the IEEE International Conference on Data Mining Work-
shops (ICDMW) published the most papers. The conferences
dominated the publications landscape. Finally, two similar
papers from the same city, published by two different authors
were identified.

This paper is organized as follows: in Sect.15.2, the
literature works related to the theme of this systematic
mapping are presented; in Sect. 15.3, the method adopted in
this mapping is presented; in Sect. 15.4, the results of the
analysis are described; in Sect. 15.5, threats to validity are
presented; Finally, in Sect. 15.6, the conclusion is presented.

15.2 Related Works

Secondary studies related to our research were found. Ngai et
al. [26] presented a classification framework and a systematic
review on the application of data mining techniques in the
detection of financial fraud. D. Yue et al. [27], also presented
a generic framework for understanding and classifying dif-
ferent combinations of financial fraud detection techniques
and data mining algorithms. However, unlike the present
study, the work referred [26] and [27] were not just about
money laundering, this type of crime was only a subset of the
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financial fraud classified. In the systematic review conducted
by Ngai et al. [26], only one primary study dealing with
money laundering was found.

This paper distinguishes itself by treating and focusing
itself solemnly in money laundering, by not focusing solely
on data mining and by emphasizing the techniques of outlier
detection and time series. In addition, the present mapping
contemplates more recent studies.

15.3 Method

Some researchers have been working to establish stable
methods for applying the systematic review process in the
literature [28-31]. One of these methods is the Systematic
Mapping, which consists of a systematic protocol for search-
ing and selecting relevant studies in the literature, with the
objective of extracting information and mapping the results
to a specific research problem [28,29]. The present study was
based on the protocols proposed by Kitchenham et al. [28]
and Petersen et al. [29].

The choice of performing Systematic Mapping was justi-
fied by allowing the analysis of primary studies in a broader
way to answer the research questions, as well as collecting
evidence to guide future research.

15.3.1 Research Questions

The objective of this paper was to perform a Systematic
Mapping with the purpose of identifying and analyzing pri-
mary studies, to characterize the use of algorithms, methods
and techniques to detect evidence of money laundering. For
the research questions’ elaboration, initially, it was decided
to detail the approaches used for the detection of outliers
and time series. This approach was based on control papers
and the assumption that the problem of money laundering
produces data that favors the discovery of anomalies, since
the detection of suspicious activities can be seen as a outlier
detection problem [22]. In addition, time series are used in
the scope of several financial problems [32]. In this context,
the study intended to highlight the researches that used
these two techniques, while not failing to identify all the
others. Furthermore, it was intended to identify the current
panorama of the ML detection field, in order to guide future
research. Thus, the following questions were elaborated:

e Q1: What are the most commonly used computational
approaches and techniques as basis for money laundering
detection?

¢ Q2: What specific outlier discovery methods or algo-
rithms are used to identify transactions that may indicate
money laundering?

B. L. Kreutz Barroso et al.

¢ Q3: What specific time series analysis methods or algo-
rithms are used to identify transactions that may indicate
money laundering?

* Q4: Which countries have the highest number of research
published on this context?

* QS5: Which years have had the most publications in this
area?

* Q6: What are the main journals and conferences about the
subject?

¢ Q7: Which is the most popular publication venue?

15.3.2 Search Strategy

The following bases were used to execute the System-
atic Mapping: Scopus, IEEE and ACM. Download without
restriction was granted through the Capes journals portal
(https://www.periodicos.capes.gov.br). The Scopus base was
chose due its comprehensively collection of articles from
several databases: Science Direct, Springer and Elsevier are
among them [33]. To supplement the Scopus results the ACM
and IEEE bases were used. These databases are responsible
for publishing the major journals and conferences in the area
of CS.

Sources were selected through the keywords search ac-
cording to their availability on the internet. Only English
studies, works related to CS and articles published in con-
ferences, periodicals or book chapters were selected.

The advanced search refinement option was used in the
Scopus database to select only results within the field of
CS whose language were English. Also, results referring to
conference recapitulations and notes were excluded. In the
other bases no refinement was made.

The search string used, generated with the keywords, was:

((“money laundering” OR “capital laundering”’) AND
(“}data mining” OR ‘“data analytics” OR *“‘outlier” OR
“forecasting” OR “‘time series” OR ‘big data” OR
“business intelligence” OR “data science” OR ““artificial
intelligence” OR “machine learning”’))

With the search conducted during August — November of
2017, 86 unique results were returned by the search strings.
After this stage, the papers selection was started, which will
be detailed below.

15.3.3 Selection Criteria

In order to filter the relevant papers to this Systematic Map-
ping, the inclusion and exclusion criteria were established.
The study used the following inclusion criteria:

e The result should contain the theme of this study in the
title, abstract or keywords;
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e The result needs to explore an algorithm, technique,
mechanism or approach for money laundering detection.

To confirm the inclusion criteria, the abstract and intro-
duction of each paper were analyzed.

In parallel, the articles were analyzed according to the
exclusion criteria. The exclusion criteria described below
was also applied to them:

* Papers that do not belong to the field of CS;

e Secondary studies, as they deal with
approaches;

* Papers that were unavailable;

* Ongoing studies.

third-party

After the inclusion and exclusion criteria were applied,
the relevance of the studies were evaluated. Among the
86 unique papers found, 35 were selected to compose the
primary studies. As 2 of these 35 articles [34, 35] were
considerably similar but had distinct authors, it was decided
to count the two articles as one to avoid noise caused by
the duplication of one of the studies, totaling, in the end,
34 primary studies. Therefore, when one of these articles is
referred in this paper it means both are being referenced.
Nevertheless, it is not the aim of this study to prove that
there was any unethical behaviour or violation, further inves-
tigation, perhaps by IEEE and Springer, would be necessary,
as they could contact the authors and give them the right to
defend themselves if they judge there was any misconduct.

The chart in the Fig. 15.1 shows the amount of articles by
scientific repository after the application of the selection cri-
teria. Although, IEEE, ACM are under the Scopus umbrella,
the papers counted as Scopus were the ones found in other
bases.

25
20 |

15 |

ACM

IEEE Scopus

Fig. 15.1 Aurticles selected by base

15.4 Discussion

In this section, we present the analysis results of the primary
studies, answering the research questions presented earlier.

In the chart displayed in Fig. 15.2, is presented the char-
acterization of the main approaches found for Q1. The
most relevant the techniques were supervised classification
techniques [1,5-18] with 15 instances (28.3%), followed by
the ones based on clustering [2, 5,7, 10, 15, 17, 19-25] with
14 (26.42%) of the main techniques from the papers. Outlier
detection techniques [21, 22, 34, 36, 37] had 7 (13.21%),
while association rules techniques [5,24,38] had 6 algorithms
(11.32%). Time series analysis [2,32,39,40] is the next with
4 (7.55%). Graph mining [41, 42], optimization algorithms
[1,36] and heuristics [7,23] had 2 (3.77%) each. Finally, the
paper that used a rule-based expert system did not disclose
the specific algorithm used [10], representing 1 instance
(1.89%).

Among the primary studies, 5 proposed the use of intel-
ligent agents [4,5, 13,43, 44], but only 2 of them specified
the techniques implemented: clusters, supervised classifiers
and association rules [5], and supervised classifiers [13]. The
others didn’t go into the algorithm details.

Supervised classification builds up and utilizes a model
to predict the categorical labels of unknown objects to dis-
tinguish between objects of different classes [26,45]. Amid
the supervised classifiers, decision trees had the most occur-
rences (7 out of 15, 46.66%), followed by neural networks
(4 out of 15, 26.66%) and SVM (3 out of 15, 20%). The
drawback of supervised classifiers is that they need labeled
data to be trained and the process of labeling data when
dealing with big data sets may be exhaustive.

Clustering is used to divide objects into conceptually
meaningful groups (clusters), with the objects in a group be-

W Supervised Classification
B Clustering
¥ Qutlier Detection
B Association Rule
B Time Series Analysis
® Otimization
Graph Mining
Heuristic

Rule-Based Expert system
(specific technique not disclosed)

Characterization

Fig. 15.2
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ing similar to one another but very dissimilar to the objects in
other groups. Clustering is also known as data segmentation
or partitioning and is regarded as a variant of unsupervised
classification [26, 45, 46]. Clusters prominent use is due to
their ability find meaningful structures in the data set. Some
studies didn’t specify the clustering algorithm implemented,
using terms as: “centre-based clustering algorithm”, “propri-
etary clustering algorithm” and “modified algorithm”, but in
the ones that did, K-Means was the most popular with 3
instances in 14 (21.42%), followed by Improved Minimum
Spanning Tree clustering Algorithm, DBSCAN, CLOPE,
EM and CBLOF with 1 instance each (7.42%). The other
clustering techniques were not specified.

The answer to Q2 is presented in Table 15.1. Anomaly
detection can identify unexpected activity in the regular data-
flow [47]. Outlier detection is employed to measure the
“distance” between data objects to detect those objects that
are grossly different from or inconsistent with the remaining
data set [26,45]. In this table, the outlier detection techniques
were elucidated. The 7 outlier detection algorithms identified
are: Cross Dataset Outlier Detection Model, Dissimilarity
Metric, Isolation Forest, One class SVM, Gaussian Mixture
Model, Hidden Markov Model and Local Outlier Factor. All
algorithms had only one instance in the papers.

The response to Q3 is presented in Table 15.2. Time
series analysis comprises methods for analyzing a sequence
of data points, measured typically at successive time spaced
uniform intervals, in order to extract meaningful statistics
and other characteristics of the data [48]. Time series analysis
algorithms that were presented are further detailed in this
table. All algorithms, methods or techniques for time series
analysis were found only once, being: Time variant behav-
ioral pattern, Sequence Matching Based Algorithm, Scan

Table 15.1 Algorithms and techniques (time series)

Time series technique Reference
Time variant behavioral pattern [39]
Sequence matching based algorithm [32]

Scan statistics based method [40]
Correlation analysis along timeline 2]

Table 15.2 Algorithms and techniques

Outilier detection technique Reference
Dissimilarity metric [21]
Cross dataset outlier detection model [34]
Isolation forest [37]

One class SVM [37]
Gaussian mixture model [37]
Hidden Markov model [36]
Local outlier factor [22]
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The answer to Q4 is shown in Fig. 15.3. The amount of
papers per country was counted using the affiliation of the
authors as parameter, if the authors were affiliated to insti-
tutes from different countries both countries were counted.
China leads the number of publications, with a total of 17
papers. Australia, Poland, United States, India and Ireland
appear next, with 2 publications each. The other countries,
Brazil, Hong Kong, Portugal and Vietnam, United Kingdom,
Malaysia, Canada and Luxembourg have 1 publication each.

China’s leadership may be due to government policy
changes in relation to the financial system, which began in
1976, when it was virtually non-existent and improved in
the following decades with the increased role of independent
financial activity [49], perhaps Chinese government may be
more eager to fund researches on this topic. Another more
obvious hypothesis, in this context, is that China may simply
have a larger number of researchers working on data mining
and artificial intelligence applications than other countries.

The answer to QS5 is presented in Fig. 15.4, in which it
can be observed that the year with the highest number of
publications was 2010, with 6 papers. In 2009, 5 papers
were published and in 2014, 4. The oldest publication on the
subject dates back to 2003. There have been an year in which
no paper was published: 2013. It is notorious the scarcity of
publications on the field and the oscillations over the years.
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In the above chart, Fig. 15.4, the distribution of publica-
tions per venue of publication can also be observed. The only
publication whose primary source was a book chapter, oc-
curred in the year in which the number of publications from
conferences was higher, 2010. The conferences accounted
for the largest number of publications in almost every year,
except in 2014, year in which the peak of publications in
journals occurred and tied the number of publications from
conferences in that year.

The answer to Q6 is that the ICMLA, ICMLC, ICDMW
were the main conference identified with each one being
the source of 2 publications. All other publications from
conferences were originated from different sources. The
journals were the source of 1 paper each: Expert Systems
with Applications, IEEE Intelligent Systems, International
Journal of Security and Applications and Journal of Theo-
retical and Applied Information Technology.

The low absolute number of papers published in the
main conferences identified indicates that others can catch
up to them in the near future. It also indicates that there
may be a lack of conferences dedicated exclusively to fraud
detection techniques in general, probably because the highly
specificity of the field.

Finally, the answer to Q7 is shown in Fig. 15.5, showing
that the most popular venue to publish papers on this topic
are conferences. This pattern is not surprising, since the most
accessible medium for scientific publications are known as
conferences. For example, over 100,000 conference events
worldwide are indexed in the Scopus database, whilst only
nearly 22,000 journals are indexed [33]. Surprising is the
low absolute number of publications found in journals, which
may denote that papers published at conferences have not
been sufficiently worthy for their extension in journals, that
is, they may not have been of sufficient quality. In addition,
one possibility is that the results were not instigating enough
for the deepening and continuity of the studies.

Proceedings 29
Journals 4

Book Chapter | 1
o 5 10 15 20 25 a0 35
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15.5 Threats to Validity

Construction Validity The search string may not cover the
whole money laundering detection area. To mitigate this
threat, we sought to construct the most comprehensive string
possible utilizing a control paper and the opinion of one
of the three researchers, a member of government staff that
investigates Money Laundering.

Internal validity: (Data extraction) Researchers were re-
sponsible for extracting and classifying the main algorithms
of each publication, biases or data extraction problems can
threaten the validity of data characterization; (Selection
Bias): Some papers may have been categorized incorrectly
as the articles were included or excluded in the systematic
mapping according to the researchers’ judgment.

To mitigate these threats, selection and extraction reviews
were made by all three researchers involved, with a final vote
on disagreements.

External Validity Although Scopus is the largest database
of scientific literature, with over 60 million records and
21,500 journals [33], it’s impossible to state that the results
of this systematic mapping covered all of CS. Nevertheless,
this study presented evidence of the main techniques used
and gaps to be explored, serving as a guide for future works
in this line.

15.6 Conclusion

In this work, a systematic mapping was carried out, aiming
to identify scientific papers related to the analysis and eval-
uation of algorithms, methods and techniques in the field of
CS, to detect and combat ML. Since no other similar work
of Mapping or Systematic Review specifically about ML has
been found, we assumed that this is the first work of this type
in this specific area of academic scientific knowledge.

This mapping was conducted following the research pro-
tocol and selection of studies presented in Sect. 15.2. With
this method, data from 34 primary studies was extracted and
analyzed, identifying trends in this area.

As results, it was identified that the most relevant tech-
niques identified were supervised classifiers, firstly, and
clusters, secondly. Between the former, decision trees (first),
neural network and SVM were the most used algorithms
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and, amid the clusters, K-Means, first of all, followed by
Improved Minimum Spanning Tree clustering Algorithm,
DBSCAN, CLOPE, EM and CBLOF were the main ones
((QD).

There was no repetition between the algorithms used for
Outlier detection and Time series analysis, which indicates
that there is no consolidate approach for both. Thus, all
algorithms classified as Outlier detection and Time series
analysis in the studies were highlighted (Q2, Q3).

In the global scenario, China stands out firstly, followed
by Poland, Australia, Ireland, India and the United States,
all in second place, as the countries that have published the
most papers, presenting, respectively, 17, 2, 2, 2, 2 and 2
publications each (Q4).

Over the years, the number of publications fluctuates a lot,
the oldest publication dates back to 2003. The year with the
most publications was 2010, when 4 papers were published.
It is notorious the scarcity of publications in this field of
research (Q5).

The ICMLA, ICMLC and ICDMW were the main con-
ferences identified, each one publishing 2 of the primary
studies, while the main journals had one publication each.
In this case, the low absolute number of papers published
indicates that other journals and conferences can challenge
their spot in the near future (Q6).

Finally, the most popular venue for publications on the
topic are conferences, as expected, as the number of con-
ferences indexed in the databases used is greater than the
number of scientific journals (Q7)

Besides the apparent need to deepen the researches in
the discussed area, the results found in this work map the
state of the art of detecting transactions suspicious of money
laundering, making it clear that it is an area of interest
for researchers around the world and it has great growth
potential.

We believe that this work is relevant to the academy,
governments and the community at large, presenting them
with trends in the detection of money laundering. In addition,
it can offer yet another approach in the search for the best
solutions to the current scenario and to combat the threat of
organized crime against society.
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16.1 Introduction

Travelling or renting a property through applications like
Airbnb or other similar services might bring some discomfort
to the parties involved. The key exchanging process between
host and guest is problematic because generally, they need
to meet for that. The meeting time might be a problem. The
property owner might be working or the guest arrival might
be in the early morning. The host must be present in the
rented property’s city or depend on a trusted third party to
deliver the keys. Besides that, the guest might lose the keys
or not give them back in worst cases [1,2].

These problems bring risks for both hosts and future
guests. They both can have their belongings stolen or even
their lives put at risk, especially in areas with big touristic
activities [3]. There are many reports of guests that were
assaulted inside the property [4, 5], or even hosts whose be-
longings were stolen by guests [6] who copied the property’s
keys. Another problem is the need to control the entrance
of employees, cleaning service for example, in the property.
Eventually, these service providers might be ill intended and
steal the guests [7-9]. In such specific cases, controlling who
enters, spent time in the property e leaving time is essential
to minimize these presented risks.

Therefore, the research problem addressed in this article:
How to guarantee the safety for host and guest in accessing
shared physical environments?

Many electronic and computational solutions are already
available to address the problems mentioned earlier. How-
ever, a great part of them can be easily hacked by computer
specialists. Therefore, there is a need for searching for a
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solution that increases the security of this kind of access
systems.

For that matter, the last years were marked by the
popularization of systems based on blockchain technology.
Blockchain is a decentralized managing technology, the
base of any cryptocurrency, responsible for issuing and
transferring of money between its users [10]. It’s a
continuously growing record of transactions between users
confirmed by the participating nodes of the blockchain
network, available to all, and controlled and owned by
no one [10, 11]. The advantage of blockchain is that this
record can’t be modified neither deleted once the data of the
transactions have been confirmed by all nodes in the network
[12]. By this means the blockchain is known for its data
integrity and security, which extend its use for other services
and applications [10] other than money transaction between
users.

Thus, this work proposes the development of an electronic
lock controlled by smart contracts registered in the Ethereum
blockchain platform.

This work aims at presenting the developed solution.
The following characteristics were evaluated: (i) convenience
and (ii) security for both guest and host brought by using
smartphones for unlocking electronic locks aggregating the
security offered by the Ethereum blockchain platform.

16.2 Blockchain Technology

16.2.1 Blockchain

Blockchain, a term that has been gaining much more atten-
tion since it first appeared in 2008 with Bitcoin [13]. It’s a
technology that allows the public, distributed, encrypted and
unalterable record of the transactions of any cryptocurrency
[14]. It uses the proof-of-work method to maintain the system
in sync [15].
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It’s public because any computer can access the
blockchain network [15, 16]. It’s decentralized because all
the participating nodes of the network, the miners, have a
copy of that record [10, 11, 15, 16]. No trusted intermediary
organization is needed to manage it [10, 11, 15, 16] which
allows the users to transact money directly between each
other. So there isn’t a central database to be hacked and
compromise the data integrity [16].

Cryptographic because of two reasons. First, the trans-
actions must be verified to guarantee that the user sending
money owns it [15]. Finally, in the way that transactions are
added to blocks that are chained with each other by the proof-
of-work process [10, 15].

Proof-of-work is the mechanism in which the miners
compete with each other to solve a cryptographic puzzle in
exchange of payment in cryptocurrency tokens. This process
involves the combination of four variables: timestamp, the
hash of the transactions, the identity of the previous block
and a nonce. This nonce is an arbitrary number than when
combined with the other three by a hash function dictates the
process difficulty. Through this mechanism, the participating
nodes get in the consensus of which new block is going to be
chained [17]. As information of past blocks are used none of
them can be altered without altering the information of those
that follow [10, 15].

The strong aspects of blockchain are: (i) the data integrity
and (ii) security. When added together they become attractive
to other services and applications that go beyond money
transaction [10].

Thereby, there are blockchains alternatives other than Bit-
coin where the focus isn’t in the currency. They implement a
platform for smart contracts, records and other applications
[18]. They can be used for public and private records, digital
identity, and physical and intangible asset registration [11].
For example, to protect an idea, instead of patenting it, it
could be coded in blockchain for future proof.

Zhao et al. [19] indicates many other applications to the
blockchain technology, among them, are: (i) private data
protection systems, (ii) more transparent voting systems, (iii)
product tracking systems in the supply chain, and much
more.

The blockchain functionality can revolutionize many ar-
eas like finances, accounting, managing, law, politics, and
government [11, 18, 19] and many more.

16.2.2 Ethereum

Considering the existence of other cryptocurrencies, with
more dynamic properties compared with Bitcoin, it was
chosen to work with the Ethereum token. It was selected
because it allows not only the electronic transfer of assets,
from one person to another, but does this in an automatic
manner through smart contract execution.

M. X. Zaparoli et al.

Ethereum is the second largest blockchain network and
the fastest growing one [16]. Each node runs the Ethereum
Virtual Machine (EVM), where applications, called smart
contracts, are built and can be accessed globally [15]. These
applications are executed exactly as they were programmed,
with no censorship, fraud or third party intervention
[16].

It has its own cryptocurrency called ether which is neces-
sary to pay for the contract’s execution [18]. These contracts
are developed using Solidity programming language [20].
The platform has a big developer community working in
decentralized applications development and in the system
scalability [21].

16.2.3 Smart Contract

In its traditional form, a contract is an agreement between
two people or organizations, or a legal document that ex-
plains the details of this agreement [22]. Each of the parties
involved acquiring rights and duties relative to the other party
[23].

Smart contracts also settle agreements between two or
more parties the same way that traditional contracts do but
do so in an automated and decentralized manner, forcing the
execution of the contract’s terms without fraud and third-
party intervention [11, 16]. All of this eliminating the need
for trust between parties [11].

According to Nick Szabo [24], the smart contract
objective is to satisfy the contractual terms, minimize
exceptions both accidental and malicious and eliminate
the need of a trusted third party, thus minimizing the
costs.

Essentially a smart contract is an algorithm that is exe-
cuted on all the participating nodes of a blockchain platform
[11,20,25]. They are capable of storing data, receive and send
payments with cryptocurrencies and store them [11].

16.2.4 Smart Property

Smart property is a term first introduced by Nick Szabo [25],
which he defines as it’s an extension on the smart contract
to property. Smart property can be created embedding smart
contracts in physical objects.

The general concept is to transact any kind of property
in blockchain models [11]. A property coded in blockchain
may have its ownership or access controlled by smart con-
tracts subjective to existing law [11, 13,26], in an efficient,
automatic and decentralized way [26]. This is applicable for
any kind of asset: physical (homes, vehicles, bicycles, and
others) or intangible (ideas, votes, health information, and
others) [11].
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16.3 Methodology

In the proposed solution the guest choose a property, makes
a reservation and access the property using an application
on his smartphone. The lock is controlled by a Raspberry
Pi 3 B+ that communicates with the Android application
using a data transfer protocol through sound called Chirp.io
operating in ultrasonic mode.

The guest approaches his smartphone’s speakers to the
microphone connected to the single-board computer and
transmits his credentials. With this information, the Rasp-
berry Pi access the project’s server database and identifies
which smart contract it should communicate with. Verifying
the data exchanged in this communication the solenoid lock
is activated and unlocks the door.

16.3.1 Literature Review

A research based on systematic review [27] was conducted
in this work to identify researches and applications related to
blockchain and smart contracts employment. The objective
was to evaluate the current market and academic contexts.

Among the identified researches it’s worth mentioning
[28] that studied blockchain usage in vehicle insurance. To
achieve this, smart contracts were used to record vehicle
historical information, paths taken by it and driver behavior
to create insurance quotes. Alexander Masluk and Mikhail
Gofman [29] also proposed an accounting mechanism for
personal data collection, retention, and exchange.

Analyzing other works and applications, one proposed a
smart property implementation. In it, a physical asset access
control system was implemented using a Raspberry Pi [30].
This control was achieved through a Bitcoin cryptocurrency
token tracking. The access control and property ownership
could be sold transferring this specific token from seller to
buyer.

The development of an electronic lock controlled by smart
contracts would allow its usage in many sectors involving
asset rental, from physical locations to vehicles using the
smart property characteristics of the currency.

16.3.2 Project Proposal

Application Proposal/Business Model

The purpose of this work was to develop an electronic
lock controlled by smart contracts recorded in the Ethe-
reum blockchain platform. The objective was to provide
convenience and security for the AirBnB users or the hotel
sector.
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The business model proposal is described as follows:
The guest has to book the physical space he wants and
pay it through a web application. After that, the server
records information about the reservation on the database and
deploys a smart contract on the Ethereum blockchain.

The Raspberry Pi, the controller of every lock, queries
the smart contract to validate the guest’s credentials that he
presented using an application on his smartphone. Thus, the
property owner guarantees that his keys won’t be copied, the
guest guarantees that he will be the one with access to the
property during his reservation and eliminates the need for a
meeting to exchange keys for both of them or, in the case of
the hotel sector, eliminates the need for a check-in.

Prototype

The initial prototype was implemented using an Android
application, an electronic circuit to control the solenoid lock,
a Python script and a smart contract manually recorded in
the Ethereum blockchain platform. The application trans-
mits a hardcoded credential using a data transfer protocol
through sound called Chirp.io. This sound is captured by
the microphone connected in the Raspberry Pi. The Python
script decodes this credential and query the smart contract
and verifies if it matches the one recorded there. After
the credential verification, the lock’s electronic circuit is
activated by the Raspberry Pi and unlocks the door.

Architecture

The website was built using the Laravel PHP framework to
speed up the project’s entities CRUDs (Create-Read-Update-
Delete) using the MVC (Model-View-Con- troller) model,
bootstrap for the frontend and MySQL for the database. The
architecture overview is shown in Fig. 16.1.

Fig. 16.1 Project’s architecture
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1. Registration The project proposed in this work starts with
the guest’s registration in the project’s website with his
personal data. This registration is validated via email.

After the guest’s registration, the login is available
in the smartphone application. This application was de-
veloped natively on Android and uses the Chirp.io data
transfer protocol.

2. Reservation On the Reservation Menu, the guest chooses
a property and specifies the reservation period based on
the property availability and confirms the booking. The
reservation is then pending approval of the hotel manager
or the property owner.

3. Deployment After the reservation’s approval, the server is
responsible for the smart contract deployment and records
its address on the database. The smart contract, developed
with the Solidity programming language, also records
data related to the reservation.

4. Profile and reservations access Accessing the smart-
phone or the website the guest will have access about his
profile and reservations information. Choosing a reserva-
tion gives him the option of transmitting his credentials.

5. Identification In the booked hotel room or property,
the guest chooses to transmit his credentials using his
smartphone. These credentials are transmitted through
the smartphone speakers, captured by the microphone
connected to the Raspberry Pi and decoded by the
Chirp.io protocol.

6. Database query The Raspberry Pi queries the database
for the reservation and receives the smart contract address.

7. Smart Contract query With that address the smart
contract can be accessed and the credentials and date
can be verified. After this validation, the electronic circuit
of the lock is activated and the door is unlocked.

16.3.3 Implementation

Raspberry Pi

The communication of the application on the user’s smart-
phone with the Raspberry Pi was made using the Chirp.io
data transfer protocol through sound. Through this proto-
col, the user transfers his credentials using his smartphone
speakers and the Raspberry Pi captures them through the
connected microphone.

In the communication with the smart contract registered
on the Ethereum blockchain, the web3.py Python library was
used. Its API is derived from the Javascript web3.js API. To
configure this communication the smart contract address on
the blockchain, an HTTPProvider that connects the web3
with Ethereum and the smart contract Application Binary
Interface (ABI).

M. X. Zaparoli et al.

The electronic circuit that controls the lock is activated
using the general-purpose input/output (GPIO) pins of the
Raspberry Pi.

Server

The server was designed to support some independent ap-
plications them being: hosting the online booking system,
database and a communication middleware between Rasp-
berry Pi and the Ethereum blockchain.

The booking system is an application designed to record
users, properties and bookings data, being developed on the
Laravel framework. The communication with the blockchain
is achieved using the web3.js library. The objective of this
layer is to record data from the user’s bookings in order to
deploy the smart contracts on the blockchain so they can be
later used by the Raspberry Pi for access validation.

The Raspberry Pi uses the middleware supplied by the
server as a communication layer provided to centralize and
to better control the information that flows inside the system.
The middleware provides secure communication to exchange
smart contract’s information. It’s worth highlighting that
the access information aren’t recorded in the server but are
registered on the block- chain in a cryptographic way.

Smartphone App

The smartphone application was developed natively in An-
droid. It also uses the Chirp.io protocol to transfer the user’s
credentials and a MySQL connector to connect to the server’s
database.

The application is able to communicate with the database
and access data such as user’s profile, properties, and the
user’s bookings. He is also provided with the option of sub-
mitting his credentials to be able to access the property. The
Chirp.io protocol is used to encode credential’s information
and send it via sound through the smartphone’s speakers.

16.4 Conclusion

Using the blockchain in the development of an electronic
lock to control hotel rooms and properties made possible to
notice that smart contracts carry along the security and data
integrity characteristics of the block- chain.

When a smart contract is recorded on the blockchain its
data will stay there permanently due to its data integrity. So
the guest has the guarantee that he is going to be the only one
that can access the room or property during his reservation.

The hotel manager guarantees that the keys won’t be
copied ensuring that whoever was staying in that room
won’t be able to access it after the reservation period. This
guarantees that ill minded past guests won’t access it again
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and steal their belongings. With the lock, it’s also possible to
control the employee’s entrance and exits on rooms.

The applications of the system presented in this article
go beyond the ones described, with its rapid adaptation to
the implementation of smart property concept being possible
(definitive real estate transfer, vehicles, and other assets),
which access is made through some kind of electronic lock.
The advantage of this type of operation using the blockchain
technology is that they are carried out in a safe and fast
way without any banks, registry office, lawyers and other
middlemen, reducing the costs and time taken to the contract
implementation.

Using blockchain technology and smart contracts has
great potential to revolutionize nowadays existing business
models in many different information systems, due to its core
characteristics of security and data integrity.
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17.1 Introduction

In the recent years, biometrics data have achieved a rapid
growth as an identity authentication tool. Biometric au-
thentication considered a promising technology used across
multiple systems such as government, police station and
commercial application. Biometric-based authentication sys-
tem provides a reliable verification while overcoming some
concerns related to the traditional password-based system.
Among many biometric traits, a fingerprint is the most
popular traits that extensively studied for recognition purpose
[1]. The reason for the popularity is the strong uniqueness
since not likely to have two people share the same fingerprint
pattern. Another reason that the fingerprints have several
matching algorithms and many features can be used as
the authentication tool, which improves the accuracy and
enhances the performance of the recognition system [2].
However, fingerprint-based identification systems can be
very extensive in term of scalability and need many resources
for processing and storage [3].

Modern cloud-computing systems are the best solution
to provide scalability for big data such as fingerprint data.
Cloud computing has gained wide acceptance for individ-
uals as well as organizations in terms of the computation,
performance and storage. In spite of the advantages, there
are some concerns related to the privacy and security of
biometrics data in the cloud computing since it is not immune
to threats [4]. Due to the sensitivity of biometrics data, these
concerns have been raised especially when the biometrics
data compromised, they cannot be revoked and reissued like
PINs and passwords [5].
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In cloud computing, the sensitive data (i.e., Biometrics
data) will be stored on remote servers. Thus, the data will
be owned and operated by others and more than that will
be accessed through the Internet easily. In other words,
there is a high chance that the data will be compromised.
For this reason, confidentiality is one of the main concerns
in the cloud storage. Confidentiality in the cloud can be
compromised by insider attack (i.e., cloud service providers)
[6]. Since the biometric data stored in their plaintext form,
the owner of the cloud could sell or share the data for
unauthorized purposes [4]. On the other hand, there are some
systems use the encryption methods in order to achieved
confidentiality. Using encryption techniques may introduce
the risk of a brute-force attack [7]. Obviously, encryption
alone may not provide sufficient security.

In addition to the confidentiality issue in the cloud storage,
there is also the issue of availability [8]. The availability of
the cloud is important to allow the authorized user access and
use the system and the stored data from different locations at
any time. The availability issue occurs in cloud computing
system when the attacker uses all the available resources, to
make it impossible or difficult for legitimate users to use
them, which cause the denial of service attack [9]. Also,
cloud maintenance could increase the downtime and then
affect the availability [10].

On the other hand, biometric data itself can be vulnerable
to different attacks either doppelganger attack or biometric
dilemma [11]. These attacks destroy the value of biometric,
reduce the privacy and could lead to more security threats.
Another security concern occurs during the biometric match-
ing process, when the biometric data vulnerable to be hacked
by the man-in-the-middle attack to gain illegal access to
the data [12]. According to that, several schemes have been
proposed to overcome security issues and protect biometric
data.
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Template protection schemes [5, 13] was proposed to
study the problem of achieving the security in biometrics
system. Template protection method provides a variety of
schemes that address the security of biometric but still suf-
fering from some issues. First, there are some schemes that
store the biometrics templates in the plaintext format, which
expose the templates to different attacks. Second, some of
the other schemes use encryption technique to encode the
biometrics data in order to achieve the privacy [14]. However,
at the matching phase, the encoded template need to be
decrypted in order to match the data, which makes the system
vulnerable to the unauthorized attempts [14]. Finally, some
of the template protection approaches suffering from the
accuracy and performance issues [15, 16], which lead to
prevent many systems from using these approaches.

Regarding biometric applications, security is the key issue
that has a lot of remaining challenges. In this study, several
types of biometrics identification approach are reviewed.
In each biometric system, two phases process data: the
enrollment and matching phases. During enrollment, the
system takes the biological trait of each user and saves
it in the database as a gallery image to be used later for
identification purpose, along with the user ID. Later in the
matching phase, a new copy of the biological trait from the
user is captured, (i.e., a probe image), and compared with the
previous gallery images saved in the database to determine
if the two biological traits relate to the same person or not.
The main objective of this paper is to discuss security issues
with the biometric system. The existing reviewed solutions
are examined and analyzed.

The paper is organized as follows: Sect. 17.2 presents a
brief overview of the fingerprint matching algorithm steps.
Section 17.3 summarizes the common attacks and threats
that affect security of the biometric system. The proposed
security schemes are presented in Sect.17.4. The finding
and future direction are discussed in Sect. 17.5. Finally, the
conclusion is presented in Sect. 17.6.

17.2 Background on the Fingerprint
Identification

Fingerprint features used in the recognition system can be
categorized into three types: orientation ridge flow, minutiae
point, and ridge contour [17]. A minutiae-based structure is a
commonly used feature since the minutiae point has a unique
structure that makes each fingerprint image distinct from
others in the recognition system. In fact, the minutiae point
can be indicated by the ridge bifurcation or ridge ending [18].
To demonstrate, Fig. 17.1 depicts a bifurcation is the point
or area in which the ridge divides into two branches or parts
while a ridge ending is the point in where the ridge line is ter-
minated, the second image highlights the ridge ending with a

r -
Fig. 17.1 Minutiae point: ridge ending (circle); bifurcation (square)
(18]

circle and the bifurcation with a square. The orientation and
coordinate location of the ridge for all minutiae points need
to be extracted to match the fingerprints. To understand the
details of our proposed system, we must know the detailed
description of the NIST Bozorth matcher [18].

17.2.1 NIST Bozorth Matcher

The NIST Bozorth matcher [18] is a minutiae-based finger-
print matching algorithm. The natural form of the Bozorth
algorithm generates the minutiae point by a Minutiae Detec-
tion, or MINDTCT, algorithm [18]. A MINDTCT algorithm
locates the minutiae points and other details in the fingerprint
images. A MINDTCT algorithm takes the fingerprint image
from the sensor and extracts all minutiae in that image. After
that, a minutiae file is created for all the minutia points of the
fingerprint. For each minutia point, the algorithm assigns the
location of minutiae on the fingerprint image (x coordinate,
y coordinate), the orientation angle (6), and the quality (q).
An example of the minutia file is illustrated in Table 17.1.

After creating the minutia file for each fingerprint im-
age, the matching algorithm passes through three major
steps:

Table 17.1 Example of a minutiae file that contains all the minu-
tia points of a particular fingerprint. This minutiae file from FV
C2002Db2a [19]

Minutiae points| X coordinate| Y coordinate| Orientation angle/Quality
MP 1 48 86 5 19
MP 2 63 104 159 81
MP 3 85 37 56 89
MP 4 56 48 67 88
MP 5 35 178 180 39
MP 6 84 209 40 29
MP 7 71 72 135 21
MP n 198 132 86 79
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1. The algorithm constructs a pair table with the values (dkj,
B1,62, K, j, ij), as illustrated in Fig. 17.2. The system
takes each pair of minutia and generates an entry in the
pair table for them. Each pair table entry stores seven
elements of information: where the distance between the
minutiae pair (k, j) is di;, f1 and B; are the angles of each
minutiae with respect to the line between them, and 6 i is
the orientation of the line between the two minutiae points
[18]. The pair table stores the entries of the minutiae pair
according to the distance between the minutia pair (k, j)
from small to the large distance. The algorithm constructs
a pair table of the probe fingerprint (fingerprint image
being tested) and one table of each gallery fingerprint
(fingerprint images stored in a database) to be matched.

2. The algorithm constructs a match table, wherein the
algorithm compares each entry in the pair table of
probe against each entry in pair tables of all gallery.
The algorithm generates the match table for compatible
entries between the probe and the gallery in which the
distances and the angles between them are within a given
threshold, as shown in Fig. 17.3. Each row in the match
table includes one pair from a gallery pair table and
the corresponding pair from a probe pair table with the
difference in the angle between them. An example of
entries in the match table is illustrated in Table 17.2.

3. The algorithm creates links between nodes in the match
table by traversing the rows of the table to form clusters.

k
(X i)

Fig. 17.2 The distance between two minutia points (k, j) with (81, B2,
0k, ) angles on a fingerprint image [18]

Gallery
Probe Ad(P )G < Ty s

Fig. 17.3 The match between two fingerprints in the NIST algorithm
(18]

113

Table 17.2 Example of the entries in the match table. This match table
from FV C2002Db2a dataset [19]

Probe Probe Gallery | Gallery
A(O(Probe), | minutiae | minutiae | minutiae | minutiae
Rows |60(Gallery)) |indicesk |indicesj |indicesk |indices j
1 59 1 2 4 10
2 -25 1 4 5 9
3 —1 2 8 8 11
4 20 3 5 11 5
5 116 4 7 11
n —153 8 9 7 14

The algorithm uses these clusters to compute the final
score of matching to determine if both the gallery finger-
print image and the probe fingerprint image relate to the
same person [18].

17.3 Biometric Security Issues

Biometric systems have become a universal method since
use of the biometric traits increased, particularly for au-
thentication and security goals. This results in an increased
motivation for attacking and abusing the biometric data.
Boult et al. [11] reviews the threats that affect the value
of biometrics over a long-term in security applications. The
researchers discuss two type of threats: biometric dilemma
and doppelganger attack. In the biometric dilemma, the
attacker obtains the features set of the fingerprint from a
low security level of biometrics system to gain access to the
high security level of biometrics system by using the stolen
features. In a doppelganger attack, the attacker tries to detect
the closer match of the fingerprint in the biometric system
database to impersonate the people.

There are several reasons for biometric system vulnerabil-
ity, which can be classified as intrinsic failure and adversary
attack [5]. In intrinsic failures, there are two mistakes, known
as false reject and false accept, that occur when the biomet-
rics system makes an improper decision.

The falsely rejected decision happens to a legitimate
user and occurs when there is a large variation between
requested biometric feature and the stored template of the
user. The false accept occurs when there is an insufficiency
of distinction in the biometrics data, which causes substantial
similarity between many users in the biometric feature sets.
An adversary attack attempts to take advantage of the intrin-
sic failures of the system, trying to trick the biometric system
for personal interests [5].

A possible attack on the biometric system is presented
by Jain et al. [17]. This research categorizes the biometric
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system attacks into either insider or external attacks. The in-
sider attack occurs when the attack comes from the database
system owner for enrollment fraud, collusion, and coercion
the biometric data. External attacks are those such as an
obfuscation, Trojan horse, man-in-the-middle, or template
attack. The obfuscation attack occurs during the enrollment
operation by using fake biometric data. Trojan horse and
man-in-the-middle attack commonly occur through verifica-
tion and authentication in the matching process. The template
attack targets the template stored in the database system for
personal interests.

17.4 Secure Biometrics Data

Many approaches have been proposed to protect biometrics
data in both local storages and in the cloud. We review
a template protection scheme, encrypted biometrics data
scheme, and biometrics data in the cloud.

17.4.1 Biometric Template Protection

A biometrics template is generated from the biometric sam-
ple; the template should not reveal any biometric informa-
tion [13]. The security of the stored template is important
since the template contains very sensitive information that is
vulnerable to be stolen, which compromises user privacy as
well as system security. Therefore, many secure biometrics
schemes have been proposed to protect the template to
prevent any leakages. Most of these schemes categorized
into cancelable biometrics and biometrics cryptosystem [13].
In cancelable biometrics, the biometric templates can be
renewed and revoked, and are unique to every application,
much like a password. The cancelable approach further
categorizes into biometric salting and irreversible transfor-
mations [13]. The salting approach combines the biomet-
ric features along with the user-specific password. Jin et
al. [20] proposes a biometric salting approach called Bio-
Hashing. Bio-Hashing combines biometric features along
with random-number (token) to produce Bio-Codes. The
generated Bio-Code is stored in the database rather than the
original biometric. In the Bio-Hashing authentication, the
real users give the token and their original biometric data.
Moreover, a new Bio-Code can be generated by changing the
token for every new application or when the stored Bio-Code
intercepted. However, if the attacker can gain access to the
transformed template and steal the token, the attacker is then
able to generate a similar match of the original template. This
renders the security of the data susceptible to threats.

The irreversible transformation function is a one-way
function modulate the data into a new shape. A realiza-
tion of the irreversible transform function is presented by
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Tulyakov et al. [21]. In their proposed system, the biometric
information is corrupted by using symmetric hash functions.
The hash functions provide better security than the salt-
ing approach due to their one-way attribute as irreversible
functions. In addition, a new template can be generated by
changing the hash function in a case of disclosure. However,
the main drawback of the proposed system is the difficulty
of preserving and satisfying both the irreversibility and
accuracy of the system, which can be attributed to the fact
that, by using the hash functions, some information from the
original biometric possess is lost.

In the biometric cryptosystem, a key is associated with
the biometric data. The key is either bounded (key binding
schemes) or extracted (key generation schemes). The tem-
plate is constructed in such way that not much information
about the key and the biometric data is exposed [22]. Juels
et al. [23] proposes a key-binding biometric cryptosystem
called fuzzy vault. The fuzzy vault has been widely used
to protect stored templates in fingerprint matching system.
This system hides a secret key vault inside a large amount
of data. The secret vault is unlocked only when there is
another set of data that closely overlaps with the original
one. This approach provides adequate protection for stored
template, but, at the same time, the recognition accuracy is
very low with a GAR of 89%. Another key-binding scheme
approach is the Bipartite biotokens [24]. In this system, the
biometric data is transformed using some transform parame-
ters depending on the biometric data of the user. In addition,
the transformed data is folded with user password. The
system then embeds the secret key into generated biotokens.
This approach allows the secret key to release only when
the data matches. The method significantly enhances the
template security as compared to other systems. However,
in the current form, if the user has already forgotten the
password, the system requires the user to provide a new
biometric sample to revoke and reissue a new fingerprint
template. Additionally, the main limitations of the Bipartite
biotokens system are the scalability and the speed of the
matching algorithm since the system stores all the data at a
local storage. Moreover, the availability of the system is poor
and there is no guarantee of continuity in service to the user
if the local storage is compromised.

A widely known example of the key generation schemes
is a fuzzy extractor proposed by Juels et al. [15]. The
researchers propose a key generation scheme by introducing
two components: the fuzzy extractor and secure sketch. In
the enrollment process, fuzzy extractor uses the features
of biometric data to produce cryptographic key and public
parameters, which are stored in the database rather than the
template itself. While in the verification process, when a
query comes from the user is similar enough to the refer-
ences parameters stored in the database, the secure sketch
authenticates the user then retrieves the secret key stored in
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the database. The fuzzy extractor approach is very useful
in cryptographic applications since the secret key can be
generated with the user’s biometric template. On the other
side, the approach makes it easier to accept an attacker as
a legitimate user, as demonstrated with the obtained ratio
of FAR is 4.42% with GAR of 90.33%. Moreover, a recent
key generation technique based on the cloud computing is
proposed by Wu et al. [25] to improve the level of the
matching accuracy. The researchers develop a new bio key
generation algorithm called FVHS. A FVHS directly gener-
ates bio key sequences from finger vein samples using the
machine-learning system. In the authentication framework,
a unique sequence is obtained by combining the bio keys of
users and specific characteristics of cloud computing services
to provide identity authentication. The proposed system can
extract a finger vein bio-key with a GAR of more than 99.9%,
and the FAR is less than 0.8%. However, FVHS’s speed is
extremely slow.

17.4.2 Biometric in the Encrypted Domain

Biometric is sensitive data that must be protected regularly;
one common technique used to secure biometric systems
is encryption. Some approaches use the symmetric encryp-
tion techniques, such as the Advanced Encryption Stan-
dard algorithm, to store the encrypted form of biometric
data. However, in the matching process of this approach,
the biometric data must be decrypted first, which make it
susceptible to attacks during the authentication process [14].
On the other hand, other approaches use homomorphic en-
cryption [16,26]. Since the implementation of homomorphic
encryption is recent, only a few biometric systems that apply
homomorphic encryption have been proposed so far.

Barni et al. [26] presents a new fingerprint verification
system based on a Finger-Code. The Finger-Code is fixed
length representation of the fingerprints data. The encrypted
representation of the Finger-Code is constructed to produce
the related template of the client. The generated template
coming from the client is in encrypted form, while the
biometric template stored in the database server is in clear
form. To make it impossible for the server to misuse the
resulting matching values, the homomorphic cryptosystems
processes the matching operation in encrypted domain. How-
ever, the low accuracy of the recognition method based on the
Finger-code template is the main problem of the proposed
scheme. Therefore, the few security applications using the
Finger-Code system consider the system more suitable for
applications where the privacy of the data is more significant
than the accuracy of the system.

To satisfy both security and accuracy rate, a privacy-
preserving biometrics authentication scheme is proposed by
Torres et al. [16]. The proposed approach protects the privacy
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of biometric system using fully homomorphic encryption
method (FHE) [27]. In the enrollment process of FHE, the
image of the iris biometric from the user is processed as a
biometric template, then encrypted using FHE and stored in
the database with a corresponding user ID. In the authentica-
tion process, the encrypted biometric template, which comes
from the user, is examined against the encrypted biometrics
templates in the database to decide if the user is allowed
or rejected. The FHE approach can give a remarkable level
of privacy, since all the data going into the channels are
encrypted. The main limitations of FHE scheme are the size
of the ciphertext and the performance of the system.

Boult et al. [11] proposes cryptographic secure biotokens
to secure fingerprints system. This proposed scheme is a non-
invertible approach. In this approach, the system transforms
each biometric feature (v) by scaling and translation opera-
tion as in the equation:

V=@—1)xs (17.1)

After that, the result from Eq.(17.1) divides into integer
stable part (q) and residual part (r). The stable part (q)
encrypts and transforms by applying the public key technique
with the hash function. Then the encrypted part (w) and
residual part (r) are stored as the secure biometric template.
The results show that the proposed approach has the ability to
perform matching in the encrypted domain without affecting
the accuracy of the system. However, since there are many
parameters to be stored for each identity, this approach
requires a scalable storage. Otherwise, the performance of
the system may be affected.

17.4.3 Biometric in the Cloud Storage

According to the growth of biometric technology in recent
years, storing the biometrics data is rapidly rising in the cloud
rather than the local storage. Kohlwey et al. [28] presents a
cloud-based biometric system. In this system, the researchers
design a prototype for matching a combination of human
iris images. They also discuss the design considerations for
the next generation of the biometric system. Finally, they
present some underlying component that can operate in the
cloud environment, such as Apache Hadoop [29,30], Apache
ZooKeeper [31] and Apache HBase [32].

Another proposed framework for storing the biometrics
data in the cloud-computing is presented by Raghava et
al. [33]. The researchers use Apache Hadoop for an iris
recognition application. Hadoop can easily handle a large
amount of data on the cloud in parallel. The achieved results
show that the use of Hadoop could enhance the efficiency in
the cloud-computing. Cloud-ID-Screen is another approach
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proposed by Alsolami et al. [34,35] in which the fingerprint
features are split into smaller subsets, then spread over
multiple clouds at the same time using Hadoop. The system
provides privacy and security in the cloud by ensuring that no
individual cloud can store all the subsets of the fingerprint.
At the end, all these approaches can positively affect the
biometric data computation processes. However, since the
cloud store the biometrics data in a plaintext form, the two
approaches have some shortcomings in both privacy and
security.

17.5 Findings and Direction for Further
Research

Several research studies have contributed to secure biometric
systems and address different issues in the previous section.
However, there are some challenges and constraints that
need to be addressed further. In this section, we present our
findings with respect to the biometric system needs.

1. There is a need for finding a novel solution that simultane-
ously improves both the privacy and security of biometric
data.

2. There is a need for further research to examine the
conflict of interest between the owner of the biometric
system and user privacy. The organization focuses on
interoperability and the ability to share data across all
biometrics databases, which can potentially violate user
privacy.

3. There is a need for developing a biometric identification
system that covers all the security standards of smart
devices, especially with the growing number of smart
devices connected to the Internet.

The future direction of research is expected to integrate
the new security tools (i.e. blockchain) with the biometric
system to enhance the security of the system.

17.6 Conclusion

Security presents a significant challenge for biometric im-
plementations according to the increased use of biometric
technology in recent years. This paper presents the detailed
description of the fingerprint identification process. More-
over, the paper explains some security issues in the biometric
data. Therefore, this paper presents several mechanisms
used to protect biometric data with the different security
techniques that should take place at the different layers
such as template protection scheme, encryption mechanism,
and cloud approaches. Finally, several findings and potential
directions of research in biometric security are presented.

B. Alzahrani and F. Alsolami
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18.1 Introduction

The IoT consists of physical objects embedded with sensors,
software, cloud, and network connectivity of these objects to
store, exchange, process, and make decision of complex data.
In the smart city, the data generates from activities, events,
and other sources of making data (mostly from sensors)
for decision-making on a real-time basis. The other sources
of data may be traffic signals, smart devices, embedded
systems, and traffic. The data generated is in large volume,
continuous, and in high velocity. This type of data is called
big data in current technology.

The word big data was coined recently and became
famous due to its storage (beyond the size of the stan-
dard database), retrieval, analysis, and production of useful
results. It is an unstructured, vast volume, continuously
growing on a real-time basis, and challenging to process.
The technology changes influence the classification changes
of such data over a period. Therefore, its definition changes
time to time and organization to organization (challenging
to have a perfect description). Every organization has vested
interest in the classification of such unstructured data. As
the technology changed from computers to hand devices, the
processing became a big problem. Due to this reason, cloud
requirement exists. Cloud helps to take most of the storage of
large volume of data, complex computations, and generation
of customer output.

Cloud requirement for big data is due to its size, a different
type of data from multiple sources, the velocity of its flow
(incoming and outgoing), potential value if adequately clas-
sified and processed, and confidentiality. Cloud computing
is a paradigm with unlimited on-demand services. It can
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virtualize hardware and software resources, high processing
power, storage, and pay-per-usage. Moreover, it transfers
cost calculation responsibilities to the provider and mini-
mizes the great setup of computing facilities at small enter-
prises. It has negotiable natural resources and gets computing
power as required. The cloud services provide infrastruc-
ture as a service, software as a service, and platform as a
service.

Cloud computing delivers storing and processing of size-
able unstructured volume of continuously generated data,
resource availability, and fault tolerance through its various
hardware and software facilities. Many companies includ-
ing Nokia, redBus, Google, IBM, Amazon, and Microsoft
provide consumers to consume service on-demand. The big
business decided to migrate to the Hadoop Distributed File
System (HDFS) that integrates data into the same domain
and uses supplicated algorithms to get proper results for
its customers. The advantage of using Hadoop is cheaper
storage compared to traditional databases. Currently, HDFS
helps Nokia, redBus, Google, and other companies to fulfill
their needs. The facility helps these companies to concentrate
on their businesses rather than on technical details and
requirements.

Big data technology solves many problems irrespective of
volume, velocity, and source of generation. It is a constantly
changing technology, and many industries, customers, and
government agencies are involved in usage and managing.
Further, the data is in a cloud environment. Due to this
reason, we need to create security policies, access rights, and
secure storage and retrieval. Even though data is continu-
ously growing, controlling is required (means valuable data
need to be stored). Therefore, we need to enforce the data
governance policies like organizational practices, operational
practices, and relational practices.

Disaster recovery (in the case of dangerous accidents
including floods, earthquakes, fire, and accidental loss of
data) for valuable data is a requirement. The big corporations
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define a set of procedures for a disaster recovery plan to
restore the data. In addition to security policies, disaster
recovery is strongly recommended (fault-tolerant depends on
disaster recovery). The other problems include the secure
transfer of data to the cloud, incorporating high-performance
computing, and data management. Big data in the cloud
has many research and practical challenges. Storing the data
using an encryption technique takes extra time. Standardiza-
tion of procedures to minimize the impact of heterogeneous
data. Data governance, recovery plans, quality of services for
secure transfer of data, and petaflop computing are some of
the problems for implementation.

IoT generates a significant amount of complex data from
multiple sources and requires to process real-time basis
with defined policies and privacy requirement. There is
a need to represent high-level aggregating requests which
often involves inference techniques. This data needs various
controls, human intervention, and feedback. Also, there is
a need to identify the devices, customers, and their limits
(control level). The restrictions include the data access and
retrieval (inside the system model and hierarchical control).
Besides, the customer or connecting device must be trusted
to eliminate the malicious activity.

The successful deployment of complex data activity on
cloud requires building a business case with an appropriate
strategic plan to use the cloud. The project must develop
productivity, extract more significant value, continuous im-
provement, customer acquisition, satisfaction, loyalty, and
security. Assess suitable cloud environment (private or pub-
lic) and develop a technical approach. Next, address the
governance, privacy, security, risk, and accountability re-
quirements. Finally, deploy the operational environment. The
provider meets many challenges depending on the cloud data
environment. Security, cost factor, customer satisfaction, and
service reliability are central issues.

18.2 Literature Review

Storage, processing, and retrieval of big data in the cloud are
significant problems in current research. Pedro et al. [1] stud-
ied the overview of present and future issues. The document
discusses scalability and fault tolerance of various vendors
including Google, IBM, Nokia, and redBus. The authors
further considered the security, privacy, integrity, disaster
recovery, and fault-tolerant issues. The authors [2] discussed
the review of current service models, import concepts of
cloud computing, and processing of big data. Elmustafa and
Rashid [3] presented the survey issues of big data security in
cloud computing.

Linda et al. [4] showed the environmental examples of
big data use in government that includes Environmental
Protection Agency, Department of the Interior, Department
of Energy, and Postal Services. The study consists of the
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government open-access initiatives, the federal data center
consolidation initiative, and the enforcement of compliance
online. James [5] presented a roadmap to the success of
big data analytics and applications. The report discusses
the definition and description of unstructured data, relevant
use cases in the cloud, potential benefits, and challenges
associated with deploying in the cloud.

The impact of cloud computing on healthcare was studied
in [6]. The study includes on-demand access to computing
and large storage, supporting big data sets for electronic
health records, and ability to analyze and track the health
records. Alan [7] presented the environmental sustainability
of big data, barriers, and opportunities. It also includes new
opportunities for partnership-based collaboration, sustain-
ability to organizations to big data efforts, and emerging
business models.

Yan et al. [8] discussed the access control in cloud
computing. The paper contains the temporal access control
in cloud computing using encryption techniques. Yuhong et
al. [9] data confidentiality in cloud computing. The article
uses the trust-based evaluation encryption model. In this
model, the trust factor decides the access control of user
status. Young et al. [10] discussed the security issues in
cloud computing. The paper describes the access control
requirements, authentication, and ID management in the
cloud.

Ali and Erwin [11] reviewed security and privacy issues
on big data and cloud aspects. They concluded that cloud
data privacy and safety is based on the cloud provider.
They also discussed big data security challenges and cloud
security challenges. Their paper examines the security policy
management and big data infrastructure and programming
models. They did not suggest any particular model but
discussed all possible solutions for the security of big data
in the cloud. Marcos et al. [12] presented approaches and en-
vironments to carry out big data computing in the cloud. The
paper discusses the visualization and user interaction, model
building, and data management. Venkata et al. [13] examined
issues in a cloud environment for big data. The primary focus
is security problems and possible solutions. Further, they
discussed MapReduce and Apache environments in the cloud
and needed for the security.

Saranya and Kumar [14] addressed the security issues
associated with big data in a cloud environment. They sug-
gested few approaches for the complicated business environ-
ment. The paper discusses unstructured big data character-
istics, analytics, Hadoop architecture, and real-time big data
analytics. The authors did not present any particular model in
the article. They explained a few concepts related to security
in a cloud environment. Avodele et al. [15] presented issues
and challenges for deployments of big data in the cloud.
They suggested solutions that are relevant to organizations
to deploy the data in the cloud. The authors indicated the
importance of authentication controls and access controls.
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Security in IoT was discussed in [19-26]. The authors
conclude that IoT networks are hugely needed to ensure
confidentiality, authentication, access control, and integrity,
among others. The reason for immediate attention to security
is a dramatic increase in the number of connected devices.
These devices create technical problems such as attacks
with a broader scope of influence and attacks that last
longer. Therefore, immediate attention and procedures are
required to detect the hacker to avoid the damage to sensitive
information.

The remaining paper discusses the problem formulation
that leads to the authentication model in the cloud in Sect.
18.3, simulations in Sect. 18.4, and conclusions and future
work in Sect. 18.5.

18.3 Problem Formation

The security model involves the cloud customer data secu-
rity at storage, retrieval, transfer, processing, and updates
(insert, modify, delete). The security needs to set at the log
entry at user and cloud level. It also requires the automatic
validation of stored data status and verifies the trust level.
The framework of the proposed model includes the data
encryption, correctness, and processing. These three modes
depend upon the access rights of the user as discussed at the
beginning of the current section. For storage and retrieval
of data, the basic encryption techniques AES and RSA
and steganography model are sufficient. If the data requires
storage and processing, the recommendations in [16] may
be useful. The paper discussed the various techniques to
search cipher text and query isolation (avoid the untrusted
server). Controlled searching, dealing with variable word
lengths, searching encrypted index, and supporting hidden
search are part of the research. In this paper, the proposed
access control model with encrypted processing data is useful
to avoid untrusted provider and malicious users in the cloud.

The access control model for IoT of cloud storage incor-
porates the authentication of customer and its current access
level. The token identification (TID) is attached as soon as
the user log in into the system. To maintain the security
of data and its trust level, we have to define many control
parameters to the user access in the cloud. The current TID
model in Eq. (18.1) explains with seven parameters:

TID = UID, IID, MDT, TA, PA, LGE, SA (18.1)
where
UID  User identification and access rights
1ID Issue date
MDT Maximum date (expiration date)
TA Time of access
PA Place of access (current place and node ID)
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LGE Log entry (UID, IID, MDT, TA, PA, LGE)
SA Security alarm

The customer is an owner of the data or another customer.
In either case, the customer is a client with different access
rights. Once the customer log in into cloud network, the
authentication access token connects to the user account. The
token verifies the customer/user access limits and allows or
denies the appropriate file access. Further, the system does
the entries in customer/user and cloud log table for each at-
tempt of a user to a particular file with all details. The various
validation and verification check the modifications help to
find unauthorized access. The trustworthiness of provider or
customer/user can be calculated using the log values.

The trustworthiness of a customer/user can be calculated
using trust function in Eq. (18.2). For each entry of the
user, the weight “W” is assigned. The entry W;; means, ith
user and jth entry. Let Ng be the number of times the user
has right behavior, and Nb is the number of times of bad
behavior of the ith user. Multiply the user entry value with
weight “W” with right or wrong actions, and calculate the
trustworthiness of a customer/user. The trustworthiness 7; of
ith user/customer is calculated as follows:

Z Wl-,j*Ngj +x
L]

<Z Wiyj*Ngj + x) + (Z Wik Nby + y)
ik

i,j

T, = (18.2)

If T; the trust value is above the threshold, the cus-
tomer/user is considered as good; otherwise false alarm alerts
the owner. The user may be a customer, provider, or owner.
The weight varies between 0 and 1, and the number of times
the user accesses the data (or data files) will be 0-10. If
weight = 0, then x = 1; else x = 0. Similarly, if the number
of times = 0, then y value is 1; otherwise y = 0.

18.4 Simulations

The simulations on Eq. (18.2) were performed and provided
in Fig. 18.1a—c. The threshold value for legal (trusted) user
was fixed at 0.85 and above in the current situation. We
decide the login user is a hacker or trusted using the average
trust level. For example, if the threshold value is greater than
0.85 for an average of ten (10) attempts, then the user is
legal (assumption). The program was developed in MATLAB
language to create a graph for Eq. (18.2). Figure 18.1a—
presents the sample results. The random data generated for
each user and plotted the average of ten access values. Figure
18.1c shows that the user is malicious and messaged to
security manager as a hacker (trust level of user accesses
are below. 8). The user access values depend upon the
random values and the corresponding weights selected. If the
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Fig. 18.1 (a) Experimentl: Average of ten random accesses of a user to data by each user. (b) Experiment 2: Average of ten random accesses of
a user to data by each user (sample graphs). (¢) Experiment 3: Average of ten random accesses of a user to data by each user (sample graphs)

malicious user attempts the data, then the alarm signals to
the security manager using threshold values. The proposed
data is a random selected sample for the test calculation.
The complex calculation requires a real data (not provided)
since it has various parameters for each user logging and
processing the data.

18.5 Access Controls on Sensitive Data

Access to sensitive data cannot satisfy pure trustworthiness.
Along with trustworthiness, the procedure requires the user
access limits, day, time of the day, and log entry for val-
idation. The UID contains access rights and user ID issue
date, expiration date, time of access, and location of access
(depends upon sensitiveness of data). Once the user logs in
into the system, the cloud log and owner logs are entries
that are automatically registered. For hackers, only cloud log

entry appears. The various validation and verification checks
reveal the hacking. The token ID parameters in Eq. (18.1) are
used in objective function G.
G ={N,A,D,U} (18.3)
The objective function G replaces TID, N replaces UID
(contains IID, MDT, TA, and PA), D is a data file (or
database), and U replaces LGE. The security alarm will be
activated depending upon the hacker identification or trust

failure. Therefore the parameters are explained further as
below:

N the set of users (ny,np,.. ... ny)

A set of access rights (ay, az, .. ... ap)

D set of allowed resources in file or database (dy, da, .. ... dy)

U the result of the query and log entries for verification and
validation
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Once the authenticated user n;(n; € N) logs in into cloud
environment, the CCCRN service attaches a service token
to a resource within its domain with a set of access types
a;. The limitation helps to control the user for resource
access. For every service requested by the user, the system
generates a set of access permissions to the resources. The
services required should not exceed the user access limits.
If the resource requirements are outside the user bound-
aries, then the system alarms the security and denies the
request. Hacker is a user that does not have any role in
the system. An authorized user will be treated as a hacker
if the user tries to access unauthorized information. For
example, the healthcare staff member will be considered as
an intruder if the user accesses unauthorized data or mis-
uses (for instance, printing and forwarding) the authorized
information

In the proposed CCCRN environment, the user with
complete authorization access is called a super user (S).
The super user “S” possesses access rights of all users

S O Y a; where D means contains. All accesses of
i=l,n

the super user on the database must be recorded. The
user that does not have authorization to resource(s) is
called hacker (h;) and represented as H (h; € H) and VH
(hackers); the access right a;;, +— d;i = ¢ is true; aj, is
access rights of the hackers (+— implication to and =
is equivalent to). Using this information, we design two
algorithms.

Algorithm 18.1

If the query Q(m;,d;) matches the n; as owner for token
identification (TokenID), then the corresponding utility
function u; will be generated; else the query reflects as
Q(n;, hd;), where h is a hacker.

If the hacker is an internal user, then

hu; O u; + h/di (u; internal user) alarms security manager
about internal hacker.
If Q(n;,d;) C u;, then exit;
else
if Q(n;, d;) ¢ u; & & Q(n;,d;) = hu;, then
convert Q(n;, d;) as Q(n;, hd;), and generate hu; 2 u; + h/di.

Store the user utility hu; that contains u; + i d;, inform
security, and keep the counter (log) in alert for further
attempts.

Algorithm 18.1 helps to detect the hacker if the user tries
to gain the information with unauthorized access from the
database. The following query and Table 18.1 explain the
unauthorized access to information.

If Q(n;, d;) = Q(hn, d;) ¢ u; or Q(hn;,d;) = hu;, then

Q(hn;, d;) = hu;, retrieving hy; (utility from the Hacker
alarm to database) and alerting the security alarm

123

Table 18.1 Hacker log and action

Hacker Status Result Action
A New hu; New hacker, alarm
A Repeat hu; Alarm and freeze

where hu; is available in log or identified as a new
hacker and logged as new entry. The log is provided in
Table 18.1.

In general, if the hacker attempts to gain access to the
database at different trimmings, the time attribute plays
an important role to detect the hacker. Algorithm 18.1 is
modified as Algorithm 18.2.

Algorithm 18.2

If O(n;,1;,d;) is genuine and attempted during duty times,
then corresponding utility function u; will be generated;
else

the query reflects as Q(n;, tj, hd;), and then user
will get hu; 2 u; + h/di (where u; is internal user
information and /'d; is the hacker alarm at time £).
If Q(n;, t;,d;) C u;, then exit (user access accepted);
else
if (Q(ni, 1, di) ¢ ;) & & (Q(ni, 1, di) = hu).
Convert Q(n;, tj, d;) as Q(n;, tj, hd;), and generate
hu; O u; + h/di (alarm alert to security manager).

Note Store the user utility Au; that contains u; + h/di, alert
security, and keep the counter for further attempts. If the
hacker is external, then divert to the KDS. If the user hacks
with authentication, then the time stamp will help to detect
the hacker. For example,

if Q(n;, t;, d;) = Q(hn;, tj,d;) ¢ u; or C hu;, then

O(hn;, t;,d;) = hu;, retrieving hy; and alarming the secu-
rity,

where hu; is available in log or identified as a new hacker
and logged as a new entry. Table 18.2 provides the log
entries.

Depending upon the security level, Algorithm 18.2 will
be modified by adding the terminal type and log-on timings.
Terminal type and time of access attributes along with
access type attributes will protect the secret and top secret
information.

Let us assume the hospital environment in the healthcare
system. A doctor and nurse have the same access rights
to individual patient data (doctor prescribes the medicine
which was implemented by the nurse). Then the attributes
patient ID, type of medication, and scheduled time dose to
be given to a patient are accessible by the nurse. The same
attributes are also available by the doctor. Therefore, the
system security depends upon the merge and decomposition
of two or more users.
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Table 18.2 Hacker log and detection

Hacker | Status Time Result | Action

A New, internal Outside-bounds | hu; Detect as
internal
hacker and
alarm

A Repeated, internal | Within-bounds | hu; Check for

presence of
real user and
alarm and find
real user

18.6 Conclusions

The issues and challenges in IoT [19-26], processing of
complex data in cloud, and security issues were discussed
in [8-15, 17-18]. We found that it is required to develop
a trust and access control methodology in IoT and cloud
environment for real-time access to data and processing for
decision-making. Therefore, in the current research, an ob-
jective function was proposed with a set of users, associated
access rights, resources, and return result verification. The
proposed model is appropriate for the big data in a cloud
environment where IoT devices are involved. Further, two
algorithms were presented where the model can be extended
to Hadoop Distributed File Systems to detect the external
and internal hackers in a cloud environment. The tables were
presented for hacker detection through algorithms. The user
entry logs, authentication, and access rights have a significant
role in providing the hacker information to the security
administrator.

The future work improves the algorithms to protect sensi-
tive data in business and government through access rights in
a cloud environment. Further, incorporating honeypots will
mislead the malicious users and hackers in sensitive data
places.
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19.1 Introduction

Quantum computers have been the ideal dream for weather
forecasting [1], cryptanalysis [2], particle physics [3] and
financial modeling [4]. As quantum computers move out of
research labs into real commercial use, security becomes
a main concern. Classical computing encodes all of their
information into a series of binary digits (bits), 0 and 1,
corresponding to either on or off states. Bits can only be
in one state or the other at a particular moment in time.
If there are several different values to be examined, each
must take its turn separately [5]. Quantum computers on
the other hand, work on an entirely different abstraction.
They encode information using “Quantum Binary Digits” or
“Qubits”. Information in qubits is typically represented by a
quantum state and described in O or 1, or both at the same
time [6]. An ordinary bit can compute or store 0 or 1, but
a Qubit can work and operate in between the values of 0
and 1 [7]. Quantum computing requires complex numbers
to characterize the quantum state. It takes an exponential
number of bits of memory on a classical computer to store
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the quantum state, which puts conventional computers in a
contrary position to simulate a quantum system [8].

D-Wave computer system architecture does quantum
computation using quantum physics rule known as
“superposition”, which allows quantum bits “Qubits” to
exist as both 0 and 1 at the same time [9]. D-Wave can
efficiently perform simple calculations in parallel using a
logic-fate model called quantum annealing, also known as
adiabatic quantum computing, allowing it to solve simple
programming model for physical annealers such as boolean
satisfiability problems [10].

Conventional solutions been developed to translate con-
ventional program and interface them to D-Wave systems
such as Solver Application Program Interface (SAPI) [11],
Qbsolv [12] and QSage [13]. The measured approach does
not implement the use of D-Wave programming model di-
rectly, but assist the effectiveness of a particular computa-
tional algorithm to D-Wave in a conventional manner. These
tools use certain functions programmed in C++ language,
which ease the translation process into D-Wave search space
for solutions [14].

Recently Scott Pakin’s of Los Alamos National Labora-
tory released new open source Python tool called QMASM
[15]. The tool allows programmers to investigate how to map
arbitrary computation onto a quadratic unconstrained binary
optimization (QUBO) for execution on a quantum annealing
in D-Wave 2X system [16].

One of the biggest questions in quantum computing is the
breadth of tools developed to program computations onto
quadratic execution in the D-wave machine. The D-Wave
2X system has a Web API with client libraries available
for C, C++, Python, and MATLAB. The tools contain GUI
interface that allows interaction with the machine for access
to cloud service over a network. By submitting problems to
the system, users can use a high-level programming in C,
C++, Python or MATLAB to create and execute a quantum
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machine instruction. It is also possible to directly program
the system using Quantum Machine Language to issue the
quantum machine instruction [17].

Because D-Wave programming requires specialized
knowledge of what qubits are coupled with others, which
ones are missing and which ones represent a certain
variable. QMASM computes a simple heuristic computation
algorithm, present symbolic variable names and assembly
like code blocks that might be reusable. Developers may
integrate the solution into D-wave system directly or by using
local simulator, which raises questions about the reliability
security of such tool [18].

In this paper, we intend to investigate the security threats
found in QMASM by using the latest static analysis tools at
hand. The main contributions of this work are:

e Execute a comprehensive static analysis on QASM
Python source code.

* Investigate the threats found in QMASM that could lead to
D-Wave system been left vulnerable to multiple security
breaches.

The rest of this paper is structured as follows. Section 19.2
presents literature review. Section 19.3 describes the tools,
and experimental setup needed. In Sect. 19.4 we present the
results of the experimental evaluation and the possible threats
found in QMASM. Section 19.5 concludes this work with
recommendation for future directions.

19.2 Literature Review

Securing Python open source tools is still relatively new
field due to the extensive in-depth knowledge and expertise
required. Therefore, research efforts are limited to the best
of the authors’ knowledge. There have been, however, some
of the significant pioneering attempts that paved the way
for best practices in analyzing Python flaws as summarized
below.

In 2013 the National Vulnerability Database found that
Python 2.6 through 3.2 does create race conditions that
allow local users to obtain credentials after they access
/.pypirc under certain circumstances [19]. It is considered
an access control vulnerability. Python seems to have fewer
vulnerabilities than some of the other languages [20].

Highlighting the challenges in the field of securing Python
and providing a comprehensive analysis of bugs found in
open source tools programmed in Python. Brett Cannon from
the University of British Columbia provided detailed history
about the security flaws in Python and the weak mecha-
nisms enforced by Python policies. The research provided a
solution model “interpreter” that applied to Python greater
safety enhancement called “Pythonic”’. The study pointed
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out providing security to Python tools could be improved by
using data modules functionality such as Built-In Functions,
Built-In Types and Import statement.

Python is considered an open source project developed
by volunteers, indicating that no security expert on the
development team has fulfilled the gap in securing Python
or provide tools that enable developers to analyze their de-
velopment in Python [21]. Having said that, researchers may
potentially improve the security of Python tools by using data
flow assertions. Alexander Yip and Xi Wang demonstrated
a new programming language that helped prevent security
vulnerabilities. The study introduced a new programming
language called “RESIN”, which operated within a language
runtime, such as the Python or PHP interpreter [22]. It
allowed developers to specify application-level data flow
assertions with application data stream. The programming
language worked as a translator to check defined objects
along with data that move throw the application. The research
demonstrated how “RESIN” can prevent a range of cyber
attacks such as SQL injection and cross-site scripting. The
researchers presented their solution analysis by explaining
real-time scenario implementation for programmers to ex-
plicitly specify data flow vulnerabilities in existing PHP and
Python applications.

Up to our knowledge there have not been any serious
attempts at studying the security of quantum assemblers and
similar software.

19.3 Tools and Experimental Setup

The setup for the experiments required the arrangements of
a computer with Python 3.5.2 (Anaconda3 version 4.2.0 64-
bit) [23] and installation of QMASM tool. To complete the
setup for the experiments, we have downloaded the latest
update of QAMSM Python tool. Listing 1 shows a sample
of installed QMASM v1.0 files and folders as installed on
Windows 7 64bit operating system.

We select several source code analysis tools to investigate
the various resulting threats found in QMASM. The experi-
mentation is targeted to detect taint style vulnerabilities by
performing static source code analysis on QMASM open
source Python project hosted by GitHub [24]. Tainted data
denotes data that originates from possibly malicious users,
and that can potentially cause security problems at vulnerable
points in the program (called sensitive sinks) [25]. Tainted
data may enter the program at specific places, and can spread
across the program via assignments and similar constructs
[26].

The experimental setup required the arrangement of di-
rectories that contain Python scripts, any folder that contains
Python script will be examined separately and independently
alongside with global testing.
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Listing 19.1 QMASM v1.0 directory files and folders

C:\Users\User\Anaconda3\Lib>python listpythondirectory.py
gmasm-1.0\.gitignore
gmasm-1.0\LICENSE.md
gmasm-1.0\MANIFEST.in
gmasm-1.0\gasm.py
gmasm-1.0\README.md
gmasm-1.0\setup.py
gmasm-1.0\build\lib\gasm\cmdline.py
gmasm-1.0\build\lib\gasm\dwave.py
gmasm-1.0\build\lib\gasm\globals.py
gmasm-1.0\build\lib\gasm\output.py
gmasm-1.0\build\lib\gasm\parse.py
gmasm-1.0\build\lib\gasm\problem.py
gmasm-1.0\build\lib\gasm\utils.py
gmasm-1.0\build\lib\gasm\__init__ .py
gmasm-1.0\build\scripts-3.5\gasm.py
gmasm-1.0\examples\lof5.gasm
gmasm-1.0\examples\circsat.gasm
gmasm-1.0\examples\comparator.gasm
gmasm-1.0\examples\gates.gasm
gmasm-1.0\examples\README.md
gmasm-1.0\examples\sort4.gasm
gmasm-1.0\extras\gasm.ssh
gmasm-1.0\extras\README.md
gmasm-1.0\gasm\cmdline.py
gmasm-1.0\gasm\dwave.py
gmasm-1.0\gasm\globals.py
gmasm-1.0\gasm\output .py
gmasm-1.0\gasm\parse.py
gmasm-1.0\gasm\problem.py
gmasm-1.0\gasm\utils.py
gmasm-1.0\gasm\__init .py
gmasm-1.0\QASM.egg-info\dependency links.txt
gmasm-1.0\QASM. egg-info\PKG-INFO
gmasm-1.0\QASM.egg-info\SOURCES. txt
gmasm-1.0\QASM.egg-info\top level.txt

Because they provide a comprehensive security debug-
ging analysis of Python scripts, the tools described below
were chosen for the vulnerability assessment of QMASM.

Bandit Python AST-based static analyzer from Open-
Stack Security Group. Bandit is a tool designed to find
common security issues in Python code. Bandit processes
each file, builds an Abstract Syntax Tree (AST) from it and
runs appropriate plugins against the AST nodes. Once Bandit
has finished scanning all the files, it generates a report. Bandit
is currently a stand-alone tool, which can be downloaded
by end-users and run against arbitrary Python source code
modules [27].

Mypy is an experimental optional static type checker
for Python that aims to combine the benefits of dynamic
(or “duck”) typing and static typing. Mypy combines the
expressive power and convenience of Python with a powerful
type system and compile-time type checking. Mypy type
checks standard Python programs developed in Python 2 and
3 (PEP484); run them using any Python VM with basically
no runtime overhead [28].

Py-find-injection Python tool that uses various heuristics
look up to perform SQL injection vulnerabilities in Python
source code scripts [29].

Pyflakes Python tool that is similar to PyChecker in scope
[30], the difference is that it only executes the modules
faster and safer. Pyflakes checks only logical errors in Python
source code and does not perform any style check [31].
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vulture Python static analysis tool that finds unused
classes, functions, and variables in Python programs. Vulture
is compatible with Python 2.6, 2.7 and 3.x and it helps to
clean up errors in high-level Python scripts. Vulture can be
used together with pyflakes, however, in this research they
will be examined independently [32].

xenon Python code complexity monitoring tool based on
Radon. Xenon is programmed using given command with
various sets of thresholds for code complexity analysis. This
tool is utilized in the research to accurately investigate the
threat level complexity found in Python blocks and modules
[33].

The use of different tools provides different analysis and
execution techniques, which is necessary to segregate the
files for precise analysis.

19.4 Experimental Results and Discussion

QMASM tool has several versions released regularly by
the developers [34]. The researchers needed to install all
versions to provide precise, comprehensive analysis results.
Table 19.1 summarizes the main description of all QMASM
releases. The aforementioned open source tools were used
for testing and evaluating the latest release of QMASM v1.2
for vulnerabilities.

The results provided by Bandit analysis tool on all ver-
sions of QMASM releases resulted in the same infected files
with the low severity threat level. We used recursive scan
type to reverse engineer the code for analysis. Moreover, the
confidence of the code blocks issues rated from medium to
high. In all releases. Python files that contain moderate sever-
ity threats and medium confidence provide the culmination
of hard coded password strings. The affected files dwave.py
are Python files that were found in all releases in following
directories:

e gmasm-1.0\build\lib\gasm\dwave.py

¢ gmasm-1.0\gasm\dwave.py

e gmasm-1.1\build\lib\qmasm\dwave.py
e gmasm-1.1\gmasm\dwave.py

e gmasm-1.2\build\lib\gqmasm\dwave.py
e gmasm-1.2\gmasm\dwave.py

Bandit also discovered Python files that contain moderate
severity threats and high confidence, mostly issues of stan-
dard pseudo-random generators functions. Below list shows
Python files generated with random acceleration features
that are not suitable for security/cryptographic purposes in
high integration environment. The affected files problem.py
are Python files found in each release in the following
directories:
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Table 19.1 Comparison of QMASM releases
No. Python
Name Version | Date files Description Size
QASM v1.0 August 26,2016 19 The first formal release of QASM. Tested using Python 2.7.12, SAPI 216 KB
2.4, and qOp 2.2, all on Ubuntu Linux 16.04 LTS (Xenial Xerus)
QMASM |vl.1 October 27,2016 19 Renamed QMASM, the code contains miscellaneous, sources, 232KB
disconnected variables, and both proxied and non-proxied network
access
QMASM | v1.2 November 12,2016 | 19 Contains new output format: the MiniZinc constraint-modeling 380KB

language by using —format=minizinc on the gmasm command line

Table 19.2 Mypy analysis of code checking problems of modules and annotation variables

Python file name Type of error

__init__.py Module error
__init__.py Module error
__init__.py Module error
__init__.py Module error
__init__.py Module error
__init__.py Module error
__init__.py Module error
dwave.py Module error
dwave.py Module error
dwave.py Module error
dwave.py Module error
dwave.py Module error
output.py Module error
problem.py Module error
setup.py Module error
globals.py Module error
globals.py Module error
globals.py Module error
globals.py Module error
globals.py Module error
globals.py Module error
parse.py Annotation variable
parse.py Annotation variable
parse.py Annotation variable
parse.py Module error

e gmasm-1.0\build\lib\gasm\problem.py

e gmasm-1.0\gasm\problem.py

e gmasm-1.1\build\lib\gmasm\problem.py
e gmasm-1.1\gmasm\problem.py

e gmasm-1.2\build\lib\gmasm\problem.py
e gmasm-1.2\gmasm\problem.py

Although Py-find-injection was able to read the code
blocks of all versions, no data representing any threats
was retrieved. That might be because the tool needs to be
configured for particular analysis scenarios.

Mypy resulted in high severity threats and problems in all
QMASM releases. There are 22 errors of missing modules

LOC Description
1 cmdline
2 dwave
3 globals
4 output
5 parse
6 problem
7 utils
7 dwave_sapi2.core
8 dwave_sapi2.embedding
9 dwave_sapi2.local
10 dwave_sapi2.remote
11 dwave_sapi2.util
9 dwave_sapi2.util
7 dwave_sapi2.util
10 setuptools.command.install
10 progname
13 sym2num
16 next_sym_num
19 program
22 chain_strength
23 pin_strength
145 macros = { }
146 current_macro = (None, [])
147 aliases = {}
148 program

and unable to be located during debugging the code, as well
as three variables that needed annotations. The examples of
errors related to modules and annotation variables are shown
in Table 19.2.

Debugging all QMASM releases resulted in high impact
code mistakes that need patches. By performing a logical
scan on QMASM source codes, Pyflakes flagged six infected
Python files that need to be corrected to avoid serious
threats. The errors commonly are invalid syntax, unused
import variables, and undefined object names (Table 19.3).
There are 18 unused import variables, two invalid syntax
errors related to printing solution energy example and 16
undefined object names as seen in Fig.19.1. The Python
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Table 19.3 Pyflakes analysis results of QMASM v1.2

Python file name Block type LOC |Rank |Risk Description
gmasm\output.py\ Function 147 C Moderate — slightly complex block output_minizinc
Function 97 C Moderate — slightly complex block output_gbsolv
Function 22 C Moderate — slightly complex block coupler_number
Function 41 C Moderate — slightly complex block output_qubist
build\lib\gmasm\output.py\ Function 147 C Moderate- slightly complex block output_minizinc
Function 97 C Moderate — slightly complex block output_gbsolv
Function 22 C Moderate — slightly complex block coupler_number
Function 41 C Moderate — slightly complex block output_qubist
gmasm\parse.py\ Function 149 E High — complex block, alarming parse_file
Function 311 C Moderate — slightly complex block parse_lhs
build\lib\gmasm\problem.py\ | Function 117 D More than moderate — more complex block | convert_chains_to_aliases
build\lib\gmasm\parse.py\ Function 149 E High — complex block, alarming parse_file
Function 311 C Moderate — slightly complex block parse_lhs
gmasm)problem.py\ Function 117 D More than moderate — more complex block | convert_chains_to_aliases
build\lib\gmasm\dwave.py\ Function 49 D More than moderate — more complex block | find_dwave_embedding
gmasm\dwave.py\ Function 49 D More than moderate — more complex block | find_dwave_embedding
gmasm\\output.py\ Module NAN |B Low — well structured and stable block NAN
build\lib\gmasm\output.py\ Module NAN |B Low — well structured and stable block NAN
build\lib\gmasm\problem.py\ | Module NAN |B Low — well structured and stable block NAN
gmasm)problem.py\ Module NAN |B Low — well structured and stable block NAN
build\lib\gmasm\dwave.py\ Module NAN |B Low — well structured and stable block NAN
gmasm\dwave.py\ Module NAN |B Low — well structured and stable block NAN
gmasm.py Invalid syntax | 343 B Low — well structured and stable block print
build\scripts-3.5\qmasm.py\ Invalid syntax | 343 B Low — well structured and stable block print
XY () from problem import *
ie () from globals import *
K ] () from ¢ mdline import *
undefined name @ :e © from parse import *
7T () from utils import *
49 O from output import *
Lib\gmasm- 1. 2\build\iib\gasm\__init__.py @ 40 O output.*
2@ B §omguave import *
e O 'globals.*
import unused @ LY ] O parse.”
X ] O emdiine.”
LY ] O problem.*
7@ O utis.*
2139 Oemp
) ) undefined name @ 2070 Ocmp
G N i import unused @ ) ) dwave_sapi2.util import
Lib\gmasm-1. 2\build\s¢ ripts-3.5\gmasm.py @ invald syntax @ 3430 O print
Lib\gmasm-1.2\gmasm.py- @ invabd syntax @ 34l O print
=Y ] O problem.*
pyflakes 1.2 <1 ] O “globals.*
K ] O emdiine.*
import unused @ 20 ¢ _gm@_uave import *
7@ O utis.*
i@ O output *
Lib\gmasm-1.2\gmasm\__init_.py @ =Y ] O parse.*
e () from utils import *
1 © from cmdiine import *
undefined name @ 3: ) ::;.:1 gm?v:npp;tn
50 () from parse import *
Y ] © from problem import *
2079 O emp
" undefined name @ 213 O ¢mp
s b e import unused @ EX ] O ;wave_sape.uti import
@ Directory @ Type @ LOCemor () Eror Name

Fig. 19.1 Sample analysis visualization of pyflakes debugging tool for code errors found in QMASM latest version 1.2
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files are found in all releases within the following directo-
ries:

* gmasm-1.2\gmasm.py

e gmasm-1.2\build\lib\gmasm\output.py
e gmasm-1.2\build\lib\qasm\__init__.py
e gmasm-1.2\build\scripts-3.5\qmasm.py
e gmasm-1.2\gmasm\output.py

e gmasm-1.2\gmasm\__init__.py

Furthermore, Vulture resulted in same errors in all
QMASM versions in the following directory gqmasm-1.
2\build\lib\gmasm. The infected Python files are cmdline.py,
dwave.py, output.py, parse.py and problem.py. These Python
files contain 14 unused function names and one unused
class name. Moreover, the difference in the latest releases of
QMASM v1.2, is that there are two specific unused features
that has not been found in other versions. One resides in
dwave.py with unused function name solution_is_intact,
and the other in problem.py with unused function name
find_disconnected_variables. Note that the latest release
contains unused class name in problem.py with the name
Problem. An example of the detailed errors is specified in
Table 19.4.

Xenon’s command line resulted in different threshold
complexity across all the code base of QMASM versions.

Table 19.4 Vulture results of
QMASM v1.2 infected Python
files using logical error scan

cmdline.py
dwave.py
dwave.py
dwave.py
dwave.py
dwave.py
dwave.py
output.py
parse.py
problem.py
problem.py
problem.py
problem.py
problem.py
problem.py

Table 19.5 Xenon ranks
corresponding to complexity
scores

Infeacted Python File Name

H. H. Alsaadi et al.

The actual threshold values described as the following op-
tions:

e -a, --max-average: Threshold for the average complexity
across all the codebase.

¢ -m, --max-modules: Threshold for modules complexity.

e -b, --max-absolute: Absolute threshold for block com-
plexity.

All of these options are inclusive, and can be combined
into single command condition as follow:

C:\Users\User>$ xenon -b B -m A -a A C:\Users\User\gmasm-

The above command analyzes Python blocks and com-
putes Cyclomatic Complexity based on Randon. Xenons
uses Radon to analyzes the AST tree of QMASM tool and
compute the Cyclomatic Complexity. Every block ranked
from A (best complexity score) to F (worst one) [35]. All
ranks correspond to complexity scores, see Table 19.5 for
complexity scores.

Xenon’s results indicated that the highest threshold com-
plexity error rate was found in QMASM version 1.2. The
results show that there are eight risks of modules failure of
rank B, and ten threats moderated as complex functions of
rank C. Additionally, there are four threats in functions of
rank D and two highly complex functions with rank E.

LOC

10 | Unused function

Type of Error Description
parse_command_line

19 | Unused function | connect_to_dwave

137 | Unused function | embed_problem_on_dwave
171 | Unused function | update_strengths_from_chains
180 | Unused function | scale_weights_strengths
200 | Unused function | solution_is_intact
215 Unused function | submit_dwave_problem
113 Unused function | write_output
259 Unused function | parse_files
22 | Unused class Problem
32 Unused function | assign_chain_strength
56 | Unused function | assign_pin_strength
69 | Unused function | pin_qubits
113 Unused function | convert_chains_to_aliases
199 Unused function | find_disconnected_variables
CC score | Rank | Risk
1-5 A Low — simple block
6-10 B Low — well structured and stable block
11-20 C Moderate — slightly complex block
21-30 D More than moderate — more complex block
31-40 E High — complex block, alarming
41+ F Very high — error-prone, unstable block


qmasm-1.2{ }build{ }lib{ }qmasm
qmasm-1.2{ }build{ }lib{ }qmasm
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We concluded that the branch of “high” and “more than
moderate” is harder to understand and change reliably than
code in which the branching is low. Moreover, code blocks
contain unstructured stable modules and functions that
need to be less moderated to increase stability and reduce
the complexity of the tool. Analysis results illustrated by
Table 19.2.

19.5 Conclusions and Future Work

D-wave computer system architecture allows small programs
to be computed using quantum physics rules. Python tool
QMASM allows programmers to investigate arbitrary com-
putations by integrating the tool into D-Wave systems or
by using a local simulator. Moreover, the QMASM contains
very high technical scripts, which add on the ability and flex-
ibility of executing computations and commands on robust
systems such as D-Wave 2X. Currently, over-the-counter
tools are built to aid programmers and examiners to analyze
and debug the source codes for any potential errors that
may cause systems and hardware to crash. Ignoring the fact
that some vital errors are often left out while programming,
white-boxing source-codes are essential to run the software
in a high confidence environments.

In this research, most of the identified functions and mod-
ules, though well structured, are either undefined or unused.
It is hard to apply fixes, because QMASM is highly depen-
dent on D-Wave’s proprietary SAPI library (programmed in
C++) and will not work properly without it. Some of the
vulnerability analysis tools used in this paper’s did yield
serious and important issues in the Python scripts that prompt
fast fixes. In addition, they identified errors with line of code
(LOC), and further secure coding is needed to ensure the
reliability of the tool and fix the security flaws found.

The paper also presented technical aspects of analyzing
Python scripts and provides knowledge of strength and lim-
itations of tools. The work gives developers in-depth insight
and expertises onto the right tool to use during debugging.
We’re currently working on vulnerability assessment of re-
cently released Quantum computing software tools including
IBM Qiskit [36] and Google Cirq [37].
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20.1 Introduction
The Earned Value Management (EVM) technique has been
applied in several projects over the last 40 years [1]. This
technique had a positive influence on several aspects re-
lated to project results, such as: improved planning, risk
assessment, monitoring, reporting, control, among others [2].
However, few studies have been conducted with the purpose
of analyzing and evaluating the stability of cost and time
performance indicators, taking into account the quality of
the project being produced. Although EVM has been used by
several companies for more than 35 years to predict results of
time and cost, many studies such as [3] found vulnerabilities.
Amongst the vulnerabilities pointed out by these studies is
the lack of integration of quality data to the EVM technique.
In order to solve this problem, articles were published trying
to contribute to the effort to include quality data in the EVM
technique, such as [4-6] and [7]. Solomon [8] indicates the
use of Capability Maturity Model Integration to strengthen
the adhesion of EVM, especially related to quality assurance.
[6] proposed the integration of critical quality metrics to
EVM. [4] shows a set of principles and guidelines that
specify effective technical performance measures to use in
conjunction with EVM. The lack of quality measures in
the EVM technique can cause erroneous projections and
contribute to the delivery of projects out of time, out of
the cost and without conformity to the needs of the clients.
An indicator, for example Cost Performance Index (CPI)
or Schedule Performance Index (SPI), in isolation may not
convey the actual state of the project if the number of bugs or
nonconformities is higher than expected and the project man-
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ager is unable to obtain this measure causing erroneous pro-
jections. Wrong projections can pass optimistic results and
postpone the execution of corrective or preventive actions
that would improve the final performance of the projects,
avoiding delays and costs higher than the ones estimated
[9]. There are many elements to a project: (i) requirements,
(i1) schedule, (iii) cost, (iv) quality, (v) human resources.
Projects can be complex and difficult to manage in order
to achieve positive results, even those considered ‘“‘small.”
Most of the life cycle of a project occurs during the develop-
ment/execution phase. Training, professional meetings and
conferences do not deposit enough energy to the methods and
techniques to prepare the project manager to perform follow-
up and performance reports. There is insufficient focus to
address performance measures and indicators, or use them
to control the project [3]. The real business environment,
with few resources and high competition, requires efficient
management tools to deliver projects on time, on budget,
and with quality. In this scenario EVM is recognized as an
efficient tool to measure performance and provide feedback
to the project in progress. However, the methodology does
not include the quality component in its method [6, 10].

In order to develop or evolve new EVM techniques that
take into account the quality component, it is necessary
to characterize the main articles that study in some way
the EVM technique integrated with quality. For this reason,
a study based on a systematic review was carried out to
reduce the bias of an informal review and also to allow such
bibliographic research to be updated with new publications
made available over time. Thus, a study was carried out
based on the integration of the quality component into EVM.
Different data sets used in several researches were analyzed
to find the main contributions and quality measures added
to EVM. Therefore, techniques that relate quality to EVM
have been identified and have been applied, through case
studies or simulations, to prove their effectiveness. Based on
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this identification, it was possible to perform an analysis of
the main quality measures used by researchers and software
developers that integrates the quality component into the
EVM method.

It is of interest to identify studies that point to problems
in the traditional EVM technique, or to compare it with other
proposals, and to identify evolutions of it in order to increase
predictability and reliability of the generated performance
indicators. Therefore, all the studies that proposes evolutions
of the technique must have been validated, through case
studies or simulation that prove the efficiency of the new
proposal. The problem that will be addressed in this research
is the lack of the quality component in the cost and schedule
results of the software projects that use the EVM technique.

The success of a project is one of the most discussed
topics in the field of project management [11], but it is the
least agreed problem [12, 13]. The success of the project
refers to the achievement of the objectives of cost, time,
scope [14] and quality [4, 6, 8, 10, 13, 15]. According to
management literature, what can not be measured can not
be managed [16]. Project success can be measured using
Key Performance Indicators (KPIs) — which include, but are
not limited to, cost, time, quality, safety and stakeholder
satisfaction [11].

This article aims to analyze reports of experience and
scientific publications through a study based on systematic
review. As well as identify problems and proposals for
evolution or improvement in the EVM technique taking
into account the quality component. The final objective
is to answer the primary question: “Are there any quality
measures that relate to the EVM technique that may be
used in the future to improve the performance of its tradi-
tional indicators (CPI — Cost Performance Index and SPI —
Schedule Performance Index) in software projects?”’. Where
Schedule Performance Index (SPI) indicates how efficiently
you are actually progressing compared to the planned project
schedule and Cost Performance Index (CPI) helps to analyze
the efficiency of the cost utilized by the project. It measures
the value of the work completed compared to the actual cost
spent on the project.

20.2 Selection Procedures and Criteria

Digital sources will be accessed via the Web, through pre-
established search expressions. If it is not possible to obtain
the complete article through the search sites, the authors
of the articles will be contacted via e-mail. Publications
of the non-digital sources will be analyzed manually, when
available, considering the defined search expression. For
articles in English, the search expression below will be
used: (“Earned Value Management” AND Quality). When
the search is manual, the keywords present in the search
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expression should be in the titles and abstracts of the articles.
Only publications that describes proof of concept and/or
experience reports will be accepted.

Publications should be excluded if the Exclusion Criteria
(EC) matches:

e ECI1-01 — Publications will not be selected where the
keywords are not present in the publication and there are
no variations of these keywords (except plural).

e ECI1-02 — Publications will not be selected in which the
keywords of the search do not appear in the title, abstract
and/or text of the publication.

* EC1-03 — Publications that describe and/or present
keynote speeches, tutorials, courses, workshops will not
be selected.

* EC1-04 — Publications will not be selected in which the
acronym EVM does not mean “earned value manage-
ment”.

e ECI1-05 — Publications will not be selected in which the
acronym CPI does not mean “cost performance index”.

* ECI1-06 — Publications in which the SPI acronym does not
mean “‘schedule performance index” will not be selected.

e EC1-07 — Publications in which the acronym EAC does
not mean “estimated at completion” will not be selected.

* EC1-08 — Publications in which the TAC acronym does
not mean “time at completion” will not be selected.

* ECI1-09 — Publications in which TCPI does not mean “to
cost performance index” will not be selected.

e ECI-10 — Publications that present tools to support EVM
will not be selected. Except if the tool presents quality
data integrated into EVM.

e ECI-11 — Publications that show the adherence of a
particular project management approach to EVM will not
be selected.

e ECI1-12 — Publications that describe improvements in
EVM by inserting the quality component but do not
present subsidies that allows the identification of whether
if it was applied or simulated.

e ECI1-13 — Publications that describe the use of EVM, such
as project control, or sub-processes of specific domains
will not be selected.

e ECI-14 — Publications that simply cite EVM as a moni-
toring and control technique or that explain how to use it
as a monitoring and control technique will not be selected.

e ECI1-15 — Publications that EVM has not been imple-
mented integrated with quality measures will not be se-
lected.

Publications can only be included if the Inclusion Criteria
(IC) matches:

¢ IC1-01 — Publications that mention EVM and quality can
be selected.
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* IC1-02 — Publications that describe new cost and schedule
control techniques, using or integrated with quality mea-
sures and indicators can be selected.

e IC1-03 — Publications that discuss the stability of the
schedule and cost performance indicators with the quality
component can be selected.

e IC1-04 — Publications describing extensions of the EVM
technique (not improving the predictability of the Es-
timate at Completion (EAC) and Time at Completion
(TAC) indicators) aligned with the quality component can
be selected.

* IC1-05 — Publications describing proposals for extensions
of the EVM technique can be selected, aiming to im-
prove the predictability of Estimate at Completion EAC
and Time at Completion (TAC) considering the quality
component.

e IC1-06 — Publications highlighting the most common
quality-related EVM problems can be selected.

e IC1-07 — Publications that present statistical methods
or statistical process control, applied to EVM, may be
selected.

e IC1-08 — Publications comparing traditional EVM with
new quality control techniques can be selected.

* IC1-09 — Publications that add new quality variables to
EVM can be selected to improve the predictability of
Estimate at Completion (EAC) and Time at Completion
(TAC).

20.3 Data Extraction Procedures

Data extracted from the selected publications should be
stored in a database and should contain:

e Title,

¢ Author(s),

* Publication Date,

¢ Conference or Journal,

» Data from the characteristics of interest stated in the study
objective:

— General: Represents a category of general items about
the article.

x Objective: Article’s objective description.

— Quality measures integrated into EVM, how they were
integrated and if results were obtained in real or simu-
lated projects:

* Conclusion: Conclusion on the integration of qual-
ity measures into EVM (measures integrated, not
integrated or if it can not be observed).

x Justification: Justification for the conclusion found.
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* Context:
Project area: Information Technology,
Aerospace, Aviation, Civil Construction,
Petrochemical, among others.
— Researcher’s additional comments:
— Publication’s contribution (from 01 (very bad) to 05
(excellent)).

20.4 Scope Definition and Preliminary
Studies

The first stage of planning was the prospection on the topic
of interest to the study. The objective of the study was
to identify and characterize possible problems when using
the EVM technique related to quality and the solutions
indicated to solve these problems. Keyword options related
to EVM and “earned value and quality” and their synonyms
(such as earned value management and quality, earned value
and quality control, earned value management and quality
control, amongst others) were tested. Key words and syn-
onyms were tested in singular and plural.The results ob-
tained with the preliminary searches showed good results on
SCOPUS library (http://www.scopus.com/home.url) for the
subject under study, returning 48 publications, of which only
8 were false positives (publications not related to the research
topic). Preliminary results on Compendex library (http://
www.engineeringvillage.com/) and IEEE (http://www.ieee.
org/portal/site), brought a list of 20 articles by Compendex
and 34 by IEEE, being that 13 articles found on Compendex
and 10 found on IEEE search engines were also present on
SCOPUS and only 2 publications were false positives.

As the objectives in this first step were: (i) to define the
scope of the topic of interest and (ii) to carry out preliminary
studies on the subject, this activity met its purpose.

20.4.1 Identification of Control Publications
and Keywords

At first, the database of articles was populated with about
55 papers from SCOPUS, COMPENDEX and IEEE that
appeared as a result of the searches conducted in the tests of
the preliminary studies (described in the previous section).
Eight out of the 55 articles returned were classified as within
the control group [10, 17-22] and [23]. The control group
consists of articles that, in any way, reference the main point
of study of this systematic review. The 8 articles included
in the control group referred to EVM and quality, as well as
other related topics such as cost and schedule.


http://www.scopus.com/home.url
http://www.engineeringvillage.com/
http://www.engineeringvillage.com/
http://www.ieee.org/portal/site
http://www.ieee.org/portal/site
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At this point the tests began with the search expression:

((“Earned Value Management” AND Quality) OR
(“Earned Value Management Technique” AND Quality)
OR (“Earned Value Management Method” AND Quality)
OR (“Earned Value Management Methodology” AND
Quality) OR (“Earned Value Management” AND “Quality
Control”) OR (“Earned Value Management Technique”
AND “Quality Control”) OR (“Earned Value Management
Method” AND “Quality Control”) OR (“Earned Value
Management Methodology” AND “Quality Control”)).

But this search expression did not fit SCOPUS’s advanced
search and was broken in two in order to continue with the
tests, resulting in the search expression below:

((“Earned Value Management” AND Quality) OR
(“Earned Value Management Technique” AND Quality) OR
(“Earned Value Management Method” AND Quality) OR
(“Earned Value Management Methodology” AND Quality)).

This simplified search string worked well on SCOPUS,
Compendex and IEEE search engines, resulting in 48, 20 and
34 publications respectively. An even simpler form of the
previous string was obtained with exactly the same results
on SCOPUS, Compendex and IEEE. The resulting search
expression was:

(“Earned Value Management” AND Quality).

In the second round of tests, the articles listed in the
control group were reviewed and two more publications [4]
and [15] related to EVM integrated with quality were added
for a total of 10 publications in the control group from a
universe of 57 publications. Both papers found are indexed
by the IEEE search engine.

For manual search, NDIA Systems Engineering Con-
ference and Systems and Software Technology Conference
were considered, which are indexed by the search engine of
SCOPUS and IEEE. The selection of this journal for manual
review was due to two important articles added to the control
group being editions present in these journals.

20.5 Study Results

The objective of this systematic review was to answer the
primary question: “Are there any quality measures that relate
to the EVM technique that may be used in the future to
improve the performance of its traditional indicators (CPI
— Cost Performance Index and SPI — Schedule Performance
Index) in software projects?”.

A total of 10 articles met the selection criteria. Therefore,
these were all articles that, to a certain extent, referred to
EVM integrated with the quality component, as well as
related topics such as cost and schedule control. Figure 20.1
shows the proportion of articles sources in relation to articles
published by journals or conferences and Fig. 20.2 shows the
number of publications per year.

I Journal Articles

l Conference Atrticles

Fig. 20.1 Proportion between publications in Journals or Conference

3 I |
| |
0

2016 2015 2014 2013 2012 2011

N

2010 2009 2008 2007 2006 2005

Fig. 20.2 Number of publications per year

The EVM technique uses two basic indicators — Cost
Performance Index (CPI) and Schedule Performance Index
(SPI) — to measure the past performance of projects [24].
To improve the conventional EVM technique and expand
its focus and functionality, it is necessary to involve other
indicators and take into account the uncertainty that the
project may face in the future. These indicators may provide
a better insight into the performance of other key aspects of
the project.

In general, the studies carried out and presented in this
systematic review suggests that the adoption of practices that
integrate quality to EVM in the execution of projects, reach
their goal in a more realistic way. This is in agreement with
[4], which says that organizations that use this technique tend
to achieve greater performance.

The results obtained after the studies showed that there are
some ways to integrate the quality component into the EVM
method effectively. The articles that contributed the most,
proposed new equations capable of measuring quality with
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input data easily obtained at the beginning, middle and end
of the execution of a project, such as the quantity of quality
requirements — required by customers and also the quality
performance indicator (QPI) — [10], as well as fuzzy quality
indicators [17]. Other important and missing measures in the
conventional method are also discussed: (i) Quality Variance,
Quality Earned Value and Quality Index Number [10], (ii)
Rework, Cost of Development [17]. The traditional EVM
has a variation of 6.1% of the initial cost. After performing
the rework, this variation rises to 27.7% of the real cost
at the end of the project [17]. The new models presented
by [17] and [10] present a more realistic variation of 7.9%
and 8.5% of the real cost including rework. The present
result in [17] was obtained by means of simulated projects
in the area of computer science, while the results obtained
by [10] were through tests in real projects in the agricultural
area.

Performance-Based Earned Value (PBEV) and its exten-
sions is introduced by [4], explaining that this is an im-
provement of the EVM system. PBEV is based on standards
and models for Systems Engineering, Software Engineering
and project management, so it can overcome the problems
presented in the traditional EVM system related to technical
performance and quality. The main difference of PBEV is
the focus on customer requirements. An explanation of the
patterns presented by [4, 8, 15] and [23].

An extension of the EVM technique integrating the his-
tory of quality performance as a means of improving cost
predictability is proposed by [18]. The proposal is eval-
uated and compared with the traditional EVM technique
through different hypothesis tests. This technique was vali-
dated through simulation in [22] and later tested with 23 real
software projects in [18].

The QPI — Quality Performance Index — introduced by
[18] is an indicator that shows how efficient the quality of a
specific process is. Given date, the indicator shows whether
the number of nonconformities (NC) is higher or lower than
expected, allowing projections on future quality performance
through the NC Estimate to Complete (NCEC). QPI is given
by the following equation:

_ ENC(d)

QPI= INC(d)

(20.1)

where:

e ENC (d): represents the total expected NC for a given
date;
* INC (d) represents the total NC identified for a given date.

Values below 1 for the indicator means that more than the
expected number of nonconformities are being found. Values
above 1 indicate that fewer nonconformities are being en-
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countered. The objective of the quality performance indicator
(QPD) is to predict the amount of future nonconformities,
given current performance, and to assess the impact of
quality on project costs. This article presents a proposal to
extend the EVM technique that adds the quality component
through several new equations that take into account the
history of quality performance in projects. Several tests were
conducted to evaluate the proposed technique and the results
were satisfactory, showing that the new technique has more
accuracy than the traditional EVM technique at the beginning
(25% execution), during (50% execution) and end (75%
execution) of a project [22] and [18].

20.5.1 Exploring Relationships Between
Studies

The main articles studied by this systematic review introduce
new variables that can be integrated into EVM in order to
enhance its results related to cost and schedule forecast.
Part of the study findings shows that these variable have a
relationship that can be established between them, though
this is not directly pointed out, it is possible to identify factors
that proves this relationship. This is done by exploring the
characteristics of the studies and their reported findings.

Quality Requirements, Compliance Cost
and Noncompliance Cost
The Quality Requirements (QR) variable is introduced by
[10]. QR is the quality requirements for a given task, the unit
of QR may vary according to the project needs. This variable
can be further explored by changing its unit to symbolize
number of QRs or the cost associated with the number of
QRs.

Part of the proposal from [22] includes quality costs (QC),
which is introduced by [25] and consists of:

e Compliance costs (CC): costs that are allocated through-
out the project for activities to prevent failures such as:
(i) training, (ii) documentation of processes, (iii) tests and
(iv) inspections.

* Noncompliance costs (NCC): costs that are allocated in
the course and after the project execution, attributed to
failures. They can be divided into two categories, internal
failure costs, e.g.: (i) re-work, (ii) wastes and external
failure costs, such as: (i) loss of reliability, (ii) product
warranty and (iii) loss of market.

QR introduced by [10] can be related to Compliance Cost
(CQO) in the sense that each activity to prevent failure related
to CC is one QR, by associating CC directly with QR the
final result is QR expressed in monetary terms, that is, the
cost of Quality requirements in one task or in a entire project.
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Noncompliance Cost (NCC) [22,25] can also relate do QR
[10] when calculating total Quality Costs (QC):

QC=CC+NCC (20.2)

OC = QR(cost) + NCC (20.3)

Equations 20.2 and 20.3 shows that it is possible to merge
the variables presented by [10, 22] and [25] to establish a
relationship between them and further enhance their usage.

Quality Performance Index
Quality Performance Index (QPI) is used to indicate how
efficiently the project, task or process is conducted. As stated
by [10], QPI equals to 1 when all QR are met, and O if
none are. For [22], given a certain date, the QPI shows if the
number of noncompliance is higher or lower than expected.
As explained in Sect.20.5.1, Quality Requirements (QR),
Compliance costs (CC) and Noncompliance costs (NCC)
relate to each other, thus QPI presented by [10] and [22] have
a relationship as well. The number of QR met and total QR
can be used to calculate QPI.
QPI = QR(met)/QR (20.4)

This relates to Eq.20.1 in the sense that ENC(d) is the
number of QR met given a certain date and INC(d) is the
number of QR established on a certain date as well.

Quality Earned Value (QEV)
As defined by [10], Quality Earned Value (QEV) is used to
measure the project ability to deliver the quality requirements
defined by the project’s stakeholder, throughout the project
execution. It focuses on providing a snapshot of the project
efficiency to deliver the project quality requirements based
on the used time and spent money — Actual Cost (AC).
This QEV variable reflects the earned value of the work that
met the QR of the performed work. It can be calculated by
multiplying the QPI by the Actual Cost (AC) expressed in
monetary terms, as explained by [10]:
QEV = QPI x AC (20.5)
As discussed in Sects. 20.5.1 and 20.5.1, QPI introduced
by [10] and QPI introduced by [18] and [22] can be related,
thus QEV can also be related to [18] and [22].

Quality Variance

Quality Variance (QV) [10] is used to describe cumulative
quality efficiency of the project. The formula to estimate this
value is:

QV = QEV — AC (20.6)
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QV is dependent on QEV and can be related to CC and
NCC introduced by [18] and [22] as well.

Exploring Relationships Between Studies
Conclusion

By exploring the most significant data of the articles present
in the control group, it is possible to see that new variables
that relate quality and EVM are introduced, such as the
previously discussed Quality requirements (QR), Quality
costs (QC), Compliance costs (CC), Noncompliance costs
(NCCO), Quality Performance Index (QPI), Quality Earned
Value (QEV) and Quality Variance (QV) and also that
Different authors are adding their contribution on how to
improve the traditional EVM technique by incorporating
quality measures.

By identifying patterns and exploring relationships
emerging from the data during the preliminary studies it
is possible to confirm a strong relationship between articles
of the control group and their presented variables, providing
relevant information on how to add new quality measures to
EVM in order to achieve better overall project performance.
Also it is possible to verify that these studies are, in different
ways, aiming for the same goal, which is to add quality
variables to EVM. All the variables presented in previous
section can be related to one another and are introduced in
different articles by different authors.

20.6 Conclusion

This systematic review aimed to contribute to the studies that
are interested in enhancing the EVM method by including the
quality component, and to answer the primary question: “Are
there any quality measures that relate to the EVM technique
that may be used in the future to improve the performance
of its traditional indicators (CPI — Cost Performance In-
dex and SPI — Schedule Performance Index) in software
projects?”. This research shows that incorporating the quality
component is supposed to enhance the ability of the EVM
in estimating the performance indicators and the future cost
and schedule in a more reliable manner. The contributions to
this study shown in this systematic review provides a better
understanding on how to create new measures and apply
them in real life or simulated projects. The primary question
was answered and examples of new quality measures that
relate to the EVM technique were demonstrated.

The quality variables introduced by articles in the control
group and further discussed in Sect. 20.5, are going to be the
the underlying set of facts and assumptions for the develop-
ment of a proposal that will aim to integrate quality measures
into the EVM technique and to improve the performance of
its traditional indicators (CPI — Cost Performance Index and
SPI — Schedule Performance Index) in software projects.
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21.1 Introduction

This paper tackles the development of an academic project
using the Collaborative Interdisciplinary Problem-Based
Learning (Co-IPBL).

Two issues are emerging in health care as clinicians face
the complexities of current patient care: the need for applying
new technologies in health care management; and the need
for these professionals to collaborate with professionals from
engineering and computer science background.

Interdisciplinary health care teams with members from
many professions usually answer calls, by working together,
collaborating, and communicating closely to digitize pa-
tients’ care [13, 15, 16].

This research work provides an integration of 3 different
courses taught at the Brazilian Aeronautics Institute of Tech-
nology (Instituto Tecnolégico de Aerondutica — ITA): CE-
240 Database Systems Projects, CE-245 Information Tech-
nologies, and CE-229 Software Testing. It involved some
cooperative work with technical Physicians from Urgent and
Emergency Health Care at the Hospital of Clinics from the
Faculty of Medicine at the University of Sao Paulo, Brazil.
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It also describes a practical application of collaborative
and interdisciplinary concepts, by using the Scrum Agile
Method [4,5, 17].

This project was named in Portuguese as “Solucoes
Tecnolégicas Aplicdveis ao Gerenciamento de Informacoes
Hospitalares Ostensivas com Big Data — STAGIHO-BD”,
meaning in English, “Technological Solutions Applicable
for Managing Ostensive Hospital Information with Big Data
- TSA4AMOHIBD”.

It has considered the development of a Software Sys-
tem for decision making support, involving Patients, Doc-
tors, Hospitals, and Suppliers as actors. It encompassed the
usage of: Scrum Agile Method; Value Engineering; Big
Data; Blockchain Hyperledger, Software Quality, Reliability,
Safety, and Testability [7-10, 12].

The best practices on Scrum Agile Method and Value
Engineering were used, in order to assure computer system
adherence to the project requirements in a time frame of just
17 academic weeks [2,3].

This TSA4MOHIBD Project [18] was divided into two
groups of application: External Regulation and Internal Reg-
ulation, by sharing its development among four student
teams, which were responsible for developing different func-
tional requirements involving the verification of quality,
reliability, safety, and testability.

21.2 The Urgent and Emergency Health
Care in the HCFMUSP

Before starting the academic year, some students from the
Brazilian Aeronautics Institute of Technology (ITA) had a
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planning meeting with some members of the Emergency
Care in the Hospital of Clinics from the Faculty of Medicine
at the University of Sdo Paulo (in Portuguese, Hospital
da Clinicas da Faculdade de Medicina de Sdo Paulo —
HCFMUSP).

On that opportunity, some internal members of the hospi-
tal have presented some details of the internal and external
regulation and there was also an on-site visit to some emer-
gency areas and hospital sectors.

Selected members of the HCFMUSP technical team for
the meeting were those who participate in the internal regu-
lation of the hospital for patient care authorization, such as
the director of internal regulation, and two physicians who
coordinate the internal regulation.

Selected ITA members for the meeting were one PhD
Candidate student and one Masters’ degree student for the
preparation of the requirements specification.

As aresult it was possible to understand the characteristics
of urgent and emergency service and to assign degrees of
importance to each service attribute.

On top of most valuable attributes, to simplify the Proof
of Concept and to reduce the scope and complexity of the
system to be developed, an assigned mission was developed
based on the rescue of motorcycle accident victims sce-
nario.

The main reason of this choice of the mentioned scenario
was the its high frequent of occurrence in the city of Sao
Paulo [1,11].

21.2.1 Regulations

Regulations of Hospitals and Health Units attending Urgen-
cies and Emergencies are usually carried out by the Health
Care Supply Regulatory Center (CROSS).

It is through the CROSS that the HCFMUSP use to be
contacted, in order to respond to urgencies and emergencies.

An emergency patient may also arrive by the regular
entrance of the HCFMUSP and after contacting the CROSS
(usually via email or through the CROSS Web Portal).
The HCFMUSP will screen through an Internal Hospital
Regulation to filter relevant cases for hospital care.

21.2.2 The External Regulation

The Health Care Secretary of Sao Paulo understood the
regulation as an important tool for the management of public
health systems.

This regulation has among its objectives the equity of the
access implemented through dynamic actions executed in
an equitable, orderly, timely, and rational way, creating the
CROSS.
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The CROSS brings together actions aimed at regulating
access in hospitals and outpatient areas, contributing to the
integrality of the assistance and providing the adjustment of
the available health care supply to the immediate needs of the
citizen as described at http://www.cross.saude.sp.gov.br/ [6].

21.2.3 The Internal Regulation

The Internal Regulation is the area in the Hospital respon-
sible for verifying availability to receive a Patient. Also, It
makes the contact with the appropriate hospital institute to
evaluate whether or not a Patient could be transferred to the
Hospital.

21.3 The Agile Development

21.3.1 The Business Model Canvas

The Business Model Canvas is a visual management tool
developed by Alex Osterwalder and Yves Pigneur in their
book Business Model Generation, becoming it widely used
for mapping the business model of a new project in a
practical and clear way.

The main idea of Canvas is to allow project developers to
elaborate a model in a free and creative form. It is said that
the framework is dynamic and should be altered whenever
necessary, however making evident the feasibility of such a
model.

This Canvas tool consists of a framework that approach
the four aspects of a new business project: (1) for whom the
business is being developed, the segment of customers that
may impact; (2) how it will be developed, an aspect that ad-
dresses issues such as available resources, main activities and
partnerships; (3) how much investment will be required for
the business to take place and the source of such investments;
and, finally, (4) what value proposition the business will offer
to its customers.

Regarding it is a project for a Software instead of a busi-
ness enterprise, the use of the Canvas frame in STAGIHO-
BD was adapted according to the need of developers to map
essential aspects of feasibility and value delivery.

It was prepared by the Project Product Owner and Scrum
Masters. Then, it was validated with project clients, as
representatives of the Hospital das Clinicas, as shown in
Fig.21.1.

21.3.2 Sprints

The Scrum agile management method was adopted for the
product development. The product was developed over 3
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Sprints of 4 weeks each. It was developed by 4 Scrum teams
supported by the Scrum Masters and one Product Owner.

Each the Scrum team met virtually once a week to check
on each team the member’s task development, as well as, the
Scrum Master information sharing and the main developer’s
difficulties.

The Product Owner was responsible for directing teams
to develop value solutions, according to the customer’s main
needs. Such needs were divided into Users Stories and then
distributed over the teams.

Scrum Masters were responsible for keeping the syn-
chronism and integration among the teams. Also, they en-
sured the proper teamwork and managed the activities de-
veloped by each member of each discipline involved in the
project.

In the first Sprint, Users Stories were developed that
aimed to communicate the involved institutions to identify
the best places available for a motorcycle accident victim
considering factors such as the distance of the hospital to the
accident site, the severity of the injuries and the availability
of specialized medical teams to perform care.

and understanding if |
more beds are needed
in the Hosgpital.

Public system is an unpaid
service, however we need o
have 3 better efficiency of the

budget pradicied by the
government because the
demand in the area of Heaith

Care is high and must net
generate loss %

During the second Sprint, the development was focused
on the patient flow already inside the hospital and on the
share of relevant information to optimize this flow aiming
a faster and more effective care.

The third Sprint was dedicated to the improvement of
some micro-services, as well as the development of the
Blockchain network and its integration with the API.

At the end of each Sprint, a Sprint Retrospective cere-
mony was held to encourage the sharing of opinions and
suggestions from all project participants and to debrief on
what worked well during Sprint and on improvements for the
execution of the following Sprint.

21.4 ThePOCDemo as an Assigned
Mission

To reduce the scope and complexity of the system to be de-
veloped, an assigned mission was developed to the rescue of
motorcycle accident victims, mainly because it is a frequent
occurrence in the city of Sao Paulo.
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On a regular working day, every 15 min, the Emergency
mobile care service (SAMU) assists a motorcyclist in the city
of Sao Paulo.

Most of victims are not made up of couriers known as
“motoboys”. Usually, they are motorbikes driver using the
motorcycles to go to work or are weekend drivers.

The rehabilitation of those who are injured is usually time-
consuming and laborious, as described below:

— 40% of motorcycle accident victims need to undergo
complex surgeries and long physiotherapy treatments;

— The most serious injuries caused by motorcycle accidents
are usually in the skull and spine;

— Most motorcycle riders use the vehicle as transport, only
for 2h a day, usually to move between home and work
place;

— Most of them have been injured before;

— Of the total number of accidents initially investigated, 2%
resulted in life losses;

— Of the total number of injuries: 48% had serious injuries,
17% in the legs and feet; 12% in arms, and 23% had other
types of trauma;

— Most of them were discharged immediately after care and
only 18% had to be hospitalized; and

— Considering annual costs of about R$ 100 million are in-
vested by the Orthopedics Institute of the HC, exclusively
for the recovery of motorcyclists: “These are patients
who, in the first six months of hospitalization, cost about
R$ 300 thousands to the Hospital, on surgeries, ICU hos-
pitalizations, occupations of wards, use of medications,
among other procedures.”

Based on previously reported motorcycle accident data,
the development of the TSA4MOHIBD project should be
able to provide an adequate management for the control of
victim assistance only considering motorcycle accidents, in
such a way that:

— Those motorcycle accident victims (PATIENTS) may
be appropriately diagnosed, promptly identified, and/or
attended to;

— PHYSICIANS may have computers and/or computer
tools capable of providing preventive and appropriate
planning, scheduling, and controlling of motorcycle
accident emergency services, for example, by identifying
the needs of: hospitalization period, procedures, medical
teams, procedures for surgery preparations, as well as
the availability of surgical rooms and Intensive Therapy
Units;

— The HOSPITAL and/or the INTERNAL CONTROLLER
shall have computers and/or computer tools capable of
using appropriate technologies to provide efficient screen-
ing methods, prioritization of care, patient, and physician
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locations within the HOSPITAL, in order to locate, if
necessary, other HOSPITALS to attend emergencies of
motorcycle accident victims, according to the severity and
needs of specialized treatments for the PATIENTS;

— HOSPITAL must have adequate computers and/or com-
puter means to collaborate in the process of managing
large data flows, involving efficient care for injured mo-
torcycle patients, by using appropriate technologies and
efficient screening methods for this type of emergency;

— SUPPLIERS of medicines, devices, and/or technologies
must have appropriate tools to participate in logistics
and/or supply process which are used in care of motorcy-
cle accident victims attended by urgency and emergency
of HOSPITALS;

— PHYSICIANS and NURSES must have appropriate tools
to provide care to motorcycle accident victims attended by
the HOSPITAL emergency care, for example, to identify
them from their entrance hall, by verifying and controlling
also the movement of the stretchers, according to internal
flows of required services;

— Each confirmed case of motorcycle-injured PATIENT can
and should generate, within the inventory control of a
HOSPITAL, the release of care kits containing materials
and medications, according to the size of events. In these
cases, in addition to medicines, other supplies can and
should be considered important, such as blood bags for
transfusions, as accident victims need quick rescue and
the high risk of life losses because of blood losses;

— The population/society should have access to computers
and/or computer tools of the System Project involving
the TSA4MOHIBD and/or the Real-time TSA4MOHIBD
capable of providing appropriate records, management,
controls, and governance of resources used in the area of
Health Care; and

— Public administration must have reliable data to provide a
comprehensive situational awareness to support decision
making for accidents and/or crises, involving motorcycle
accidents.

21.5 The Final Product

In order to provide the proper speed of the communica-
tion to the Regulator and also to allow the Regulator to
know in advance the number of bed vacancy in the Hos-
pital, it was suggested a communication architecture be-
tween the Regulator and the Hospital similar to the AirBnB
model.

Then, the hospital would publish the number of vacancy,
physicians, and specialists available in a data bus commu-
nication. Also, the Regulator would publish an attendance
request for a patient and its initial conditions in the data bus
communication.
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After that, an Artificial Intelligence algorithm would per-
form some analysis to identify what kind of treatment is
necessary for the Patient, and to search among the Hospitals
which one is the closest one, has vacancy and suitable
resources to receive this Patient.

The Artificial Intelligence algorithm, after finding the
appropriate Hospital, would place in the same data bus a
message to the Hospital.

In the Hospital, the Internal Regulator operator would
analyze the request and place a message in the Data Bus to
inform the Artificial Intelligence algorithm about the Patient
acceptance.

It would also inform straight the Urgency Care Unit that
a Patient would arrive and the estimated date and time of
arrival.

The patient information would be available in the
Blockchain Hyperledger, and then data from the CROSS
and data about the Patient will be internally matched in the
Hospital. From that point onward, the planning for Patient
Care would have been started prior to the Patient arrival.

When the Patient arrives, the technical team, the bed, the
required examination, and health care steps would proceed as
the suggested planning. After the Internal Controller accep-
tance, the intelligence of the system would place a message
to the Regulator to inform if the Patient was accepted by the
HCFMUSP.

After the Patient arrival in the Hospital, his Electronic
Health Record could be read by any Institute or professional
inside the HCFMUSP. The information about patient care
steps as well as all the current bed management in the
Hospital would be presented through a dashboard that could
be available for the governance team, by physicians and
nurses looking at the next steps of the Patient Care.

For the Urgency and Emergency Care at the HCFMUSP,
our proposal is to use two separate Blockchain networks: one
for Patient and other for Attendance.

The Blockchain Patient network has overall patient infor-
mation and is a private network with information that can be
accessed by the CROSS and any other Institution that would
like in the future to access Patient Identification, e.g. Single
Health System, in Portuguese, Sistema Unico de Saude —
SUS.

The Blockchain Attendance network has detailed patient
information and all the health care details performed by the
Hospital. It is a private network with information that can
be accessed only by the Hospital and internal institutes. For
future work, examination details could be also stored in this
Blockchain network.

The main benefit of isolating patient’s data from patient’s
own care is to provide the data safety, because confidential
information will be managed only by the hospital.
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Another benefit was to allow that two different groups of
students learning Blockchain could also learn independently.
The integration has worked smoothly during the 3rd Sprint
of the TSA4MOHIBD project, which has focused in the
Integration.

The Blockchain Hyperledger implementation also makes
use of encapsulated micro-services allowing smoother inte-
gration of funcionalities, which had been developed during
the 1st Sprint (focusing in the External Flow implementa-
tion), and also during the 2nd Sprint (focusing in the Internal
Flow Implementation).

21.6 Deliverables

The final product was created by 4 teams. Each team based
on team members skills has focused on specific USs and all
4 teams have been working together since the 2nd Sprint to
integrate the development.

21.6.1 The Agile Team 1

The Agile Team 1 was responsible for the creation of
hospital micro services focused on vacancies, attendees, and
specialists. It has developed micro services in NodelS for
the creation of reservation and publication of beds, attendees,
and specialists available, as shown in Fig. 21.2.

For this, the following methods were implemented: POST,
GET, PUT, and DELETE to insert, retrieve, edit, and delete
hospital data. A communication integration interface was
developed using Blockchain technology in hospital data
transfer.

21.6.2 The Agile Team 2

The Agile Team 2 was responsible for bed management
for patient accommodation upon request of the reservation
service, as shown in Fig.21.3. After the reservation, it’s
possible to recover, edit, and remove reservations.

This team was also responsible for creating the Patient
Blockchain Business Network in the Hyperledger Com-
poser Fabric Blockchain Architecture for: registering patient
information; building the API in NodeJS for integration
with the Hyperledger Composer Fabric Blockchain stagi-
hobd.paciente through the GET, POST, DELETE, and PUT
methods developed in Hyperledger; and integrating with a
graphical web interface for viewing patient’s Blockchain data
and hash.
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21.6.3 The Agile Team 3

The Agile Team 3 was responsible for the development of
the Intelligence algorithm for the resource planning to the
medical care inside the hospital and also for the conception
of a dashboard.

To support all these applications it was constructed a
streaming channel to link all stakeholders and to transform
the Hospital in an active agent able to inform its available
resources, instead of just be waiting for care needs.

The Intelligence algorithm was based in three variables:
Urgency based on Manchester Protocol; body region with
injure; and the type of injure.
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Each of these variables were scored based in our experi-
ence, but could be better adjusted by Intelligence Artificial
and also by medical board. The following Tables show how
each variable was scored.
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It was assumed as a premise that the body of emergency
rescue could classify and provide these three variables to the
system to perform a previous medical screening and so on,
to search among the vacancies offered by several hospitals,
which one is the nearest and if it contains resources available
to receive the patient to a fast medical care.

The combination of these variables have allowed the
building of an oracle that gave us an overview of medical di-
agnosis and the kind of tie breaker to set levels of priority for
each patients, considering the hospital environment receiving
different cases all the time. Once was defined the best choice,
the system makes a reservation.

The resource planning is a solution applied inside the
hospital, especially in the ICU (Intensive Care Unit) through
an overview Panel.

After receiving a reservation, the system schedules re-
sources like physicians, nurses, rooms, and others assigning
how to attend the new patient, as shown in Fig. 21.4.

This schedule consider also other patients that are already
hospitalized and who are under medical supervision. All pa-
tients information are enriched by data from the blockchain
bringing enough data to provide agility and fluidity in the
emergency care.

The building of the dashboard artifact made possible
to follow planned versus realized occupancy rate of each
resource, service time, waiting time, and other resources.

21.6.4 The Agile Team 4

The Agile Team 4 was responsible for creating technical
solutions to work with geolocation information and creating
arelational database about occurrences, patients, doctors and
their specialties. The main developed requirements of team 4
were:
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Fig. 21.4 The planning of patient care
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— To provide patient demographics to identify: the transport
type used to take the patient into the hospital and the
esteem time of his locomotion based on latitude and
longitude of accidents and also the nearest hospitals,
where patients could be moved to as shown in Fig.21.5;
and

— To provide the estimation time for patient stay at the hos-
pital helping to verify quality of services to be provided.
Besides, team 4 has developed an application for dealing
with patient’s and doctor’s information, calculating dis-
tance and time between both in hours, minutes, or even
seconds, and displaying graphic representations of their
positions in time. This geolocation tool can be used also
for showing the room where the patient can make an
examination within a hospital.

21.7 Conclusion

The use of interdisciplinarity in 3 courses of Computer
Science has worked as expected, aggregating data and in-
tegrating sectors such as External and Internal Regulations
through its PATIENTS, HOSPITALS, PHYSICIANS, and
HEALTH SUPPLIERS, for the decision making process re-
lated to Urgency and Emergency Care, involving motorcycle
accidents.

The TSA4MOHIBD project was developed by students
from three different Computer Science courses taught at
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Tempo do Paciente no Hospital

Pesquisar Médico

the Brazilian Aeronautics Institute of Technology (Instituto
Tecnologico de Aeronautica — ITA), on the 1st Semester of
2018.

This paper has described the development of a software
system based on Big Data, Blockchain Hyperledger, Micro
services, and other emerging technologies for governmental
organizations and private sectors [14—16].

21.7.1 Specific Conclusions

The Scrum framework has been adapted to the reality of
the interdisciplinary academic environment of ITA, helping
4 teams of more than 20 students to deliver value to stake-
holders at the end of each sprint and also just one product at
the end of the TSA4MOHIBD project.

The application of Test Driven Development (TDD)
and Acceptance Testing Driven Development (ATDD)
techniques in the project was closely related to the
interdisciplinarity approach adopted, since acceptance tests
were created and implemented by CE-229 Software Testing
course students. Blockchain and NodeJS applications were
implemented by CE-240 Database System Project and CE-
245 Information Technologies course students.

The Blockchain Hyperledger, NodeJs, MongoDB, and
MySQL Databases were hosted on the AWS cloud services
and have represented the main tools applied for integrating
services from External and Internal Regulations.



21 Urgent and Emergency Care: An Academic Application System Case Study

21.7.2 General Conclusions

The authors believe that is possible to integrate products gen-
erated with Blockchain Hyperlegder, from different teams
and functional segments such as the Internal and External
Regulation, with different technologies like Micro services,
NodeJs, MongoDB and MySQL Databases.

This becomes possible considering a minimal organiza-
tion effort between teams, by defining separated Blockchain
networks with medical ostensive data to be exchanged be-
tween each blockchain network, allowing collective planning
among all involved entities.

21.7.3 Recommendations

It is strongly recommended to align expectations and re-
sults that may be compromised and quickly adjusted to re-
view deliverables, when working with emerging technologies
[19,20].

It is fundamental to have team members that could iden-
tify in advance where the team could fail using new technolo-
gies, proposing improvements, and allowing repositioning
the team itself to deliver what is agreed in consensus on time.

It is also recommended the building of some tutorials
to facilitate the Blockchain Hyperledger learning process,
which can be used to quickly demonstrate new technologies’
acquisition.

21.7.4 Future Works

For future works, it is suggested that the process used
in this TSA4AMOHIBD academic project prototype could
be extended to other Blockchain Hyperledger projects
and predictive systems, in order to improve estimation of
efforts and resources to attend Urgency and Emergency
Care.

It is also suggested to expand some cooperation among
ITA, hospitals, innovation foundations, medical suppliers,
industries, and public and private enterprises, in order to get
a selection of academic projects aligned with updated market
needs.
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22.1 Introduction

This paper tackles the development of an academic project
using the Collaborative Interdisciplinary Problem-Based
Learning (Co-IPBL).

Clinicians face many issues when dealing with the com-
plexities of current patient care. Among them, two can be
listed: (i) the growing demand for new technologies in health
care management; and (ii) the need of collaborative efforts
of professionals from Engineering and Computer Science
background.

As aresult, interdisciplinary health care teams with mem-
bers from many professions have been working together, col-
laborating, and communicating closely to digitize patients’
care [1-3].

This research was motivated by two driving forces. The
first one was the promising results reported on a research
using exoskeletons for rehabilitation [4—7]. The second one
was related to the opportunity brought by the transition from
paper-based medical records to electronic records initiated
over the past few years and still happening in different areas
in Health Care [8-11].
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In this context, the purpose of this research is to analyze
the opportunity of improving rehabilitation data storage and
analysis as well as to improve patient information availabil-
ity, privacy, and inviolability. As a result, it can also help to
decentralize data analysis, during the rehabilitation process,
better understanding the clinical recovery.

This paper presents the preliminary results of an ongoing
research effort involving the integration of 3 distinct on going
courses at the Brazilian Aeronautics Institute of Technol-
ogy (Instituto Tecnologico de Aeronautica — ITA): CE-230
Software Quality, Reliability, and Safety; CE-235 Real-Time
Embedded Systems Project; and CE-237 Advanced Topics in
Software Testing.

This effort involved a cooperative work with rehabilitation
professionals from the HC-FMUSP in Brazil [12]. It also
involved a practical application of collaborative and inter-
disciplinary concepts supported by the Scrum Agile Method
[13-15].

The adopted project code-name in English was
TSA4MOHITR (Technological Solutions Applied for
Managing Ostensive Hospital Information in Real Time),
in Portuguese, “Solugdes Tecnolégicas Aplicaveis ao
Gerenciamento de Informagdes Hospitalares Ostensivas em
Tempo Real — STAGIHO-TR”.

It encompasses the development of a Proof of Concept
(PoC) software system to validate the viability of innovative
combination of emerging technologies to support the main
needs of distinct actors involved in the rehabilitation of pa-
tients with lower limb impairment after motorcycle accidents
[1,2,16-18].

In this context, this PoC explores aspects of rehabilitation
phases and presents an integrative architecture by using
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disruptive technologies such as Blockchain to analyze data
from patients in Rehabilitation Centers.

22.2 Background
22.2.1 Blockchain

Blockchain is a database architecture that maintains continu-
ously growing set of data records into blocks. Those blocks
are linked by using cryptography, ensuring information secu-
rity [19-21].

This technology was initially created to address the dou-
ble spending problem of crypto-currencies. Most recently, a
variety of applications started to consider Blockchain mainly
due to its properties.

The main advantage of using blockchain are its distributed
nature and also its security. The distributed nature means
that there is no single master computer that holds the entire
dataset exclusively.

In fact, all the computer nodes in the network have a copy
of data. As a consequence, a Blockchain is resistant to data
modification by design. Also, it is public, clear and auditable
[19-21].

22.2.2 Rehabilitation Using Exoskeletons

In this work, the same definition of exoskeleton adopted by
[6] is used: “an active mechanical device that is essentially
anthropomorphic in nature, is worn by an operator and fits
closely to his or her body, and works in concert with the
operator’s movements”.

The terminology ‘“exoskeleton” is also employed for
devices that augments the performance of an able-bodied
wearer [6]. Norms and Standards are under analysis for
exoskeletons and for this work it is under the IEC 80601-
2-78 ED1 (Medical Electrical Equipment — Part 2-78:
Particular requirements for the basic safety and essential
performance of medical robots for rehabilitation, assessment,
compensation, or alleviation) [22,23].

In the context of rehabilitation, the application of ex-
oskeletons has been reporting encouraging results. After
more than two years of research, testing exoskeletons with
eight volunteers in Sao Paulo, scientists came across with
the following result: continued use of devices has helped to
recover some patients.

The most dramatic case was about a patient who took
steps with a walker relying only on his own legs strength,
without the help of the nurse [4, 5].

The Rehabilitation process for functions recovery consists
usually of four steps:

» The process begins already in the wheelchair, with the pa-
tient immersed into a virtual reality environment wearing
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a tactile suit, which transmits sensations of movement to
the body;

e Then he/she moves on to the Lokomat [24], a machine to
move his paralyzed legs on a treadmill, with the patient
body held by suspended handles;

* Right after, with the neural activity sensor re-installed, the
patient transmits commands to move the legs at the same
time as they are moved by the Lokomat; and

* Finally, the exoskeleton walks when the patient sends
the same trained brain commands in the other phases.
In addition to locomotion, physiological improvements
occur in the muscles for example.

The complexity of performing simple movements such as
lifting and sitting, due to injuries to the spine, implies that
the intention to move requires actuation and performance
of muscles such as the anterior tibial, quadriceps, gluteus
maximus, abdominals, trapezius, among others.

It outlines an ideological conception that an exoskeleton
application tends to interpret motor performance and provide
the necessary force to perform the movements without the aid
of crutches [25].

It is possible to consider them as the first stage of the
process until the individual go to walk, with the definition
of the primordial parameters that it will grant the capacity of
balance and static stability.

All the complexity of those movements are orchestrated
by a hierarchical Command and Control strategy. In the
Command and Control strategy there are three related levels
of hierarchical controllers (Fig.22.1), each one with a spe-
cific function:

* High-level Controller — Understands Movement Intention;

High-level Controller

Middle-level
Controller

Low-level
Controller,

Fig. 22.1 Tllustration of the hierarchical control strategy
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e Middle-level Controller — Translation Layer maps (states)
the intent of movement for tracking on low level devices
and centralizes the control of multiple joints; and

e Low-level Controller — Articulating level controller drives
the actuator as force, torque, and position or angle of the
exoskeleton joint.

22.2.3 Motorcycle Accidents

According to a research from the Institute of Orthopedics and
Traumatology of the Hospital of Clinics from the Medicine
School at the University of Sdo Paulo (Hospital das Clinicas
da Faculdade de Medicina da Universidade de Sao Paulo
— HCFMUSP), accidents involving motorcycle are one of
the main source of serious injured patients that require an
intensive rehabilitation process.

In fact, in a 3-month study on a 24-hour regimen, on
alternate days, the following outcome was identified in the
care of the victims by motorcycle accidents:

* 44% had injuries considered serious;

* 17% had fractures of lower limbs and 12% had fractures
of upper limbs, 9% had poly-trauma and 5% had crane-
encephalitic trauma;

* 67% of the unqualified victims had serious injuries and
43% of the disabled ones were severe; and

e 28% of the victims were hospitalized, 2% died, and 56%
were discharged.

22.3 Methods and Materials
22.3.1 Key Concepts and Tools

In order to develop a computer system to satisfy both the
project and learning requirements in an aggressive time
frame of just 17 academic weeks, a unique combination of
key concepts and tools was adopted.

The concepts employed in the project were Scrum Ag-
ile Method, Value Engineering, Model-Driven Development
(MDD), Integrated Computer Aided Software Engineering
Environment (I-CASE-E), and Software Quality dimensions
(reliability, safety, and testability).

The wused technological tools were the SCADE
Suite®(Safety Critical Application Development Environ-
ment, ANSYS Inc./Esterel Technologies), Blockchain Hy-
perledger, Kafka Services, Grafana, and Lego MindStorms
(to emulate an exoskeleton).

Hyperledger is an open-source project hosted by The Linux
Foundation aiming to advance the adoption of Blockchain
technologies cross-industry. Grafana is an open-source and
general purpose dashboard web application framework.
Apache Kafka is an open-source stream-processing software
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platform to provide a unified, high-throughput, low-latency,
and massively scalable platform for handling real-time data
feeds.

22.3.2 The Agile Development Best Practices

The TSA4MOHITR Academic Project has involved the
following three graduate courses:

* CE-230 Software Quality, Reliability, and Safety, involv-
ing the understanding of the development of software as
process, product, and/or service with quality, reliability,
and safety;

* CE-235 Real-Time Embedded Systems Project, involving
the understanding of agile development of embedded and
real-time software systems, and also the understanding of
software as process, product, and/or service; and

e CE-237 Advanced Topics in Software Testing, tackling
the main advanced techniques used for software testing.

During this TSA4MOHITR academic project develop-
ment, all students participated as members of Team Devel-
opers (TDs).

The CE-235 course students were responsible for mod-
eling and programming, by using SCADE. Also, they were
responsible for evaluating the compatibility with other soft-
ware tools, such as Lego for Scrum, Docker, Kafka, and
Python libraries.

The CE-237 course students were responsible for the defi-
nition and execution of the acceptance testings and its oracles.

At the same time, the CE-230 course students were re-
sponsible for validating and delivering intermediate product
values with quality, reliability, safety, and testability.

During this 2nd Semester of 2018, students from these
three disciplines were involved in acquiring knowledge about
Blockchain, implementing it as a repository for commands to
be sent to the exoskeleton.

Product Owners (POs) and Scrum Masters (SMs) offered
guidance to teams and tried to correct: the development
progress in the event of any delay; the prioritization of
the Backlog Product; and also the creation of some Scrum
quick guides and videos to facilitate the understanding of
the underlying process. Scrum Masters helped also teams to
define and adhere to the process and to make sure the work
would be performed to the best of students’ ability.

22.3.3 The Project Organization

The TSA4MOHITR Project [26] was divided into three
groups of hierarchical controllers: high, middle, and low
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level controllers. Its development was shared among four stu-
dent teams, which were responsible for developing different
functional requirements, involving the verification of distinct
dimensions of quality, reliability, safety, and testability [27,
28].

22.3.4 The Acceptance Tests

The CE-237 course students were responsible for the def-
inition and execution of acceptance tests and their oracles.
Based on the content of this subject the students were able to
prepare tests at the beginning of each sprint for each one of
the user stories (USs) chosen by each team.

As a result, there was a better performance during the
development of USs and a faster development helping to
ensure better quality in a Proof of Concept (PoC).

22.4 Analysis and Major Findings

22.4.1 The Rehabilitation Process at the Lucy
Montoro Hospital

As required by the Agile Scrum Method, during this project
there was an involvement of final users — the rehabilitation
team.

Therefore, a cooperation effort was established among
students and professionals from the Rehabilitation sector of
Lucy Montoro Hospital [12] at the HCFMUSP.

On this context, visits to the rehabilitation facilities of the
Lucy Montoro Hospital and interviews were performed for
information gathering.

This session presents the main highlights of the collected
information supporting the main considered needs used to
help to delineate a chosen PoC of User Stories.

The process is customized to each patient’s specific needs.
This requires preparation of a distinct program for each
patient as well as its exclusive execution.

Each patient presents different responses to treatments,
requiring specific adjustments into patient‘s program. This
requires an intensive effort to collect, organize, store, and
analyze data from each patient for treatments progress and
for several ongoing researches on patient’s evolution rehabil-
itation.

Also, the rehabilitation requires a well-coordinated multi-
disciplinary and distributed team involved to analyze encom-
passing Physiatrists and Physiotherapists, among others.

The first one is responsible for treating a wide variety of
diseases that cause some degree of disability. The second is
responsible for the development, maintenance, and rehabili-
tation of patients’ capacities.
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There are many apparatuses involved to support the dif-
ferent portions of the rehabilitation process, such as Motor
Rehabilitation, NeuroPhysiological Study, Magnetic Stimu-
lation, and Electroencephalogram.

However, despite the needs of a holistic approach involv-
ing all the data combined to be analyzed by multidisciplinary
and decentralized team of professionals, each used equip-
ment has its own panel for data analysis and stores its own
data into its internal storage.

Although they could be connected to a network, they are
not, so there is no communication among the machines or
to a central repository. For back-up purposes, an operator
performs a copy of the data of each equipment and stores
them into a local server. However, there are back-up files into
distinct file formats and data-types.

Therefore, professionals need to manually collect the data
from machines and insert then into spreadsheets for later
analysis of training progress. This manual process imposes
a challenge to the required decentralization of patients infor-
mation as well as threatens security and privacy aspects of
patients personal data.

As a result, it was identified an opportunity to enhance
data collection, storage, distribution and security manage-
ment straight from the distinct equipment used for rehabil-
itation (Fig. 22.2).

This opportunity can be summarized as a set of features
to support health-care professionals involved in the rehabili-
tation efforts to:

* access data collected from different equipment indepen-
dent of the physical location (decentralized) and agnostic
of data types and formats;

» analyze data collected by the rehabilitation apparatuses,
according to each distinct patient‘s training program in-
dependent of the physical location (decentralized);

e correlate the applied training data with improvements
data acquired, as the clinical portrait improves from any
physical location (decentralized); and

Technological Solutions Applicable for Managing Ostensive Hospital Information in Real Time ~ TSA4MOHITR
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Fig. 22.2 Opportunities to read different equipment data
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» support health-care actors in decision making along the
evolution of rehabilitation training from any physical
location (decentralized)

22.4.2 Assigned Mission

A scope reduction effort was performed to adjust the scope to
enable the main user needs support facing available resources
and academic goals. As a result, the scope was delineated
as a focus on the rehabilitation of patients with impairment
of the lower limbs, victims of motorcycle accidents, because
of the reported high frequent of occurrence in Urgent and
Emergency Care in Brazil.

Therefore, the assigned mission for this project was the
development of PoC that should be capable of providing
appropriate management of the rehabilitation of patients with
impairment of the lower limbs, a frequent occurrence in
emergencies from motorcycle accidents, in such a way that:

* PHYSICIANS may have computational tools capable of
identifying the eligibility of the PATIENT for rehabilita-
tion treatment (ASSUMPTION);

e PHYSICIANS may have computational tools capable of
providing preventive planning, scheduling, and control of
rehabilitation services for motorcycle accident victims,
for example, to predict the type of assisted technology
required during treatment;

e The HOSPITAL must have computational capabilities to
store recovery movements of each PATIENT in database
that allows PATIENT data privacy and its inviolability;

* The HOSPITAL must have computational capabilities
to store and retrieve movement patterns (stand, sit, and
walk) of each patient to analyze the evolution of the
rehabilitation and fine tune the training as measured by
the recovery of muscle stimuli;

* The population/society must have a computational tool
of the System Project involving STAGIHO-DB and/or
STAGIHO-TR (Real Time) capable of providing records,
management, controls, and governance of resources used
in the rehabilitation area of health (ASSUMPTION); and

* Public administration must have reliable data to provide
a comprehensive situational awareness, aiming to sup-
port decision making for patient rehabilitation, involving
motorcycle accidents, and lower limb involvement (AS-
SUMPTION).

22.4.3 Proposed Product

The developed product was a PoC oriented prototype with
some fictional elements to enhance students’ involvement
and help to contextualize the product.
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Considering the summarized set of features listed, the
automation of data collection from the used equipment, its
proper management, and decentralized access assuring the
its security are the key elements considered by the developed
product.

Therefore, the suggested product must store each patient’s
movement in a database that allows patient’s data privacy
and inviolability. This requirement motivated the use of
Blockchain.

Blockchain is suitable for storing and retrieving move-
ment patterns of each patient to get up and sit-down only
and analyze the evolution of rehabilitation.

Figure 22.3 illustrates the main components of the
adopted product architecture and its inter-relations.

Figure 22.4 illustrates the proposed control strategy by
keeping the 3 hierarchical layers and showing how the
main architectural components were distributed over them,
described as follows:

Display CDS - The proposed solution uses a CDS Dis-
play for user interaction, developed through SCADE. This
display implements the first level of control (high-level)
associated with motion intent. The user, for example, thinks

Fig. 22.3 The proposed product
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Fig. 22.4 The proposed control strategy components
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about raising, and by using the display he triggers the lift
command;

Messaging System and Middle-Level Controller — The
command received from the display triggers a message in
the messaging system. The implemented Messaging Hub is
supported by Kafka. There are multiple channels to avoid
cross-over and loss of messages. The implemented mid-level
controller follows the logic presented by the technical liter-
ature [29]. It is responsible for receiving the CDS message,
interpreting it and verifying its validity and integrity. After its
validation, the command is sent to the low-level controller to
control the robot;

Exoskeleton and Low-level controller — For the PoC
purposes, a Lego MindStorms robot was used to test the
control output, emulating an exoskeleton. It receives param-
eters from the low-level controller to effectively execute the
movement. This controller directs the specific commands
to the 4 distinct actuators (motors) controlling the robot
structure. In addition, it verifies the movement and provides
a feedback about the movement confirmation and the current
state of the robot current and of its engines current using the
message system;

Return and Situational Awareness — This message is
captured by the mid-level controller that updates an internal
control table with the states of the motors and the availability
of each motor to perform movements. The command, the
confirmation, and the patient data are stored in a SQLite
database, for later submission to the blockchain network.
At the same time, a status update message is returned to
the CDS for displaying the system current status. This is
fundamental to the situational awareness of both the health-
care team supporting the patient and the patient himself about
all steps involved from the CDS to the robot, including the
mid-control. The system was deployed into a Raspberry Pi
3, which allows connection Wi-Fi, Bluetooth, and also the
connection with a physical screen for the CDS;

Blockchain — The sending of data to the Blockchain
network occurs whenever the user has availability of con-
nection to the Internet. The data is downloaded via Wi-Fi,
respecting the protocol specified by the Blockchain network
and ensuring the integrity and inviolability of such sensitive
patient data and their treatment. The proposed solution used
for Blockchain was the Hyperledger; and

Analysis — Once data is in Blockchain, it is possible to
analyze the evolution of the patient and its treatment. It is also
possible to realize predictions for the change in the treatment
stage. Some dashboards for health-care professionals were
implemented by using Grafana.

22.4.4 Preliminary Results

From the academic standpoint, the use of Co-IPBL has
demonstrated to be a successful experience, considering a
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PoC prototype could be built by using emerging technologies
under a Scrum Agile Method paradigm in only few weeks
with limited available resources.

Also, some preliminary tests performed in the PoC proto-
type has shown very encouraging results. Some simulations
have also demonstrated that data with distinct data-types and
formats could be collected from multiple data-sources, with
low latency and potential high-scalability.

The proposed and adopted solution based on Blockchain
proved to be viable and to support some requirements of
decentralized and secure access to information.

Moreover, tests used to validate the PoC prototype could
support users to analyze data independently collected from
physical locations, by using dashboards to facilitate multidi-
mensional analyses and data correlations.

As a result, the tests using the PoC prototype could
demonstrate it is possible to use a technology that stores the
results achieved by patients in movements to get up, walk,
and sit in a decentralized manner.

Also, it has allowed the creation of dashboards according
to the needs of a medical team without being restricted to
what is presented on the console of an equipment. It made
possible data to be available to specialists from different
areas.

In addition, it was shown that it is possible to store
exoskeleton by using Blockchain. Therefore, the assigned
mission was accomplished.

Finally, the PoC prototype helped to shed a light into some
additional needs such as using voice command to control the
exoskeleton and another interface for the patient to interact
with the device.

22.5 Conclusion

This paper aimed to describe the development of an academic
interdisciplinary project by using Scrum Agile Method and
its best practices, in order to develop a prototype for a PoC,
with cloud-computing resources, Blockchain, and a suite for
embedded real-time systems applicable to rehabilitation with
exoskeletons.

Software quality, reliability, safety, testability, integrity,
and availability are important issues for protecting health
data and services for rehabilitation too.

Physiatrists need to know more about how exoskeletons
are helping in the clinical recover of patients and when
physiological improvements occur.

The Technological Solutions Applicable for Man-
aging Ostensive Hospital Information in Real Time -
TSA4MOHITR project was developed by students from
three different courses taught at the Brazilian Aeronautics
Institute of Technology, on the 2nd semester of 2018.

The application of Test Driven Development (TDD)
in this project was closely related to the adopted
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interdisciplinary approach, since the test and the develop-
ment were created by students from all three courses.

22.5.1 Specific Conclusions

The project described in this paper was successful, consider-
ing its academic and PoC goals. Academically, it enabled stu-
dents to experiment a close to real-life software development
project, by using the Agile Scrum Method and emerging
technologies to develop a real PoC.

In this context, the Scrum framework has been adapted to
the reality of the interdisciplinary academic environment of
ITA, helping the entire team of more than 20 students to offer
value to stakeholders at the end of each sprint and also at the
end of this project.

Also, the application of Test Driven Development (TDD)
and Acceptance Testing Driven Development (ATDD) tech-
niques in the project was closely related to the interdisci-
plinary approach adopted, since acceptance tests were cre-
ated by CE-237 Software Testing course students, while the
embedded software was implemented by CE-230 and CE-
235 course students.

The students were able to learn new emerging technolo-
gies from scratch and help each other to move along the
learning curves efficiently.

As a result, they were able to deliver and test a PoC
integrating multiple components and technologies such as
Kafka, Lego MindStorms, Blockchain, Hyperledger, and
Grafana.

The SCADE was used to build an exoskeleton embedded
system. It was possible to see it by a screen of commands
where an exoskeleton movement is selected and then the
commands are sent by the Apache Kafka to the exoskeleton
to move, walk, and sit down.

Finally, the PoC results were very promising, showing the
viability of using emerging technologies to automate the data
collection directly from rehabilitation equipment, enabling
its usage by a multidisciplinary distributed, and ensuring
security and privacy of patients’ rehabilitation data.

22.5.2 General Conclusions

The authors believe that is possible to quickly develop still
more sophisticated products based on integration of multiple
emerging technologies, by using a collaborative approach.

It requires only some minimal organization among teams
such as the definition of separate functionalities to be devel-
oped by each team and a collective planning effort shared
among all the personnel involved.
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In addition to that, it is highly desirable the usage of real
time integration programming suites such as SCADE.

22.5.3 Recommendations

It is strongly recommended to keep track of the potentially
affected results to quickly adjust to stakeholders® expecta-
tions and review deliverables, when working with emerging
technologies. Also, it is recommended to have participants in
the team able to identify in advance potential failures risks
with the new technology to allow the team to pivot in order
to reach its goals in the proper time-frame.

Finally, it is also recommended to rely on previously
defined standard, because it can help with particular non-
functional requirements, such as safety and performance,
when dealing with mission critical applications like those
from medical devices.

22.5.4 Future Work

It is suggested that the process used in this TSA4AMOHITR
academic project prototype can be extended to other Ex-
oskeleton in Rehabilitation projects and predictive systems,
in order to improve decision making in the rehabilitation
and to better understand clinical recover of patients. It is
also suggested for future work to expand some cooperation
among the ITA, hospitals, innovation foundations, medical
suppliers, industries, and public and private enterprises, in
order to get a selection of academic projects aligned to
updated needs from the market.
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23.1 Introduction

Design techniques for embedded systems range from tradi-
tional development to the use of formal models. Accord-
ing to [1], systems should be modeled at a high level of
abstraction, using formal models, without any reference to
implementation code or platforms, thus targeting a correct-
by-construction development. In this sense, the use of models
of computation (MoC) is considered a key approach to
formally describe the behavior of a system as a set of laws
that govern the interaction of components in a design.

Researchers have been implementing frameworks to aid
developers in modeling and simulating applications using
a formal base. Among the main available frameworks, one
can mention Ptolemy II [2], ForSyDe [3], SDF3 [4], and
Simulink [5].

In view of this, our paper introduces a comparison of
development frameworks. To select from a range of the
available ones, we defined a set of criteria that allow a more
comprehensive analysis. The frameworks have to be free and
open-source, which allows a deeper analysis of how each
framework implements MoCs, besides the shared knowledge
and collaboration environment of the developer’s community
[6]. Moreover, the compared frameworks have to be based on
different programming paradigms, so that one can observe
the benefits and drawbacks of each paradigm. Based on that,
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the selected ones were Ptolemy II and ForSyDe. Both of
them supports formal modeling based on MoC.

Related to MoCs, there is also a wide range. In this
case, we considered MoCs that are widely used and have
different timing abstractions. One is the synchronous reac-
tive (SR), representing the timed MoCs, and the other is
the synchronous dataflow (SDF), representing the untimed
MoCs.

The following aspects are analyzed in the comparison
carried out in this paper: framework maturity, programming
paradigm, scalability, model execution, programming entry
method, and design methodology.

We show frameworks comparison considerations with
respect to these aspects, pointing out the main benefits and
drawbacks of each framework, highlighting their modeling
approaches, through a case study developed and imple-
mented in the frameworks under comparison.

23.2 Background
23.2.1 Models of Computation (MoC)

A model is an abstraction or simplification of an entity,
which can be a physical system or even another model.
It includes the tasks’ relevant characteristics and properties
for that particular model. In this context, a MoC is an
abstraction of a real computing device [7], which can serve
different objectives and thus, different MoCs can be used
for modeling different systems depending on its behavior.
Essentially, MoCs are collections of abstract rules that dictate
the semantics of execution and concurrency in heterogeneous
computational systems.

A meta-model, or framework, for reasoning about prop-
erties of MoCs, named tagged signal model (TSM) is intro-
duced in [8]. Within that framework, systems are regarded as
compositions of processes acting on signals.

161

S. Latifi (ed.), 16th International Conference on Information Technology-New Generations (ITNG 2019),

Advances in Intelligent Systems and Computing 800,
https://doi.org/10.1007/978-3-030- 14070-0_23


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-14070-0_23&domain=pdf
mailto:ahorita@fem.unicamp.br
mailto:rbonna@fem.unicamp.br
mailto:dloubach@ita.br
https://doi.org/10.1007/978-3-030-14070-0_23

162

Definition 1 (Signal) A signal s, belonging to the set of sig-
nals S, is a set of events ¢; = (¢;, v;), which are elementary
units of information composed by a tag ¢; € T and a value
v; € V. A signal can be viewed as a subset of T x V.

Definition 2 (Process) A process P is a set of possible
behaviors, and can be viewed as relations between input
signals S’ and output signals SC. The set of output signals
is given by the intersection between the input signals and the
process S = S’ N P. A process is functional when there
is a single value mapping F : S’ — §¢ which describes it.
Therefore, a functional process has either one behavior or no
behavior at all.

Models within the TSM are classified as timed or untimed.
In a timed MoC, the set of tags T is fotally ordered, meaning
that one can order every event in every signal of the MoC
based on its tag. In an untimed MoC, the set of tags T is
partially ordered, meaning that not all, but only local groups
of events can be ordered based on its tag, e.g. the ones
belonging to the same signal.

23.2.2 Synchronous Reactive (SR) MoC

In a SR MoC, every signal is synchronized, meaning that for
any event in one signal, there is an event with the same tag in
every other signal. Because of this, the SR MoC is classified
as a timed MoC within the TSM.

The SR MoC is based on the perfect synchrony hypothe-
sis, which states that neither computation nor communication
takes time [9]. It means that, according to this MoC, the
processes receives an event, computes the output at zero
time and waits for the next event. To make this hypothesis
possible, this MoC splits the time axis into slots, where the
evaluation cycle and process occur. For this model to work
faithfully as the system physical behavior, the time slot may
be chosen in a way that the system is able to respond fast
enough, which means to compute the output event of an input
within an evaluation cycle, and before the next input arrives,
leading to a separation of functional and temporal behavior
of the system.

23.2.3 Synchronous Dataflow (SDF) MoC

SDF belongs to the family of untimed MoCs, named
dataflow. According to [10], dataflows are directed graphs
where each node represents a process and each arc represents
a signal path. Each process, when activated, i.e. fired,
consumes a certain amount of data, denominated tokens,
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from its input ports and generate a certain amount of data for
its output ports.

In the SDF case, each input and output port is associated
with a fixed natural number. Such numbers, i.e. token rates,
define the token consumption, for input ports, or the token
production, for output ports. An actor can fire only if the
signal paths have enough tokens to supply the amount needed
by all input ports of the actor. As consequence, no signal path
can have a negative amount of tokens.

The fact that an SDF actor always consumes and generates
the same amount of tokens, i.e. fixed token rates, allows
efficient solutions for problems like finding a static schedule
for single and multi-processor implementations and buffer
size definitions [10].

23.3 Framework Analysis and Comparison

23.3.1 General Frameworks Overview

Ptolemy II is a framework based on actor-oriented design
targeting formal modeling of heterogeneous cyber-physical
systems (CPS). It provides a graphical user interface (GUI)
named Vergil. In Ptolemy II, a model is implemented as a
hierarchical interconnection of actors, concurrently executed
and that communicate through messages via interconnected
ports. A specific component, named Director, drives the se-
mantics of each hierarchical level. Ptolemy II is open-source.
Its code is free for academic and commercial use under the
Berkeley Standard Distribution (BSD) license style, which
means that the user needs to include the copyright notice into
products. The application stable versions, compatible with
multiple operating systems, can be downloaded from [11].

Formal System Design (ForSyDe), on the other hand, is
composed by a set of different libraries that aims the formal
and correct-by-construction system design, comprehending
different phases of the design process, including modeling
and simulation, design space exploration, synthesis and com-
pilation. ForSyDe-Shallow is one of the main tools for system
modeling and simulation. It is based mainly on Haskell
functional programming language, and uses the concept of
process constructors, which are higher-order functions that
take side effect-free functions and values as arguments to
create processes. Each MoC implemented in ForSyDe is
essentially a collection of process constructors that enforce
the semantics of each specific model, avoiding the usage of
a Director. ForSyDe has the same license base as Ptolemy
I, BSD style, but most of its libraries include an extra
clause that prohibits the use of project or contributors names
without written consent. Its libraries source code are under
version control and can be found at [12].
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23.3.2 Framework Maturity

The first steps in Ptolemy II development were taken in
the 1980s in the University of California, Berkeley, as a
software framework called Blosim, made only for simulating
signal processing systems. After that, the framework kept
its evolution, implementing new MoCs and, even switching
its base language to leverage the framework logic, coming
from C, passing through Lisp and C++ (Ptolemy Classic),
and currently Java (Ptolemy II) [2]. Nowadays, Ptolemy II
has subsets and branches which are sponsored by commercial
partners (e.g., Microsoft, Denso, Ford, National Instruments,
Siemens, Toyota), like CyPhySim, which simulates CPS, and
CapeCode, a modeling tool focused on internet of things
systems. These branches are part of iCyPhy, a project that
aims to conduct a research on architectures design, modeling,
and analysis techniques for CPS.

The development of ForSyDe started in the Royal Institute
of Technology (KTH) in 1999 [13]. Although it had not this
specific name back there, the authors presented the princi-
ples and methodologies involved in the framework, combin-
ing the synchrony hypothesis with the functional language
paradigm. Since then, an increasing number of researchers
and other people from academia have been working on this
framework to add new MoCs implementation and additional
libraries. Currently, the main tool for modeling and simula-
tion of heterogeneous systems using MoCs in the ForSyDe
project is the ForSyDe-Shallow, implemented as a shallow-
embedded domain specific language (EDSL) in the func-
tional programming language Haskell. Apart from ForSyDe-
Shallow, the project has other tools such as ForSyDe-Atom
and ForSyDe-SystemC. ForSyDe-Atom, also implemented
as an EDSL in Haskell, is a spin-off from the ForSyDe-
Shallow that aims to push the concept of orthogonalization
of concerns to its limits using the concept of layers [14].
ForSyDe-SystemC is also an EDSL, but implemented in the
IEEE standard language SystemC.

23.3.3 Programming Paradigm

Ptolemy II is based on the imperative programming
paradigm, being Java its base implementation language.
Java is a concurrent and strongly typed language, which
facilitates the modeling of concurrent process of a system
[15]. Tt is also object-oriented, allowing new MoCs to inherit
attributes and methods from existing ones.

ForSyDe relies on the functional programming paradigm,
developed mainly in Haskell. The main characteristic of
Haskell [16] is that it is a purely functional programming
language, based on Lambda Calculus system, which means
that functions does not depends on system’s state, i.e. the
output of a function is always the same, provided that the
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same parameters are inputted. Alone, this feature facilitates
the application of formal methods for transformation, syn-
thesis, verification [3]. Besides that, it is a lazy language,
its functions only evaluate arguments when the results are
needed. It also includes variable type inference, which im-
proves coding performance. These specifications, together
with others, makes it possible to have a higher abstraction
level when modeling systems with this language.

23.3.4 Scalability

Ptolemy II includes Ontologies package [17] as an extension
to manage scalability, based on application’s semantic con-
cepts annotations and lattice-based ontologies. The scalabil-
ity modeling is described in [2]. We argue that implementing
models in Vergil, which is a GUI, may become a problem for
very large systems, such as state machines with many states
and state transitions. In such systems, the visual represen-
tation provided by the GUI may become incomprehensible
and may be very costly to perform small modifications on
the model.

Implemented in Haskell, ForSyDe inherits all the features
of the host language, such as lazy evaluation, allowing to
model infinite input streams in a pure functional, side effect-
free way. Although it seems costly to implement a model
in ForSyDe due to the lack of a GUI, for large systems
it is actually an advantage because modifications can be
performed in a few lines of code, instead of dragging blocks,
connecting many transitions or signal paths and configuring
each new object added using a GUI. Besides, Haskell is a
compiled language, which means it has a better performance
when executing than interpreted languages such as Java.

23.3.5 Model Execution

The main way to simulate a model in Ptolemy II is using
Vergil. After modeling the system, the user can execute and
run the model by pressing a specific command button. The
output is presented depending on the output actor that was
included in the model, which can be graphical, text or files.
It is also possible to include more than one output actor.

All the actors, including the Director and Output, have
their implementation source code accessible and they can be
customized in the model, just by “right click” on the actor
and selecting the desired option.

In ForSyDe, one way to execute a model is to use the
ForSyDe-Shallow library. After implementing the model, the
user must load that library into a Haskell compiler iterative
environment, e.g. GHC1, and call the processes defined in the
model. If applicable, the output will be printed as defined in
the model, on the same interface.
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23.3.6 Programming Entry Method

Ptolemy II uses Vergil GUI as its main programming entry
method. The developer can drag-and-drop components from
an available list and define parameters included in each actor.
The Director is also taken from the same list. It is possible to
customize components as needed by the application.

In ForSyDe, the developer can model the application by
directly writing a source code in Haskell. For each MoC,
there is a list of processes constructors that may be used to
model each one of the application processes.

23.3.7 Design Methodology

Ptolemy II is based on an imperative paradigm, implemented
basically in Java, leading to a well defined package structure.

The kernel package defines the structure of MoCs, spec-
ifying the relations between components, domains and their
hierarchy. Data package refers to the classes responsible for
data transfer between models, the main class in this package
is the Token, the base for all units of data exchanged between
components. Math package basically treats operations with
matrices and vectors. graph package provides support to ana-
lyze and manipulate mathematical graphs. The actor package
leads with I/O ports and actors, which are executable entities
that exchange data through I/O ports, this is also the package
that includes the Director class, which are customized to
drive each domain, i.e. MoC, in an application. Gui package
offers user interface methods to edit parameters of model
components and managing windows. Also providing user
interface components, vergil package implements Vergil, the
GUI for Ptolemy II. The moml package provides a parser for
modeling markup language (MoML) files, which is the XML
schema used to store models.

ForSyDe aims to push system design to a higher level
of abstraction using the functional programming paradigm
[3], implemented using Haskell language. This leads to well
defined and structured models, and also gives a solid base
for formal analysis. In ForSyDe, the first step when imple-
menting a target platform is to develop a formal and purely
functional specification model, allowing stepwise design
refinement through formal design transformations, reaching
the implementation model. The processes are constructed by
higher-order functions, called process constructors, which
have software or hardware semantics [18]. This first phase
is called Functional Domain and it is all expressed using
ForSyDe semantics. Having the Implementation Model, the
development reaches the Implementation Domain, in which
the allocation of resources and code generation are per-
formed. Finally, the model is described in hardware, e.g.
VHDL, and software, e.g. C language.
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23.4 Case Study

Two different systems are modeled in Ptolemy II and
ForSyDe, as case study. The first is an encoder-decoder
system (EDS) modeled based on the SR MoC, and the
second is a frequency spectrum system (FSS) based on the
SDF MoC.

We used the following tools versions: Ptolemy II
v11.0.1_20180619, and Java development kit v10.0.0;
ForSyDe v3.3.2.0, and Glasgow Haskell compiler (GHC)
v8.0.1. The complete case study source codes are available
in [19].

23.4.1 Encoder-Decoder System (EDS)

The EDS, Fig.23.1, is a reconfigurable system introduced
in [20] modeled with the SR MoC. That system has 2 input
signals: Sgey and Sippur. Skey 18 a signal containing the keys to
the encoder/decoder process, and s, is the input signal to
be encoded.

The process genEnc generates an encoding function based
on each key value, inputted via the s, signal. The chosen
encoding function is the basic addition function, therefore
the output of genEnc is the function fg,.(x) = x + key. The
process genDec behaves in the opposite way genEnc does,
it outputs the decoding function fp..(x) = x — key. The
processes apgne and appec apply the functions fg,. and fpec
to its data inputs to encode and decode data.

To model the EDS in Ptolemy II, we first define the
semantics as the SR MoC using the SR Director. To include
it, the user needs to select the Director and drag it into
the graphic editor contained in Vergil. In this model, the
Sequence actor was used to generate the input signals Siey
and Sippus.

We used the Expression actor to model the processes
genEnc, genDec, apg,. and appec. Finally, to create an
output as a plain text, it was used the NonStrictDisplay

Skey

Sinput Soutput

Fig. 23.1
[20D)

EDS modeled according to the SR MoC. (Adapted from
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actor, which shows the output as illustrated in OutputDisplay
window, Fig. 23.2.

To model the EDS in ForSyDe, we first create each
process using the appropriated process constructor. To model
the genEnc and genDec processes, we use the combSY
process constructor, which takes a function as argument
and generates a process that takes a single input signal
and applies the function, generating the output signal, i.e.
currying technique. To model apg,. and appe., we use the
z1pWithSY process constructor with the function applica-
tion operator, $ in Haskell, to generate processes that takes
one input signal of functions and one input signal of values
and outputs a signal resulted from the application of the
functions to the values. With all process defined, we finally
connect the processes to each other forming the desired
process network.

Listing 23.1 shows the EDS implemented in ForSyDe.
The functional paradigm of Haskell makes this particular
case study straightforward to implement due to the fact that
functional languages handles functions as first-class citizens,
allowing them to be used as any other value, including being
exchanged via signal paths.

Listing 23.1 EDS SR MoC in ForSyDe/Haskell code

1 module EDS where
2 import ForSyDe.Shallow

3 -- Process Definitions
SR Director
s ke
Clock tick num: 1
Clphered:2.0 Declphered: 1.0
Clock ticknum: 2

Ciphered:6.0 Deciphered: 2.0
Clock ticknum: 3
Ci 0 Deciphered: 3.0
Clock ticknum: 4
Ciphered:5.0 Deciphered: 4.0
Clock ticknum: 5
Ciphered:6.0 Deciphered: 5.0

genEnc
function(xdouble) x+y |

genDec
l function({x:double) x-y ]

~ _ _Output-

“Clock tick num: * + input

Fig. 23.2 EDS SR MoC modeled in Ptolemy II
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4 genEnc = combSY (+)
5 genDec = combSY (\x y -> y-X)
6 ap_enc = zipWithsy ($)
7 ap_dec = zipWithSY ($)
8 -- EDS process network
9 eds s keys s _input = (s_enc, s_output)
10 where s_enc = ap_enc s_encF s_input
11 s_output = ap_dec s_decF s_enc
12 s_encF = genEnc s_keys
13 s_decF = genDec s_keys
14 -- Input Example
15 s_keys_example = signal [1, 4, 6, 1, 1]
16 s_input_example = signal [1, 2, 3, 4, 5]
17 -- to execute the model:
18 -- eds s_keys example s_input example
19 result: ({2,6,9,5,6},{1,2,3,4,5})

23.4.2 Frequency Spectrum System (FSS)

The FSS model, Fig.23.3a, is based on a multi-rate SDF
example [2], which models a system that generates the
frequency spectrum from a noisy sine wave.

There are two input signals in the FSS model, a sine wave
Ssine and a random noise signal Syeise. The Y actor adds
events of each input signal and outputs the noisy sine wave
Snoisy- The Spectrum actor consumes 256 events of s;i5y t0
generate 256 events representing the frequency spectrum of
the input signal.

To model a system using SDF in Ptolemy II, the SDF
Director block must be chosen to enforce its semantics into
the model. In this implementation based on [2], Fig. 23.3b,
we used a Sinewave actor to generate the sine wave and a
Noise source, which outputs pre-generated random values
stored in a file, to generate the noise signal. The Spectrum,
pre-implemented in Ptolemy II, actor then generates the
frequency spectrum of the noisy signal using 256 input
tokens.

FSS implementation in ForSyDe follows the same pro-
cedure used to implement the EDS. We create each process
with the appropriate process constructor and connect each
one to form the process network. The main challenge is to
implement the discrete Fourier transform (DFT) function in
Haskell to use it in the Spectrum actor, since there is no pre-
implemented Spectrum actor such as in Ptolemy II.

SDF Director IR M "

Snoise - |

Ssine

Addsubtract

(a)

20

—20

Intensity [dB]

|
WWMWWWWWWMW

|

—40

Spectrum™ ~ ~ _ _ SeqPlot

0 50 100 150

Samples

(©)

200 250

(b)

Fig. 23.3 FSS SDF models. (a) Frequency spectrum system (FSS) modeled according to the SDF MoC. (b) FSS SDF MoC modeled in Ptolemy

II. (Adapted from [2]) (¢) FSS SDF MoC output using ForSyDe
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Listing 23.2 shows the FSS implemented in ForSyDe. The
actor Spectrum, defined as spectrum, was created using
the process constructor actor11SDF, which takes, as argu-
ments, the token consumption rate 28, the token production
rate 28, and the function, i.e. the DFT implemented as the
function spec. The result is an actor that, whenever fired,
consumes 256 input tokens and produces 256 tokens corre-
sponding to the input’s frequency spectrum. The ) actor
was created using the process constructor actor21SDF,
21 indicates it has 2 inputs and 1 output, which takes, as
arguments, the token consumption rates of each input port
in a tuple, the token production rate and the function, a basic
add function.

Listing 23.2 FSS SDF MoC in ForSyDe/Haskell code

1 module FSS where

2 import ForSyDe.Shallow

3 import Data.List.Split

4 import System.IO

5 -- Sine wave parameters example

6 sampleFreq = 8000

7 sineFreq = 440

8 sinePhase = 0

9 -- Spectrum process parameter

10 order = 8 :: Int

11 Discrete Fourrier Transform Calculation (answer in
dB)

12 spec :: (RealFloat a, Enum a) => [a] -> [a]

13 spec x = zipWith (\re im -> 20 * logBase 10 (sgrt $ re
“2 + im™2) - 10 % logBase 10 m)

14 [sum $ zipWith (%) x2 [cos (2xpixk*n/m) | n
<- [0 (m-1)11 | k <= [0 .. (m-1)]]

15 [sum $ zipWith (%) x2 [sin (2«pixk*n/m) | n
<- [0 (m-1)11 | k <- [0 .. (m-1)]]

16 where m = fromIntegral $ length x

17 x2 = zipWith (%) (ecycle [1,-1]) x

18 -- Spectrum actor

19 spectrum :: (RealFloat a, Enum a) => Signal a ->
Signal a

20 spectrum = actorllSDF (2”order) (2”%order) spec

21 Adder actor

22 adder :: Num a => Signal a -> Signal a -> Signal a

23 adder = actor2lSDF (1,1) 1 (\I[x1] [x2] -> [x1+x2])

24 -- Adder in series with spectrum

25 fregSpec :: (RealFloat a, Enum a)
Signal a -> Signal a

26 fregSpec sl s2 = spectrum $ adder sl s2

27 -- Sine wave generator

28 sineGenerator :: RealFloat a =>
Signal a

29 sineGenerator (amp, freq, phase) time = signal $ map
(\t -> amp * sin (2«pixfreg+t + phase)) time

30 -- Sine = source actor

31 s_sine :: Signal Double

32 s_sine = sineGenerator (1, sineFreq, sinePhase) [0, 1/
sampleFreq .. (2%order - 1)/sampleFreq]

33 -- Nois urce actor

34 s noise :: String -> Signal Double

35 s_noise noise_inp = signal $ map (\x -> read x ::

=> Signal a ->

(a, a, a) -> [a] ->

Double) (splitOn "\n" noise_inp)

36

37 -- Format the output to save in a file

38 outputFormat :: (RealFloat a, Show a) => Signal a ->
String

39 outputFormat NullS = []

40 outputFormat (x:-xs) = show x ++ "\n" ++ outputFormat
XS

41

42 main = do

43 noise <- readFile "NoiseSignal.txt"

44 let s_out = fregSpec s_sine (s_noise noise)

45 writeFile "OutputSignal.txt" $ outputFormat s_out

A.Y.Horita et al.

Figure 23.3c shows the output generated by the FSS
ForSyDe implementation. Since the same random signal
was used in both Ptolemy II and ForSyDe implementations,
the result displayed by Fig.23.3c matches the result of
Fig.23.3b.

23.5 Related Work

A comparison of object-oriented (OO) model-based speci-
fication languages was performed in [21]. They argued that
OO concept leads to profits including complexity manage-
ment, secure data, reuse and polymorphic expressions. They
presented differences between the languages OCL, Z and
VDM.

Regarding formal verification tools, [22] presented a se-
mantics comparison of two untimed SystemC/Transaction-
Level Modeling, the non-preemptive semantics and the con-
current one. They used Lotos and CADP SystemC tool-
boxes as a framework to implement comparison experiments,
concluding that, with an encoding contribution in Lotos,
the concurrent semantics generalize the non-preemptive one,
with similar semantics although using global lock.

Edwards et al. [1] presented a study on the design of em-
bedded systems, analyzing principles that should be the base
for formal modeling, specification, validation and synthesis.
To describe modeling, they went through MoCs definition,
also discussing about modeling languages and their interac-
tions with the implementation languages. When discussing
validation, they mentioned a range of software and hardware
co-simulation techniques, and formal verification methods.

23.6 Conclusion

We presented in this paper analysis and comparison of two
open-source frameworks that support formal modeling and
system simulation, namely Ptolemy II and ForSyDe. We
highlighted their main differences considering aspects such
as framework maturity, project size, programming paradigm,
availability, scalability, model execution, model simulation,
programming entry method, and underlying language. To
support the comparison, we modeled two systems using
synchronous reactive (SR) and synchronous dataflow (SDF)
MoCs.

By analyzing the compared aspects, the following can be
stated. When compared to ForSyDe, Ptolemy II has been
developed for a long time and counts on a wider development
team. Besides, it has a more intuitive interface and the
advantage of object-oriented programming when creating
new actors or MoCs. On the other hand, ForSyDe ele-
vates the abstraction level and has better performance when
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executing/simulating models. It also has better scalability, as 9.
it does not depend on any GUI.
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24.1 Introduction

The software development is a non-trivial task, which may
involve a complex framework composed of different artifacts
of Software Engineering, whose main objective is to deliver a
quality product that meets the requirements specified by the
business [4]. In order to guarantee this quality for the soft-
ware in development, the software engineering established a
set of activities, separated in three stages, that must compose
the process of construction of the systems: Verification,
Validation and Testing.

The Mutation Test, or Mutation Analysis, emerged in the
late 1970s as a defect-based technique useful for guiding
the test process [5, 9]. It is a technique based on defects,
which assumes that competent programmers write correct
programs, or very close to the correct one (hypothesis of
the competent programmer). Based on this hypothesis, it
can be stated that errors are introduced in the programs
through small syntactic deviations that, although they do not
cause syntactic errors, alter the semantics of the program
and, consequently, lead the program to an incorrect behavior.
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Thus, the mutation test identifies the most common syntactic
deviations and, based on changes made by mutation opera-
tors, on the program to be tested, assists the tester in writing
test cases that reveal the transformations that would lead to
the construction of an incorrect program [4]. In addition,
this technique also explores the hypothesis of the coupling
effect, in which the set of tests capable of revealing the
small changes in the code, are also able to differentiate
programs with more complex defects, that is, real defects
(Table 24.1).

Mutation analysis is a strategy that, based on coverage,
defines the test criteria [14]. To fully meet the coverage
criteria it is necessary that all the useful mutants be killed
[6]. Thus, in mutation tests, a suitable test set is considered
when the test suite reaches 100% score on its mutation
score [16].

Although it has proven effective in the selection of test
data, mutation tests have a high computational cost. One
of the main factors that make the cost so high is the gen-
eration, during the mutation process, of duplicate mutants
and the equivalent (useless mutants) [6]. Duplicate mutants
are those that, although they have distinct syntax, are se-
mantically the same. Already the equivalent mutants are
semantically similar to the original code. Another problem
related to useless mutants is that they eventually inflate
the mutation score, since the number of dead increases.
Thus, one of the major challenges of software engineering
for mutation testing is to reduce the set of generated mu-
tants while maintaining quality of the corresponding tests
(Fig.24.1).

The term subsumption was initially used in coverage tests
by [3], establishing that subsumption occurs when a criterion
C1 subsumes, or dominates, a criterion C2 if, and only if,
each set of execution paths P satisfies C1 also satisfies C2
(Table 24.2).
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Table 24.1 Matrix of mutation

41 15} 13 1y
mi 1 1 0 0
my 1 0 0 1
ms3 0 1 0 0
my 1 1 1 1

P: program under test
T: test suite
K K: number of killed mu-
tants
M: number of generated
mutants
E: number of equivalent
mutants

MS(P,T) =
(M

!‘:) , where:

Fig. 24.1 Mutation score

Table 24.2 Initial population - GAADT

Chromosome Adapt
{< my, ma, mg >}
{<mi,m3,mo >}
{<myi,myg,my >}
{< ma, my, my >}
{< m2,m3,my >}
{< ma, ma,mo >}
{<m3,my, mo >}
{< m3, my,my >}
{< m3, my,my >}
{< mq,my, mg >}

{< mg,my, mp >}

\SER SR Sh¥ellelielieleleol el S o)

{< mg,m3,mp >}

Mutation testing has proven to be an effective way to test
programs. It is able to simulate the effect of other white box
testing techniques, while providing improved fault detection.
Several researchers have invested in strategies to reduce the
cost of mutation analysis, with the main focus being the non-
generation of these useless mutants [1, 12, 13, 15]. One of
the proposed solutions was the selective mutation, where the
number of mutation operators is limited to a small set, chosen
carefully, causing a small number of mutants to be created.
One of the problems with this technique is that although the
number of mutants generated is smaller than if we used all
the available operators, it does not guarantee that redundant
mutants are not generated, causing considerable noise to
remain in the mutation score. For example, some mutants are
killed by almost all tests. Thus, deleting these mutants from
the set to be used does not affect which tests are chosen, but
results in a different mutation score [11].

Another proposed solution for mutant redundancy is the
Minimal Mutation, a recent research that accurately defines
redundancy among mutants, identifying mutants called Mu-

M. C. Tenério et al.

tators. The notion of dominance has traditionally been used
to compare test criteria: a C1 criterion subjects C2 if each set
of tests satisfying C1 also satisfy C2 [10]. Thus, it can be said
that given a set of M mutants any is said to be dominant D a
minimal subset of M, so that any test set fitting for D will be
suitable for M. The domimence can be roughly classified as
static or dynamic decrease.

Thus,contributing to the creation of tools the present work
presents a model for automatic identification of subsumption
in mutation tests, using an instance of the GAADT — genetic
algorithm based on abstract data types. We compared our
model to the dynamic subsumption method proposed by
[2] and then the visualization model from the generation of
graphs presented by [10] are discussed.

24.2 Genetic Algorithms

In the 1970s, a University of Michigan doctoral student in
computer science called John H. Holland attempted to de-
velop a computational method that would be able to address
phenomena generated by complex adaptive systems.In the
course of his work, Holland realized that there was a clear
similarity between the phenomena he studied and the process
of evolution of the species, for just as the interaction between
the adaptive agents determined the result of the phenomena
investigated by him, the interaction between environmental
factors determined the next population of a given region.
Based on this finding, Holland proposed a computational
method to simulate the process of evolution of the species,
called Genetic algorithm [8].

In Holland’s perception, the process of biological evolu-
tion is summarized in the transformation of one population
into another, by the action of selection, crossing, mutation,
inversion and substitution operators. In this perception, the
population is a fixed-length vector of chromosomes, which
are also fixed-length vectors of elements belonging to the set
0,1. Holland denominates locu the positions of the chromo-
some, allele the value that occupies a locu in the chromosome
and gene to the set of alleles that can occupy a locu in the
chromosome (Table 24.3).

The operators of the genetic algorithm of Holland be-
have as follows. First, the selection operation chooses the
population chromosomes that can generate offspring for the
next population. Next, the crossing, mutation and inversion
operations are applied to the selected chromosomes in order
to generate new chromosomes. Finally, the substitution con-
structs the new population with some of the chromosomes of
the current population and the population of chromosomes
generated.

More recently, the name genetic algorithm has been used
to name a field of evolutionary computation [7] that com-
prises both the algorithms inspired by the genetic algorithm
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Table 24.3 Population — 1st generation

Origin Chromosome Adapt
Py {<my, m3,mg >} 2
Py {<mg,m;,mg >} 2
Py {< myg, mp, mo >} 2
Py {< myq,m3, my >} 2
cross {<mg,my,my >, <my,m3, my >} 6
cross {<mg,my,my >, < my,my, my >} 6
cross {<mg,my,my >, < my,m3, my >} 6
cross {< mgq,my, my >, < my,m3, my >} 6
mut {<my, m3,my >} 3
mut {<mg,m;,m3 >} 6
mut {<mg,mi,my >} 6
mut {<my,m3,myg >} 3
Table 24.4 Population — 2nd generation
Origin Chromosome Adapt
Py {<mg,my,my >, < myg,my, my >} 6
Py {<myg,my,my >, < my,m3, my >} 6
Py {< mqg,my, mg >, < my, m3, mg >} 6
P {< myg,my,mz >} 6
P {< mg,my,my >} 6
cross {<ma,my,mg >, <my,m3, mp >, 24
< mg4,my, mgy >}
cross {<myg,mr, my >, < my,my, my >, 12

< my, m3, mp >}

of Holland to work the limitations of this algorithm when
applied to problems of different natures, as the “limitation”
of the fixed size of the chromosome and also of the fixed size
of the population, as well as the artificiality of the selection
operation and the renewal of the generated populations. A
proposal to work on these limitations was proposed by [17]
and called the genetic algorithm model based on Abstract
Data Types (GAADT) (Table 24.4).

In GAADT the adoption of the idea of fixed representation
for the chromosome or population, as well as the definition
of different genetic operations for each class of problem and
type of representation adopted, will be treated with abstract
idea types and data associated with a more real modeling of
the Genetic procedures:

» for problems with chromosome and population represen-
tation, GAADT adopted a representation of the stratified
chromosome at three levels of perception (chromosome,
gene and base) to model a representation of the chro-
mosome independent of the solution adopted and the
problem to be treated. Depending on the interpretation
given to the types (chromosome, gene and base) it is pos-
sible to reproduce any of the representations of existing
chromosomes;

» for problems concerning the quality of chromosome adap-
tation to the environment, GAADT exists an environment
modeling defined as a structure in which one of the
components is the population. According to this model,
environmental changes are seen as the beginning of a new
period of evolution during which the chromosomes of the
current population will suffer the action of the genetic
operators in order to construct a new population formed
only by chromosomes that satisfy the requirements of the
current environment. After the evolution period comes the
period of stagnation, during which the population does not
evolve. The period of stagnation is finalized when a new
environmental change occurs, initiating a new cycle of a
period of evolution followed by a period of stagnation.
The result of the problem for the current environment
is the most adapted chromosome in the population of
stagnation reached, if it is compatible with a stopping
condition, which should be defined during the design
period of the GAADT,;

 for the problems arising from the need to define a different
genetic operator every time the chromosome representa-
tion changes, was solved by specifying operators based
on the abstract data types. Soon the instantiation of the
types genes, chromosomes and population can be applied
to all operators without problems;

» for problems arising from the generation of the new
population, in GAADT a chromosome will die only if
its adaptation to the current environment is less than a
stipulated value, but before dying, in an attempt to survive
this chromosome will generate all possible mutations, to
if it is certain that it has no chance of adapting to the
environment, to the problems of premature convergence,
the GAADT avoids this fact with the representation of
the population by a set, which can have any size and the
generation of a population of all possible chromosomes
whenever a genetic operator of crossing or mutation is
called.

24.3 GAADT Specification for Dynamic
Dominance Identification

In this section we will present an instantiation of the base,
gene, chromosome and population types for the proposed
problem, taking into account that the only information pro-
vided to GAADT is the mutation matrix, which relates
the submitted mutant programs to the test. In GAADT the
chromosomes will be represented by their genetic material,
which has on the bases their elementary units of formation.
The set B = X U {b,}, where X is the set of mutants
considered in the analysis and b, is base-innocuous.

The base elements are grouped into sequences to form the
characteristics (genes) of the chromosomes. But not every
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base sequence represents a characteristic for the chromo-
some. Therefore, there must be a law of formation to indicate
how the bases must be grouped to form a given characteristic.

In this work, the law of formation of characteristics will
be represented by the set of Axioms of Genes Formation
(AFG), which should be defined for each case according to
the semantics attributed to the gene. The set G = {g =<
bo,b1,.....,by > |b1,....,b, € BAg € AFG}, where
AFG is formed by the following axioms:

e afgr = (g =< by,....,b, > Gy = b, —
Vi € {1,2,..,n}b; = by))), says that if the root of the
dominance tree is base-innocuous, then all leaves must
also contain an innocuous mutation;

e afg = (g =< bo,...,by > Gy # bA =
i e {1,2,.,n}(bg # bi)) A (Vj € {1,2,..,n}
brokentests(by) C brokentests(b;))))), says that if the
root of the dominance tree is different from the base-
innocuous then the information contained in the root must
be different from the information contained in all the
leaves, and that the root-broken tests should contain the
tests broken by the leaves;

e afgs = Vg =< by, ..., b, € G((Yi € {0, ..,n}(b; #
b)) = (i, j €{0,..n}@ #j = bi #bj))N
(vj e {1, .., n}(inha(by) < linha(b;)))))))}, says that
if the root and leaf information of the simple dominance
tree are all different from base-innocuous then they must
also be different from each other.

The g» =< by, by,...,b, > sequence will be called
the gene-innocuous and the g =< bo, b1, b2,...,b, >
sequence will be called the single dominance tree of the
bo mutation on the by,bs,...,b, mutations, which can be
graphically represented as a non-human tree of a only depth
level with root by, with leaves by...,b,}. The by,b1,....,b,
elements of g will be denoted from now on by root(g) and

leaf (g).

8xs
domi(gi, gj) = 1 &i»
8j>
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Genes are grouped into clusters to form the population’s
chromosomes. The set of genes ¢ = {g1, g2,..., gn} that
makes up a given chromosome serves to identify this chro-
mosome within the population. But not every set of genes
can be considered chromosomes, to inform when a set of
genes will have formed a chromosome will be defined the
set of Axioms of Formation of Chromosomes (AFC), which
should be defined for each situation according to the adopted
semantics for the chromosome. The set chromosome C =
{clc € G Ac € AFC}, where AFC = {afc; = (V¢ €
C(Jigi € c(/Ag; € ¢ — {gi}(root(gi) = root(g;)) N
(root(g;) € leaf(g;)))}. The set ¢, = {gx} will be called
the chromosome-innocuous and the set ¢ = {g1, g2, ..., guw}
will be called a compound dynamic dominance tree. The
chromosome formation axiom states that each chromosome
has only one root, so it is a tree formed by the combination
of the simple trees represented by the genes (Table 24.5).

The population is a set of all chromosomes constructed
according to the axioms of gene and chromosome formation.
Soon the population in this modeling will be precisely the
result of the problem.

GAADT works with two types of genetic operators:
reproduction and mutation. The genetic reproduction oper-
ator is characterized by combining the genes of two parent
chromosomes to form their child chromosomes, whereas the
genetic operator of mutation is characterized by altering the
genes that make up one chromosome to form another mutant
chromosome (Table 24.6).

The gene of the parent chromosomes for a given char-
acteristic that will be part of the child chromosomes is the
one that best satisfies the constraints of the problem on the
characteristic expressed by this gene, which will be called
the dominant gene. Given two genes g1 and g», they are said
to express the same feature if there is a relevant attribute to
the problem in focus that is satisfied by the given genes. The
dominant gene is an domi : G x G — G as can be seen
in (24.1).

if (—same(gi), g;)).
if (same(gi, gj) N (degree(g;) < degree(g;)),
if (same(gi, g;) N (degree(g;) > degree(g;)).

(24.1)

It is said that two genes express a same characteristic,
same : G X G — Boolean, if they share a property relevant
to the problem in question, in the case of the construction of
dominance trees the relevant characteristic will be the root of
the simple trees that compose it.

true, if (root(g;) = root(g;)),

same(8i, 85) = { false, cc

(24.2)

In this work, the degree of adaptation of a gene is given by
angrau : G — N, degree(g) = card{x|Vf € leaf(g)(x €
(broken(root(g))broken(f)))} * card{x|Vx € B((x C
leaf(g) VvV (x = root(g))} function, where card(W) is the
size of the set W. The degree of adaptation of the innocuous
gene g, is less than the degree of adaptation of any other
element of the gene type.

The production of new chromosomes during the evolu-
tionary process of a population serves to direct the search
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Table 24.5 Population — 3rd generation

Origin | Chromosome Adapt
Py {<mg,my,mg >, <my,m3, my >, 24

< my, my, mo >}
P {<mg,my,mp >, < my,my,mg >, 12

< mg, m3, my >}
Table 24.6 Population — 4th generation
Origin | Chromosome Adapt
Ps {<mg,m;,mg >, <my,mz, my >, 24

< mg, my, mg >}

for more adapted chromosomes through the transmission of
the characteristics of greater degree of adaptation present in
the chromosomes of the current population. The adaptation
of a chromosome is given by the function adapt : C — R,
adapt(c) = 3 ,c.0g.c % grau(g), where 6, . is the weight
with which the g gene contributes to the adaptation of the ¢
chromosome.

The weight parameter in the adaptation calculation of
a chromosome will be used to represent epistasis among
the genes that make up the chromosome. In other words
the presence of one gene may inhibit or potentiate the
characteristic of another gene. In the instantiation of GAADT
this parameter will be treated as: 6, . = 1 + card{x|Vy €
c —{g}(root(y) € (leaves(g))}.

The crossing operation receives two parent chromosomes,
able to cross, and returns a population whose chromosomes
are formed by the fertilization of the dominant genes present
in the genetic material of the given chromosomes. In this
instantiation it will be allowed that all the chromosomes of
the population cross each other. Fertilization is an fec
C x C — P(G), fec(ci,cj) = {gIVg1 € c1Vg €
c2(g = domi(g1, g2))} function. And crossover is a cross :
C x C — P(P), cross(ci,cj) = {clc S fec(ct,c2)}
function.

The genetic operator of mutation is composed of the
functions of exchange, such that the chromosomes resulting
from the action of these operators will present part of the
genes contained in the chromosome that gave rise to it. The
swap operation is an swap : C — P(C) function.

(cUI)—0,if((cUI) — 0) € AFG),
(cUD),if((cUI) e AFG),
c—0,if((c— 0) € AFG),

c,s€ cc.

swap(c, I, 0) =

(24.3)

The mutation is a function mut : C — P(C), mut(c)
{x|131,0 € P(G)((card(l) < %d(c)) A (card(0) <
%d(c)) Ax =swap(c, I, O) A (degree(x > degree(c))}.
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A genetic algorithm operates on populations of
chromosomes that evolve according to the characteristics
of an A environment. A A environment is an 8-tuple
P,P(P),Rq, AFG, AGC, Tx, Ic, Py, where:

e P is the population,

e P(P) is the power set of P,

* Rgq is the set of requirements (characteristics expressed
through formulas in a first order language) of the problem
that influence the genealogy of the population P,

* AFQG is the set of axioms of formation of the genes of the
chromosomes of the population P,

e AFC is the set of axioms of formation of the chromo-
somes of the population P e

e Tx is the set of pairs of chromosomes (x, y), where x is a
chromosome constructed from the chromosome y, by the
action of the crossing or mutation, thus registering the ge-
nealogy of the chromosomes belonging to the populations
generated by the GAADT during its execution,

+ I¢ is the set of genealogical operators that act on the
population P,

* Py is asub-population belonging to mathcal P, called the
initial population, with at least one chromosome.

GAADT is an GAADT A — A function, the
population being only one element of this environment. The
chromosomes of population P; are the chromosomes of
populations Py, Py,...,P;_ that still satisfy the requirements
of problem Rqg. The function GAADT, working with three
important predicates the criterion of preservation of the
chromosomes pcorze € Rg, the criteria of stop maximum
number of iterations T € Rg and value of the adaptation of
the chromosomes considered satisfactory for the result of the
problem in analysis K € Rgq.

Ar,if  (Pr = {c|¥c € Py(adapt(c) = K)},
GAADT(Ay) =3 Arif (t=T),
GAADT (A;41), cc.
(24.4)
where P11 = cross(a,b) U mut(c) U peyr(P) com e
a,b,c e P;.

24.4 Results and Discussion

In order to develop a graphical model to describe redundancy
among mutations, [11] probed the dynamic subsumption
relations for a specific program. His work demonstrates
the generation of a dynamic subsumption graph from a
simple example, where the initial dominance relationship is
established through a mutation matrix, correlating tests that
break with the mutants used to perform the tests.
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The dynamic subsumption states that a mutant mx sub-
sumes dynamically my in relation to the test set T if, and
only if, there is at least one test that matches mx, where
every test that kills m, also kills m,. f mutant x was killed
by the test and S (i, x) S (i, y), i = 1 .. | T |, we say that
m, dynamically subsumes my with respect to T. Taking into
account only the context of the tests, the work in question
seeks to establish how many and which mutants are neces-
sary to evaluate a certain set of tests, where the minimum
set of Mutants M is useful when it does not have redundant
mutants. This set is considerably smaller than those provided
by current approaches regarded as good practice in mutation
testing.

In addition, the dynamic subsumption differs from the
notion used in white box mutation analysis in one crucial re-
spect: it does not allow “empty”” subsumption. Another inter-
esting aspect is its transitive nature. The dynamic subsump-
tion is modeled as a logical and thus transitive implication.
Thus, if a dynamically subsumed mutant is removed from a
set of mutants, such deletion does not affect the subsuming
relation in the other dynamically subsumed mutants. Thus,
dynamically subsumed mutants can be removed arbitrarily.

Our experiment was based on the mutation matrix used
by [11], since our main objective is to demonstrate the
possibility of automatic identification of the dynamic sub-
sumption relation in mutation test. Since the term “mutation”
is common in the two areas studied, it is necessary, for the
purpose of understanding this work, to distinguish them.
Thus, for evolutionary computation, mutation refers to the
genetic operation that arbitrarily changes one or more com-
ponents of a chosen structure, generating new individuals in
the population. In the test context, mutation is the process of
generating artificial defects of a given unit of code. For this,
the code is duplicated and suffers small syntactic changes.

This matrix shows a relationship between the artificial
defects (mutants) and the tests used during the mutation
analysis. The numbers 0 and 1 represent “test did not break”
and “test broke”, respectively. Thus, the initial population
was formed by all genes with two or more base elements,
because to find the dominance will require at least two
mutations. Below is the initial population modeled for the
GAADT genetic algorithm and its degree of adaptation.

Note in this population the presence of the base my which
is considered the innocuous base of this instantiation of ours.
Chromosomes with zero matching occur whenever the tests
broken by leaf knots are not contained in the root nodes of
their gene. The chromosomes of this population that have an
adaptation above the average 0.66 will be kept in the next
population and along with the descending chromosomes of
the current population.

The next iteration of the GAADT will consider as cutoff
the value of the arithmetic mean of the chromosomes of this
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Fig. 24.2 GAADT Chromosome vs. solution tree [11]

population which is 4.27. Generating new population shown
below.

In this iteration the genetic operators of GAADT began
the construction of chromosomes that already existed in
the population under construction, and since this algorithm
does not work with several copies of the same chromosome,
they do not appear in the table, as is the case of some
chromosomes generated by crossing and of all chromosomes
generated by mutation, the cutoff value for this population is
9.42.

At this moment the GAADT will present a population
formed by only one chromosome, that for the current envi-
ronment has no more how to improve. The moment when
it is said that a configuration of evolutionary stagnation was
reached, this population being the solution of the problem.

In GAADT, the chromosome is composed of elemental
branches — genes. Each gene is represented by a simple
n-ary tree (only one level) where the first element is the
root and the other elements are the leaves. Considering
that a chromosome has a set of genes, its representation is
given by the combination of several n-ary trees, where the
child node of one tree is the leaf of another. The Fig.24.2
shows the solution tree generated by the GAADT (left)
and the solution tree presented by [11] (right). It can be
observed that, although the n-ary tree presented by GAADT
is inverted, they are similar to each other, demonstrating
that from the proposed model it is possible to automatically
identify dynamic subsumption relations in mutation tests.

24.5 Conclusion

In this paper we present an automated model based on
a genetic algorithm approach, aiming the identification of
dynamic subsumption in mutation tests. Concerning the
used Genetic Algorithm, it is necessary to consider some
theoretical and operational aspects, which are a little different
of the classical approach and makes it satisfactory to reach
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the solution of the addressed problem, as proposed by Hol-
land [8]:

¢ Representation Restrictions: Holland approach adopts
the binary alphabet to represent a chromosome, thus
limiting the scope of the possible domains to be treated,
as representations by means of graphs. On the other hand,
GAADT approach is based on TAD and thus allows the
user to instantiate their representation in up to three levels
of perception (base, gene and chromosome);

* Restrictions on operator behavior: The GA proposed
by Holland works with three genetic operators: crossing a
cut-off point, mutation by complement and inversion. All
these operators for the problem we are dealing with are
likely to generate a kind of individuals “monsters”, i.e.,
chromosomes that do not belong to the solution space of
the problem. Using GAADT, we do not have that negative
effect, that is guaranteed by the use of axioms in the
formation of genes and chromosomes, leading to every
chromosome generated belongs to the solution space of
the proble;

* Convergence: With respect to the GA of Holland, it
conveys but does not guarantee that its convergence is
directed towards a globally optimal solution, since by the
schema theory there is a probability that the algorithm
converges to a great location. The theory of evolutionary
processes assurances that GAADT as being a monotoni-
cally growing function converges in the direction of global
optimum, guaranteed;

* Time of convergence: To the best of our knowledge, none
of the genetic algorithms in the literature are concerned
with securing a small convergence time since they apply to
solve NP-complete problems or NP-hard, but technolog-
ically this has been addressed by the community through
hardware or microprocessor implementation.

Thus, to evidence the importance of our approach, we
used a baseline example with subsumption graph already
established in the literature. Such example offers a parameter
for comparison with the output of our genetic algorithm,
ensuring that for the same problem, the result of our approach
was similar to result found from a manual evaluation. One of
the central contributions of our proposal is that the automated
identification of the dynamic subsumption reduces the effort
in generating the subsumption graphs, which represents an
important step towards the success in the mutation test
area. As future work, we intend to apply our approach to
complex systems, and incorporate it into mutation tools for
testing.
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25.1 Introduction
Communication and knowledge have always been the ba-
sis of human civilization, but the difference now is that
current communication is largely formed by technological
networks, which give a new meaning to an old form of
social organization, that is, as social networks [1]. Egler
[2] states that techno-social networks allow constructing
new possibilities of action for changes in public policies,
in which individuals act directly on their objects of interest.
Hence, relations with the State are redefined in relation to
public policies, their implementation and effectiveness; to the
democratic participation of municipal management; and to
the implications of daily life, given by urban and behavioral
reconfiguration. Examples of the networks contribution to
mass mobilization are movements such as the Arab Revolu-
tion, the 15M Spanish, Occupy Wall Street, demonstrations
against the government of Erdogan in Turkey in 2013,
among others [3]. Similarly, collaborative self-organization
occurs in communities to address violence issues and to
cause changes in programs and policies regarding relevant
community issues [4]. Examples of mobile applications used
as tools for collaborative self-organization for violence of
communities are Commisur, Life360, Agentto, ProtectMe,
CityCop e Haus.

The social network formation guarantees the maintenance
of cooperativeness, which is the central point for the success
of human societies [5]. These networks organize human
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relationships, which are dynamic and change each time an
individual breaks or creates connections with others. Virtual
and real social networks currently merge through broad
access to Internet-connected devices, which use software
and websites that promote interactions among individuals,
groups, and networks of dynamic relationships [6]. This
scenario motivates researchers to seek an understanding
the society’s relations with technology. Thus, while it is
possible to evaluate the use of these technological resources
to mitigate the effects of unwanted events, such as robberies
and kidnappings, it is also possible to evaluate them as a
support tool for culture, socioeconomic reality, training and
people attitude.

In this sense, the goal of this research is to understand
the perception of users regarding the adoption of the Life360
app, focused on personal and family safety, based on the
diffusion theory of innovation. Perception is here understood
as the way in which individuals organize and interpret their
sensory impressions in relation to facts, objects and people
in order to understand their surroundings [7].

25.2 Theoretical Foundation

In the process of adopting a new technology, besides the
functional requirements, social aspects must also be ob-
served. In Brazil, problems such as cellular operators’ diffi-
culty in offering their services to the whole Brazilian territory
at an affordable price, poor distribution of income, and the
deficit in digital inclusion reflect barriers to access Internet
technology [8, 9]. The goal of digital inclusion is to increase
the participation of the population in the use of technologies.
However, for inclusion to actually occur, available physical
access is not enough. This access should also consider the
social, cultural and psychological context that occurs in
stages, as shown in Fig. 25.1 [10].
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Fig. 25.1 Four successive kinds
of access in the appropriation of —> USAGE ACCESS
digital technology [10] !
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The first stage of the model refers to the motivation to
use technology. The lack of this motivation may be related
to the absence of utility and need of perception, or of
financial resources or even for not feeling comfortable with
the technology. The second stage (material access) refers
to the physical means of access to technology. In the third
stage of the model, the utilization degree of the technology
is evaluated in three levels: instrumental ability — ability to
work with hardware and software; informational ability —
ability to search, select and process information in networks;
and strategic ability — the ability to use technologies to
achieve personal goals and to enhance one’s social position.
At the last level of the model is the actual or productive
use, which can be measured by the time, application and
diversity, the bandwidth of the connection and the intensity
of the active and/or creative use of the Internet.

The motivational factor of access can still be observed
from the perspective of the Rogers Innovation Theory [11].
In this case, diffusion is equivalent to the information dis-
semination process of an innovation. Access to this infor-
mation can reduce an individual’s degree of uncertainty or
perception of risk in relation to innovation. Thus, diffusion is
the process by which an innovation is communicated through
certain channels over time, between certain elements of a so-
cial system. The social system and the communication chan-
nels are very important since the social and communication
structures interfere with the diffusion of an innovation. The
author argues that there is a temporal sequence for adopting
a new technology that diffuses through five categories of
adopters, starting with the innovators, followed by the first
followers, then by the initial majority, followed by the later
majority, and lastly by the latecomers.

In addition to these elements, the process of adopting
a new technology depends on five attributes: Relative Ad-
vantage (degree to which an innovation is perceived to be

better than its precursor); Compatibility (degree to which
an innovation is perceived to be consistent with the existing
values, needs, and past experiences of potential adopters);
Complexity (relative degree in which innovation is perceived
as difficult to understand and to use); Experimentation (de-
gree to which an innovation can be experienced on a limited
basis); and Observability (degree to which the results of an
innovation are observable by others) [11].

Similarly, a new application will be accepted as the adop-
tion process progresses among the categories of adopters,
being disseminated by opinion makers in a particular so-
cial context. This progression is directly influenced by the
perceptions of the adopters on each of the five attributes
mentioned above.

Regarding the user’s attitude towards sharing information
in the networks, most people are apprehensive about privacy
in relation to their location; privacy preferences are complex
and vary based on a number of contextual factors [12]. Toch
et al. [13] found evidence that people are more comfortable
sharing their location when it refers to a place visited by
a large and diverse group of people. However, Duh et al.
[14] showed that the occurrence of errors in experiments
performed in the field is higher than those performed in
the laboratory motivated, among other factors, by the noise,
movement and physical and mental conditions of the users
in field environments. In the field of technological adoption,
Pavlou [15] presents an evaluation model of e-commerce
user acceptance that has been adapted from the TAM model.
Regarding the relationship between smartphones and per-
sonal security, Save et al. [16] present a smartphone app
based on IHC concepts to make it easier to activate the appli-
cation’s emergency functions. Regarding users’ perceptions
of security applications, Czeskis et al. [17] conducted a study
of the perception of parents and adolescents about the use of
security applications for smartphones.
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25.3 Method

In order to evaluate the security and collaborative surveil-
lance app, Commisur, Life360, CityCop, ProtectMe and
Haus apps were pre-selected and tested for defining which
would be used in the study. The selection criteria took into
account the scenario “protection network based on commu-
nication and monitoring in a social group” and the expected
functionalities were: (i) Group creation and control: for
information security reasons, group moderators should have
full control of who composed the network; (ii) Messages and
alerts exchange: network members communicate through
them to inform risk situations or ask for help; (iii) Geolo-
cation incorporated into mobile devices: in case of need, it
makes possible for aid to go directly to the applicant’s place.

Life360 was chosen for having a creation and a control
group, message exchange, alerts and geolocation. Other ap-
plications were discarded due to incomplete translation to the
Portuguese language (regarding accessibility, consideration
should be given to the heterogeneity of users’ profiles [18]),
the impossibility of group management (excluding unwanted
members); and for not having all the expected functionality.
Life360 is an application available for Android and iOS plat-
forms used to alert groups of people, called circles, about the
arrival or departure of the user in a region determined by the
group. The features are based on the combination of location
composite, via Global Positioning System (GPS) and Inter-
net network, by Wi-Fi or by telephone operator data network.
Other functions are available, such as individual message
rooms and/or group and sending requests for help [19].

A field study [20, 21] was carried out in Itajuba city, MG,
Brazil, with the participation of two distinct groups. The first
one consisted of five people, four of whom had a technology
higher education, aged between 18 and 39 years old and
income between three and five Brazilian minimum wages.
The second group consisted of four people with varied
profiles regarding income, age, education and profession.

Since it is a security app test, the fear of sharing private
information in an unknown application requires a kind of
trust between participant and researcher. Given these cir-
cumstances, the participant’s selection occurred by the non-
probabilistic method of sample for convenience. Thinking
aloud was conducted during the tests phase and voice records
were utilized to transcript the user’s perceptions over the app.
The materials used were: participating user’s smartphone,
activity list and demographic and usage questionnaire. The
activities list (Table 25.1) contains 21 tasks that guided users
to use the Life360 app. With the demographic question-
naire, we sought information on sex, age, education, income,
professional activity, with any type of device use. For the
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Table 25.1 Activities list

Activities

Al - Download and install the Life360 app

A2 - Create an account and sign in

A3 - Create a “Family” circle

A4 - Add a relative to the circle “Family”

A5 - Check your location on the map

A6 - Create a place with arrival and departure alert

A7 - Activate a family member to trigger alerts in the location
created in the previous step

A10 - Check-in to your location

Al11- Send the message “Hello friend!” to a member of the circle
A12 - Send message “Hello group!” to all the circle members
A13 - Send a picture message to a group member

Al14 - Send Help alert (no need to add other phones)

A17 - Change settings to disable your location

A18 - Enable all the alert options in settings

A19 - Enable all the map elements in settings

A20 - Change the profile picture

A21 - Check notifications received by the application (messages and
alerts)

last characteristic (use), five alternatives were available to
classify participants according to their degree of ability to
use smartphones: (1) only for calls and text messages; (2)
for calls, sending messages and some applications such as
Whatsapp, Facebook and Instagram; (3) to play and for some
applications such as WhatsApp, Facebook and Instagram; (4)
for everything, but there was some difficulty in setting up
and in installing applications; (5) for everything, with good
ability to configure and install applications.

According to the theory of the diffusion of innovation,
the use questionnaire has six questions that seek to evaluate
aspects that influence the process of adhesion to the tech-
nology. These questions were extracted from the PSSUQ
(Post-Study System Usability Questionnaire), which aims
to evaluate computer systems users’ satisfaction [22], and
is described below. Relative Advantage (Q1): I believe the
application contributes to improving my family’s safety.
Compatibility (Q2): I am satisfied with the application and
intend to continue to use it. Observability (Q3): I want
to encourage others to use this app; Complexity (Q4): It
was easy to learn how to use the application and (QS5):
understood how the application works the first time I used it;
Experimentation (Q6): I was able to complete tasks quickly
using the application.

In the beginning, initial instructions to perform the activ-
ities were given to participants and after 2 weeks of use, the
results were collected.
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25.4 Data Analysis

The respondent’s profile is shown in Table 25.2. Participants
are identified by the letter P followed by an identification
number and family income is shown within the minimum
wage range (US$287,35). Study level is shortened by: Pos
(Postgraduate degree), Grad (Graduate degree), HS (High
school) and Prim (Primary school) and professional activity
areas are shortened: Tecn (technology), Educ (education),
Stud (student), Adm (administration) and W (worker). The
devices operating system for all the participants was An-
droid, described with their trade names; and the last column
(Use) shows the degree (from 1 to 5) to which respondents
perceive their intensity of smartphone use.

Concerning the questionnaire on use, the answers ob-
tained in question Q1 brought ethical and information secu-
rity considerations. Respondent P1 understood that Life360
should be used to monitor children and that, among adults,
some privacy issues may occur, leading to conflicts. The P2
perception was fear of having her data stolen and used for
evil purposes; however, similarly to P5, she believes that in
specific cases, Life360 can help. For P8, QI was seen as
neutral, probably because he was an adolescent and did not
understand the complexity of the factors involved in security
and privacy issues. In contrast, P3 and P4 understood that the
application has no risks and that its use may be beneficial.
Another important point, indicated by P7, was the difficulty
in monitoring her son transfer between home and school with
the app since her child cannot take the device with him due
to the risk of being robbed on the way, and still being able to
disrupt a lesson.

Regarding question Q2, respondents expressed overall
satisfaction. However, P1, P2, P5 and P8 did not understand
the need to use Life360 since WhatsApp already works as
a versatile application. P3 and P4 have seen various utilities
for Life360, such as finding lost or stolen devices, meeting
friends in an unfamiliar city and even notifying parents when
they arrive at/from any destination in travel cases. P6, P7 and
P9 understood that although Life360 may meet the needs

Table 25.2 Respondents’ profile

Sex | Age Range | Income | Schol. | Prof. | Device Use
Pl1 F |18-39 05-10 | Pos Tecn. | Galaxy S6 5
P2 ' F |18-39 03-05 | Pos Tecn. | Moto G4 5
P3'M | 18-39 03-06 | Grad |Tecn. | Zenphone 6 |5
P4 M | 18-39 03-07 | Pos Tecn. | Moto G PI 5
PS5 F 18-39 03-08 | Pos Educ. | Moto G5 P1 |5
P6 F |18-39 01-02 | HS Stud | Galaxy Duos | 3
P7 F |18-39 02-03 | HS Adm. | Moto Gt 2
P8 M |<I8 01-02 | Prim | Stud. | Gran Prime |2
P9 F |40-59 02-03 | Prim | W. Galaxy Duos | 2
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of family surveillance, they did not perceive a substantial
sense of utility at the moment they used it. According to
the technology access model [23], the motivational aspect
is a barrier for users with profiles similar to the last four
respondents (P6 to P9).

The objective in Q3 is to investigate the diffusion potential
of Life360 as defined by Rogers [11, 24]. As a result,
participants P1 to P5 would indicate Life360 if they realized
the need for relatives or friends to monitor children or elderly
parents. For P6 to P9, answers were vague, which shows
their doubts about not being able to imagine a situation in
which the indication would occur. In this case, income and
education influence the participant’s perception, as pointed
out by Van Dijk [10].

The goal of Q4 was to analyze facility of use of Life360
and the degree of compliance with users. Higher skill users
(level 5) pointed to several inconsistencies in function names,
navigability, and lack of application responses about the
results of their actions. On the other hand, participants with
lower levels of use ability (levels 2 and 3) complained about
connection failures, slow image sending or slow execution
of the application. We realized that the experiences of us-
ing other applications might have evoked some expectation
regarding usability. In this sense, lower skill users are less
critical regarding the usability of the system, while those
with greater familiarity with technology present a more
accurate analysis. We must mention that, because it is a
security application; Life360 presents a different proposal
from Whatsapp, which would justify a logic of differentiated
use.

Another point to note is the convergence between Com-
patibility and Complexity. For P6 and P9, the device used
slowed down the operation app, and for P7 and PS8, the
Internet connection was unstable. At this point, the social
aspect is latent and reveals two critical items. First, the lack
of physical access of lower-income people to the resources
necessary for the full and satisfactory use of features offered
by the application; and second, interference of skill level
and technical knowledge about the technology used in un-
derstanding factors inherent to the use and performance of
functionalities.

Question Q5 evaluates the immediate understanding of
application usage. In this case, respondents P1 to P5 gave
more favorable responses than respondents P6 to P9. Prob-
ably, the social condition interferes with the understanding
and the ability to judge usability results from this understand-
ing, and not just from experiences.

Finally, the Q6 goal was to understand the respondents’
perception of efficiency in basic procedures execution using
Life360. Three points were brought up in the analysis of this
question. The first one was pointed out by P1 when he says
that the term “alert” is used for two distinct functions, which
generated confusion and delayed task accomplishment. The
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second point was raised by P3, who found it difficult to
disable the location function. The third point was highlighted
by participant PS5, who considered the navigation a bit con-
fusing. For P7 and P9, experimentation was not satisfactory
given the low performance of Life360 in their smartphones,
whereas, for P6 and P8, experimentation was partially satis-
factory, because the connection instability made it difficult to
send images.

25.5 Final Considerations

The descriptive analysis model proposed in this qualita-
tive case study captured participants’ use perceptions about
Life360. Also, the access model to digital technologies
allows understanding users’ profiles regarding their position
in access level to technology. Therefore, the model can be
said that it is to be low-cost and easy-to-apply, which helps
to understand the perception of new users of collaborative
apps. For technology adherence to be successful, the social
conditions and physical access of the target public have to
be taken into account. This model thus allows identifying
the limitations faced by the use of technology in different
social contexts. In addition, critical usability factors could
be observed during the process. We concluded that Life360
is pertinent to be used by people with better levels of
education and income since this kind of user is closer to the
technology strategic use level. This solution showed not to be
convenient for use between couples. This fact limits Life360
to “parental control” since reports point to its use for this
purpose. Some limitations of this research were detected.
First, it is necessary to develop research that incorporates
insecurity perception aspects caused by the use of Life360
over time in a given social context. Also, quantitative studies
on the proposed model should be conducted, with statistical
analyses of confidence and redundancy of the constructs
used. Lastly, it is necessary to increase the sample size to
allow quantitative and probabilistic analyses.
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26.1 Introduction

Microservices relate to an architectural style inspired by
service-oriented computing [1] and comprise a promising
solution to efficiently build and manage complex software
systems [2]. Adoption of a microservices-based architecture
promises to obtain cost reduction, quality improvement,
agility, and decreased time to market. Microservices can be
approached as the software equivalent of Lego bricks: after
they are proven to work they fit together appropriately. They
are an option to construct complex solutions in less time than
with traditional architectures [2].

Many legacy software systems moved to the cloud without
prior adjustments in their architecture for the new infrastruc-
ture. Many of them have been originally placed in virtual
machines and deployed in the cloud, assuming the charac-
teristics of resources and services of a traditional data center.
This approach fails to reduce costs, improve performance and
maintainability [3].

A open question concerns the steps that should be
followed to migrate a monolithic legacy system to a
microservices-based architecture. To the best of our
knowledge, just a few works discussed this issue [4-6]. To fill
this gap, we present the lessons learned when migrating two
legacy systems, which were acquired in a two-phase study.
It addresses the following Research Question (RQ): Which
steps should be performed to support the migration of legacy
software systems to microservices-based architecture?
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Lessons learned helping practitioners from industry and
academia in migrating legacy systems to microservices can
contribute in encourage the embracing of this challenge.

The rest of this paper is organized as follows. Section 26.2
discusses the main shortcomings of a monolithic legacy
system and map them to possible solutions provided by the
microservice-based architecture. In Sect.26.3, we report a
two-phase study in which the first phase is a pilot study aimed
at identifying key steps of the migration process as well as
improvement opportunities. The second phase is presented
in Sect. 26.4 and comprises a case study to apply a reviewed
and improved version of the steps performed in the first
study. Section 26.5 reports lessons learned and discusses
tasks related to the migration based on experience acquired.
Section 26.6 discusses opportunities for future research and
provides concluding remarks.

26.2 Monolithic vs Microservices

The use of single executable artefacts or monoliths and
the modularization of their abstractions, rely on the sharing
of resources of the same machine (memory, databases and
files) [1]. Since the parts of a monolithic system depend on
shared resources, they are not independently executable [1,
7, 8]. Large monolithic systems are difficult to maintain and
evolve due to their complexity [1]. Tracking down bugs
in these conditions requires much effort and is thus likely
to diminish team productivity [l]. Moreover, adding or
updating libraries risks producing inconsistent systems that
either do not compile/run or worse, misbehave [1]. A change
performed on a monolithic system entails the re-building of
the whole application. As the system evolves, it becomes
ever more difficult to maintain it and keep track of its
original architecture. This can result in recurring downtimes,
specially for large projects, hindering development, testing,
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and maintenance activities [1]. Monolithic systems under
these conditions are prone to stop working and become
unable to provide part or all of their functionality. They also
suffer from scalability issues. To deal with the shortcomings
of this type of applications and to handle an unbound number
of requests, developers create new instances of them and split
the load among these instances. Unfortunately, this approach
is not effective, since the increased traffic will be targeted
only to a subset of the modules, causing difficulties for
the allocation of new resources for other components [1].
Microservices should be small and independent enough to
allow the rapid development, (un)pluggability, independent
evolution and harmonious coexistence. Microservices have
been referred as a solution to most of the shortcomings of
monolithic architecture. They use small services to remove
and deploy parts of the system, enable the use of different
frameworks and tookits and to attain increased scalability
and better overall system resilience. A microservice architec-
ture can make use of the elasticity and better pricing model
of cloud environments [9].

Next follows a non-exhaustive list of advantages that
stand out when using microservices: cohesive and loosely
coupled services [10]; independent implementation of each
microservice and thus adaptability [11]; independence of
multifunctional, autonomous and organized teams to provide
commercial value, not just technical characteristics [11];
independence of domain concepts [10]; freedom from po-
tential side effects (SPoF) in services; encourage of the
DevOps culture [9], which basically represents the idea
of decentralizing skills concentration into multifunctional
teams, emphasizing collaboration between developers and
teams, ensuring reduced lead time and greater agility during
software development.

26.3 A Two-Phase Study

This section describes the design and settings of a two-
phase exploratory study with the goal of identifying rele-
vant and effective steps of a migration of legacy systems
to a microservices-based architecture. Exploratory studies
are intended to lay the groundwork for further empirical
work [12]. The study aims to address the following RQ:
What would be the set of effective steps to migrate legacy
systems to a microservices-based architecture? The specific
research questions (SRQ’s) derived from the base RQ are as
follows: SRQ1: How to find features in a legacy application
so that they can be subsequently modularized and become a
candidate to a microservice-based architecture? and SRQ2:
How to migrate the best candidate features to a microservice-
based architecture?

The Study Protocol. The first author of this paper carried out
the tasks of the reported study, after discussing the strategies,
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experiences and impressions with the other two authors. To
answer the research questions (primary and secondaries),
all steps registered by the first author in manuscripts were
analyzed. The Legacy Systems. Candidate applications for
this study should match the following characteristics: (1)
be a legacy application, (2) have a monolithic architecture
that does not have its functionalities modularized, (3) show
symptoms of scattering and tangling, and (4) structurally
correspond to the Big Ball of Mud anti-pattern [13]. Expected
Outcome. In contrast, we expect the evolved version of the
application to be more coherent, loosely coupled, showing
a modular decomposition more aligned to the services it
provides [14]. We also expect to witness an increase in
the autonomy of developing teams within the organization,
as new functionalities can be localized within specific ser-
vices [14].

DDD Key Concepts. To accomplish the tasks of this
study, we used key Domain-Driven Design (DDD) concepts
to translate functionalities into domain and subdomain and
thereby support the migration. A Bounded Context is a
subsystem in the solution space with clear boundaries that
distinguish it from other subsystems [15]. Bounded Context
aids in the separation of contexts to understand and address
complexities based on business intentions. The Domain in
the broad sense is all the knowledge around the problem
one is trying to solve. Therefore, it can refer to either the
entire Business Domain, or just a basic or support area.
In a Domain, we try to turn a technical concept with a
model (Domain Model) into something understandable. The
Domain Model is the organized and structured knowledge
of the problem. This model should represent the vocabulary
and main concepts of the domain problem and identify the
relationships between all entities. It should act as a communi-
cation tool for all involved, creating a very important concept
in DDD, which is Ubiquitous Language. This model could be
a diagram, code examples or even written documentation of
the problem. The important thing is that the Domain Model
must be accessible and understandable by all involved in the
project.

26.3.1 The Pilot Study

The ePromo system was selected as the subject of the Pilot
study. It comprises a typical example of a corporate/business
coupon web system implemented in the PHP programming
language for the management of outreach campaigns. The
web server is Nginx and its features include: creation of
personalized offers and issuance of tickets made by the
customer. All functionalities are implemented in a large
artifact, connected to a single relational database (MySQL),
whereas Memcached is used as a memory cache system,
including data related to the sessions — signs of a mono-
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Fig. 26.1 Entities and associated features scattered and tangled in
ePromo

lithic application. Due to the sudden growth of demand for
coupons, the application started to face problems in this
specific component, which led to interruptions in the system
operation.

In order to answer SRQ1 (find features to be subsequently
modularized and turned into microservice candidates), the
participant applied a manual identification of candidate
features and their respective relationships, by navigating
among the directories and files and identifying the purposes
of each class. Figure 26.1 illustrates the identified entities
were: Offer, OfferPoint, Ticket, Requirement,
Timer, User, Company in the beginning of the pilot
study. By analysing the features associated to these entities,
we acquired an initial perception of how they are tangled
and scattered in the code. In fact, the functionalities are the
reference to build the context map. It is worth mentioning
that during the elaboration of the context map based on
information retrieved from the source code, it was possible
to recognize the entities and the candidates for value object’s
and aggregate roots. At this time, we had the opportunity to
spot code tightly coupled to the web framework, right at the
initial browsing stage.

‘We decided to deal with one feature at a time, based on
the list of features. We started with the functionality that
would have lowest impact when compared to the others.
This would enable the validation of boundaries between
features with the least risk of side effects. Considering that
the business rules were scattered throughout the controllers
with significant duplication, additional effort to identify the
various functionalities involved was required. This scenario
also indicated a symptom of tangling.

When analyzing the TicketsController artifact it
was noticeable that it has many responsibilities and that its
business rules were scattered. It needed extensive refactoring,
including extraction of clear layers for different levels of
abstraction. Each layer would be represented by a folder,
which entails structural changes at that level, within the
repository’s source root.

New directories have been created: Application,
Domain and Infrastructure. Folder Application
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Fig. 26.2 ePromo modularized version (End of the pilot study)

is to be devoid of business logic and be responsible for
connecting the user interface to the lower layers, i.e., the
application layer will be able to communicate with the
domain layer, which will act as a sort of public API for
the application. It will accept requests from the outside
world and return answers appropriately. Folder Domain
is to harbour all concepts, rules and business logic of the
application, such as the user entity or the user repository.
These files will be stored according to the context identified
in previous steps. Folder Infrastructure is to host
the implementations concerning technical features, which
provide support to the layers above, namely persistence, and
communication over networks.

At this point, we applied the Command pattern [16] to
minimize coupling and deal with the tangled code with
scattered business rules and identified in the controllers
of the application. Command encapsulates a request as an
object, thereby parametrizing clients with different requests,
queue or log requests, and support undoable operations [16].
Based on TicketController, Command was used to
uncouple the controller from the user interface logic. When
looking at the commands, we should be able to spot the
goal of that code snippet. The controller is to pass just the
information needed by the command — CreatingTicket
in this case — to forward to the handler, which will handle
the acceptance of the command and will complete its task.
This approach brings several advantages, namely: (1) the
functionality can run in any part of the application; (2) the
controller will no longer have business rules, doing just what
is proposed above; (3) as a result of decoupling, the tests can
be made easier. The new version of the modularized system
is presented in Fig. 26.2.

26.3.2 Lessons Learned from the Pilot Study

Based on the experience gained in the pilot study, we can
answer SRQ1 as explained in the following. In Sect.26.3.1,
we described that the identification of functionalities faced
difficulties due to the existence of lots of classes with re-
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peated business rules and scattered throughout. This situation
is typified as the Anemic Model anti-pattern.! Therefore,
identifying business resources requires much effort. During
the identification and mapping of the business contexts,
we noticed that despite the sudden growth of demand for
coupons, the number of features candidates for microser-
vices may not be indicative of the use of a microservice
architecture. There is not a positive trade-off between the
advantages of microservices and the corresponding costs
and effort required to manage it [2]. Although microser-
vices approaches offer substantial benefits, the correspond-
ing architecture requires extra machinery, which may also
impose substantial costs [2]. This would will give rise to
greater complexity, which is incompatible with the relative
simple scenario now perceived through the map of contexts.
Therefore, the decision for the migration should bear in mind
the extra effort required to work on automated deployment,
monitoring, failure, eventual consistency, and other factors
introduced by a microservice architecture. For these reasons,
we decided not to opt for the migration, and keep ePromo in
its new modularized version.

At this point, we reached a preliminary list of lessons
learned comprised of two main parts: part 1 related to the
restructuring of the legacy system to a modularized version
and part 2 related to migration of the modularized version
to microservices. Part 1 of the lessons learned are related
to the (a) identification of candidate functionalities that
can be modularized in legacy applications; (2) analysis of
relationships and organizational dependencies in the legacy
system; (3) identification of each domain and sub-domain. In
the sequence, part 2 of the lessons learned is related to the
(4) selection of the candidates according to their importance
to the domain and the application itself; (5) conversion of the
candidate functionalities to microservices.

26.4 The Case Study

The goal of this case study is to analyze an effective way
to find candidate functionalities to be modularized in legacy
applications to be later converted into microservices. Target
System for the Case Study. Figure 26.3 illustrates a typical
scenario of the eShop system. It is an online store in which
users can browse a product catalog. The system provides
functionalites such as user authentication, catalogue of prod-
ucts, special offers, and payments. All functionalities are
implemented in the PHP programming language in a “big
module”, connected to a single relational database (MySQL).
The system runs as a single artifact on a Nginx web server.
The size of the source code increased dramatically over
the years, as stakeholders asks for ever more changes and

Thttps://martinfowler.com/bliki/AnemicDomainModel.html

H. H.S. daSilva et al.

Fig. 26.3 A traditional monolithic legacy software system (Case
study)

Catalog Context Identity Context Basket Context

Marketing Context Ordering Context

Payment Context

Fig. 26.4 A context map for the monolithic legacy software system
(Case study)

new functionalities. To deal with such requests, developers
struggled to deliver new releases, which demanded ever more
effort.

Part I — Migrating the Legacy System to a Modularized
Version. We manually identified the candidate functionalities
by navigating among the directories and files to find out the
purpose of each artifact as was done for the pilot study.
Figure 26.3 illustrates the entities Identity, Basket,
Marketing, Catalog, Ordering and Payment re-
lated to the identified functionalities. This is the result of the
first step aimed at identifying main functionalities and re-
sponsabilities in view of a tentative establishment of bound-
aries between them. Next, we planned to break down the
main module into units. The key to this task was the use
of bounded contexts ans their respective relationships, as
represented in Fig. 26.4. We applied in each bounded context
the following DDD key concepts: aggregate root, value
objects and domain services. These concepts help to manage
domain complexity and ensures clarity of behavior within the
domain model. After identifying contexts, we sorted them by
level of complexity, starting with the simpler ones to validate
the context mapping. We also placed the contexts into well-
defined layers, expressing the domain model and business
logic, eliminating dependencies on infrastructure, user inter-
faces and application logic, which often get mixed with it.
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We should concentrate all the code related to domain model
in one layer, isolating it from the user interface, application
and infrastructure parts [15]. In some cases, we can apply
the Strangler pattern [6] to deal with the complexity of the
module to be refactored.

A folder should be created for each of the bounded
contexts and within each folder, three new folders should
be added, one for each layer: Domain, Application,
Infrastructure. They contain the source code nec-
essary for this bounded context to work. It is crucial to
consider the domain models and their invariants and to
recognize entities, value objects and also aggregate roots.
We should maintain the source code in these folders as
described in the sequence. Folder Application contains
all application services, command and command handlers.
Folder Domain contains the classes with existing tatical pat-
terns in the DDD, such as: Entities, Value Objects,
Domain Events,Repositories, Factories. Folder
Infrastructure provides technical capabilities to other
parts of the application, isolating all domain logic from the
details of the infrastructure layer. The latter contains, in more
detail, the code for sending emails, post messages, store
information in the database, process HTTP requests, make
requests to other servers. Any structure and library related to
“the outside world”, such as network and file systems, should
be used or called by the infrastructure layer.

Part Il — Migrating from the Modularized version to
Microservices At this point, our focus is the analysis of the
previously developed context map and the assessment of
the feasibility of decomposing each identified context into
microservice candidates. In this case, during the analysis of
the context map, it is required understanding and identifying
the organizational relationships and dependencies. This is
analogous to domain modeling, which can start relatively
superficially and gradually increase levels of detail.

The most commonly used way to decompose an appli-
cation into smaller parts is based on layered segmentation
based on user interface, business logic and database re-
sponsibilities. However, this is prone to give rise to cou-
pling between modules, causing the replication of business
logic in the application layers [1] — coupling defines the
degree of dependency between components or modules of
an application. The microservice proposal to circumvent this
problem entails segmenting the system into smaller parts
with fewer responsibilities. In addition, it also considers
domain, focus and application contexts, yielding a set of
autonomous services, with reduced coupling.

In order to answer SRQ?2, the bounded contexts from DDD
are used to organize and identify microservices [17]. Many
proponents of the microservice architecture use Eric Evans’s
DDD approach, as it offers a set of concepts and techniques
that support the modularization in software systems. Among
these tools, Bounded Context is used to identify and organize
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the microservices. Evans made the case for bounded contexts
as facilitating the creation of smaller and more coherent
components (models), which should not be shared across
contexts. In the context map shown in Fig.26.4, the arrow
is used to facilitate identification of upstream/downstream
relationships between contexts. When a limited context has
influence over another (due to factors of a less techni-
cal nature), provision of some service or information this
relationship is considered upstream. However, the limited
contexts that consume it comprise a downstream relationship
[15].

Correct identification of bounded contexts using DDD
and breaking a large system across them is an effective
way of defining microservice boundaries. Newman points
out that bounded contexts represent autonomous business
domains (i.e., distinct business capabilities) and therefore
are the appropriate starting point for identifying boundaries
for microservices. Using DDD and bounded contexts low-
ers the chances of two microservices needing to share a
model and corresponding data space, ris