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Abstract. Color themes are quite important in several fields from visual
and graphic art design to image analysis and manipulation. Color themes
can be extracted from an image manually by humans or automatically by
a software. Plenty of automatic color theme extraction methods, either
supervised or unsupervised, have been presented in the state of the art
in the last years. Evaluation of a color theme goodness with respect to
a reference one is based on visual and subjective comparisons, that may
be affected by cultural and social aspects, they are time consuming and
not costless. In this paper we experiment several supervised and unsu-
pervised state-of-the-art methods for color theme extraction. To over-
come the burden of a subjective evaluation, we experiment the use of a
computational metric based on the Earth Mover’s distance for goodness
evaluation instead of a subjective one. Results show the best color theme
is extracted by using a supervised method based on a regression model
trained on user-defined color themes and that the computational metric
adopted is comparable to a subjective one.

Keywords: Color theme extraction · Color palette evaluation ·
Earth Mover’s Distance

1 Introduction

In the field of visual and graphic art design the choice of an attractive set of colors
(also called color theme or color palette) can be a very complex process [21].
The perceived quality of a color decision can be affected by subjective-culture,
trending fashions, and individual preference [23,30,32]. Artists and designers
often choose colors by taking inspiration from other premade color themes [1,
11,12] or themes extracted from images [23]. A color theme of an image is a
finite set of color (usually from 3 to 7) that best represents an image [21].

Color themes are useful in many tasks such as image recoloring, color blend-
ing, photo segmentation and editing, image enhancement and manipulation [31].
Color theme can be also adopted as signatures (or feature vectors) for the index-
ing of images in a content-based image retrieval system [19,25,33,35]. A user
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can query the system by choosing a color, or a set of colors, and then retrieve a
set of images that are relevant to that query, or in another way a set of images
for which the colors of the query are representative [4,35].

Whatever is the application domain, being able to automatically extract
a color theme from an image can facilitate color-related applications such as
color picking interfaces, color mood transfer from one image to another, or color
harmonization [18,23,26,33]. Human beings are able to recognize millions of
colors and more important they are able to describe an image by selecting just
a few of them [15,20]. While human beings perform this task quite effortlessly,
algorithms does not perform this task easily especially from the computational-
cost point of view.

A plenty of automatic color theme extraction methods have been presented in
the last years. There are methods based on clustering [8,15,27], that are unsuper-
vised, while other methods are supervised, such as the one by Lin et al. [21]. They
presented a regression model trained on user-defined color themes. Very recently
a deep-learning based solution has been presented for a discrete-continuous color
gamut representation that extends the color gradient analogy to three dimen-
sions and allows interactive control of the color blending behavior [31]. Mellado
et al. presented a graph-based palette representation to find a theme as a mini-
mization problem [24].

The evaluation of color theme goodness, that is how much a set of colors is
representative of a given image, involves human beings and therefore is highly
subjective. Such evaluations are time consuming and not costless. To overcome
the limits of subjective evaluations, computational metrics can be adopted. In
this paper we experiment several supervised and unsupervised state-of-the-art
methods for color theme extraction from images and we exploit a computational
metric based on the Earth Mover’s distance (EMD) for the automatic evaluation
of the goodness of a color theme extracted with respect to a human-based refer-
ence theme. Results show that the best method is the one based on a regression
model trained on user-defined themes [21] and that the EMD is a quite robust
measure of color theme goodness and thus comparable to a subjective one.

2 Methods for Color Theme Extraction

In this section we review the methods for automatic color theme extraction
experimented in this paper. Concerning the size of the color theme, previous
studies found that the most common value is five [27], therefore the following
methods, where possible, will take into account this value as input constraint.

2.1 Color Histogram

This is the simplest algorithm for theme extraction [17]. It is based on the concept
of 3D color histogram of an image, that is defined as a distribution over each
possible triplet of colors ci = (c1, c2, c3)i of within the color space considered.
The distribution is calculated as percentage of the image pixel that assumes a
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given color value ci. Since the number of all possible triplets is enormous, the
3D histogram is usually quantized in small number of volume partitions. We
consider a uniform quantization of each color channel of size 3 thus we have
3 × 3 × 3 = 27 partitions v. The color theme is obtained by selecting the
K partitions with the highest number of pixels inside and then selecting the
K colors cv = (μ1, μ2, μ3)v representing each partition: μ1 is the mean of the
colors belonging to the partition v. Figures 1 and 2 show some color-histogram-
based themes obtained with K = 5. This method is very simple and at low
computational cost. Besides its simplicity, this method may fail because the
quantization can aggregate colors that in practice need to be divided, and more
important the color representing the volume v may be a color not present in the
original image because is obtained as average of all the colors of the partition v.
These drawbacks are mostly due to the fact that the quantization is performed
uniformly. This method, apart from the choice of the number of volume partitions
K, is unsupervised.

2.2 Median Cut

This algorithm is based on the concept of 3D color histogram [17]. In this case,
the color space is divide not uniformly by taking into account the distribution of
pixels within the three color channels. The algorithm takes as input a maximum
number of groups K and works as follows. At the beginning, all the image pixels
belong to the same group or partition. The color channel with the highest range
of values is chosen as reference cR. The median value mcR of the selected color
channel is computed and two subgroups are formed by selecting pixels that are
higher or lower than the median value mcR . If the number of subgroups is equal
to K then the algorithm stops, otherwise it starts again from the selection of the
subgroup with the highest color range. The algorithm stops when the number
of subgroups equals K.

The final color theme is obtained, as for the color histogram, by selecting the
K volumes with the highest number of pixels inside and then selecting then colors
representing each volume. This method is considered unsupervised. Figures 1
and 2 show some examples obtained with K = 5.

The color space is partitioned in a smarter way than the color histogram, but
in those cases where a huge partition is composed of similar colors, the algorithm
splits this partition in two or more partitions (see the greenish colors in Fig. 1
column 3) penalizing those colors that are not so present in the image but are
semantically important (look at the bluish color that is reported in the r2 of
third column of Fig. 1.

2.3 K-Means and C-Means

Unsupervised clustering methods are largely adopted in machine-learning-based
applications. One of the most famous and adopted clustering method is the
k-means [22,34]. Given m points {x1, . . . , xm} belonging to a n−dimensional
space Rn, and a given number of clusters K, the k-means algorithm search for
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the centroids of the clusters {c1, . . . , cK} belonging to Rn such that the sum of
the distances between each point xi belonging to a cluster l and its centroid cl
is minimized:

min
{c1,...,cK}

=
m∑

i=1

min
l=1...K

‖xi − cl‖

K-means is influenced by the initialization step. In this paper we consider
two variations of k-means. The first variant (k-means1) is the one adopted by
Lin et al. [21] where the initial seeds are stratified randomly sampled within the
CIELab color representation of the image. The second (k-means2) is the original
k-means with a special initialization where the initial seeds are chosen uniformly
over a set of colors ordered from the brightest to darkest.

One of the drawbacks of the k-means is that it does not take into account
spatial arrangement of the colors in the image, and can thus wash out important
image regions [21].

Fuzzy c-means clustering is quite similar to k-means, except on how the
pixels are assigned to the clusters. Here the assignment is soft instead of hard
[10]. This makes the algorithm less subject to the outliers problem and so more
robust to catch colors related to small (but important) details of the image. For
both k-means and c-means the number K is set to 5. Figures 1 and 2 show some
examples of color themes obtained with k-means1, k-means2 and c-means.

2.4 ISODATA

ISODATA clustering [16] is an unsupervised classification method alternative to
k-means. Unlike the latter, it is not necessary to set in advance the number of
final clusters because, during execution, the algorithm checks whether to merge
or divide the clusters in order to better fit the distribution of input data. The
execution in fact continues until the preset thresholds of variance and distance
between the clusters are not below the parameters established by the user. The
best set of parameters are not easy to be found and it requires a “trial and error”
stage. Even though we need not to set the number K, the disadvantage of the
algorithm is that the output color theme may include a higher number of colors
than k-means. Figures 1 and 2 show some examples of color themes obtained
with ISODATA. This algorithm is considered unsupervised.

2.5 Mean Shift

Mean shift is a clustering algorithm based on the concept of kernel density
estimation. The algorithm considers the color space as a empirical probability
density function f(x) and the image pixels are considered as sampled from the
underlying probability density function. Dense regions (or clusters) in the color
space correspond to the mode (or local maxima) of the probability density func-
tion. The aim of the algorithm is to find those local maxima [9]. Given the pixels
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xi of the input image, the algorithm applies a kernel K(xi − x) to each pixel
around an initial pixel x. For each pixel, the algorithm defines a window around
it and computes the weighted mean m(x) of the pixel as:

m(x) =

∑
xi∈N(x) K(xi − x)xi∑
xi∈N(x) K(xi − x)

where N(x) is the set of neighbours of x for which K(xi) �= 0. Now the algo-
rithm shifts the center of the window to the mean (x ← m(x)) and repeats
the estimation until m(x) converges. The difference m(x) − x is called mean
shift. Given a kernel K, bandwidth parameter h, we chose a Gaussian kernel:

K(xi − x) = e− ‖xi−x‖2

h . The parameter h influences the width of the kernel and
then the granularity of the cluster and implicitly the number of clusters.

As in the case of ISODATA, the number of clusters can be determined auto-
matically. As drawbacks, the choice of the right value for h is a “trial and error”
process, and the number of clusters is usually higher than 5. Figures 1 and 2
show some examples of color themes obtained with Mean shift. This algorithm
is considered unsupervised.

2.6 Diffused Expectation Maximization

Diffused expectation maximisation (DEM) is an algorithm for image segmen-
tation. The method models an image as a finite mixture, where each mixture
component corresponds to a region class and uses a maximum likelihood app-
roach to estimate the parameters of each class, via the expectation maximisation
algorithm, coupled with anisotropic diffusion on classes, in order to account for
the spatial dependencies among pixels [5,6]. Each image is conceived as drawn
from a mixture of Gaussian density function, so that for any pixel we have:

p(xi|θ) =
K∑

k=1

p(xi|k, θ)P (k)

and the likelihood of the image data is

L = p(x|θ) =
N∏

i=1

p(xi|θ)

Image segmentation can be achieved by finding the set of labels that maximise
the likelihood L. The final set of labels are used to select the Gaussians. The mean
values of the Gaussians are the colors of the final color theme. The algorithm
takes the number of Gaussians K as input and uses k-means for the initialization
of the Guassian’ parameters. One of the problem of this method is that due to the
anisotropic diffusion spatial dependencies between pixels are taken into account.
It causes the lost of those pixels that are associated to very small (but important)
regions. Figures 1 and 2 show some examples of color themes obtained with DEM.
This algorithm, apart from the choice of K = 5 is considered unsupervised.
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2.7 Regression

This method has been presented by Lin et al. [21]. It is based on a regres-
sion model trained on 1,600 color themes extracted from a set of 40 images by
160 different human subjects recruited through the Amazon Mechanical Turk
platform. They were asked to pick 5 different colors that would “best represent
the image and order them in a way that would capture the image well.” Part of
these color themes (1,000) have been used to fit a linear model of the training
set through the LASSO regression and the remaining for testing. Before train-
ing, target scores for each theme on how close it is to human-extracted themes
has been computed. 79 features have been extracted from each color theme by
considering six types of features to describe each theme: saliency, coverage error
both for pixels and for segments, color diversity, color impurity, color nameabil-
ity, and cluster statistics. To score the goodness of a color theme with respect
to the human-based ones during the training process, the authors defined the
following distance:

score(p) = 1 − 1
|H|

∑

h∈H

dist(p, h)
maxDist

where p is the given theme, H is the set of human-extracted themes, dist is
the Euclidean error between the two themes in the CIELab color space, and
maxDist is some maximum possible distance between two themes. The theme
scores are then scaled between 0 and 1 for each image, so that each image gets
equal weight in training. Themes with scores closer to 1 are more perceptually
similar to human themes on average than themes with scores closer to 0. Given
the distance metric and the human-extracted themes for each image, an optimal
oracle color theme, that is closest on average to all the human-extracted themes
is calculated. Due to the fact that this method requires a training process, it is
considered a supervised approach. Figures 1 and 2 show some examples of color
themes obtained with the regression method.

2.8 Clarifai

Clarifai (https://clarifai.com/) is an online service for visual recognition. Given
an image is possible, through a set of API, to get tags related to the contents of
the image, and the color theme. The number of colors of the theme can not be
set, thus the output is variable in lengths. Figures 1 and 2 show some examples
of color themes obtained with the Clarifai API.

2.9 Random Color Theme

To evaluate the goodness of the color theme methods discussed above, as a base-
line, we consider also a random color theme approach. It extracts K = 5 colors
from a 3D histogram representation of the input image. To reduce the number
of possible themes we consider 27 volumes of the 3D histogram by performing

https://clarifai.com/
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a 3 × 3 × 3 channels quantization. The random algorithm is executed 10 times
and the themes showed in Figs. 1 and 2 is the best in terms of similarity with
respect to the ground truth.

3 Evaluation Metrics

The qualitative analysis of the color themes extracted using the methods
described in the previous section is of limited utility, because it is based on
visual and subjective comparisons (see Figs. 1 and 2). To score the goodness of
the methods analyzed and quantitatively calculate the similarity between the
palettes it is necessary to define a suitable metric.

Lin et al. [21] adopted a subjective metric by asking human subjects to eval-
uate a set of color themes and rate “how well they represent the color theme of
the image”. Subjective evaluations strictly depends on the number of subjects and
may be affected by cultural and social aspects related to the profiles of the human
subjects involved. More important, they are not costless and are time consuming.

To overcome these problems, and so to ease the evaluation step, we introduce
an objective metric based on the Earth Mover’s Distance (EMD) [28,29]. EMD
considers each color theme as a probability distribution, so given two distribu-
tions, it performs a quantitative measure of their dissimilarity. EMD measures
the minimal cost that must be paid to transform one distribution into the other.
As we have seen in the previous section, each theme extraction method outputs
a variable number of colors, usually from 3 to 7, so most of the time distribu-
tions to be compared are of different length. The EMD by definition can operate
on variable-length representations of the distributions and thus is more suitable
than traditional histogram matching metrics, like euclidean distance. Moreover,
to make the EMD metric capable of approximating perceptual dissimilarity as
well as possible, we perform evaluations in the CIE-Lab color space that is more
perceptually linear than other color spaces [36]. Within the CIE-Lab color space,
a change of the same amount in a color value should produce a change of about
the same visual importance.

The EMD definition is based on the notion of distance between the basic fea-
tures that are aggregated into the distributions, in our case the single colors of the
theme. This distance is called ground distance and measures dissimilarity between
individual colors in the CIE-Lab space: c = {cL, ca, cb}. Given two colors ci and
cj, the ground distance dij is the euclidean distance between the two colors,

dij =
√

(ciL − cjL)2 + (cia − cja)2 + (cib − cjb)2.

The concept of EMD is based on the concept of signature that coincides with
the concept of color theme itself. Each signature is made of m clusters and then
each color of the theme is the centroid of each of the m clusters. Let us consider
two signatures P = {(p1, wp1), . . . , (pm, wpm

)} and Q = {(q1, wq1), . . . , (wqn
)}

of size m and n respectively, where pi and qj are two different colors or centroids
of the clusters, wpi

and wqj
are the weights associated to each cluster.
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The computation of the EMD between two signatures is obtained as linear
programming optmization. The aim of the linear programming solver is, given
two signatures made of different sets of clusters and related cluster weights, to
fill in the cluster weights of the second signature with the cluster weights of
the first signature in a way that the work needed to move these weights from
a signature to another is minimum. Intuitively, the solution of this linear pro-
gramming optimization is the amount of work needed to transform a signature
into another.

More formally, the aim is to find a flow F = [fij ], with fij the flow between
pi and pj , that minimizes the overall cost

WORK(P,Q,F) =
m∑

i=1

n∑

j=1

dijfij ,

subject to the following constraints:

fij ≥ 0, 1 ≤ i ≤ m, 1 ≤ j ≤ n (1)
m∑

i=1

fij ≤ wpi
, 1 ≤ i ≤ m (2)

n∑

j=1

fij ≤ wqj
, 1 ≤ j ≤ n (3)

m∑

i=1

n∑

j=1

fij = min

⎛

⎝
m∑

i=1

wpi

∑

j=1

wqj

⎞

⎠ (4)

The first constraint allows to move weights only from P to Q but not the oppo-
site. The second two constraints limit the weights that can be moved from a
cluster of P and Q respectively. The last constraint forces to move the maxi-
mum amount of weights from P to Q.

Once the optimal flow F is found, the EMD is defined as follows:

EMD(P,Q) =

∑m
i=1

∑n
j=1 dijfij∑m

i=1

∑n
j=1 fij

The denominator of the EMD formula is a normalization factor that is the
total weight of the smaller signature. The ground distance dij can be any dis-
tance, but if it is a metric and the total weights of two signatures are equal, the
EMD is a true metric [29].

4 Experiments

In this Section we present the results of our experiments. In Subsect. 4.1 we
discuss the data employed for the evaluation of the methods and all the param-
eters adopted for the themes extraction process. In Subsect. 4.2 we present the
color themes extracted using each of the considered methods and we present the
results of the evaluation metric adopted.
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Fig. 1. 1-Regression, 2-c-means, 3-k-means1, 4-k-means2, 5-Median Cut, 6-Clarifai,
7-ISODATA, 8-Mean Shift, 9-Color Histogram, 10-DEM, 11-Random. Color themes
extracted by each method from the first 5 images of the test set. From the top, color
theme are listed from the best to the worst. The first two rows represent the color
themes achieved throughthe Mechanical Turk (r1) or provided by the artists (r2).
(Color figure online)

4.1 Data and Experimental Setup

For the evaluation we employ the test part of the dataset presented by Lin
et al. [21]. The dataset has been collected by asking 160 different human subjects
recruited through the Amazon Mechanical Turk platform, to extract themes from
a set of 40 images. These images consisted of 20 paintings and 20 photographs.
The paintings were chosen from five artists with different artistic styles (Impres-
sionist, Expressionist, Pointillist, Realist, and Ukiyoe prints). The photographs
were Flickr Creative Commons images chosen from the categories Landscape,
Architecture, Interior, Closeup, and Portrait.

The authors required participants to choose exactly 5 colors from candidate
color swatches generated by running k-means clustering on the image. As we
have discussed above, color theme of size 5 are considered the most common size
on online theme sharing sites. Each participant extracted themes from either
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Fig. 2. 1-Regression, 2-c-means, 3-k-means1, 4-k-means2, 5-Median Cut, 6-Clarifai,
7-ISODATA, 8-Mean Shift, 9-Color Histogram, 10-DEM, 11-Random. Color themes
extracted by each method from the last 5 images of the test set. From the top, color
theme are listed from the best to the worst. The first two rows represent the color
themes achieved through the Mechanical Turk (r1) or provided by the artists (r2).
(Color figure online)

10 paintings or 10 photographs. The authors asked the participants to pick 5
different colors that would “best represent the image and order them in a way
that would capture the image well.” The total number of themes collected was
1,600 (40 themes for each image).

For comparison purposes, the authors choose a subset of 10 images (5 paint-
ings and 5 photographs) and asked 11 art students to extract themes from those
images. This set of 10 images is the test set adopted by Lin et al. [21] and also
adopted in this paper. Using the distance score(p) defined in Sect. 2.7 and the
human-extracted themes for each image, an optimal oracle color theme can be
found, that is the closest on average to all the human-extracted themes. Thus,
for the test set we have two oracles: the Amazon-Mechanical-Turk (r1) one and
the Artists one (r2). See the first two rows of the Figs. 1 and 2.

We extract from the 10 test images all the color themes using the 11 meth-
ods discussed in Sect. 2: 1-Regression, 2-c-means, 3-k-means1, 4-k-means2, 5-
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Median Cut, 6-Clarifai, 7-ISODATA, 8-Mean Shift, 9-Color Histogram, 10-DEM,
11-Random. For all the methods that require an input number of cluster we con-
sider K = 5. The regression, the c-means and k-means1 methods are obtained
from the author resources that are available at https://github.com/sharondl/
color-themes.

Table 1. EMD measured between each color theme obtained using the evaluated
methods and the color theme achieved through Amazon Mechanical Turk or provided
by the Artists. The last column shows the sum of the average over the two references
and the standard deviation. The methods are sorted by the minimum distance.

Method Mech. Turk Artist

avg (max) ±std avg (max) ±std avg + std

Regression 14.29 (24.14) 5.25 17.63 (24.93) 5.11 21.14

c-means 18.81 (27.79) 4.89 18.85 (29.07) 6.43 24.49

k-means1 19.39 (28.75) 5.39 20.14 (28.81) 5.59 25.26

k-means2 20.32 (29.43) 5.17 20.91 (30.42) 6.42 26.41

Median Cut 21.93 (28.12) 4.34 21.91 (28.93) 5.26 26.72

Clarifai 20.48 (29.14) 4.91 22.37 (37.27) 7.13 27.44

ISODATA 21.98 (32.79) 4.83 22.52 (34.63) 6.04 27.68

Mean Shift 24.87 (30.83) 4.02 23.57 (32.47) 4.78 28.62

Color Histogram 26.05 (39.17) 7.44 25.24 (39.81) 7.08 32.90

DEM 25.97 (40.44) 6.70 26.44 (41.21) 7.46 33.29

Random 32.76 (40.23) 6.43 31.50 (43.64) 6.43 38.56

To check how many colors the extracted color themes have in common with
the ground truth we adopt the color names mapping defined by the ISCC–NBS
system proposed in the 1955 by the Inter-Society Color Council and the National
Bureau of Standards (NBS, now NIST) [2]. The system was designed to describe
colours in non-technical, everyday terms that anybody could understand. The
backbone of the system is based on the following 13 names: Pink, Red, Orange,
Brown, Yellow, Olive, Yellow green, Green, Blue, Purple, White, Gray, Black.
From these names, other subcategories have been derived and the final number
of colors is 267 [7]. This color mapping allows to represent each color theme (also
the ground truth) with a set of a limited number of color. In this way it is more
likely that two color themes can share the same colors.

4.2 Results

Qualitative results are showed in Figs. 1 and 2. The first row of each figure are
the test images, the following two rows are the oracle themes r1 (Mechanical
Turk) and r2 (Artists) respectively. The remaining 11 rows are the color themes

https://github.com/sharondl/color-themes
https://github.com/sharondl/color-themes
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Fig. 3. 1-Regression, 2-c-means, 3-k-means1, 4-k-means2, 5-Median Cut, 6-Clarifai,
7-ISODATA, 8-Mean Shift, 9-Color Histogram, 10-DEM, 11-Random. Average per-
centage of colors in common between the given method and Mechanical Turk or Artists
ground truth (light and dark grey respectively). The percentage is the number of colors
in common divided by the number of colors extracted by the given method.

extracted using the corresponding methods. The method are sorted in terms
of goodness measured through the EMD. It is quite evident also from a visual
analysis that the regression method in most of the cases outputs a color theme
that is closer to the reference ones than other methods. Clarifai, ISODATA and
mean shift found in most of the cases higher colors than 5.

Table 1 shows the quantitative results expressed in terms of EMD between
each method and the two reference color palette. For each method it is showed
the average over the 10 test images, the maximum distance and the standard
deviation. The last column is the sum between the average and the standard
deviation of all the distance computed with the two references. The list of the
methods are sorted by the minimum distance, that is by similarity to the refer-
ence themes. The results show that the regression method is the best performing
in terms of similarity with respect to the ground truth. In particular, the regres-
sion method is able to produce palette more similar to the Mechanical Turk
ground truth than the Artist ground truth. C-means, k-means1 and k-means2
are quite similar both in terms of visual output and similarity with respect to
the ground truth. Color histogram, DEM and random themes are the worst with
a EMD value much higher than the value achieved by the regression method.
Mean shift achieves the standard deviation lower than other methods. It depends
mostly on the fact that the size of the generated palette is, on average, larger
than the others. They more likely contains more colors of the reference themes
than the other methods, that means that the distance between the mean shift
themes and the reference themes are quite similar between each other.
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The sorting obtained by the EMD metric is similar to the sorting obtained
by Lin et al. [21] using a subjective metric. In this paper, the authors asked
humans to evaluate how well a set of themes represented the color themes of the
test set. The themes compared included the themes extracted by the regression
method, ground truth and k-means1. This further demonstrates the goodness of
the EMD as metric for color theme goodness evaluation.

Figure 3 shows the percentage of colors that are in common between the 11
methods and the two reference themes. The percentage is computed by dividing
the number of colors in common between the two color themes and the length of
the color theme computed with the given state-of-the-art method. Bars represent
the average behavior across all the test images. This figure confirms that the
regression method is the best performing also in terms of number of colors in
common with both ground truth. Following this evaluation the worst ones are
Clarifai and color histogram. Bad evaluation of Clarifai color themes is influenced
by the fact that the size of the themes is often slightly higher than 5. This also
happens to the mean shift and ISODATA methods that output more colors than
Clarifai and so they have higher probability to match the ground-truth colors.

5 Conclusion

In this paper we compared several state-of-the-art methods for color theme
extraction from images: supervised, unsupervised and a commercial service. The
methods have been evaluated by adopting an objective metric that measures the
similarity between user-defined themes and color themes achieved by the meth-
ods. The metric is based on the Earth Mover’s distance (EMD) that allows to
handle the variable size of the color palettes obtained by the methods. The EMD
is based on the definition of the ground distance that is the distance between
two colors belonging to two different themes. We have adopted the Euclidean
distance as ground distance measured in the CIE-Lab color space that mod-
els the perceptual dissimilarity between colors better than other color spaces.
Results on a test set of 10 images demonstrated that a supervised method based
on a regression model trained on a set of user-defined color theme performs bet-
ter than the other methods although unsupervised clustering methods are also
quite good in terms of performance. A comparison between the EMD metric and
subjective one adopted in [21] shows that the two metrics are quite similar for
color theme goodness evaluation. As a future work, we plan to perform a more
extensive evaluation with a larger set of images. More specifically, a direct com-
parison between the objective metric and a human-based/subjective metric will
be carried out. It would be interesting in the future to explore the use of deep
learning for color theme extraction [3] and other alternative machine learning
approaches [14]. Another aspect that would deserve to be taken into account is
how image complexity influences color theme extraction [13].
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