
Chapter 5
Hybrid Statistical and Machine Learning
Methods for Road Traffic Prediction:
A Review and Tutorial

Bdoor Alsolami, Rashid Mehmood, and Aiiad Albeshri

5.1 Introduction

Mobility is one of the major dimensions of smart city design and development.
Many approaches have been proposed to address smart mobility–related challenges
[1]—for example, social media–based approaches [2–4], location-based services [5,
6], telematics [7], modeling and simulation–based approaches [8, 9], approaches
based on vehicular networks (VANETs) and systems [10–12], autonomic mobility
management [13–15], autonomous driving [16], mobility in emergency situations
[17–22], approaches to improve urban logistics [2, 23–25], and big data–based
approaches [2–4, 26, 27]. A recent book has covered a number of topics related
to smart cities, including smart mobility [28].

Traffic flow modeling and prediction play important roles in smart city trans-
portation systems. The modeling of transportation traffic is usually done by using
data acquired through various sensors [10], such as inductive loops and Motorway
Incident Detection and Automatic Signalling (MIDAS) [9], use of surveys [17],
vehicular ad hoc networks [10], and social networks [2–4]. Various methods are
in practice to model and predict traffic, including mathematical modeling [9, 17,
18], simulations [8, 19–21], and deep learning [22]. Accurate prediction of the
transport network state can improve information services for travelers and help them
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to make informed travel decisions. Furthermore, precise prediction of road traffic
can improve road safety by decreasing congestion problems, air pollution, traffic
costs, and accidents [29]. The predicted information leads to good planning of the
traffic infrastructure.

Today, the transportation sector has truly entered the big data era. The rapid
increase of Global Positioning System (GPS) device use in vehicles and on
smartphones has provided opportunities for researchers to use transport data for
studying traffic states and solving traffic problems. In addition, social networking
applications such as Twitter and Facebook have become sources of traffic data
because most people share their various statuses and environmental conditions,
including the status of road traffic. Many governments make their transport data
available so that researchers can analyze it and propose solutions to traffic problems
[30].

In the last few years, many research attempts have emerged to provide accurate
and timely traffic flow prediction models. However, most of the existing prediction
models are based only on a single prediction method, such as statistical methods or
machine learning methods. Neither statistical nor machine learning methods can
completely capture traffic flow patterns, because of the complex relationship of
traffic data. Statistical methods provide good performance when traffic data have
a linear relationship, while machine learning methods work well with nonlinear
traffic data [31]. Furthermore, most of the existing prediction models are built on
stand-alone models because of the data and compute-intensive nature of the complex
models. There is a need for novel prediction methods that provide higher accuracy
for prediction of traffic with diverse characteristics. Moreover, there is a need to use
distributed and parallel big data platforms for traffic prediction [32]. This chapter:

– Gives a review of traffic flow prediction and modeling methods.
– Discusses the limitation of each method.
– Introduces a review of various types of traffic data sources.
– Describes notable big data analysis tools.
– Describes a hybrid method for road traffic prediction and provides a tutorial

on the process of hybrid traffic flow prediction. This method is based on the
autoregressive integrated moving average (ARIMA) and support vector machine
(SVM) methods.

The rest of the chapter is organized as follows. Section 5.2 reviews methods for
road traffic analysis and prediction, and discusses a classification for the methods.
We also discuss the limitation of using a single method type. In Sect. 5.3, we discuss
a classification of the available traffic data sources. Big data analysis tools are
introduced in Sect. 5.4. Section 5.5 gives a tutorial on the process of hybrid traffic
flow prediction. In Sect. 5.6, we provide our conclusions on the chapter.
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5.2 Traffic Flow Prediction and Modeling Methods

Road traffic modeling and prediction are important issues that face both individuals
and governments because of increases in traffic congestion, accidents, and air pol-
lution [33]. Because of their importance, many researchers have published several
methods for traffic flow prediction. In general, and from the academic literature,
we can categorize the existing methods into two types: long-term prediction and
short-term prediction. Long-term prediction accuracy is affected by external factors
such as weather conditions, road construction, and changes in road infrastructure.
For these reasons, long-term prediction is not widely used. Conversely, short-term
prediction has been widely used for road traffic prediction. Many methods have
been proposed for short-term traffic prediction. As shown in Fig. 5.1, short-term
prediction can be categorized into three types: statistically based methods, machine
learning methods, and hybrid methods.

5.2.1 Statistical Methods

In this section, we discuss Kalman filtering (KF) and ARIMA methods.

Fig. 5.1 Classification of traffic flow prediction methods
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Kalman Filtering

Kalman filtering is a statistical method involving an algorithm that uses a set of
measurements observed over time, which contain noise, and predicted outputs of
unknown variables. In a KF approach, the estimated future state is based only on
the estimated state of the previous time step [34]. Wang et al. [35] carried out
research on the possibility of using KF for traffic flow prediction. Jinxing et al. [36]
used a KF method to remove errors and redundancy from data sets. They concluded
that filtering can increase the accuracy of the prediction model. Ahmad et al. [37]
used social network traffic data (Twitter data) with a KF method for arrival time
prediction. The results showed that the KF model has the ability to forecast vehicle
arrival time with reasonable accuracy.

Autoregressive Integrated Moving Average

An ARIMA model is a tool for predicting the future values of time series [38].
Since it can represent traffic flow by a time series, we can fit an ARIMA model to
predict future traffic flow. ARIMA (p, d, q) has been used for prediction by many
researchers in many sectors, such as economics and transportation. In an ARIMA
model the training data preprocessing to exclude the error data. After that, the data
are classified into multiple data sets based on multiple time periods, and predictions
are made through extraction of the correlation between sequences [39]. An ARIMA
model is based on linear analysis [40]. Wang et al. [40] used ARIMA for short-term
traffic flow prediction (see Sect. 5.2.4), and their ARIMA model provided good
accuracy. Because the pattern of traffic flow appears as a seasonal pattern according
to peak and off-peak traffic conditions, seasonal ARIMA (SARIMA) models are
very suitable for modeling traffic flow behavior [41]. Kumar et al. [41] used 3 days
of data to forecast the flow for the next day. The advantage of this type of model is
the limited data set used for prediction.

5.2.2 Machine Learning Methods

Artificial Neural Networks

Artificial neural networks (ANNs) are the most widely used type of algorithm for
traffic flow prediction. ANNs are a set of statistical learning algorithms. They have
the ability to deal with complex problems and with missing and noisy data [42,
43]. ANNs contain multiple layers; the most widely used model is a multilayer
perceptron (MLP). Changqing et al. [43] presented a classification and prediction
framework for taxi hailing. They used K-means clustering to divide the data set
into several clusters and used a neural network based on the clustering result
to generate the prediction result. Florido et al. [44] used an NN algorithm for
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congestion prediction in road networks. Achieving an accurate prediction result
with a minimum value of square error (MSE) is the objective of an ANN. To
achieve this aim, many researchers have developed a number of algorithms, such
as the back propagation neural networks (BPNNs) proposed by Park and Rilett
[45]. Pamuła [46] conducted research on analysis of traffic flow data using BPNNs.
The traffic flow was represented by four classes of time series. The results showed
the capability of neural networks to be used in intelligent transportation systems
(ITSs). In ANNs, there are different processing elements called neurons; each of
them takes multiple inputs and, on the basis of an internal weighting, only one
output is produced. The neurons are organized into layers [39]. Ban et al. [47]
used new neural networks named extreme learning machines (ELMs) to predict
traffic states. The algorithm provided good performance in comparison with other
prediction algorithms. However, time is the cost of this algorithm. ANNs need
parallel architecture to process large data volumes in small amounts of time, and
the cost of using ANNs is the large number of training data sets, which need large
amounts of storage.

Support Vector Machines

An SVM comes under the statistical learning algorithm category and is used in
many studies for traffic flow prediction. The SVM process involves getting the
optimal separating hyperplane. It can work with any number of dimensions [48].
Deshpande et al. [48], in their research, presented the potential use of SVM for
traffic flow prediction. Zhou et al. [49] conducted research on traffic flow analysis
based on GPS data on floating cars using a least squares (LS)–SVM method. Li
et al. [50] employed SVM for bus arrival time prediction based on GPS data. Their
results indicated that SVM was robust, adaptive, and able to provide good prediction
accuracy.

5.2.3 Limitations of Using a Single Prediction Method

Our review reveals that several methods have been used for traffic flow predic-
tion and modeling. These methods are classified into three categories: statistical,
machine learning, and hybrid methods. The statistical methods work well only with
linear traffic flow, while the machine learning methods have the ability to work
with nonlinear traffic flow. Each of the above methods works well under specific
conditions; when the conditions change, the performance of the predictive method
is affected and the accuracy decreases.

KF exhibits high prediction accuracy, but it is a linear prediction model and it is
not suitable for nonlinear traffic flow. Furthermore, it is not adaptive for dynamic
traffic conditions. The KF method has limited accuracy when it deals with noisy
traffic data [51].
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ARIMA is a popular and widely used statistical method for traffic flow predic-
tion. However, it has the disadvantage of being unable to capture rapid changes in
traffic data. In addition, a SARIMA model requires a lot of time for estimation of
parameters. ARIMA provides good performance only with static traffic conditions
and does not reflect the dynamics.

Many kinds of neural networks have been used for traffic flow prediction, such as
fuzzy neural models (FNMs), genetic algorithms (GAs), and multilayer perceptrons
(MLPs). Large volumes of historical data and many computational resources are
needed. Neutral networks are suitable for nonlinear features. Neural networks
constantly demonstrate high accuracy but take more time for training and require
large storage space. They are based on training using part of the historical data to
find the relationship between the input and the output. Moreover, ANNs are not able
to find an optimal solution for nonconvex problems.

SVMs can overcome the limitations of ANNs because they are able to map
nonlinear problems in a low dimension to linear problems in a high dimension.
However, they fail to give high prediction accuracy when the data contain noise.

5.2.4 Hybrid Traffic Flow Analysis and Prediction Methods

The hybrid prediction model combines the advantages of both statistical and
machine learning methods. In previous studies, hybrid models have outperformed
both statistical and machine learning models. However, the costs of using a hybrid
model are computational complexity and large storage needs. Most of the existing
hybrid models are performed using stand-alone platforms. Some existing hybrid
models have been performed using a distributed platform such as Hadoop; however,
the current state of work on hybrid models in distributed environments is very basic.
Apache Spark has recently emerged as another big data platform with much better
performance than Hadoop [52].

Wang et al. [40] conducted research on the potential use of a combination of
ARIMA and SVM for traffic flow prediction. They found the characteristics of the
data by using feature analysis and, on the basis of the analysis results, they used
hybrid ARIMA and SVM methods. The results showed that the hybrid methods did
improve the prediction accuracy.

Meng et al. [53] carried out research on the potential use of a hybrid K-nearest
neighbor (K-NN) method with a balanced binary (AVL) tree for short-term traffic
flow prediction to increase the accuracy of the prediction result. The results showed
that the hybrid K-NN method with AVL increased the speed of the search and the
accuracy outperformed both K-NN and AVL.

Xie et al. [54] proposed a novel hybrid prediction model combining the advan-
tages of an ARIMA model and a periodical moving average (PMA) model. The
model was evaluated using real-time data as well as historical data. The results
showed that the forecasting performance was improved by use of the hybrid
prediction model.
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Li et al. [55] applied both ARIMA and a radial basis function ANN (RBF-ANN)
for traffic flow prediction. The results indicated that the hybrid model had better
performance than use of a single ARIMA or RBF-ANN.

5.3 Transportation Data Sources

Because of the rapid increase in the population and the numbers of vehicles, several
problems have emerged in transportation systems, such as traffic congestion and
traffic accidents. More recently, many types of transportation data have emerged
and can be used for studying traffic status and solving transportation-related issues.
Governments, city planners, and researchers have used these data for various
purposes such as predicting traffic flow and identifying traffic congestion and
traffic accidents. To find out the available traffic-related data, we widely review
technologies used for collection and acquisition of traffic data.

On the basis of the work done by Dabiri and Heaslip [30], we can classify traffic
data sources into six categories (Fig. 5.2). These are explained in Sects. 5.3.1–5.3.6.

5.3.1 Traffic Flow Sensors

Traffic flow sensors are devices for capturing the passage of vehicles over a
particular road so as to capture traffic parameters. They are classified into two
categories: the first category is sensors that are attached to the road pavement or road
surface, such as inductive loop and magnetometers sensors; the second category
is sensors that are placed above the road surface, such as infrared sensors, video
image processors, and microwave radar. Both ultrasonic sensors and passive infrared
sensors are widely used to collect unprocessed data, which is used by most of the
existing prediction models. Prathilothamai et al. [56] proposed a system for road
traffic prediction; they used traffic data collected by ultrasonic as well as passive
infrared sensors, and they suggested the use of traffic video in future studies.

Fig. 5.2 Classification of traffic data sources
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5.3.2 Video Image Processors

A video image processor (VIP) is a camera mounted on poles on the road pavement
or traffic signal for taking images or video of passing vehicles. Microprocessors
store and process these images and videos to apply computer vision algorithms for
extracting traffic parameters that are used in traffic management operations.

5.3.3 Probe Vehicles and People Data

Traffic sensors and VIPs capture traffic data only in a limited area and location,
which leads to data collection that is unrepresentative of the network as a whole. To
overcome this limitation, individuals’ vehicles equipped with GPS devices can be
used for collecting representative traffic data. Also, smartphones can used to capture
spatial data and can be used for tracking vehicles and people’s trajectories.

Floating car data (FCD) is an important source of traffic data in smart cities and
the transportation sector. It is a set of GPS entries containing information about
driving status. By using FCD, traffic congestion can be identified, travel time can be
computed, and traffic flow can be predicted. Castro et al. [57] proposed a method to
predict future traffic conditions. They evaluated their method by using large-scale
taxi GPS data obtained from around 5000 taxis in Hangzhou, China, over a period
of a month (February 2010). Wang et al. [58] proposed a three-phase framework to
explore the congestion correlation between road segments from three data sources:
GPS trajectories of taxis, road network data, and point of interest (POI) data.

5.3.4 Social Network Data

Today, millions of people share data and communicate using social networks such
as Twitter, Facebook, and Instagram. People share their images, locations, and video
on social media networks. These data contain hidden knowledge and can be used in
transportation systems. In social media, traffic data acquisition is performed using
an application programming interface (API) by using queries to access historical
and real-time information. Petalas et al. [29] proposed big data architecture for
road traffic prediction using multiple sources of data. The data they used for traffic
prediction were urban data and social media data. They utilized data from multiple
heterogeneous sources. The results showed that the performance of the prediction
model depends on the type of traffic data used.
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5.3.5 Smart Card Data

Smart cards are one traffic data source, using technology for capturing transit data
and passenger behavior. There are two types of smart cards: automated passenger
counter (APC) cards and automated fare collection (AFC) cards. They are designed
for controlling passenger movement in and out of buses and subways.

5.3.6 Environmental Data

Traffic exhibits sudden shifts due to various factors such as weather status. Meteoro-
logical data—including temperature, wind speed, and precipitation—must be taken
into consideration when analyzing traffic flow. There are numerous public websites
that provide metrological data, such as the [US] National Weather Service (NWS;
https://www.weather.gov) and the [US] National Climatic Data Center (NCDC;
https://www.ncdc.noaa.gov).

5.4 Big Data Analysis and Processing Tools

5.4.1 Hadoop

Hadoop is a powerful open-source framework (developed by Apache) used by
many organizations and companies for storing, analyzing, and processing big data.
Hadoop provides good availability and scalability of data [59]. Also, Hadoop is
considered reliable and able to detect bugs. It is a distributed tool comprising two
components: MapReduce and the Hadoop distributed file system (HDFS). Large
data sets are divided into small pieces and stored in blocks of 64 MB in size;
each block is called a DataNode. Those DataNodes are indexed by NameNode in
HDFS [60]. MapReduce is a big data processing tool for distributed computing,
which was developed by Google. MapReduce works on a divide-and-conquer
principle, dividing big data problems into small problems and processing them in
parallel. Hadoop also contains a data warehousing application called Hive. Hive
uses structured query language (SQL) and HiveQL as query languages.

Hadoop_GIS Tool

The main components of a traditional geographic information system (GIS) are a
database for storage and an analyzing model. The data are represented in a relational
database or geodatabase. The data are transported to the ArcGIS environment for
analysis, and the ArcGIS toolbox uses spatial analysis jobs. The traditional GIS is

https://www.weather.gov
https://www.ncdc.noaa.gov
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single threaded, which means there is only one module to process and analyze the
data stream. For this reason, the traditional GIS is not suitable for processing large
data sets; the cost of processing a large data set is very high and it takes a lot of time
[60]. To overcome the limitations of the traditional GIS, the Hadoop_GIS tool was
proposed by Deng and Bai [60]. The Hadoop_GIS tool is a package containing
a spatial framework and geoprocessing tools. The spatial framework consists of
functions such as ST_Geometry. The Hadoop_GIS tool adds geometry functions
and a geoprocessing toolbox for Hadoop. Hadoop_GIS is considered more efficient
than the traditional GIS for processing large data sets; however, it is just a processing
model with no visualization feature.

5.4.2 Apache Spark

Apache Spark is an open-source framework designed for cluster computing. It
is designed to be fast and general purpose and to overcome the limitations of
MapReduce. Since time is a very important factor in big data processing, Spark
supports in-memory processing, which is faster than disk-based processing [61].
This feature make it faster to query big data than in a traditional disk-based engine
such as Hadoop. Spark can run multiple applications in the same engine. Also,
Spark has the ability to process different types of workloads that need separate
systems, including queries, iterative algorithms, and streaming. This feature leads to
a reduced management cost of multiple big data tools. Furthermore, the accessibility
of Spark is considered very high because it provides easy application programming
interfaces (APIs) in Java, Python, Scala, and SQL. Spark can be integrated with
any big data tools such as Hadoop. Moreover, Spark supports additional machine
learning tools such as M-Lib, a tool for graph processing (named GraphX), a tool
for streaming processing (named Spark Streaming), and Spark SQL for processing
structured data. All Spark components and supported tools are shown in Fig. 5.3.
When one compares Spark with other big data tools such as Hadoop, Spark is faster
and has greater ability to process and write data than Hadoop [61].

Fig. 5.3 Apache Spark
components
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Apache Spark features Apache Spark is considered one of the high-performance
frameworks that are designed for cluster computing and real-time streaming pro-
cessing [56]. It is distinguishable from all other available tools because:

• It is a general purpose framework.
• It is easy to install and configure.
• It is simple to use because it support APIs with several programming languages

(such as Java, Scala, and SQL).
• It is faster than Hadoop because it supports in-memory computing.
• It supports Java and Scala, which are powerful languages for object-oriented

programming.
• It has the ability to aggregate multiple data sets from different sources.
• It has the ability to join and work with other big data tools such as Hadoop.

5.5 Process of Hybrid Prediction

Hybrid methods for road traffic prediction and analysis combine both statistical and
machine learning analysis. Researchers have proposed many hybrid methods with
different combinations of prediction methods for several kinds of traffic data. In
this section we introduce a tutorial for combining statistical analysis and machine
learning analysis. Furthermore, we propose the methodology of a hybrid prediction
model combining a widely used ARIMA model from the statistical category with
SVM from the machine learning category.

5.5.1 Statistical Analysis

In this section, we discuss the ARIMA model as an example of a time series–
forecasting method.

Autoregressive Integrated Moving Average

ARIMA was proposed by Box and Jenkins (1976) and is also called the Box–
Jenkins model [55]. It is widely used in predicting stationary time series. If the series
is not stationary, then it is transformed into a stationary series by differencing. The
order of differencing is denoted by the parameter d. The steps for predicting traffic
flow by using an ARIMA model are shown in Fig. 5.4, and an ARIMA flow chart is
shown in Fig. 5.5.

1. Data visualization: The goal of this step is to explore any trend in the data and
to decide what type of ARIMA we should use. If there is a seasonal trend in the
data, we should use a seasonal ARIMA model; if there is no seasonal trend, we
can use a normal ARIMA model.



126 B. Alsolami et al.

Fig. 5.4 Autoregressive integrated moving average (ARIMA) framework

Fig. 5.5 Autoregressive
integrated moving average
(ARIMA) flow chart
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2. Stationarity test: Series stationary means that the mean and the variance of the
series should not be a function of time. The mean of the series should not
increase over time. The series is considered not stationary if there is a varying
spread of the data over time. Also, the covariance of the series should not be a
function of time. The covariance should be constant with time; if the spread of the
data becomes closer as the time increases, then the series violates the stationary
property.

3. Model recognition: The parameters p, d, and q are determined on the basis of the
Akaike information criterion (AIC) minimum criterion, autocorrelation function
(ACF), or partial autocorrelation function (PACF).

4. Parameter estimation and model diagnosis: The fourth step in building an
ARIMA model is checking the accuracy of the model by a diagnostic test such
as the Q statistic [62]. Then, we see if the chosen model and its parameters fit the
data reasonably or not. If not, the parameters and the model must be re-estimated.

5. Making the prediction: The chosen model is used with suitable parameters to
predict traffic flow.

5.5.2 Machine Leaning Analysis

Support Vector Machine

This is an advanced machine learning method and is widely used for short-term
prediction such as travel time prediction and traffic flow prediction [40]. The SVM
method has an algorithm called support vector regression (SVR), which is used to
solve classification and regression problems [51]. SVM has the ability to predict
unknown data on the basis of the given pattern. It is superior to ANN in terms of
generalization and learning ability [63].

Suppose we have the training data set: {(x1, y1), . . . (xn, yn)}. SVR can find
the function that represents the relationship of x and y; also, the function gives the
forecasted value of the new x. The SVR function can be represented as:

f (x) = w. φ (xi) + b (5.1)

where w and b are the final study variables of SVR, and φ (xi) is nonlinear mapping
to high-dimensional space.

5.5.3 Hybrid Autoregressive Integrated Moving
Average–Support Vector Machine Methodology

As we know, most real-world time series contain linear and nonlinear correlation
structures. Moreover, neither ARIMA nor SVM can capture all characteristics of
traffic flow patterns and provide reasonable prediction accuracy. Thus, we need to
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combine ARIMA and SVM to improve the prediction accuracy. Traffic flow data
contain nonlinear time series with white noise and linear time series, which can
represented as:

Yt = Lt + Nt (5.2)

where Lt and Nt denote the linear and nonlinear parts, respectively. Thus, we can
represent the hybrid prediction model as follows:

1. Step 1: Fit the ARIMA model to the linear time series, and the corresponding
predicted Ĺt at time t is obtained.

2. Step 2: Compute the residual et from the ARIMA model as follows:

et = Yt − Ĺt (5.3)

3. Step 3: Model the residual Èt by using the SVM model. Thus, the nonlinear traffic
flow time series can be captured. Ńt is the result of the prediction of the SVM
model.

4. Step 4: Finally, the overall prediction value of the traffic flow time series can
estimated as:

Ýt = Ĺt + Ńt (5.4)

A flow diagram of the hybrid model is shown in Fig. 5.6.

5.5.4 Model Evaluation

To measure the model performance and the accuracy of the prediction results in
order to compare the proposed model with other models, the following performance
indexes can be used:

1. Mean absolute error (MAE):

MAE = 1

N

N∑

i=1

∣∣y(t) − y′(t)
∣∣ (5.5)

2. Mean square error (MSE):

MSE = 1

N

√√√√
N∑

i=1

(y(t) − y′(t)) 2 (5.6)
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Fig. 5.6 Hybrid autoregressive integrated moving average (ARIMA)–support vector machine
(SVM) model

3. Mean relative error (MRE):

MRE = 1

N

(
N∑

i=1

∣∣y(t) − y′(t)
∣∣

y(t)

)
× 100% (5.7)

5.6 Conclusions

In this work, we have reviewed the widely used traffic flow prediction methods along
with the limitations of each method. The traffic data sources have been classified
into six categories and discussed. We have also reviewed high-performance big data
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analysis tools with their advantages and disadvantages. Finally, we have introduced
a tutorial on the process of hybrid modeling for traffic flow prediction. The hybrid
model combines both statistical and machine learning methods. In the proposed
hybrid model, we combine ARIMA for linear time series and SVM for nonlinear
components. The accuracy of the hybrid model can be measured using the discussed
performance metrics, and this is our future work.
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