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Abstract. The increased privacy concerns and risks associated with the misuse
of personal information collected, processed and re-purposed from various
digital technologies calls for users’ understanding of their own informational
privacy. While regulatory and technical mechanisms exist to protect individuals’
information privacy, these approaches have failed to be effective. This study
presents the case for privacy literacy from an information literacy perspective as
a complementary mechanism to the existing approaches to protecting individ-
uals’ information privacy. The research used a constructivist paradigm, through
interviewing twenty-one participants, and through online observation of SNS
(social network services), and a privacy-settings walkthrough specifically on
Facebook, and asking participants to track their online footprints and talk about
any personal information found online.
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1 Introduction

In digital economies, the prevalence of dataveillance [1] and monitoring of people
through data from self-archiving technologies [2, 3] and online personalized and
customized services [4, 5] are raising privacy concerns, debate and discussions. While
these technologies provide great benefits in everyday life for the purposes of online
purchases, access to information, socialization, and entertainment among other benefits,
they also pose the risk of revealing too much personal information about users and of
repurposing this collected information without the users’ knowledge [6].

In studying privacy issues, researchers often take legal and IT systems approaches
but little is known about the users’ own experiences, perceptions and responses towards
the efforts of managing information flows in digital technologies [7]. Privacy literacy is
presented here as complementary and essential to the existing mechanisms to ensure
individuals have some level of awareness and understanding of how information is
tracked and used (or misused) in online environments [8]. The concept is further
defined as the means and abilities to assess the collection, processing, distributing and
use of personal data in digital environment [9]. Givens [10] adds that privacy literacy
enables people to have an informed concern and deploy effective strategies against any
privacy mismatch. Therefore privacy literacy is positioned as part of information lit-
eracy and as a means for individuals to have some level of understanding of how
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information flows, and the ability, knowledge, and skills to assess the risks and rewards
associated with disclosing personal information within online environments [10].

Previous studies have quantitatively measured users’ privacy perceptions and
attitudes [9, 11–13]. These studies indicate that people weigh the cost-benefits and risks
of sharing particular information with others [11, 14]. This study provides a qualitative
perspective of users everyday privacy practices within social technologies using the
lens of Sandra Petronio’s communication privacy management theory [15]. In doing so,
the study aims to make a case for the inclusion of privacy literacy as a fundamental
aspect of promoting information literacy.

2 Research Problem and Research Question

Recent research findings demonstrate that people care about their privacy and security
more than other factors in regard to information technologies [16]. The current
approaches to privacy protections have “assumptions [that] users of digital technolo-
gies are omni-competent” in evaluating the present benefits and potential risks [17],
and that the presumption of individuals’ informational privacy is protected by legal and
technical means; however, researchers have noted that these approaches do not keep up
with digital innovations [18]. Additionally in the data driven society, privacy discus-
sions have shifted from structuralistic towards individualistic perspectives due to the
changes brought by economic and technological contexts [19]. Therefore, the research
question is: How do users of social media (Facebook, Twitter, LinkedIn among others)
understand and manage their privacy, including the risk of personal information
exposure?

3 Literature Review

Scholars have theorized the concept of privacy from multiple perspectives including
legal, technological, and philosophical [20]. The legal perspective conceptualizes pri-
vacy as a human right or a right to be left alone [21] while the social psychology
perspective sees it as a human need for solitude, intimacy, anonymity and reserve [22].
The struggle to pin down the concept of privacy is not only because of cultural and
social or contexts, but also because of complications from the digital technology
innovations that Froomkin [23] refers to as ‘privacy-destroying technologies’, which
continue to blur the lines between public and private. In this paper, we use Westin’s
[22] definition of privacy as a ‘claim of individuals, groups or institutions to determine
by themselves when, how, and to what extent information about them is communicated
to others’. In the current information economies there is apparent negative impact to
individuals occasioned by use of personal information without their knowledge or
understanding consequently violating individuals’ rights to privacy [24]. Informational
privacy has become important due to the increased exposure and associated risks in
digital technologies [7, 25, 26] making it an important aspect worth exploring from
multiple perspectives to understand how people respond to privacy concerns. Scholars
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have explained people’s privacy attitudes, perceptions and behaviors [27, 28] indi-
cating a discrepancy between behavior and perception popularly referred as the privacy
paradox [27, 29].

3.1 Communication Privacy Management

This study addresses privacy literacy informed by the perspectives of the communi-
cation privacy management theory (CPM) [15] to understand how consumers or users
of digital technologies respond to privacy and data sharing practices in social tech-
nologies. The CPM theory [15] builds upon Altman’s early conceptualization of pri-
vacy as a boundary regulation process where individuals determine their accessibility
along the dimension of closedness and openness depending on the context [30, 31].
The CPM theory uses a boundary metaphor to explain how people make decisions
about revealing and concealing personal information for everyday privacy management
[32]. Thus the boundary erection becomes a mechanism for determining/controlling
who has access to personal information or space and how much information is
accessible by others [15, 33]. The theory explains that in everyday life people regulate
open- and closedness to others along three different dimensions; the boundaries of
disclosure, time, and identity [15]. Petronio [15] notes that in our daily lives we
struggle with the question of “what to tell or not to tell” and using ‘a mental calculus’
helps people decide on what to disclose and to whom. That is, when to let others know
our private information or thoughts and when to make it confidential; just as in
interpersonal relationships, revealing information online is never a straightforward
decision and is a constant balancing act. The theory identifies various factors that
impact and influence privacy boundary formation rules that include: culture, gender,
motivations, contexts, and risk-benefit [15], in this study we used the lens of the last
three factors. Thus this theory ideal to be applied in understanding how individuals
build and develop rules to aid decisions about what to reveal or conceal to best protect
personal privacy through: boundary rule formation, boundary coordination and
boundary turbulence [15, 32].

3.2 Information Literacy and Privacy Literacy

Over the decades information literacy (IL) has been conceptualized within the confines
of education and library science as a means of identifying a need, planning to search
information, consulting appropriate sources, determining the authoritativeness and
authenticity of the information and finally the use of information [34]. In contexts such
as new media and digital information worlds, IL has shifted significantly and expanded
to other areas such as Internet literacy, media literacies and digital literacies, making it
complex to determine its boundaries [34, 35]. This extends information literacy to
complex models and practices including digital, media, algorithmic and privacy lit-
eracies. For instance, digital literacy is conceptualized as the ability to use information
and communication technologies to find, evaluate, create, and communicate informa-
tion requiring both cognitive and technical skills [36] while privacy literacy as a
subcategory encompasses aspects of use of technology and awareness of personal and
information privacy. The privacy literacy framework [8] identifies five cognitive
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processes of managing personal information disclosures that include: (1) understanding
different privacy contexts related to personal information disclosures, (2) recognizing
where (or which platform) to share or disclose specific information, (3) realizing the
implications of sharing information in social circumstances, (4) evaluating possible
threats to privacy in a given interaction, and (5) deciding what to information to share
under what circumstances.

3.3 Privacy Literacy in Online Environments

Privacy literacy is positioned as a need for individuals to develop technology skills to
competently use and understand issues of safe online privacy practices [10]. But pri-
vacy literacy is not only confined to online privacy practices but also includes the
understanding of ones’ rights to privacy, awareness of data practices, and knowledge of
the institutions that safeguard data protection and privacy. Thus privacy literacy is not
limited to one’s ability to limit access to one’s own information but extends to
information from others and an understanding of how information flows in digital
technologies referred to as ‘networked publics’ [37]; as it is also increasingly complex
to control privacy in social networks due to the ‘context collapse’, with information
flowing beyond one’s control or to unintended audiences [38].

In spite of the solutions offered by technology-based and legal mechanisms to
protect users’ privacy, issues are still prevalent from the misuse of personal information
by service providers and data brokers through their current business models [39].
Privacy literacy provides requisite awareness and knowledge for users to navigate the
contexts and understanding of how such technologies work. This includes the under-
standing of the nature and openness of various Internet platforms, and the exposure and
permanence of one’s personal information once it’s out there [40].

Scholars are also insisting on the need for people to understand the new information
technologies and the new privacy concerns to master the information control strategies
[41]. In this context a privacy-literate person is deemed to be a person who understands
the constantly shifting ground of how digital technologies are over-exposing personal
information to wider public and having the necessary tools to protect their privacy [8].
In addition, the person should have the ability to recognize and differentiate the type of
information disclosed openly as a means of self-governance and autonomy to their
privacy [28].

4 Research Design

The broader study was aimed at understanding how users of digital technologies (fit-
ness trackers, loyalty cards and social networking sites) respond to privacy concerns.
The privacy issues surrounding these technologies are associated to collection, pro-
cessing repurposing, dissemination and exposure of personal information [24, 42, 43]
consequently posing privacy risks to individuals (Table 1).
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The participants fulfilled the following criteria: all were 18 years or older and had
been using at least one of the social networking sites (Twitter, Facebook, Instagram,
LinkedIn) for at least one year. All participants used the English language version of
the SNS. Among all the participants, twenty-one used Facebook, eighteen (LinkedIn)
nine (Twitter) and seven Instagram. Prior to conducting this research the university
ethics committee checked and approved the study methods to ensure the research
participants were protected. General descriptors of “professional” and student are used
to describe the participants’ occupations rather than providing specific occupations to
avoid exposing their identities in addition to using anonymised pseudonyms.

The research used a qualitative approach to collect data through face-to-face
interviews and online observation of participants’ social network sites (SNS) and
checking privacy settings using a cognitive walkthrough to see how they use and
manage their privacy settings in relation to their privacy expectations and preferences.
The use of semi-structured interviews offered a flexible way of exploring participants’
experiences and awareness through the guiding interview questions. Additionally,

Table 1. Participant demographics

Participants
(Pseudonym)

Gender Occupation Age
range

Level of
education

Social media used

M F

Kelly X Professional/Student 35–40 PhD (Ongoing) Facebook, LinkedIn, Twitter

Vera X Student 25 MBA (Ongoing) Facebook, Instagram,
LinkedIn

Marcello X Professional/Student 27 PhD (Ongoing) Facebook, Twitter

Deepak X Student 22 BSc (Ongoing) Facebook, Instagram,
LinkedIn,

John X Professional 43 PhD Facebook, LinkedIn

Molly X Professional 38 MSc Facebook, LinkedIn

Elaine X Professional 25 PhD (Ongoing) Facebook, LinkedIn

Dolly X Professional/Student 25–30 PhD (Ongoing) Facebook, Instagram,
LinkedIn, Twitter

Janet X Professional 30–35 PhD Facebook, LinkedIn, Twitter

Sue X Student 23 MSc (Ongoing) Facebook, Instagram,
LinkedIn

Harry X Student 25 PhD (Ongoing) Facebook, LinkedIn

Teresa X Professional 45–50 PhD (Ongoing) Facebook, Flickr, Instagram,
LinkedIn, Pinterest, YouTube

Michael X Professional/student 45 PhD (Ongoing) Facebook, LinkedIn, Twitter

Evelyn X Professional/Student 45–50 PhD (Ongoing) Facebook, LinkedIn,

Ivan X Student 45 MBA (Ongoing) Facebook, LinkedIn

Lillian X Student 25 PhD (Ongoing) Facebook, LinkedIn,
Instagram

Pauline X Professional 45 MSc Facebook, LinkedIn

Julie X Professional 44 MEd. Facebook, LinkedIn, Twitter

Daniels X Student 19 BSc (Ongoing) Facebook, Snapchat,
Instagram, Twitter

Joe X Professional/Student 23 MBA (Ongoing) Facebook, Instagram,
LinkedIn, Reddit, Snapchat,
Twitter

Andrew X Professional 52 MA Facebook, LinkedIn, Twitter,
YouTube
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during the interviews, the participants searched their names on search engines to reflect
upon any personal information accessible to the public and how it related to their
privacy expectations.

Twenty-one participants (N = 21) were recruited through word of mouth, email
circulation in university listservs, and through various Facebook groups. All partici-
pants were based in Australia: fifteen (n = 15) were students out of which two (n = 2)
were undertaking undergraduate and thirteen (n = 13) were post-graduate students in
various universities within Australia, six (n = 6) were fulltime industry professionals,
nine (n = 9) participants doubled as part time students and professionals and nine
(n = 9) were full-time students.

The participants took part in semi-structured interviews of between forty-five
minutes to one-hour between November 2017 and December 2017. The use of semi-
structured interviews supported the research findings with direct quotations from the
participants [44]. The interviews were audio-recorded and transcribed for analysis.
Finally, the data was coded manually and later exported to NVivo for thematic analysis.
The data analysis used elements of communication privacy management theory [15]
and thematic analysis [45] which are presented in the findings.

5 Findings

Our findings offer insights into participants’ experiences, knowledge and skills toward
privacy management on various digital and social technologies.

5.1 Appropriateness and Minimization of Personal Information
Exposure

In this study the majority of the participants (14) termed the provision of some
information on social media as sensitive, making them uncomfortable to share all sorts
of information with services providers or with others. To counter the excessive
information collection or exposure, the respondents indicated that they limited the
information to only compulsory or mandatory information. For example Teresa said: “I
just provide my name email address and any other compulsory data that would have
been indicated as required”.

Additionally the participants were concerned about disclosing information related
to location such as home address due to security reasons. Kelly explained her responses
as: “On Facebook I’m quite careful so no address no phone numbers, year of birth,
gender, location. My current status is like I’m studying I’m married. So I would share
that. So some very basic demographics but nothing that can link me to where I live
unless they can still find it somehow”.

In addition another participant Elaine indicated she limits personal information to
minimum: “I don’t post where I work on Facebook because they don’t need to know.
I don’t have any relationship information because also they don’t need to know. I think
all I have is where I study and where I was born”.

These data minimization practices essentially means the reduction of the personal
data shared online and determining the contexts and appropriateness of sharing
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particular information. Thus participants purposefully use this strategy to protect their
informational privacy and reduce online risks. Most participants cited the provision of
(only) mandatory information as a strategy to reducing the risk of overexposing per-
sonal information. These practices are necessitated by the constant wariness and
concerns associated to possible misuse of personal information (phone numbers, emails
and addresses) for junk/spamming mails, selling, targeted marketing or advertisements
from marketers and data brokers.

5.2 Privacy Boundary Management Practices

In online platforms it is evident people manage the type of information others can have
access to as a privacy management strategy. While in social media platforms its dif-
ficult to effectively control how information flows, participants in this study deployed
various strategies by actively managing what others can access about them. These
practices manifest in different ways through: audience selection, managing the
boundaries with their connections, self-censorship, and deletion of information acci-
dentally or intentionally disclosed information with the goal of protecting their privacy.
Some of these practices are detailed below:

Boundary Opening and Closure Across Platforms and Organizations. As part of
privacy management process, people enact boundary rules to determine whether to link
to others, who to be included or excluded and the type of information to be shared or
revealed to others [15]. Personal information from users’ social media profiles can easily
permeate to unintended persons or organizations depending on how individuals manage
personal information. The social media platforms provide opportunities for users to log
in to other third parties applications to access other services using sign-in with Facebook
or Google+ affordances. The consequent use of these conveniences effectively autho-
rizes access of the user’s profile personal information. While the “signing in with”
provides convenience for the users this means one is combining boundaries of two
organizations that give access to personal information to both organization, and the
individual has little knowledge how their personal information will be used. In the study
the majority (15 of 21) participants expressed concerns over using this convenience by
purposively avoiding linking the boundary by attempt to limit information to a single
organisations rather than making the link across many entities. For instance Michael
indicated in the past he used the social media signing-in functionality but later on
avoided it due to privacy concerns associated with enabling tracking by application
providers. Michael reflected how he changed his signing in practices by creating a new
account whenever using online services or applications rather than using the sign-in
affordances: “I am careful about what data they allow to be shared with others. So using
Facebook to log in to other things for instance is not something I would like to do, I
would create a separate account for each separate one. And I won’t allow to log in
Facebook across, once Facebook gets into something then you know as my boss would
tell me the only other thing that’s got worse than terms and conditions in Facebook site
is they make it easy for people to log in with Facebook everywhere. So people take the
easy path all and the Google generation just don’t care about”.
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The participants indicated taking precaution in using the “sign-in with” affordance
as a way to avoid connecting boundary between two different organizations that collect
personal information. Kelly also indicated in the past she used the functionality but due
to increased privacy concerns, she started to create new accounts like Michael when-
ever signing-up for any new online services: “….I think once or twice I did sign in with
Facebook because of the convenience. But now I usually get them to e-mail me a link
to reset my password and then I’m go to reset everywhere else, so even though they say
would you like to sign in through Facebook. I usually say no, I just prefer to have
account with just that. And Facebook with just Facebook, sometimes I don’t see the
relevance of signing up with… because I don’t want Facebook to know what I’m
buying or doing. Of course they might soon know for some reason but I don’t want to
be the one creating the direct link”.

The findings indicate awareness to online data collection practices and active pri-
vacy management in controlling the information boundaries between companies
through the avoiding linking of personal information between platforms. The boundary
closure practices reflect increased participants’ knowledge and awareness of privacy
risks, associated with using such affordances to prevent any potential privacy risk.

Connecting and Disconnecting of Boundaries in Social Networking Sites. Face-
book, Twitter, LinkedIn and Instagram are common “places” where people provide self-
identifying and expressive information [8]. The privacy boundary in these platforms is
managed through connecting and disconnecting with other people through sending and
accepting “friend” requests and also determine what is open to others or not.

Most participants indicated they have clearly segmented their social media
according to their own predefined purposes in order to determine with whom to con-
nect. For instance all twenty-one (21) participants used Facebook to link with friends,
family, new acquaintances and sometimes colleagues, and seventeen (19) used Lin-
kedIn to connect with other professional and colleagues, while nine participants used
Twitter for connecting with colleagues, professionals and others in their areas of
interest and with the general public due to its open nature.

The participants indicated they were very cautious on how they responded to
requests from colleagues and unknown people, for instance four participants: Teresa,
Molly, Pauline and Julie all female all over 38 years old, indicated they decline
accepting friend requests from colleagues or bosses on Facebook unless they have been
working together for a long time or have developed close relationship. Deepak (male,
student) also indicated similar views of determining boundaries with whom to connect
and not, in his part time job, especially the bosses due to concerns of allowing them
access to his social life. The participant explained there should be a boundary to
separate formal and social relationships.

These deliberate practices of purposively and cautiously managing the boundary
between personal life and work was expressed by most of the participants, citing it as a
means to avoid any potential problems or mixing-up of personal life with work rela-
tionships. For example Teresa explained: “I’m very selective when I get invitations
from people, for example former work colleague that I don’t usually like, sent me an
invitation recently and I said I’m going to be friends with her on Facebook. So with that
I rejected it. But if she approached me on LinkedIn, probably would accept. Because I
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use them differently I want to keep them very calm and compartmentalized, LinkedIn is
my work my professional life and Facebook is my personal life”

This segmentation of the platforms social and formal relationships enables people
to decide whom to connect with on what platform and what type of information can be
accessed by whom, which helps users to draw their privacy boundary. For instance Joe
indicated that: “There’s a big difference between work life and social; that’s sort of a
big line there” This illustrates how people manage their privacy boundaries on an
interpersonal level by selectively concealing and revealing personal information to
others [46] with an increased manifestation in social media platforms [15]. The active
boundary management allows people to decide with whom to have access through
connecting and disconnecting boundaries (accepting or ignoring “friend” requests) in
social media platforms as a way of regulating and maintaining one’s privacy.

These findings are in line with previous studies; people are constantly engaged in
privacy management by determining what information about them is accessible to
others, and by managing personal and professional boundaries through selective dis-
closure of information on the Internet [47]; we found that this also applies to online
social media.

Selective Information Disclosure for Reputation Management. Prior studies indi-
cate people purposefully and selectively reveal or share information online with the
goal of reputation management [46, 47], which is a privacy management goal to
distinguish what is accessible and not to others through online platforms. Social media
platforms easily open up personal information to the public. People share a variety of
information including: academic qualifications, place of work, photos, opinions or
comments, and other information, which a person may not want open to everyone.

In our study, all participants used more than one of the popular social media plat-
forms: Twitter, Facebook, LinkedIn, and Instagram. The participants indicated a clear
segmentation of the use of each social media platforms for particular purposes: LinkedIn
for professional promotional and connection purposes, Facebook and Twitter are used
for social and quasi-professional purposes, Instagram for personal hobbies, and personal
self-promotion among other purposes. Most of the participants have categorized the use
of each platform according to its perceived functionality. For instance Joe explained: “I
really don’t get a lot out there in my Facebook timeline. Twitter is sort of quasi-
professional, I think my main motivation in maintaining that profile to appear visible; to
be able to tweet at conferences, look like a somewhat active member of the field.
LinkedIn is purely a sort of networking for work purposes and on Snapchat I will snap
regularly with friends and Instagram is kind of much about myself - sort of a record of
my photos”.

Joe, who is also a casual teacher at a university, elaborated that while he uses his
personal Facebook account for teaching purposes, he is careful to manage what is
visible to the students by not allowing them access to his profile: “When I started
teaching, I just wanted make sure students are not seeing the huge amount of personal
stuff. So I guess that would have been the last time I checked sort of Facebook because
we’ll have like a Facebook group for the class and so people will be messaging me so I
wanted to make sure that they don’t see too much - I sort of treat it like my CV”.

Privacy Literacy and the Everyday Use of Social Technologies 41



Most of the participants (19 of 21) had LinkedIn profiles, out of which twelve
participants were still undertaking their studies (bachelors, masters and doctoral stud-
ies) and considered it as an important promotional tool to promote themselves to
potential employers and to connect to other professionals within their field of interest.
For instance Elaine (female, PhD student) said: “I do want that when people Google me
I do want them to see my LinkedIn profile, that’s really the only thing I try to publish as
much as possible. I do want people to see my YouTube video because it’s about my
research; staff profiles, that’s fine. My Facebook doesn’t come up and I think and that’s
the way I want it”

In contrast, two participants (Andrew and John) working as higher education
professionals indicated a lack of interest in having LinkedIn profiles; however, due to
workplace pressure they had to set-up their profiles against their wish or interest. For
example John expressed his displeasure as: “We were told to have LinkedIn so I had to
set-up the account”.

Andrew further expressed his concerns that LinkedIn profiles are publicly accessed
terming it a vulnerable “place” where people expose too much personal information
with a potential of negative impact to individuals. Andrew was weary of privacy
concerns due to the possibility of over-disclosing information, which might aid identity
theft given that one discloses a lot of information including personal interests. Andrew
noted that: “I’ve never really thought of LinkedIn as a public document and that if
somebody knew mine, because you know, the literal meaning of curriculum vitae is the
story of your life. If someone knew everything in that CV, I think that it definitely can
compromise your privacy. Yeah, I think, things like your personal interests, I don’t
think the world needs to know my personal interests. And some of those pieces of
information can be clues for passwords or those security type questions”

Generally the determination of what sort of information to share on particular
platforms and with whom to connect is an indication of privacy management, thus
avoiding linking information and personas, which one does not necessarily want other
audiences to see or connect. This segmentation and selective disclosure enables par-
ticipants to manage their reputation by controlling and determining what to reveal,
conceal and with whom, which supports earlier research findings [47].

Privacy Management Through Audience Selection. By default, social media plat-
forms open up personal information, both expressive information and self-identifying
information [8, 48] to a wider public access. To navigate these privacy challenges
participants are constantly managing by deciding what information is accessible to
unintended audiences using the privacy settings [48]. While information sharing in
social media is platform dependent, audience selection plays a key role in determining
who has access to particular information. For instance, Joe explained how he actively
manages audiences on Facebook: “There are some people that I chose to hide some of
my posts from rather than actually deleting them from my friends list because I don’t
want them to know that I deleted them. I do so because they’re posting too much, or I
found their views annoying, or I don’t want them to see my posts”

To manage the audience the participants actively use the privacy controls to keep
certain information within the intended target audience rather than broadcasting to “all
friends” on their social media platforms by using the blocking feature, deleting posts,
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unfriending when there is a breakdown of a relationship, and limiting of information
posting to friend lists or groups as a way of managing privacy. For example, Janet
limits access to some people by blocking them or filtering them from the posts to avoid
getting comments or being associated with their views. She pointed out that: “My mom
posted things that has made me really angry. So I’ve put her on “very limited”. I have
blocked her and she can’t see anything because my mom is older and doesn’t under-
stand the concept of digital footprint and that sort of thing. So I don’t want to be
associated with some of her views”.

Although participants indicated that on social media they generally connect with
people they trust, especially Facebook, but when their reputation is potentially com-
promised, they limit access to information for a targeted audience, irrespective of their
closeness or their pre-existing or social relationships. For those who have connected
with colleagues on social media platforms they actively engage in deleting old posts as
a way to avoid giving people access to their previous views which might not neces-
sarily represent their current status. For example Joe indicated he has deleted photos to
avoid people having access to them: “I feel that there were a lot of people out there that
I had nothing in common with. So I’ve done a bit of cleaning of the account since its
quite old maybe from 2008. So like there are some photos on I’m still seeing stuff that
is quite frustrating because I made terrible decisions when I was younger like silly
things and I don’t find it particularly useful in the platform”.

Monitoring Online Digital Footprint and Self-censorship. Managing personal
information and digital footprint in our data-driven society is of importance but hard to
control what information about an individual is publicly available and accessible on the
Internet [49]. People care about what is out there about them and strategize on how to
manage their footprint by routinely searching their names, videos and images on
popular search engines in order to evaluate their online digital footprint or presence.

In this study the participants indicated they actively and regularly search the
Internet to see what is accessible publicly about them. For example Julie, who works as
a department manager, occasionally searches her name to reflect upon what personal
information is out there about her on a regular basis. The self-searching or name search
seemed to be a popular tool for privacy management. Julie was excited to see her
publicly accessible information through search engine referring it as “googleable” with
a positive connotation of good presence: “I’m very googleable because I made up my
name, so when I Google I can see what I’ve posted. Like I can see who I am. You can
find quite a lot about me and there’s not much you can do about that, so I just let it go
and I like what I see”.

In addition, during the research interview the participants were asked to search their
names and reflect on the search results as a way of understanding how people manage
online footprints. All the respondents were satisfied with the results, since most of the
personal information was related to their professional profiles in LinkedIn, personal
websites, publications, or conference presentations and images. For instance Molly
expressed her constant concern, which motivates her to engage in regular self-searching
to see if there is any inappropriate information or images accessible online: “I always
wonder what is there in the net about me. Because sometimes for example you can find
your name or images you posted and forgotten it, right?” Dolly also narrated her
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experience of using Facebook from her teenage years as being careful in making
decisions on whatever she posts for everyone to see. “I was quite young when I signed
up because I was quite vulnerable to the Internet. I am a little bit more responsible now
that I know that whatever goes up onto the Internet, I basically need to be aware that at
some point it might be hacked, and it might be spread out to the world. Whatever I post
has to be something that I am happy to go out to the world”.

The awareness of the open nature of the online platforms informs participants’
engagement in self-censorship, guiding what they post on particular online platforms as
a way of protecting their reputation and privacy. These awareness and social media
practices could be attributed to participants’ level of education and profession. The
continuous and careful management of information on respective social media indicate
the deliberate development of new professional images by intentionally portraying “the
fronts” [47] as professional in LinkedIn and Twitter while limiting “the back” personal
life to platforms like Facebook.

Context Collapse Navigation Using Anonymous Accounts as a Means to Creating
a Personal “Space”. Although previous research indicate users of social media
increasingly use their real names as a strategy to build reputation [49], some people
maintain more than one account to enable them to express their opinions anonymously
to protect their privacy or avoid other people’s access to their expressive information.
In this study Julie, Teresa, and Molly used anonymous names on Twitter as a means of
concealing their identity and allowing them to share things they want, without the fear
of being judged or their real identity known. For instance Julie has two Twitter
accounts: one with her real name and the other one anonymous in what she referred to
as a “secret account”.

Each of the two accounts serve specific purposes with the anonymous one as a
strategy to protect her privacy while on other one is actively used for professional
purposes and general information sharing. The anonymous account is used to share
information related to her common interests, particularly about her swimming
achievements and religious views, which she does not necessarily want her colleagues
or people in her professional circles to know. Julie said she decided to use the account
to avoid mixing her personal and professional boundaries: “I have two accounts one is
my real name and I’m happy because that’s my work one, the one I use to connect with
people in my industry and at conferences and in teaching and learning forums and stuff
like that. But I only post stuff that is related to work or related to something or
management, that sort of stuff. On my “secret account”, I’ve deliberately not given
Twitter any information about who I am. So essentially I’ve got this random e-mail
address, because otherwise people can search for you via email address”.

The use of the pseudonyms or anonymous accounts names is a strategy to protect
one’s personal identity and reputation by avoiding linking two personas, which cor-
roborates with early research on reputation management [49]. For instance, Julie
maintains two online personas, one as a professional and the other one as a Christian
and an individual who is actively working out to lose weight using the two different
Twitter accounts. This indicates that although anonymous accounts can be misused to
infringe on other people’s privacy, in this case the anonymous account provided a
personal “space” for people to express their opinions openly without fear of being
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judged by colleagues or other close relations. The interviewee added further: “I would
share a lot of things, I don’t really want to be that public because Twitter is a very
public medium. When I’m frustrated with work or something else I didn’t want people
to be out to link me to that person who works or when I’m frustrated with life or
because I’m a Christian. Sometimes I’ll post Christian stuff. I don’t want people
necessarily at work to think that’s how I think about life”.

The recognition of the openness and public nature of the social media platforms
necessitates people to manage personal views, which represent multiple personas and
the separation of them as a way of avoiding any potential conflicts and contrary
perceptions against individual expectations.

5.3 Protection of Individuals Locational Privacy in Social Technologies

Social media permits people to share locational information with others within the
platforms, but individuals have some forms of control to disclose or not use the
locational feature for various reasons.

Although all twenty-one participants indicated they use location features in Google
maps for navigational purposes, Facebook checks-ins and locational tagging, they were
highly concerned about locational privacy concerns, especially in disclosing their home
addresses and their real-time location for security reasons. To control the flow of
locational information, participants indicated constant attempts to limit access by
deactivating locational features on their smartphones or applications and avoided using
the location features in social media platforms. For instance, Pauline expressed why she
limits access to some location for locational privacy reasons: “I want to limit the
exposure of my personal information as much as possible. I don’t use my location on
my phone because I don’t want people to know where I’m located. So only when I’m
desperate and I need to go somewhere I use Google Maps then I put my location on and
then as soon as I finish up I takeoff my location”.

Additionally Teresa indicated she always denies access to location while using
some of the smartphone and social media applications, and only activates when using
specific applications: “I don’t like sharing my location for every application. I have a
bad feeling about being monitored, about people knowing exactly where I am and I
just… it’s just doesn’t sit comfortably with me”.

Although most participants (fourteen) indicated occasional use of the social media
locational check-in feature, two of them (Michael and Kelly) indicated they only use
the feature after leaving the place rather than doing it in real-time while seven indicated
they had never used it and only enable the location functionality when using the
applications on their smartphones applications are necessary. The protection of location
privacy takes multiple perspectives both technical and active use of the social media
controls, with an indication of individuals deploying all necessary means to control
their locational privacy.
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5.4 Managing Targeted Ads and Information Collection
by Organizations

The targeted ads refer the practices of advertisers using individual users’ online profiles
to provide ads [50]. The targeted ads are increasingly termed as intrusive to privacy due
to the collection of too much personal data about individuals. In this study participants
expressed annoyance about the unwanted ads from social media and search engine
providers, telemarketers and data brokers. The participants indicated active resistance
to profiling and targeted ads in the browsers and on social media. For instance, 10 of 21
participants delete their search histories in the browsers, avoid using the “like button”
on Facebook for things to acknowledge their personal interests in social media. The
respondents were uncomfortable about targeted ads and felt being stalked, terming it as
unnerving especially when reflecting on how it’s done.

The respondents’ attempt to control and avoid the targeted ads by using a different
email address, which they use to register for all sorts of online services and sub-
scriptions in order to avoid receiving advertisement emails or junk emails, or so as to
pay special attention in their work or formal email. For example Michael said: “I have
different email accounts, my personal one, the one that I give out to friends and family
and other people. Then there’s the Gmail account I tend to use for mailing lists and
other online stuff that doesn’t necessarily disclose too much personal information.
It allows me to segregate out a whole bunch of junk mail that I don’t necessarily want
clogging up my primary email account”.

Although the participants recognized targeted advertisement as unavoidable and
beyond individual control in the online platforms the attempt to counter the targeted ads
through active deletion of browser search histories and avoid clicking on the ads was a
way to protect their privacy. Elaine explained: “I get pretty pissed off and mind-
boggled, when I’ve done something not associated with what I did on Facebook, and
then it comes up. I think that’s quite annoying. I try not to search it again or go back to
my history and delete all my history”.

These practices of attempting to avoid online personalized services reflects some
level of understanding and awareness of the omnipresent online profiling practices, and
the deletion of the search histories is a form of response to counter the practices. As Dolly
says: “When I see ads on my Facebook related to what I shopped for, I freak out, but I
can’t do anything” or as Kelly says: “I have been a bit apprehensive when you log into
my email address or website and on the side there’s a bar of like of everything that you
visited yesterday or something… It kind of it monitors everything that you do, which is a
little bit uncomfortable but I usually don’t click on those things anyway because it looks
like a virus to me, even though I know it’s not. I don’t like clicking on it”.

Although some (three) participants prefer targeted ads due to the relevance to their
interest they still felt uncomfortable about the tracking. Therefore, to counter the
tracking, the respondents avoid clicking on the ads as a way of countering prevalent
online tracking and information collection and use beyond users understanding or
expectations.
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6 Discussion and Conclusion

Our findings indicate that the majority of participants engage in managing privacy on
social networking sites through data minimization, blocking others, unfriending, and
declining friend requests, reflecting a growing awareness about privacy issues across
social technologies.

The participants have clearly segmented information on particular platforms
through audience selection and also by managing the boundaries between their social
and professional lives, through making a deliberate choice of connecting with col-
leagues using LinkedIn and Twitters platforms, and using Facebook for social pur-
poses. Although they connected with others outside their circle on Facebook, this was
dictated by the already-established social relationships between individuals. In general,
our findings align with earlier privacy research [46] where the participants indicated
they selectively disclose and conceal some information to specific individuals by
managing which audience has access to particular information. This reflects a sense of
awareness of the openness of the platforms that necessitated these particular practices.

Urban and Hoofnagle [51] categorized people into privacy vulnerable and privacy
resilient. We found that although participants are potentially vulnerable when ignoring
terms of services and sharing their personal information to online services in exchange
for benefits such as easy networking, keeping in touch, personal image management,
and entertainment, they also managed their risks in a way that they could be resilient.
They monitored their own data and erased data as needed. Some limited their personal
information across devices and online applications, which reflects an awareness of the
risks, but this also needed continual effort and continuous management on their part,
and hence was also a constant negotiation. Nevertheless, this negotiation requires an
informed understanding of the fast-changing world of digital social media, which
reiterates the role of privacy literacy.
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