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Abstract. The determination of characteristics by regression models
using bio-chemical data from analytical techniques such as Near Infrared
Spectrometry and Nuclear Magnetic Resonance is a common activity
within the recognition of substances and their chemical-physical prop-
erties. The data obtained from the mentioned techniques are commonly
represented as vectors, which ignore the continuous nature of data and
the correlation between variables. This fact affects the regression mod-
eling and calibration processes. For solving these problems, alternative
representations of data have been previously used with good results,
such as those ones based on functions and the others based on dissim-
ilarity representation. By using the alternative based on dissimilarities,
the obtained results improve the efficiency of the classification processes,
but the experience in regression with this representation is scarce. For
this reason, in this paper, in order to improve the quality of the regression
models, we combine the dissimilarity representation with some adequate
data pre-processing, in our case, we use the classical Partial Least Square
regression as the modeling method. The evaluation of the results was car-
ried out by using the coefficient of determination R2 for each case and a
statistical analysis of them is performed.
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1 Introduction

Chemometrics, according to Massart [6], “is the chemical discipline that uses
mathematical and statistical, and other methods that employ formal logic to
design or select procedures and experiments for optimal measurement and to pro-
vide the relevant chemical information from the analysis of the chemical data”.
In this field, the development of classification methods, regression methods and
analysis of substances from spectroscopic and chromatographic signals is one of
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the fundamental activities. The prediction of the concentration of a compound
in a mixture spectrum or the properties of a material from its known structural
parameters is a common task in chemistry [1].

Nowadays, instrumental techniques allow the analysis of pertinent data for
different substances, such as: drugs, fuels, inks, medicines, etc. These data are
usually represented as a sequence of independent values where each one can be:
a measurement or observation made in time, response values for different wave-
lengths, etc. Usually, spectra are considered as vectors whose values correspond
to the samples of the curve at a set of points, therefore, it ignores the contin-
uous nature of data, the correlation between variables and, in many cases, it
contains noisy and redundant information. In addition, the high dimension of
data contrasts with the small number of samples that are usually counted in
the laboratories. Each kind of spectroscopy and chromatography has its own
characteristics, then the methods developed for a specific technique may not be
applicable to the other ones. It is almost impossible to infer how a model will
behave by simply making a reduction in the size of its variables. In order to lead
with the mentioned problems, some alternative representations have reported,
such as the known Dissimilarity Representation (DR) [7].

The DR allows that certain additional knowledge regarding data can be
included making use of a measure of dissimilarity, which, in many cases, reduces
the original dimension of data [13]. However, due to the physic-chemical nature
of the measurement and the characteristics of each compound, not all dissimi-
larity measures achieve good results. The dissimilarity based approach has been
used for the chemical substances classification, obtaining good results [8]; how-
ever, to the best of our knowledge, it has been purely applied in regression
tasks [5,12]. Besides, it is not usually known which are the most appropriate
dissimilarity measures for certain analytical techniques and what is their effect
on the regression modeling.

Although the representation of data is a very important factor for the
improvement of the regression model, it is not the only fact to take into account.
The whole process to obtain a regression model is rather achieved through the
combined use of an adequate pre-processing method and the selection of the
most appropriated representation for each analytical technique. In case of using
a representation based on dissimilarities, it is crucial the selection of the most
appropriated dissimilarity measure.

The goal of this paper is to determine if regression models can be improved
by using dissimilarities and which measures are more appropriated for each tech-
nique. We use the Partial Least Squares (PLS) as regression method, and Multi-
plicative Scatter Correction (MSC) and Standard Normal Variate (SNV) as pre-
processing methods. For comparatively evaluating the quality of the regression
models, the Coefficient of Determination (R2) is used. It indicates the propor-
tionate amount of variation in the response variable Y explained by the indepen-
dent variables X in the linear regression model. The larger the R2 is, the more
variability is explained by the linear regression model.
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This paper is organized in the following sections. In Sect. 2, we present a brief
background. We detailed our proposal in Sect. 3. Section 4 is dedicated to the
experiments description and the result analysis. In Sect. 5, the final conclusions
of the work are presented.

2 Background

2.1 Pre-processing Methods

Data obtained from instrumental techniques often require that the differences in
level and scale be eliminated, but must be known if is needed to pre-process the
data and which is the adequate method to be used. MSC and SNV are probably
the most widely used of pre-processing techniques for the Near Infrared technique
(NIR) [9]. Imperfections, such as the effect of dispersions, are removed from the
data matrix before modeling. MSC comprises two steps: (1) the estimation of
the regression coefficients (additive and multiplicative contributions), and (2)
the spectrum correction. The SNV concept is very similar to MSC except that
the reference signal is not needed and each observation is processed separately.

2.2 Partial Least Squares

Partial Least-Squares Regression (PLS) is a widely used method in Chemome-
try for multivariate calibration. This method uses the information of the latent
variables space (i.e. a combination of several variables to form a new one with
a certain property). In PLS, the decomposition is carried out in such a way
that the scores have the maximum covariance with the dependent variables. The
covariance combines the large variances of the independent variables X and the
high correlation with the response variable Y [3]. PLS is a linear model where
the final latent variables predict the property and it is linear combinations of the
original variables, supporting the collinearity between the variables. For model-
ing a single Y , the algorithm is known as PLS1 and for multivariate regression
it is called PLS2.

2.3 Dissimilarity Representation

The Dissimilarity Representation (DR) is based on the role played by the prox-
imity concept in classification problems, so the authors proposed to work in
the space defined by the dissimilarity between objects [7]. When the objects
to be classified are spectra or signals, the geometry and structure of them are
used as discriminative characteristics between the different classes, depending
on the used dissimilarity measure. Dissimilarity measures allow calculating and
quantifying the differences between the samples; therefore, the selection of the
appropriate measure for a given problem is a challenge and it depend on the char-
acteristics of each particular problem. The use of the representation of data based
on dissimilarities can be especially advantageous when the number of objects is
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very small or when the data are represented in high-dimensional spaces [8]. In
DR, instead of having an m × n matrix where m represents the number of
objects and n the measured variables, the data will be represented by an m × k
matrix where k is the number of representative objects.

The commonly used dissimilarity measures are Chi-Square with a tolerance
parameter epsilon of 0.1, Euclidean Distance (E), Kolmogorov-Smirnov Dis-
tance (KS), Cosine Distance (C), Shape Distance (Sh) with smoothing param-
eter s = 2, Spectral Angle Mapping (SAM), Pearson Correlation Coefficient
(PCC), Bray-Curtis (BC), Correlation (Corr), Minkowski Distance (M) with
p = 5 parameters, and Spearman Correlation (S).

3 Our Proposal

Our regression models can be explained by using the steps shown in Fig. 1.
In general, we can obtain four possible regression model alternatives. The first
one starts representing the original data by a vectorial representation which
is modeled by using PLS and evaluated by using R2 (see the sequence 1-4-5
of Fig. 1). The second alternative is similar to the first one but starting with
a pre-processing step over the original data. The third alternative consists in
representing the data in the dissimilarity space by using a selected measure over
the vectorial representation of the original data (see the sequence 1-2-3-4-5 of
Fig. 1). Finally, the fourth alternative is similar to the third one but starting
with a pre-processing step over the original data. In this way, our four regression
model are built, allowing us a comparison between the results of the regression
model based on the space of the dissimilarities for different measures of similarity.

Fig. 1. Sequence steps to obtain the regression modelling.
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4 Experiments

Following our four alternatives proposed in Sect. 3, we can evaluate the possible
regression models. In our experiments, the PLS method was used with 10 com-
ponents on each test. For comparing the regression models, the value of R2 was
calculated by each experiment. ANOVA is used to compare the experimental
results because a higher value of R2 does not guarantee a better model, for this
fact, we want to verify that the difference between the values is not significant.

4.1 Used Datasets

The chosen dataset used in our experiments are Soil [10], Tecator [11], Cancer [2]
(Metabolomic Cancer Diagnosis) and Wine [4] (see Fig. 2), where Soil and Teca-
tor were obtained from the Near Infrared technique (NIR), while Cancer and
Wine were obtained from the Nuclear Magnetic Resonance Technique (NMR).
The Soil dataset is composed by soil samples originated in a field experiment
in Abisko Sweden, where the samples comes from 36 parcels, with three sub-
samples of each parcel (in two different horizons, one of the inferior and two
of the superior), giving a total of 108 samples, and the predicted values mea-
sured correspond to the ergosterol concentration. The Tecator dataset comes
from the food industry and contains NIR spectra of meat samples, measured in
a Tecator Infratec Food and Feed Analyzer. It has 215 samples consisting of 100
Absorbance values in the wavelength range 850 to 1050 nm and is associated
with a description of the meat samples, obtained by a chemical that contains
the percentage of fat, water and protein of each sample. The calibration problem
addressed with this dataset consists in predicting the percentage of fat in the
sample of meat from its NIR spectrum.

Fig. 2. NIR: Soil and Tecator (top) and NMR: Cancer and Wine (bottom) datasets.
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The Cancer dataset was obtained by 1H-NMR spectroscopy (CPMG and
NOESY-Presat) of human plasma samples (sodium citrate anticoagulant) and
biomarker measurements (TIMP-1 and CEA). This study included patients
undergoing to endoscopy of the large intestine due to symptoms that could
be associated with ColoRectal Cancer (CRC), also known as bowel cancer and
colon cancer. This dataset contains samples of control cases with one case of ver-
ified colorectal cancer and three controls for each case. The control group in this
dataset correspond to subjects in which benign colorectal adenomas were found.
The controls correspond to the age, sex and location of the tumors. The data of
NMR are represented as PCA scores (first component) of the integrated peaks.
Biomarker data is transformed into a record (base 2). It is known that TIMP-1
and CEA biomarkers change with the age and the genre. This has been corrected
in the concentrations of biomarkers subtracting the concentration of a matched
sample from another group of control (without findings). On the other hand,
the Wine dataset is originated from the analysis by 1H-NMR of 40 table wines
of different origin and color, where the value to predict is the pH of mentioned
samples.

4.2 Experimental Results

The R2 average results over each aforementioned dataset are shown in Fig. 3,
which covers the four variant results. For each measure the results correspond
to the use of the pre-processing step or not. From left to right (up to down)
the first value is obtained without pre-processing, the second one is obtained by
applying SNV and the third one is achieved by using MSC.

As it can be seen in the figures of Soil, the measures that had improve-
ments with respect to the R2 value using the vector representation without pre-
processing were BC, E, SAM and Sh, measures that in turn have lower variance.
Therefore, we can say that the model is more consistent when these measures
are applied.

In the case of Tecator, except for the SAM, BC, E and M measures, the other
seven measures reported improvements in the results of the dissimilarity, which
is verified with the statistical analysis that having little variance in the results
of R2, the values obtained do not depend on the selected set.

For the Cancer dataset, R2 values for BC, E, M, SAM and Sh measures
increase by more than 30% and have the lowest variance values; while for the
Wine dataset, the BC, E, M, SAM, Sh, S and X2 measures present a high value
of R2, approximately 0.99 compared to 0.96 of the original data.
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Fig. 3. Values of R2, multicomparison and ANOVA analysis.
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5 Conclusions and Future Work

The results indicate that the use of The Dissimilarity Representation with certain
measures, in combination with a pre-processing (in cases where it is required),
considerably improves the regression model in comparison with the model for
the original feature based representation of data. The measures of dissimilarity
that improved to a greater extent the models were: Euclidean, Shape and SAM,
and those with the worst results were Kolmogorov-Smirnov and Cosine. The
Dissimilarity Representation showed to be good alternative on obtaining the
regression models in the selected chemical data for the analytical techniques
NIR and NMR.
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